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Message from the General Chair

Welcome to Minneapolis! NAACL 2019 promises to further build our growing and increasingly diverse
community through substantive presentations, new diversity and inclusion initiatives, and a culturally-
rich social event!

Christy Doran, Thamar Solorio, and Ted Pedersen, our 2019 Program Co-Chairs have gracefully
managed the largest number of submissions at any NAACL to date – with submissions in 2019
almost doubling from the previous year. They demonstrated unrelenting dedication throughout the
conference planning process to ensure preparation of a balanced program with thoughtfully-crafted and
fair reviewing processes, on-time notifications, and a final careful selection of papers from a wide range
of topics of interest represented in the main conference program. They also introduced a number of
innovations in processes, including submission of abstracts before final submissions with the intention of
getting a head start on the reviewing process and securing sufficient reviewers by topic; video lightning
talks for posters to promote greater attendance and a preview of poster content; and, five categories of
Best Papers: 1) Best Long Paper, 2) Best Short Paper, 3) Best Theme, 4) Best Resource, and 5) Best
Explainable, to highlight a range of community values. The PCs introduced a conference theme this year
that reflects a concern around ethics in our research community. Specifically, the theme examines the
tension between data privacy and model bias in NLP. Our three invited talks, Arvind Narayanan, Rada
Mihalcea, and Kieran Snyder will all present keynotes related to the conference theme.

In 2019, back by popular demand, there is an Industry Track, co-chaired by Rohit Kumar, Anastassia
Loukina, and Michelle Morales. It will address practical issues in real-world deployment of Natural
Language Processing and Speech Processing technologies that describe key lessons learned and new
challenges posed by real-world implementations. There was an increase in the number of industry track
submissions from 2018 (when the track was started) which suggests a continued interest in this track.
A highlight this year is a Careers in NLP panel taking into consideration our more junior community
members and their mentors.

As our international community grows, we can expect increasing diversity. Consistent with an awareness
about diversity in the Natural Language Processing and Computational Linguistics community, at
NAACL HLT 2019, we have introduced the Diversity and Inclusion (D&I) committee, co-chaired
by Jason Eisner and Nathalie Schluter, and the Remote Presentation (RP) committee, co-chaired by
Abhinav Misra and Meg Mitchell. The D&I committee was intended to support community concerns
including, more diverse attendance through feasible childcare support efforts, community building
through mentoring and social networking through the conference app, and comfort of all attendees
through pronoun choice on badges and gender-neutral bathrooms. The RP committee responded to a
concern to provide all members of our community with greater access to conferences, especially with
regard to U.S. visa issues given the current political constraints. It is our hope that these new initiatives
enrich the conference experience by further promoting greater access, and in turn, community-building.

On behalf of the Natural Language Processing and Computational Linguistics community, I would
like to thank all of the organizers for their dedication, creativity, and lively communication that
lead to a successful program and set of events: Christy Doran, Thamar Solorio and Ted Pedersen
(program chairs); Rohit Kumar, Anastassia Loukina, and Michelle Morales (industrial track chairs);
Nitin Madnani (website and app chair); Smaranda Muresan, Swapna Somasundaran, and Elena Volodina
(workshop co-chairs); Anoop Sarkar and Michael Strube (tutorial co-chairs); Waleed Ammar, Annie
Louis, and Nasrin Mostafazahdeh, (demo co-chairs); Jason Eisner and Nathalie Schulter (Diversity and
Inclusion Co-Chairs) Stephanie Lukin and Alla Roskovskaya (publication co-chairs); Steve DeNeefe
(handbook chair); Laura Burdick, Sudipta Kar, and Farah Nadeem (student co-chairs) along with Greg
Durrett and Na-Rae-Han (Faculty Advisors) for the student research workshop; Lu Wang (student
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volunteer coordinator); Jason Baldridge and Alexis Palmer (the Americas International Sponsorship
Team). Chris Callison-Burch and Tonya Custis (local sponsorships co-chairs); Yuval Pinter and Rachael
Tatman (publicity and social media chairs); Abhinav Misra and Meg Mitchell (Remote Presentation
co-chairs); Spencer Whitehead (video chair). Many thanks to Rich Gerber at SoftConf for on-going
and rapid support. Many thanks to Julia Hockenmaier and the NAACL Executive Board for their on-
going consultation, and Barbara Di Eugenio, Marti Hearst and David Yarowsky in their roles as ACL
Conference Officer, ACL President, and ACL Treasurer, respectively. We also thank the Organizers of
ACL 2019 and EMNLP 2019 for support in coordinating the programs, workshops and tutorials. We
have twenty workshops plus the student research workshop. As we do every year, we owe many, many
thanks to Priscilla Rasmussen for her guidance and moral support in addition to the mind-boggling task
list associated with large-scale event planning, including managing exhibitors and our large sponsors.
Thanks to Priscilla’s efforts we have a great social event planned at the Minneapolis Institute of Art. In
the spirit of community diversity, the museum offers internationally-themed galleries, and the food will
reflect the themes.

We are immensely grateful to our sponsors for their generous contributions to NAACL 2019. Diamond
sponsors are Amazon, ASAPP, Bloomberg Engineering, Facebook, and Google. Platinum sponsors
are Capital One, DeepMind Google, Thomson Reuters, and Two Sigma. Our Gold sponsors are
ByteDance and Megagon. Silver sponsors are Cisco, Duolingo, eBay, Grammarly, Microsoft Research,
and SAP. Bronze sponsors are Clinc, ETS, Raytheon BBN Technology, and USC Viterbi School
of Engineering/Information Sciences Institute. Additionally, Google is supporting our Diversity &
Inclusion initiative and Grammarly also made an in-kind donation of Grammarly codes to help with
proofreading. And, many of these same sponsors also generously support some of the workshops that
make such a great finale to our conference. We are also pleased to welcome many companies who
will participate in the Recruitment Lunch. There are many more people who through their hard work
and dedication have contributed to make this conference a success: the area chairs and reviewers, tutorial
presenters, workshop organizers, those who participated in D&I efforts, including student mentorship and
the ACL Office staff. Many thanks to all of the presenters and conference attendees for your participation.

NAACL HLT 2019, General Chair
Jill Burstein, Educational Testing Service
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Message from the Program Chairs

Welcome to Minneapolis and NAACL-HLT 2019! This conference is the largest by submission and
acceptance volume of any NAACL to date, and it was through the fantastic hard work of the organizing
committees, 94 Area Chairs, and 1321 reviewers that we were able to put together such a strong and
varied program from a large pool of submissions. Similar to what other PCs have done in the past, we
distributed a wide call for volunteers to recruit the Area Chairs and Reviewers–we seeded the areas with
volunteers who responded, and then Area Chairs filled out the remainder of their respective committees.
Our goal was to ensure greater diversity by including in each area some participants who may not have
been previously involved, and therefore would not have been invited if the committees were built from
lists of previous reviewers.

This year we followed a two-stage submission process, in which abstracts were due one week before full
papers. Our goal was to get a head start on assigning papers to areas, and recruiting additional area chairs
where submissions exceeded our predicted volume. Relative to the projected numbers from NAACL-
HLT 2018, several areas received a higher-than-predicted number of submissions: Biomedical/Clinical,
Dialogue and Vision. Text Mining ended up with the overall largest number of submissions. We used
a hybrid reviewing form, combining elements of the EMNLP 2018, NAACL-HLT 2018 and ACL 2018,
with a 6-point overall rating scale so there was no “easy out” mid-point, distinct sections of summary,
strengths and weaknesses to make easy to scan and compare relevant sections, and the minimum length
feature of START enabled to elicit more consistently substantive content for the authors.

Authors were permitted to switch format (long/short) when they submitted the full papers, so the total in
the chart below uses 2271 as the total number of submissions, discounting the 103 that never submitted
a full paper in the second phase. Seventy nine papers were desk-rejected due to anonymity, formatting,
or dual-submission violations; 456 papers withdrawn prior to acceptance decisions being sent, although
some were withdrawn part way through the review process; and an additional 11 papers were withdrawn
after acceptance notifications had been sent. Keeping the acceptance rate consistent with past years
meant we needed 5 parallel tracks to fit more papers into 3 days–as the conference grows, decisions
will have to be made about continuing to add more tracks, adding more days to the main conference,
or lowering the acceptance rate. The overall technical program consists of 423 main conference papers,
plus 9 TACL papers, 23 SRW papers, 28 Industry papers, and 24 demos. The TACL and SRW papers are
integrated into the program, and are marked SRW or TACL accordingly.

Acceptance break-down:

Long Short Total TACL
Reviewed 1067 666 1733
Accepted as talk 140 72 212 4
Accepted as poster 141 70 211 5
Total Accepted 281 (26.3%) 142 (21.3%) 423 (24.4%) 9

A select group of Area Chairs was identified to make the Best Paper decisions, with independent teams
assigned to select Best Long and Short Paper, Best Thematic Paper, Best Explainable NLP and Best
Resource paper. The candidate papers were nominated by reviewers and/or Area Chairs.
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It really takes a lot of volunteers’ hard work to organize a NAACL conference. Our hearty thanks go out
to:

• Jill Burstein, our fearless leader and General Conference Chair

• Priscilla Rasmussen, who knows everything and keeps the machine running

• Rich Gerber and his team at Softconf for having illuminated the secret corners of START and
added several new features for us

• Recent past chairs–Amanda Stent, Heng Ji, Julia Hockenmaier, Emily Bender, Leon Derczynski,
Iryna Gurevych and Yusuke Miyao–for answering piles of questions and generously sharing their
documentation and resources

• All of the NAACL Organizing Committees

• The 43 session chairs (Alessandro Moschitti, Ani Nenkova, Anna Rumshisky, Bridget McInnes,
Byron C. Wallace, Chenhao Tan, Daisuke Kawahara, Diyi Yang, Eduardo Blanco, Ekaterina
Shutova, Emily Prud’hommeaux, Fei Liu, Gerard de Melo, Grzegorz Kondrak, Heng Ji, Ion
Androutsopoulos, Kai-Wei Chang, Kevin Gimpel, Matt Gardner, Michael J. Paul, Mo Yu, Preslav
Nakov, Roi Reichart, Ryan Cotterell, Saif Mohammad, Samuel Bowman, Sara Rosenthal, Serguei
Pakhomov, Steven Bethard, Sujith Ravi, T. J. Hazen, Timothy Miller, Valia Kordoni, Vincent Ng,
Wei Xu, William Yang Wang, Xiaodan Zhu, Yang Liu, Zornitsa Kozareva, Ellen Riloff, Colin
Cherry, Joel Tetreault and Marine Carpuat)

• The special projects team: John Henderson for help detecting duplicate submissions and building
us a clustering model to help with session creation, Sudipta Kar for additional help in detecting
duplicate submissions, Cash de Leon and Jalen Tran for their help in putting together the slides for
the poster highlights, Mahsa Shafaei for helping us screen volunteers, and Ted Pedersen for help
getting this whole effort off the ground.

NAACL-HLT 2019 Program Co-Chairs
Christy Doran, Interactions, USA
Thamar Solorio, University of Houston, USA
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Torsten Zesch, University of Duisburg-Essen, Germany
Tristan Miller, Technische Universität Darmstadt, Germany

Semantics
Ebrahim Bagheri, Ryerson University, Canada
Samuel Bowman, New York University, USA
Matt Gardner, Allen Institute for Artificial Intelligence, USA
Kevin Gimpel, Toyota Technological Institute at Chicago, USA
Daisuke Kawahara, Kyoto University, Japan
Carlos Ramisch, Aix Marseille University, France

Sentiment Analysis
Isabelle Augenstein, University of Copenhagen, Denmark
Wai Lam, The Chinese University of Hong Kong, Hong Kong
Soujanya Poria, Nanyang Technological University, Singapore
Ivan Vladimir Meza Ruiz, Universidad Nacional Autónoma de México, Mexico

Social Media
Dan Goldwasser, Purdue University, USA
Michael J. Paul, University of Colorado Boulder, USA
Sara Rosenthal, IBM Research, USA
Paolo Rosso, Universitat Politècnica de València, Spain
Chenhao Tan, University of Colorado Boulder, USA
Xiaodan Zhu, Queen’s University, Canada

Speech
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Style
Beata Beigman Klebanov, Educational Testing Service, USA
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Keynote Speaker: Rada Mihalcea, University of Michigan

When the Computers Spot the Lie (and People Don’t)

Abstract: Whether we like it or not, deception occurs everyday and everywhere: thousands of
trials take place daily around the world; little white lies: “I’m busy that day!” even if your calendar
is blank; news “with a twist” (a.k.a. fake news) meant to attract the readers attention or influence
people in their future undertakings; misinformation in health social media posts; portrayed iden-
tities, on dating sites and elsewhere. Can a computer automatically detect deception in written
accounts or in video recordings? In this talk, I will overview a decade of research in building
linguistic and multimodal resources and algorithms for deception detection, targeting deceptive
statements, trial videos, fake news, identity deception, and health misinformation. I will also show
how these algorithms can provide insights into what makes a good lie - and thus teach us how we
can spot a liar. As it turns out, computers can be trained to identify lies in many different contexts,
and they can often do it better than humans do.

Bio: Rada Mihalcea is a Professor of Computer Science and Engineering at the University of
Michigan and the Director of the Michigan Artificial Intelligence Lab. Her research interests
are in lexical semantics, multilingual NLP, and computational social sciences. She serves or has
served on the editorial boards of the Journals of Computational Linguistics, Language Resources
and Evaluations, Natural Language Engineering, Journal of Artificial Intelligence Research, IEEE
Transactions on Affective Computing, and Transactions of the Association for Computational Lin-
guistics. She was a program co-chair for EMNLP 2009 and ACL 2011, and a general chair for
NAACL 2015 and *SEM 2019. She currently serves as the ACL Vice-President Elect. She is the
recipient of an NSF CAREER award (2008) and a Presidential Early Career Award for Scientists
and Engineers awarded by President Obama (2009). In 2013, she was made an honorary citizen of
her hometown of Cluj-Napoca, Romania.
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Keynote Speaker: Kieran Snyder, Textio

Leaving the Lab: Building NLP Applications that Real People can Use

Abstract: There is a chasm between an NLP technology that works well in the research lab and
something that works for applications that real people use. Research conditions are often theoret-
ical or idealized. The first time they contribute to industry projects, many theoretical researchers
are surprised to discover how much goes into building outside the lab, and how hard it is to build
data products for real people ethically and transparently. This talk explores my NLP journey in
three stages: working as an academic NLP researcher, learning to be a practical creator of NLP
products in industry, and becoming the founding CEO of an NLP business. While each role has
used my background in computational linguistics in essential ways, every step has also required
me to learn and unlearn new things along the way. The further I have gone in my industry career,
the more critical it has become to define and work within a well-established set of principles for
data ethics. This talk is for academic researchers considering industry careers or collaborations,
for people in industry who started out in academia, and for anyone on either side of the divide who
wants to make NLP products that real people can use.

Bio: Kieran Snyder is the CEO and Co-Founder of Textio, the augmented writing platform. For
anything you write, Textio tells you ahead of time who’s going to respond based on the language
you’ve used. Textio’s augmented writing engine is designed to attach to any large text corpus
with outcomes to find the patterns that work. Prior to founding Textio, Kieran held product lead-
ership roles at Microsoft and Amazon. Kieran has a PhD in linguistics from the University of
Pennsylvania. Her work has appeared in Fortune, Re/code, Slate, and the Washington Post.
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Keynote Speaker: Arvind Narayanan, Princeton

Data as a Mirror of Society: Lessons from the Emerging Science of Fairness in Machine
Learning

Abstract: Language corpora reflect human society, including cultural stereotypes, prejudices, and
historical patterns. By default, statistical language models will absorb these stereotypes. As a
result, NLP systems for word analogy generation, toxicity detection, and many other tasks have
been found to reflect racial and gender biases. Based on this observation, I will discuss two emerg-
ing research directions. First, a deeper understanding of human culture can help identify possible
harmful stereotypes in algorithmic systems. The second research direction is the converse of the
first: if data is a mirror of society, machine learning can be used as a magnifying lens to study
human culture.

Bio: Arvind Narayanan is an Associate Professor of Computer Science at Princeton. His re-
search has shown how state-of-the-art word embeddings reflect racial, gender, and other cultural
stereotypes. He leads the Princeton Web Transparency and Accountability Project to uncover how
companies collect and use our personal information. His doctoral research showed the fundamen-
tal limits of de-identification, for which he received the Privacy Enhancing Technologies Award.
Narayanan also co-created a Massive Open Online Course as well as a textbook on Bitcoin and
cryptocurrency technologies.
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Gijs Wijnholds and Mehrnoosh Sadrzadeh

11:54–12:12 Neural Finite-State Transducers: Beyond Rational Relations
Chu-Cheng Lin, Hao Zhu, Matthew R. Gormley and Jason Eisner

12:12–12:30 Riemannian Normalizing Flow on Variational Wasserstein Autoencoder for Text
Modeling
Prince Zizhuang Wang and William Yang Wang

li



Monday, June 3, 2019 (continued)

Session 1F: Question Answering, Sentiment, Machine Translation, Resources
& Evaluation (Posters)
Room: Hyatt Exhibit Hall

Question Answering
A Study of Incorrect Paraphrases in Crowdsourced User Utterances
Mohammad-Ali Yaghoub-Zadeh-Fard, Boualem Benatallah, Moshe Chai Barukh
and Shayan Zamanirad

ComQA: A Community-sourced Dataset for Complex Factoid Question Answering
with Paraphrase Clusters
Abdalghani Abujabal, Rishiraj Saha Roy, Mohamed Yahya and Gerhard Weikum

FreebaseQA: A New Factoid QA Data Set Matching Trivia-Style Question-Answer
Pairs with Freebase
Kelvin Jiang, Dekun Wu and Hui Jiang

Simple Question Answering with Subgraph Ranking and Joint-Scoring
Wenbo Zhao, Tagyoung Chung, Anuj Goyal and Angeliki Metallinou

Learning to Attend On Essential Terms: An Enhanced Retriever-Reader Model for
Open-domain Question Answering
Jianmo Ni, Chenguang Zhu, Weizhu Chen and Julian McAuley

UHop: An Unrestricted-Hop Relation Extraction Framework for Knowledge-Based
Question Answering
Zi-Yuan Chen, Chih-Hung Chang, Yi-Pei Chen, Jijnasa Nayak and Lun-Wei Ku

BAG: Bi-directional Attention Entity Graph Convolutional Network for Multi-hop
Reasoning Question Answering
Yu Cao, Meng Fang and Dacheng Tao

[SRW] Is It Dish Washer Safe? Automatically Answering “Yes-No” Questions Us-
ing Customer Reviews
Daria Dzendzik, Carl Vogel and Jennifer Foster

Sentiment
Vector of Locally-Aggregated Word Embeddings (VLAWE): A Novel Document-level
Representation
Radu Tudor Ionescu and Andrei Butnaru

Multi-task Learning for Multi-modal Emotion Recognition and Sentiment Analysis
Md Shad Akhtar, Dushyant Chauhan, Deepanway Ghosal, Soujanya Poria, Asif
Ekbal and Pushpak Bhattacharyya

lii
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Utilizing BERT for Aspect-Based Sentiment Analysis via Constructing Auxiliary
Sentence
Chi Sun, Luyao Huang and Xipeng Qiu

A Variational Approach to Weakly Supervised Document-Level Multi-Aspect Senti-
ment Classification
Ziqian Zeng, Wenxuan Zhou, Xin Liu and Yangqiu Song

HiGRU: Hierarchical Gated Recurrent Units for Utterance-Level Emotion Recog-
nition
Wenxiang Jiao, Haiqin Yang, Irwin King and Michael R. Lyu

Learning Interpretable Negation Rules via Weak Supervision at Document Level: A
Reinforcement Learning Approach
Nicolas Pröllochs, Stefan Feuerriegel and Dirk Neumann

Simplified Neural Unsupervised Domain Adaptation
Timothy Miller

Learning Bilingual Sentiment-Specific Word Embeddings without Cross-lingual Su-
pervision
Yanlin Feng and Xiaojun Wan

Machine Translation
ReWE: Regressing Word Embeddings for Regularization of Neural Machine Trans-
lation Systems
Inigo Jauregi Unanue, Ehsan Zare Borzeshi, Nazanin Esmaili and Massimo Piccardi

Lost in Machine Translation: A Method to Reduce Meaning Loss
Reuben Cohn-Gordon and Noah Goodman

Bi-Directional Differentiable Input Reconstruction for Low-Resource Neural Ma-
chine Translation
Xing Niu, Weijia Xu and Marine Carpuat

Code-Switching for Enhancing NMT with Pre-Specified Translation
Kai Song, Yue Zhang, Heng Yu, Weihua Luo, Kun Wang and Min Zhang

Aligning Vector-spaces with Noisy Supervised Lexicon
Noa Yehezkel Lubin, Jacob Goldberger and Yoav Goldberg

Understanding and Improving Hidden Representations for Neural Machine Trans-
lation
Guanlin Li, Lemao Liu, Xintong Li, Conghui Zhu, Tiejun Zhao and Shuming Shi

liii
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Resources & Evaluation
Content Differences in Syntactic and Semantic Representation
Daniel Hershcovich, Omri Abend and Ari Rappoport

Attentive Mimicking: Better Word Embeddings by Attending to Informative Contexts
Timo Schick and Hinrich Schütze

Evaluating Style Transfer for Text
Remi Mir, Bjarke Felbo, Nick Obradovich and Iyad Rahwan

Big BiRD: A Large, Fine-Grained, Bigram Relatedness Dataset for Examining Se-
mantic Composition
Shima Asaadi, Saif Mohammad and Svetlana Kiritchenko

Outlier Detection for Improved Data Quality and Diversity in Dialog Systems
Stefan Larson, Anish Mahendran, Andrew Lee, Jonathan K. Kummerfeld, Parker
Hill, Michael A. Laurenzano, Johann Hauswald, Lingjia Tang and Jason Mars

Asking the Right Question: Inferring Advice-Seeking Intentions from Personal Nar-
ratives
Liye Fu, Jonathan P. Chang and Cristian Danescu-Niculescu-Mizil

Seeing Things from a Different Angle:Discovering Diverse Perspectives about
Claims
Sihao Chen, Daniel Khashabi, Wenpeng Yin, Chris Callison-Burch and Dan Roth

12:30–13:00 Grab your lunch break

13:00–14:30 Careers in NLP Panel (Nicollet Grand Ballroom)

14:30–15:00 Coffee Break

15:00–16:30 Oral sessions (short papers), Posters (long and short papers) & Demos

Session 2A: Dialogue & Discourse
Room: Northstar A, Chair: Ellen Riloff

15:00–15:15 IMHO Fine-Tuning Improves Claim Detection
Tuhin Chakrabarty, Christopher Hidey and Kathy McKeown

15:15–15:30 Joint Multiple Intent Detection and Slot Labeling for Goal-Oriented Dialog
Rashmi Gangadharaiah and Balakrishnan Narayanaswamy

liv
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15:30–15:45 CITE: A Corpus of Image-Text Discourse Relations
Malihe Alikhani, Sreyasi Nag Chowdhury, Gerard de Melo and Matthew Stone

15:45–16:00 Improving Dialogue State Tracking by Discerning the Relevant Context
Sanuj Sharma, Prafulla Kumar Choubey and Ruihong Huang

16:00–16:15 CLEVR-Dialog: A Diagnostic Dataset for Multi-Round Reasoning in Visual Dialog
Satwik Kottur, José M. F. Moura, Devi Parikh, Dhruv Batra and Marcus Rohrbach

16:15–16:30 Learning Outside the Box: Discourse-level Features Improve Metaphor Identifica-
tion
Jesse Mu, Helen Yannakoudakis and Ekaterina Shutova

Session 2B: Ethics, Bias & Fairness
Room: Nicollet B+C, Chair: Preslav Nakov

15:00–15:15 Detection of Abusive Language: the Problem of Biased Datasets
Michael Wiegand, Josef Ruppenhofer and Thomas Kleinbauer

15:15–15:30 Lipstick on a Pig: Debiasing Methods Cover up Systematic Gender Biases in Word
Embeddings But do not Remove Them
Hila Gonen and Yoav Goldberg

15:30–15:45 Black is to Criminal as Caucasian is to Police: Detecting and Removing Multiclass
Bias in Word Embeddings
Thomas Manzini, Lim Yao Chong, Alan W. Black and Yulia Tsvetkov

15:45–16:00 On Measuring Social Biases in Sentence Encoders
Chandler May, Alex Wang, Shikha Bordia, Samuel R. Bowman and Rachel
Rudinger

16:00–16:15 Gender Bias in Contextualized Word Embeddings
Jieyu Zhao, Tianlu Wang, Mark Yatskar, Ryan Cotterell, Vicente Ordonez and Kai-
Wei Chang

16:15–16:30 [SRW] Identifying and Reducing Gender Bias in Word-Level Language Models Sta-
tus
Shikha Bordia and Samuel R. Bowman

lv
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Session 2C: Style & Sentiment
Room: Nicollet D, Chair: Diyi Yang

15:00–15:15 Combining Sentiment Lexica with a Multi-View Variational Autoencoder
Alexander Miserlis Hoyle, Lawrence Wolf-Sonkin, Hanna Wallach, Ryan Cotterell
and Isabelle Augenstein

15:15–15:30 Enhancing Opinion Role Labeling with Semantic-Aware Word Representations from
Semantic Role Labeling
Meishan Zhang, Peili Liang and Guohong Fu

15:30–15:45 Frowning Frodo, Wincing Leia, and a Seriously Great Friendship: Learning to
Classify Emotional Relationships of Fictional Characters
Evgeny Kim and Roman Klinger

15:45–16:00 Generalizing Unmasking for Short Texts
Janek Bevendorff, Benno Stein, Matthias Hagen and Martin Potthast

16:00–16:15 Adversarial Training for Satire Detection: Controlling for Confounding Variables
Robert McHardy, Heike Adel and Roman Klinger

16:15–16:30 [SRW] Emotion impacts Speech Recognition Performance
Rushab Munot and Ani Nenkova

Session 2D: Summarization & Information Retrieval

Room: Nicollet A, Chair: Michael J. Paul

15:00–15:15 Keyphrase Generation: A Text Summarization Struggle
Erion Çano and Ondřej Bojar

15:15–15:30 SEQˆ3: Differentiable Sequence-to-Sequence-to-Sequence Autoencoder for Unsu-
pervised Abstractive Sentence Compression
Christos Baziotis, Ion Androutsopoulos, Ioannis Konstas and Alexandros Potami-
anos

15:30–15:45 Crowdsourcing Lightweight Pyramids for Manual Summary Evaluation
Ori Shapira, David Gabay, Yang Gao, Hadar Ronen, Ramakanth Pasunuru, Mohit
Bansal, Yael Amsterdamer and Ido Dagan

lvi
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15:45–16:00 Serial Recall Effects in Neural Language Modeling
Hassan Hajipoor, Hadi Amiri, Maseud Rahgozar and Farhad Oroumchian

16:00–16:15 Fast Concept Mention Grouping for Concept Map-based Multi-Document Summa-
rization
Tobias Falke and Iryna Gurevych

16:15–16:30 [SRW] The Strength of the Weakest Supervision: Topic Classification Using Class
Labels
Jiatong Li, Kai Zheng, Hua Xu, Qiaozhu Mei and Yue Wang

Session 2E: Tagging, Chunking, Syntax & Parsing

Room: Greenway, Chairs: Joel Tetreault

15:00–15:15 Syntax-aware Neural Semantic Role Labeling with Supertags
Jungo Kasai, Dan Friedman, Robert Frank, Dragomir Radev and Owen Rambow

15:15–15:30 Left-to-Right Dependency Parsing with Pointer Networks
Daniel Fernández-González and Carlos Gómez-Rodríguez

15:30–15:45 Viable Dependency Parsing as Sequence Labeling
Michalina Strzyz, David Vilares and Carlos Gómez-Rodríguez

15:45–16:00 Pooled Contextualized Embeddings for Named Entity Recognition
Alan Akbik, Tanja Bergmann and Roland Vollgraf

16:00–16:15 Better Modeling of Incomplete Annotations for Named Entity Recognition
Zhanming Jie, Pengjun Xie, Wei Lu, Ruixue Ding and Linlin Li

16:16–16:30 [SRW] Handling Noisy Labels for Robustly Learning from Self-Training Data for
Low-Resource Sequence Labeling
Debjit Paul, Mittul Singh, Michael A. Hedderich and Dietrich Klakow

Session 2F: Information Extraction, Generation & Semantics (Posters & De-
mos)
Room: Hyatt Exhibit Hall

Information Extraction
Event Detection without Triggers
Shulin Liu, Yang Li, Feng Zhang, Tao Yang and Xinpeng Zhou

Sub-event detection from twitter streams as a sequence labeling problem
Giannis Bekoulis, Johannes Deleu, Thomas Demeester and Chris Develder

GraphIE: A Graph-Based Framework for Information Extraction
Yujie Qian, Enrico Santus, Zhijing Jin, Jiang Guo and Regina Barzilay

lvii
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OpenKI: Integrating Open Information Extraction and Knowledge Bases with Re-
lation Inference
Dongxu Zhang, Subhabrata Mukherjee, Colin Lockard, Luna Dong and Andrew
McCallum

Imposing Label-Relational Inductive Bias for Extremely Fine-Grained Entity Typing
Wenhan Xiong, Jiawei Wu, Deren Lei, Mo Yu, Shiyu Chang, Xiaoxiao Guo and
William Yang Wang

Improving Event Coreference Resolution by Learning Argument Compatibility from
Unlabeled Data
Yin Jou Huang, Jing Lu, Sadao Kurohashi and Vincent Ng

Sentence Embedding Alignment for Lifelong Relation Extraction
Hong Wang, Wenhan Xiong, Mo Yu, Xiaoxiao Guo, Shiyu Chang and William Yang
Wang

Description-Based Zero-shot Fine-Grained Entity Typing
Rasha Obeidat, Xiaoli Fern, Hamed Shahbazi and Prasad Tadepalli

[SRW] Opinion Mining with Deep Contextualized Embeddings
Wen-Bin Han and Noriko Kando

[SRW] A Bag-of-concepts Model Improves Relation Extraction in a Narrow Knowl-
edge Domain with Limited Data
Jiyu Chen, Karin Verspoor and Zenan Zhai

Generation
Adversarial Decomposition of Text Representation
Alexey Romanov, Anna Rumshisky, Anna Rogers and David Donahue

PoMo: Generating Entity-Specific Post-Modifiers in Context
Jun Seok Kang, Robert Logan, Zewei Chu, Yang Chen, Dheeru Dua, Kevin Gimpel,
Sameer Singh and Niranjan Balasubramanian

Improved Lexically Constrained Decoding for Translation and Monolingual Rewrit-
ing
J. Edward Hu, Huda Khayrallah, Ryan Culkin, Patrick Xia, Tongfei Chen, Matt Post
and Benjamin Van Durme

lviii
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Courteously Yours: Inducing courteous behavior in Customer Care responses using
Reinforced Pointer Generator Network
Hitesh Golchha, Mauajama Firdaus, Asif Ekbal and Pushpak Bhattacharyya

How to Avoid Sentences Spelling Boring? Towards a Neural Approach to Unsuper-
vised Metaphor Generation
Zhiwei Yu and Xiaojun Wan

[SRW] Generating Text through Adversarial Training Using Skip-Thought Vectors
Afroz Ahamad

[SRW] A Partially Rule-Based Approach to AMR Generation
Emma Manning

Semantics
Incorporating Context and External Knowledge for Pronoun Coreference Resolu-
tion
Hongming Zhang, Yan Song and Yangqiu Song

Unsupervised Deep Structured Semantic Models for Commonsense Reasoning
Shuohang Wang, Sheng Zhang, Yelong Shen, Xiaodong Liu, Jingjing Liu, Jianfeng
Gao and Jing Jiang

Recovering dropped pronouns in Chinese conversations via modeling their referents
Jingxuan Yang, Jianzhuo Tong, Si Li, Sheng Gao, Jun Guo and Nianwen Xue

The problem with probabilistic DAG automata for semantic graphs
Ieva Vasiljeva, Sorcha Gilroy and Adam Lopez

A Systematic Study of Leveraging Subword Information for Learning Word Repre-
sentations
Yi Zhu, Ivan Vulić and Anna Korhonen

Better Word Embeddings by Disentangling Contextual n-Gram Information
Prakhar Gupta, Matteo Pagliardini and Martin Jaggi

Integration of Knowledge Graph Embedding Into Topic Modeling with Hierarchical
Dirichlet Process
Dingcheng Li, Siamak Zamani, Jingyuan Zhang and Ping Li

Correlation Coefficients and Semantic Textual Similarity
Vitalii Zhelezniak, Aleksandar Savkov, April Shen and Nils Hammerla

lix



Monday, June 3, 2019 (continued)

Generating Token-Level Explanations for Natural Language Inference
James Thorne, Andreas Vlachos, Christos Christodoulopoulos and Arpit Mittal

Strong Baselines for Complex Word Identification across Multiple Languages
Pierre Finnimore, Elisabeth Fritzsch, Daniel King, Alison Sneyd, Aneeq Ur
Rehman, Fernando Alva-Manchego and Andreas Vlachos

[SRW] Computational Investigations of Pragmatic Effects in Natural Language
Jad Kabbara

16:30–17:00 Coffee Break

17:00–18:30 Oral sessions (long papers) and Posters (long and short papers)

Session 3A: Information Extraction & Retrieval
Room: Nicollet A, Chair: Gerard de Melo

17:00–17:18 Adaptive Convolution for Multi-Relational Learning
Xiaotian Jiang, Quan Wang and Bin Wang

17:18–17:36 Graph Pattern Entity Ranking Model for Knowledge Graph Completion
Takuma Ebisu and Ryutaro Ichise

17:36–17:54 Adversarial Training for Weakly Supervised Event Detection
Xiaozhi Wang, Xu Han, Zhiyuan Liu, Maosong Sun and Peng Li

17:54–18:12 A Submodular Feature-Aware Framework for Label Subset Selection in Extreme
Classification Problems
Elham J. Barezi, Ian D. Wood, Pascale Fung and Hamid R. Rabiee

18:12–18:30 Relation Extraction with Temporal Reasoning Based on Memory Augmented Distant
Supervision
Jianhao Yan, Lin He, Ruqin Huang, Jian Li and Ying Liu

Session 3B: Semantics
Room: Nicollet D, Chair: Kevin Gimpel

17:00–17:18 Integrating Semantic Knowledge to Tackle Zero-shot Text Classification
Jingqing Zhang, Piyawat Lertvittayakumjorn and Yike Guo

17:18–17:36 WordNode2Vec: Graph-based Embedding of Words
Procheta Sen, Debasis Ganguly and Gareth Jones

lx
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17:36–17:54 Cross-topic distributional semantic representations via unsupervised mappings
Eleftheria Briakou, Nikos Athanasiou and Alexandros Potamianos

17:54–18:12 What just happened? Evaluating retrofitted distributional word vectors
Dmetri Hayes

18:12–18:30 Linguistic Knowledge and Transferability of Contextual Representations
Nelson F. Liu, Matt Gardner, Yonatan Belinkov, Matthew E. Peters and Noah A.
Smith

Session 3C: Parsing & Modelling
Room: Greenway, Chair: Kai-Wei Chang

17:00–17:18 Mutual Information Maximization for Simple and Accurate Part-Of-Speech Induc-
tion
Karl Stratos

17:18–17:36 Unsupervised Recurrent Neural Network Grammars
Yoon Kim, Alexander Rush, Lei Yu, Adhiguna Kuncoro, Chris Dyer and Gábor
Melis

17:36–17:54 Cooperative Learning of Disjoint Syntax and Semantics
Serhii Havrylov, Germán Kruszewski and Armand Joulin

17:54–18:12 Unsupervised Latent Tree Induction with Deep Inside-Outside Recursive Auto-
Encoders
Andrew Drozdov, Patrick Verga, Mohit Yadav, Mohit Iyyer and Andrew McCallum

18:12–18:30 Knowledge-Augmented Language Model and Its Application to Unsupervised
Named-Entity Recognition
Angli Liu, Jingfei Du and Veselin Stoyanov

Session 3D: Machine Translation
Room: Nicollet B+C, Chair: Marine Carpuat

17:00–17:18 Syntax-Enhanced Neural Machine Translation with Syntax-Aware Word Represen-
tations
Meishan Zhang, Zhenghua Li, Guohong Fu and Min Zhang

17:18–17:36 Competence-based Curriculum Learning for Neural Machine Translation
Emmanouil Antonios Platanios, Otilia Stretcu, Graham Neubig, Barnabas Poczos
and Tom Mitchell

lxi
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17:36–17:54 Extract and Edit: An Alternative to Back-Translation for Unsupervised Neural Ma-
chine Translation
Jiawei Wu, Xin Wang and William Yang Wang

17:54–18:12 Consistency by Agreement in Zero-Shot Neural Machine Translation
Maruan Al-Shedivat and Ankur Parikh

18:12–18:30 Modeling Recurrence for Transformer
Jie Hao, Xing Wang, Baosong Yang, Longyue Wang, Jinfeng Zhang and Zhaopeng
Tu

Session 3E: Dialogue
Room: Northstar, Chair: Sujith Ravi

17:00–17:18 Rethinking Action Spaces for Reinforcement Learning in End-to-end Dialog Agents
with Latent Variable Models
Tiancheng Zhao, Kaige Xie and Maxine Eskenazi

17:18–17:36 Skeleton-to-Response: Dialogue Generation Guided by Retrieval Memory
Deng Cai, Yan Wang, Wei Bi, Zhaopeng Tu, Xiaojiang Liu, Wai Lam and Shuming
Shi

17:36–17:54 Jointly Optimizing Diversity and Relevance in Neural Response Generation
Xiang Gao, Sungjin Lee, Yizhe Zhang, Chris Brockett, Michel Galley, Jianfeng Gao
and Bill Dolan

17:54–18:12 Disentangling Language and Knowledge in Task-Oriented Dialogs
Dinesh Raghu, Nikhil Gupta and Mausam

18:12–18:30 [TACL] DREAM: A Challenge Dataset and Models for Dialogue-Based Reading
Comprehension
Kai Sun, Dian Yu, Jianshu Chen, Dong Yu, Yejin Choi and Claire Cardie

Session 3F: Applications, Social Media, Biomedical NLP & Clinical Text Pro-
cessing (Posters)
NLP Applications

Tensorized Self-Attention: Efficiently Modeling Pairwise and Global Dependencies
Together
Tao Shen, Tianyi Zhou, Guodong Long, Jing Jiang and Chengqi Zhang

lxii
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WiC: the Word-in-Context Dataset for Evaluating Context-Sensitive Meaning Rep-
resentations
Mohammad Taher Pilehvar and Jose Camacho-Collados

Does My Rebuttal Matter? Insights from a Major NLP Conference
Yang Gao, Steffen Eger, Ilia Kuznetsov, Iryna Gurevych and Yusuke Miyao

Casting Light on Invisible Cities: Computationally Engaging with Literary Criti-
cism
Shufan Wang and Mohit Iyyer

PAWS: Paraphrase Adversaries from Word Scrambling
Yuan Zhang, Jason Baldridge and Luheng He

Cross-Corpora Evaluation and Analysis of Grammatical Error Correction Models
— Is Single-Corpus Evaluation Enough?
Masato Mita, Tomoya Mizumoto, Masahiro Kaneko, Ryo Nagata and Kentaro Inui

Star-Transformer
Qipeng Guo, Xipeng Qiu, Pengfei Liu, Yunfan Shao, Xiangyang Xue and Zheng
Zhang

[SRW] SEDTWik: Segmentation-based Event Detection from Tweets Using
Wikipedia
Keval Morabia, Neti Lalita Bhanu Murthy, Aruna Malapati and Surender Samant

Social Media
Adaptation of Hierarchical Structured Models for Speech Act Recognition in Asyn-
chronous Conversation
Tasnim Mohiuddin, Thanh-Tung Nguyen and Shafiq Joty

From legal to technical concept: Towards an automated classification of German
political Twitter postings as criminal offenses
Frederike Zufall, Tobias Horsmann and Torsten Zesch

Joint Multi-Label Attention Networks for Social Text Annotation
Hang Dong, Wei Wang, Kaizhu Huang and Frans Coenen

Multi-Channel Convolutional Neural Network for Twitter Emotion and Sentiment
Recognition
Jumayel Islam, Robert E. Mercer and Lu Xiao

Detecting Cybersecurity Events from Noisy Short Text
Semih Yagcioglu, Mehmet saygin Seyfioglu, Begum Citamak, Batuhan Bardak,
Seren Guldamlasioglu, Azmi Yuksel and Emin Islam Tatli

lxiii
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White-to-Black: Efficient Distillation of Black-Box Adversarial Attacks
Yotam Gil, Yoav Chai, Or Gorodissky and Jonathan Berant

Analyzing the Perceived Severity of Cybersecurity Threats Reported on Social Me-
dia
Shi Zong, Alan Ritter, Graham Mueller and Evan Wright

Fake News Detection using Deep Markov Random Fields
Duc Minh Nguyen, Tien Huu Do, Robert Calderbank and Nikos Deligiannis

Issue Framing in Online Discussion Fora
Mareike Hartmann, Tallulah Jansen, Isabelle Augenstein and Anders Søgaard

Vector of Locally Aggregated Embeddings for Text Representation
Hadi Amiri and Mitra Mohtarami

Predicting the Type and Target of Offensive Posts in Social Media
Marcos Zampieri, Shervin Malmasi, Preslav Nakov, Sara Rosenthal, Noura Farra
and Ritesh Kumar

Biomedical NLP & Clinical Text Processing
Biomedical Event Extraction based on Knowledge-driven Tree-LSTM
Diya Li, Lifu Huang, Heng Ji and Jiawei Han

Detecting cognitive impairments by agreeing on interpretations of linguistic fea-
tures
Zining Zhu, Jekaterina Novikova and Frank Rudzicz

Relation Extraction using Explicit Context Conditioning
Gaurav Singh and Parminder Bhatia

Conversation Model Fine-Tuning for Classifying Client Utterances in Counseling
Dialogues
Sungjoon Park, Donghyun Kim and Alice Oh

Using Similarity Measures to Select Pretraining Data for NER
Xiang Dai, Sarvnaz Karimi, Ben Hachey and Cecile Paris

Predicting Annotation Difficulty to Improve Task Routing and Model Performance
for Biomedical Information Extraction
Yinfei Yang, Oshin Agarwal, Chris Tar, Byron C. Wallace and Ani Nenkova

Detecting Depression in Social Media using Fine-Grained Emotions
Mario Ezra Aragon, Adrian Pastor Lopez Monroy, Luis Carlos Gonzalez Gurrola
and Manuel Montes-y-Gomez

lxiv



Tuesday, June 4, 2019

[SRW] Kickstarting NLP for the Whole-person Function Domain with Representa-
tion Learning and Data Analysis
Denis Newman-Griffis

A Silver Standard Corpus of Human Phenotype-Gene Relations
Diana Sousa, Andre Lamurias and Francisco M Couto

9:00–10:30 Oral sessions (long papers) and Posters (long and short papers)

Session 4A: Phonology & Morphology
Room: Nicollet A, Chair: Greg Kondrak

9:00–9:18 Improving Lemmatization of Non-Standard Languages with Joint Learning
Enrique Manjavacas, Ákos Kádár and Mike Kestemont

9:18–9:36 One Size Does Not Fit All: Comparing NMT Representations of Different Granu-
larities
Nadir Durrani, Fahim Dalvi, Hassan Sajjad, Yonatan Belinkov and Preslav Nakov

9:36–9:54 A Simple Joint Model for Improved Contextual Neural Lemmatization
Chaitanya Malaviya, Shijie Wu and Ryan Cotterell

9:54–10:12 A Probabilistic Generative Model of Linguistic Typology
Johannes Bjerva, Yova Kementchedjhieva, Ryan Cotterell and Isabelle Augenstein

10:12–10:30 Quantifying the morphosyntactic content of Brown Clusters
Manuel Ciosici, Leon Derczynski and Ira Assent

Session 4B: Multilingual NLP
Room: Nicollet D, Chair: Ekaterina Shutova

9:00–9:18 Analyzing Bayesian Crosslingual Transfer in Topic Models
Shudong Hao and Michael J. Paul

9:18–9:36 Recursive Subtree Composition in LSTM-Based Dependency Parsing
Miryam de Lhoneux, Miguel Ballesteros and Joakim Nivre

9:36–9:54 Cross-lingual CCG Induction
Kilian Evang

9:54–10:12 Density Matching for Bilingual Word Embedding
Chunting Zhou, Xuezhe Ma, Di Wang and Graham Neubig

10:12–10:30 Cross-Lingual Alignment of Contextual Word Embeddings, with Applications to
Zero-shot Dependency Parsing
Tal Schuster, Ori Ram, Regina Barzilay and Amir Globerson

lxv



Tuesday, June 4, 2019 (continued)

Session 4C: Social Media
Room: Nicollet B+C, Chair: Xiaodan Zhu

9:00–9:18 Early Rumour Detection
Kaimin Zhou, Chang Shu, Binyang Li and Jey Han Lau

9:18–9:36 Microblog Hashtag Generation via Encoding Conversation Contexts
Yue Wang, Jing Li, Irwin King, Michael R. Lyu and Shuming Shi

9:36–9:54 Text Processing Like Humans Do: Visually Attacking and Shielding NLP Systems
Steffen Eger, Gözde Gül Şahin, Andreas Rücklé, Ji-Ung Lee, Claudia Schulz,
Mohsen Mesgar, Krishnkant Swarnkar, Edwin Simpson and Iryna Gurevych

9:54–10:12 Something’s Brewing! Early Prediction of Controversy-causing Posts from Discus-
sion Features
Jack Hessel and Lillian Lee

10:12–10:30 No Permanent Friends or Enemies: Tracking Relationships between Nations from
News
Xiaochuang Han, Eunsol Choi and Chenhao Tan

Session 4D: Generation
Room: Northstar A, Chair: Ion Androutsopoulos

9:00–9:18 Improving Human Text Comprehension through Semi-Markov CRF-based Neural
Section Title Generation
Sebastian Gehrmann, Steven Layne and Franck Dernoncourt

9:18–9:36 Unifying Human and Statistical Evaluation for Natural Language Generation
Tatsunori Hashimoto, Hugh Zhang and Percy Liang

9:36–9:54 What makes a good conversation? How controllable attributes affect human judg-
ments
Abigail See, Stephen Roller, Douwe Kiela and Jason Weston

9:54–10:12 An Empirical Investigation of Global and Local Normalization for Recurrent Neural
Sequence Models Using a Continuous Relaxation to Beam Search
Kartik Goyal, Chris Dyer and Taylor Berg-Kirkpatrick

10:12–10:30 Pun Generation with Surprise
He He, Nanyun Peng and Percy Liang

lxvi



Tuesday, June 4, 2019 (continued)

Session 4E: Industry Session: Real World Challenges
Room: Greenway

Session 4F: Discourse, Information Retrieval, Machine Translation, Vision &
Robotics (Posters)

Discourse
Single Document Summarization as Tree Induction
Yang Liu, Ivan Titov and Mirella Lapata

Fixed That for You: Generating Contrastive Claims with Semantic Edits
Christopher Hidey and Kathy McKeown

Box of Lies: Multimodal Deception Detection in Dialogues
Felix Soldner, Verónica Pérez-Rosas and Rada Mihalcea

A Crowdsourced Corpus of Multiple Judgments and Disagreement on Anaphoric
Interpretation
Massimo Poesio, Jon Chamberlain, Silviu Paun, Juntao Yu, Alexandra Uma and
Udo Kruschwitz

A Streamlined Method for Sourcing Discourse-level Argumentation Annotations
from the Crowd
Tristan Miller, Maria Sukhareva and Iryna Gurevych

Unsupervised Dialog Structure Learning
Weiyan Shi, Tiancheng Zhao and Zhou Yu

Modeling Document-level Causal Structures for Event Causal Relation Identifica-
tion
Lei Gao, Prafulla Kumar Choubey and Ruihong Huang

[TACL] Planning, Inference, and Pragmatics in Sequential Language Games
Fereshte Khani, Noah Goodman and Percy Liang

Information Retrieval
Hierarchical User and Item Representation with Three-Tier Attention for Recom-
mendation
Chuhan Wu, Fangzhao Wu, Junxin Liu and Yongfeng Huang
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Text Similarity Estimation Based on Word Embeddings and Matrix Norms for Tar-
geted Marketing
Tim vor der Brück and Marc Pouly

Glocal: Incorporating Global Information in Local Convolution for Keyphrase Ex-
traction
Animesh Prasad and Min-Yen Kan

A Study of Latent Structured Prediction Approaches to Passage Reranking
Iryna Haponchyk and Alessandro Moschitti

Combining Distant and Direct Supervision for Neural Relation Extraction
Iz Beltagy, Kyle Lo and Waleed Ammar

Tweet Stance Detection Using an Attention based Neural Ensemble Model
Umme Aymun Siddiqua, Abu Nowshed Chy and Masaki Aono

Machine Translation
Word Embedding-Based Automatic MT Evaluation Metric using Word Position In-
formation
Hiroshi Echizen’ya, Kenji Araki and Eduard Hovy

Learning to Stop in Structured Prediction for Neural Machine Translation
Mingbo Ma, Renjie Zheng and Liang Huang

Learning Unsupervised Multilingual Word Embeddings with Incremental Multilin-
gual Hubs
Geert Heyman, Bregt Verreet, Ivan Vulić and Marie-Francine Moens

Curriculum Learning for Domain Adaptation in Neural Machine Translation
Xuan Zhang, Pamela Shapiro, Gaurav Kumar, Paul McNamee, Marine Carpuat and
Kevin Duh

Improving Robustness of Machine Translation with Synthetic Noise
Vaibhav Vaibhav, Sumeet Singh, Craig Stewart and Graham Neubig

Non-Parametric Adaptation for Neural Machine Translation
Ankur Bapna and Orhan Firat

Online Distilling from Checkpoints for Neural Machine Translation
Hao-Ran Wei, Shujian Huang, Ran Wang, Xin-Yu Dai and Jiajun Chen
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Vision & Robotics
Value-based Search in Execution Space for Mapping Instructions to Programs
Dor Muhlgay, Jonathan Herzig and Jonathan Berant

VQD: Visual Query Detection In Natural Scenes
Manoj Acharya, Karan Jariwala and Christopher Kanan

Improving Natural Language Interaction with Robots Using Advice
Nikhil Mehta and Dan Goldwasser

Generating Knowledge Graph Paths from Textual Definitions using Sequence-to-
Sequence Models
Victor Prokhorov, Mohammad Taher Pilehvar and Nigel Collier

Shifting the Baseline: Single Modality Performance on Visual Navigation & QA
Jesse Thomason, Daniel Gordon and Yonatan Bisk

ExCL: Extractive Clip Localization Using Natural Language Descriptions
Soham Ghosh, Anuva Agarwal, Zarana Parekh and Alexander Hauptmann

10:30–11:00 Coffee Break

11:00–12:30 Oral Sessions (short papers), Posters (long and short papers) & Demos

Session 5A: Multilingual NLP
Room: Nicollet D, Chair: Valia Kordoni

11:00–11:15 Detecting dementia in Mandarin Chinese using transfer learning from a parallel
corpus
Bai Li, Yi-Te Hsu and Frank Rudzicz

11:15–11:30 Cross-lingual Visual Verb Sense Disambiguation
Spandana Gella, Desmond Elliott and Frank Keller

11:30–11:45 Subword-Level Language Identification for Intra-Word Code-Switching
Manuel Mager, Özlem Çetinoğlu and Katharina Kann
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11:45–12:00 MuST-C: a Multilingual Speech Translation Corpus
Mattia A. Di Gangi, Roldano Cattoni, Luisa Bentivogli, Matteo Negri and Marco
Turchi

12:00–12:15 Contextualization of Morphological Inflection
Ekaterina Vylomova, Ryan Cotterell, Trevor Cohn, Timothy Baldwin and Jason
Eisner

12:15–12:30 A Robust Abstractive System for Cross-Lingual Summarization
Jessica Ouyang, Boya Song and Kathy McKeown

Session 5B: Machine Translation
Room: Nicollet B+C, Chair: Daisuke Kawahara

11:00–11:15 Improving Neural Machine Translation with Neural Syntactic Distance
Chunpeng Ma, Akihiro Tamura, Masao Utiyama, Eiichiro Sumita and Tiejun Zhao

11:15–11:30 Measuring Immediate Adaptation Performance for Neural Machine Translation
Patrick Simianer, Joern Wuebker and John DeNero

11:30–11:45 Differentiable Sampling with Flexible Reference Word Order for Neural Machine
Translation
Weijia Xu, Xing Niu and Marine Carpuat

11:45–12:00 Reinforcement Learning based Curriculum Optimization for Neural Machine Trans-
lation
Gaurav Kumar, George Foster, Colin Cherry and Maxim Krikun

12:00–12:15 Overcoming Catastrophic Forgetting During Domain Adaptation of Neural Ma-
chine Translation
Brian Thompson, Jeremy Gwinnup, Huda Khayrallah, Kevin Duh and Philipp
Koehn

12:15–12:30 [SRW] Multimodal Machine Translation with Embedding Prediction
Tosho Hirasawa, Hayahide Yamagishi, Yukio Matsumura and Mamoru Komachi
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Session 5C: Social Media
Room: Greenway, Chair: Chenhao Tan

11:00–11:15 Short-Term Meaning Shift: A Distributional Exploration
Marco Del Tredici, Raquel Fernández and Gemma Boleda

11:15–11:30 Detecting Derogatory Compounds – An Unsupervised Approach
Michael Wiegand, Maximilian Wolf and Josef Ruppenhofer

11:30–11:45 Personalized Neural Embeddings for Collaborative Filtering with Text
Guangneng Hu

11:45–12:00 An Embarrassingly Simple Approach for Transfer Learning from Pretrained Lan-
guage Models
Alexandra Chronopoulou, Christos Baziotis and Alexandros Potamianos

12:00–12:15 Incorporating Emoji Descriptions Improves Tweet Classification
Abhishek Singh, Eduardo Blanco and Wei Jin

12:15–12:30 Modeling Personal Biases in Language Use by Inducing Personalized Word Embed-
dings
Daisuke Oba, Naoki Yoshinaga, Shoetsu Sato, Satoshi Akasaki and Masashi Toyoda

Session 5D: Text Analysis
Room: Northstar A, Chair: Saif Mohammad

11:00–11:15 Multi-Task Ordinal Regression for Jointly Predicting the Trustworthiness and the
Leading Political Ideology of News Media
Ramy Baly, Georgi Karadzhov, Abdelrhman Saleh, James Glass and Preslav Nakov

11:15–11:30 Joint Detection and Location of English Puns
Yanyan Zou and Wei Lu

11:30–11:45 Harry Potter and the Action Prediction Challenge from Natural Language
David Vilares and Carlos Gómez-Rodríguez

11:45–12:00 Argument Mining for Understanding Peer Reviews
Xinyu Hua, Mitko Nikolov, Nikhil Badugu and Lu Wang
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12:00–12:15 An annotated dataset of literary entities
David Bamman, Sejal Popat and Sheng Shen

12:15–12:30 Abusive Language Detection with Graph Convolutional Networks
Pushkar Mishra, Marco Del Tredici, Helen Yannakoudakis and Ekaterina Shutova

Session 5E: Semantics
Room: Nicollet A, Chair: Samuel Bowman

11:00–11:15 On the Importance of Distinguishing Word Meaning Representations: A Case Study
on Reverse Dictionary Mapping
Mohammad Taher Pilehvar

11:15–11:30 Factorising AMR generation through syntax
Kris Cao and Stephen Clark

11:30–11:45 A Crowdsourced Frame Disambiguation Corpus with Ambiguity
Anca Dumitrache, Lora Aroyo and Chris Welty

11:45–12:00 Inoculation by Fine-Tuning: A Method for Analyzing Challenge Datasets
Nelson F. Liu, Roy Schwartz and Noah A. Smith

12:00–12:15 [SRW] Word Polysemy Aware Document Vector Estimation
Vivek Gupta, Ankit Saw, Harshit Gupta, Pegah Nokhiz and Partha Talukdar

12:15–12:30 [SRW] EQUATE: A Benchmark Evaluation Framework for Quantitative Reasoning
in Natural Language Inference
Abhilasha Ravichander, Aakanksha Naik, Carolyn Rose and Eduard Hovy

Session 5F: Information Retrieval, Question Answering, Generation & Syntax
(Posters & Demos)

Information Retrieval
A Capsule Network-based Embedding Model for Knowledge Graph Completion and
Search Personalization
Dai Quoc Nguyen, Thanh Vu, Tu Dinh Nguyen, Dat Quoc Nguyen and Dinh Phung

Partial Or Complete, That’s The Question
Qiang Ning, Hangfeng He, Chuchu Fan and Dan Roth

Sequential Attention with Keyword Mask Model for Community-based Question An-
swering
Jianxin Yang, Wenge Rong, Libin Shi and Zhang Xiong

Simple Attention-Based Representation Learning for Ranking Short Social Media
Posts
Peng Shi, Jinfeng Rao and Jimmy Lin
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AttentiveChecker: A Bi-Directional Attention Flow Mechanism for Fact Verification
Santosh Tokala, Vishal G, Avirup Saha and Niloy Ganguly

Practical, Efficient, and Customizable Active Learning for Named Entity Recogni-
tion in the Digital Humanities
Alexander Erdmann, David Joseph Wrisley, Benjamin Allen, Christopher Brown,
Sophie Cohen-Bodénès, Micha Elsner, Yukun Feng, Brian Joseph, Béatrice Joyeux-
Prunel and Marie-Catherine de Marneffe

Doc2hash: Learning Discrete Latent variables for Documents Retrieval
Yifei Zhang and Hao Zhu

Generation
Evaluating Text GANs as Language Models
Guy Tevet, Gavriel Habib, Vered Shwartz and Jonathan Berant

Latent Code and Text-based Generative Adversarial Networks for Soft-text Genera-
tion
Md Akmal Haidar, Mehdi Rezagholizadeh, Alan Do Omri and Ahmad Rashid

Neural Text Generation from Rich Semantic Representations
Valerie Hajdik, Jan Buys, Michael Wayne Goodman and Emily M. Bender

Step-by-Step: Separating Planning from Realization in Neural Data-to-Text Gener-
ation
Amit Moryossef, Yoav Goldberg and Ido Dagan

Evaluating Rewards for Question Generation Models
Tom Hosking and Sebastian Riedel

Text Generation from Knowledge Graphs with Graph Transformers
Rik Koncel-Kedziorski, Dhanush Bekal, Yi Luan, Mirella Lapata and Hannaneh
Hajishirzi

Question Answering
Open Information Extraction from Question-Answer Pairs
Nikita Bhutani, Yoshihiko Suhara, Wang-Chiew Tan, Alon Halevy and H. V. Ja-
gadish

Question Answering by Reasoning Across Documents with Graph Convolutional
Networks
Nicola De Cao, Wilker Aziz and Ivan Titov

A Qualitative Comparison of CoQA, SQuAD 2.0 and QuAC
Mark Yatskar

lxxiii



Tuesday, June 4, 2019 (continued)

BERT Post-Training for Review Reading Comprehension and Aspect-based Senti-
ment Analysis
Hu Xu, Bing Liu, Lei Shu and Philip Yu

Old is Gold: Linguistic Driven Approach for Entity and Relation Linking of Short
Text
Ahmad Sakor, Isaiah Onando Mulang’, Kuldeep Singh, Saeedeh Shekarpour, Maria
Esther Vidal, Jens Lehmann and Sören Auer

Be Consistent! Improving Procedural Text Comprehension using Label Consistency
Xinya Du, Bhavana Dalvi, Niket Tandon, Antoine Bosselut, Wen-tau Yih, Peter
Clark and Claire Cardie

MathQA: Towards Interpretable Math Word Problem Solving with Operation-Based
Formalisms
Aida Amini, Saadia Gabriel, Shanchuan Lin, Rik Koncel-Kedziorski, Yejin Choi
and Hannaneh Hajishirzi

DROP: A Reading Comprehension Benchmark Requiring Discrete Reasoning Over
Paragraphs
Dheeru Dua, Yizhong Wang, Pradeep Dasigi, Gabriel Stanovsky, Sameer Singh and
Matt Gardner

Syntax
An Encoding Strategy Based Word-Character LSTM for Chinese NER
Wei Liu, Tongge Xu, Qinghua Xu, Jiayu Song and Yueran Zu

Highly Effective Arabic Diacritization using Sequence to Sequence Modeling
Hamdy Mubarak, Ahmed Abdelali, Hassan Sajjad, Younes Samih and Kareem Dar-
wish

SC-LSTM: Learning Task-Specific Representations in Multi-Task Learning for Se-
quence Labeling
Peng Lu, Ting Bai and Philippe Langlais

Learning to Denoise Distantly-Labeled Data for Entity Typing
Yasumasa Onoe and Greg Durrett

A Simple and Robust Approach to Detecting Subject-Verb Agreement Errors
Simon Flachs, Ophélie Lacroix, Marek Rei, Helen Yannakoudakis and Anders Sø-
gaard
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A Grounded Unsupervised Universal Part-of-Speech Tagger for Low-Resource Lan-
guages
Ronald Cardenas, Ying Lin, Heng Ji and Jonathan May

On Difficulties of Cross-Lingual Transfer with Order Differences: A Case Study on
Dependency Parsing
Wasi Ahmad, Zhisong Zhang, Xuezhe Ma, Eduard Hovy, Kai-Wei Chang and
Nanyun Peng

A Multi-Task Approach for Disentangling Syntax and Semantics in Sentence Repre-
sentations
Mingda Chen, Qingming Tang, Sam Wiseman and Kevin Gimpel

12:30–14:00 Lunch Break

14:00–15:00 Keynote 2: Rada Mihalcea "When the Computers Spot the Lie (and People Don’t)"
(Nicollet Grand Ballroom)

15:00–15:30 Coffee Break

15:30–17:00 Oral sessions (long papers), Posters (long and short papers) & Demos

Session 6A: Sentiment Analysis
Room: Northstar A, Chair: Sara Rosenthal

15:30–15:48 Self-Discriminative Learning for Unsupervised Document Embedding
Hong-You Chen, Chin-Hua Hu, Leila Wehbe and Shou-de Lin

15:48–16:06 Adaptive Convolution for Text Classification
Byung-Ju Choi, Jun-Hyung Park and SangKeun Lee

16:06–16:24 Zero-Shot Cross-Lingual Opinion Target Extraction
Soufian Jebbara and Philipp Cimiano

16:24–16:42 Adversarial Category Alignment Network for Cross-domain Sentiment Classifica-
tion
Xiaoye Qu, Zhikang Zou, Yu Cheng, Yang Yang and Pan Zhou

16:42–17:00 Target-oriented Opinion Words Extraction with Target-fused Neural Sequence La-
beling
Zhifang Fan, Zhen Wu, Xin-Yu Dai, Shujian Huang and Jiajun Chen
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Session 6B: Summarization
Room: Greenway, Chair: Ani Nenkova

15:30–15:48 Abstractive Summarization of Reddit Posts with Multi-level Memory Networks
Byeongchang Kim, Hyunwoo Kim and Gunhee Kim

15:48–16:06 Automatic learner summary assessment for reading comprehension
Menglin Xia, Ekaterina Kochmar and Ted Briscoe

16:06–16:24 Data-efficient Neural Text Compression with Interactive Learning
Avinesh P.V.S and Christian M. Meyer

16:24–16:42 Text Generation with Exemplar-based Adaptive Decoding
Hao Peng, Ankur Parikh, Manaal Faruqui, Bhuwan Dhingra and Dipanjan Das

16:42–17:00 Guiding Extractive Summarization with Question-Answering Rewards
Kristjan Arumae and Fei Liu

Session 6C: Vision & Robotics
Room: Nicollet A, Chair: William Yang Wang

15:30–15:48 Beyond task success: A closer look at jointly learning to see, ask, and GuessWhat
Ravi Shekhar, Aashish Venkatesh, Tim Baumgärtner, Elia Bruni, Barbara Plank,
Raffaella Bernardi and Raquel Fernández

15:48–16:06 The World in My Mind: Visual Dialog with Adversarial Multi-modal Feature En-
coding
Yiqun Yao, Jiaming Xu and Bo Xu

16:06–16:24 Strong and Simple Baselines for Multimodal Utterance Embeddings
Paul Pu Liang, Yao Chong Lim, Yao-Hung Hubert Tsai, Ruslan Salakhutdinov and
Louis-Philippe Morency

16:24–16:42 Learning to Navigate Unseen Environments: Back Translation with Environmental
Dropout
Hao Tan, Licheng Yu and Mohit Bansal

16:42–17:00 Towards Content Transfer through Grounded Text Generation
Shrimai Prabhumoye, Chris Quirk and Michel Galley
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Session 6D: Question Answering
Room: Nicollet B+C, Chair: Eduardo Blanco

15:30–15:48 Improving Machine Reading Comprehension with General Reading Strategies
Kai Sun, Dian Yu, Dong Yu and Claire Cardie

15:48–16:06 Multi-task Learning with Sample Re-weighting for Machine Reading Comprehen-
sion
Yichong Xu, Xiaodong Liu, Yelong Shen, Jingjing Liu and Jianfeng Gao

16:06–16:24 Semantically-Aligned Equation Generation for Solving and Reasoning Math Word
Problems
Ting-Rui Chiang and Yun-Nung Chen

16:24–16:42 Iterative Search for Weakly Supervised Semantic Parsing
Pradeep Dasigi, Matt Gardner, Shikhar Murty, Luke Zettlemoyer and Eduard Hovy

16:42–17:00 Alignment over Heterogeneous Embeddings for Question Answering
Vikas Yadav, Steven Bethard and Mihai Surdeanu

Session 6E: Industry Session: Deployed Systems
Room: Nicollet D

Session 6F: Phonology, Speech and Text Mining (Posters & Demos)

Phonology
Bridging the Gap: Attending to Discontinuity in Identification of Multiword Expres-
sions
Omid Rohanian, Shiva Taslimipoor, Samaneh Kouchaki, Le An Ha and Ruslan
Mitkov

Incorporating Word Attention into Character-Based Word Segmentation
Shohei Higashiyama, Masao Utiyama, Eiichiro Sumita, Masao Ideuchi, Yoshiaki
Oida, Yohei Sakamoto and Isaac Okada

VCWE: Visual Character-Enhanced Word Embeddings
Chi Sun, Xipeng Qiu and Xuanjing Huang

Subword Encoding in Lattice LSTM for Chinese Word Segmentation
Jie Yang, Yue Zhang and Shuailong Liang
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Improving Cross-Domain Chinese Word Segmentation with Word Embeddings
Yuxiao Ye, Weikang Li, Yue Zhang, Likun Qiu and Jian Sun

Neural Semi-Markov Conditional Random Fields for Robust Character-Based Part-
of-Speech Tagging
Apostolos Kemos, Heike Adel and Hinrich Schütze

Shrinking Japanese Morphological Analyzers With Neural Networks and Semi-
supervised Learning
Arseny Tolmachev, Daisuke Kawahara and Sadao Kurohashi

[TACL] Grammar Error Correction in Morphologically-Rich Languages: The Case
of Russian
Alla Rozovskaya and Dan Roth

[SRW] Deep Learning and Sociophonetics: Automatic Coding of Rhoticity Using
Neural Networks
Sarah Gupta and Anthony DiPadova

[SRW] Learn Languages First and Then Convert: towards Effective Simplified to
Traditional Chinese Conversion
Pranav A, S.F. Hui, I-Tsun Cheng, Ishaan Batra and Chiu Yik Hei

Speech
Neural Constituency Parsing of Speech Transcripts
Paria Jamshid Lou, Yufei Wang and Mark Johnson

Acoustic-to-Word Models with Conversational Context Information
Suyoun Kim and Florian Metze

A Dynamic Speaker Model for Conversational Interactions
Hao Cheng, Hao Fang and Mari Ostendorf

Fluent Translations from Disfluent Speech in End-to-End Speech Translation
Elizabeth Salesky, Matthias Sperber and Alexander Waibel

[SRW] Data Augmentation by Data Noising for Open-vocabulary Slots in Spoken
Language Understanding
Hwa-Yeon Kim, Yoon-Hyung Roh and Young-Kil Kim

[SRW] Expectation and Locality Effects in the Prediction of Disfluent Fillers and
Repairs in English Speech
Samvit Dammalapati, Rajakrishnan Rajkumar and Sumeet Agarwal
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Text Mining
Relation Classification Using Segment-Level Attention-based CNN and
Dependency-based RNN
Van-Hien Tran, Van-Thuy Phi, Hiroyuki Shindo and Yuji Matsumoto

Document-Level Event Factuality Identification via Adversarial Neural Network
Zhong Qian, Peifeng Li, Qiaoming Zhu and Guodong Zhou

Distant Supervision Relation Extraction with Intra-Bag and Inter-Bag Attentions
Zhi-Xiu Ye and Zhen-Hua Ling

Ranking-Based Autoencoder for Extreme Multi-label Classification
Bingyu Wang, Li Chen, Wei Sun, Kechen Qin, Kefeng Li and Hui Zhou

Posterior-regularized REINFORCE for Instance Selection in Distant Supervision
Qi Zhang, Siliang Tang, Xiang Ren, Fei Wu, Shiliang Pu and Yueting Zhuang

Scalable Collapsed Inference for High-Dimensional Topic Models
Rashidul Islam and James Foulds

An Integrated Approach for Keyphrase Generation via Exploring the Power of Re-
trieval and Extraction
Wang Chen, Hou Pong Chan, Piji Li, Lidong Bing and Irwin King

Predicting Malware Attributes from Cybersecurity Texts
Arpita Roy, Youngja Park and Shimei Pan

Improving Distantly-supervised Entity Typing with Compact Latent Space Cluster-
ing
Bo Chen, Xiaotao Gu, Yufeng Hu, Siliang Tang, Guoping Hu, Yueting Zhuang and
Xiang Ren

Modelling Instance-Level Annotator Reliability for Natural Language Labelling
Tasks
Maolin Li, Arvid Fahlström Myrman, Tingting Mu and Sophia Ananiadou

Review-Driven Multi-Label Music Style Classification by Exploiting Style Correla-
tions
Guangxiang Zhao, Jingjing Xu, Qi Zeng, Xuancheng Ren and Xu Sun

Fact Discovery from Knowledge Base via Facet Decomposition
Zihao Fu, Yankai Lin, Zhiyuan Liu and Wai Lam

A Richer-but-Smarter Shortest Dependency Path with Attentive Augmentation for
Relation Extraction
Duy-Cat Can, Hoang-Quynh Le, Quang-Thuy Ha and Nigel Collier
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9:00–10:00 Keynote 3: Kieran Snyder "Leaving the Lab: Building NLP Applications that Real
People can Use" (Nicollet Grand Ballroom)

10:00–10:30 Coffee Break

10:30–12:00 Oral sessions (long papers) and Posters (long and short papers)

Session 7A: Question Answering
Room: Greenway, Chair: Alessandro Moschitti

10:30–10:48 Bidirectional Attentive Memory Networks for Question Answering over Knowledge
Bases
Yu Chen, Lingfei Wu and Mohammed J Zaki

10:48–11:06 BoolQ: Exploring the Surprising Difficulty of Natural Yes/No Questions
Christopher Clark, Kenton Lee, Ming-Wei Chang, Tom Kwiatkowski, Michael
Collins and Kristina Toutanova

11:06–11:24 Enhancing Key-Value Memory Neural Networks for Knowledge Based Question An-
swering
Kun Xu, Yuxuan Lai, Yansong Feng and Zhiguo Wang

11:24–11:42 Repurposing Entailment for Multi-Hop Question Answering Tasks
Harsh Trivedi, Heeyoung Kwon, Tushar Khot, Ashish Sabharwal and Niranjan Bal-
asubramanian

11:42–12:00 [TACL] CoQA: A Conversational Question Answering Challenge
Siva Reddy, Danqi Chen and Christopher D. Manning

Session 7B: Ethics, Bias & Fairness
Room: Nicollet A, Chair: Emily Prud’hommeaux

10:30–10:48 [TACL] Mind the GAP: A Balanced Corpus of Gendered Ambiguous Pronouns
Kellie Webster, Marta Recasens, Vera Axelrod and Jason Baldridge

10:48–11:06 GenderQuant: Quantifying Mention-Level Genderedness
Ananya, Nitya Parthasarthi and Sameer Singh
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11:06–11:24 Analyzing Polarization in Social Media: Method and Application to Tweets on 21
Mass Shootings
Dorottya Demszky, Nikhil Garg, Rob Voigt, James Zou, Jesse Shapiro, Matthew
Gentzkow and Dan Jurafsky

11:24–11:42 Learning to Decipher Hate Symbols
Jing Qian, Mai ElSherief, Elizabeth Belding and William Yang Wang

11:42–12:00 [TACL] Data Statements for Natural Language Processing: Toward Mitigating Sys-
tem Bias and Enabling Better Science
Emily M. Bender and Batya Friedman

Session 7C: Information Extraction
Room: Nicollet D, Chair: Heng Ji

10:30–10:48 Long-tail Relation Extraction via Knowledge Graph Embeddings and Graph Con-
volution Networks
Ningyu Zhang, Shumin Deng, Zhanlin Sun, Guanying Wang, Xi Chen, Wei Zhang
and Huajun Chen

10:48–11:06 GAN Driven Semi-distant Supervision for Relation Extraction
Pengshuai Li, Xinsong Zhang, Weijia Jia and Hai Zhao

11:06–11:24 A general framework for information extraction using dynamic span graphs
Yi Luan, Dave Wadden, Luheng He, Amy Shah, Mari Ostendorf and Hannaneh
Hajishirzi

11:24–11:42 OpenCeres: When Open Information Extraction Meets the Semi-Structured Web
Colin Lockard, Prashant Shiralkar and Xin Luna Dong

11:42–12:00 Structured Minimally Supervised Learning for Neural Relation Extraction
Fan Bai and Alan Ritter

Session 7D: Machine Translation
Room: Northstar A, Chair: Colin Cherry

10:30–10:48 Neural Machine Translation of Text from Non-Native Speakers
Antonios Anastasopoulos, Alison Lui, Toan Q. Nguyen and David Chiang

10:48–11:06 Improving Domain Adaptation Translation with Domain Invariant and Specific In-
formation
Shuhao Gu, Yang Feng and Qun Liu
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11:06–11:24 Selective Attention for Context-aware Neural Machine Translation
Sameen Maruf, André F. T. Martins and Gholamreza Haffari

11:24–11:42 On Evaluation of Adversarial Perturbations for Sequence-to-Sequence Models
Paul Michel, Xian Li, Graham Neubig and Juan Pino

11:42–12:00 Accelerated Reinforcement Learning for Sentence Generation by Vocabulary Pre-
diction
Kazuma Hashimoto and Yoshimasa Tsuruoka

Session 7E: Text Analysis
Room: Nicollet B+C, Chair: Steven Bethard

10:30–10:48 Mitigating Uncertainty in Document Classification
Xuchao Zhang, Fanglan Chen, ChangTien Lu and Naren Ramakrishnan

10:48–11:06 Complexity-Weighted Loss and Diverse Reranking for Sentence Simplification
Reno Kriz, Joao Sedoc, Marianna Apidianaki, Carolina Zheng, Gaurav Kumar,
Eleni Miltsakaki and Chris Callison-Burch

11:06–11:24 Predicting Helpful Posts in Open-Ended Discussion Forums: A Neural Architecture
Kishaloy Halder, Min-Yen Kan and Kazunari Sugiyama

11:24–11:42 Text Classification with Few Examples using Controlled Generalization
Abhijit Mahabal, Jason Baldridge, Burcu Karagol Ayan, Vincent Perot and Dan
Roth

11:42–12:00 Reinforcement Learning Based Text Style Transfer without Parallel Training Corpus
Hongyu Gong, Suma Bhat, Lingfei Wu, JinJun Xiong and Wen-mei Hwu

lxxxii



Wednesday, June 5, 2019 (continued)

Session 7F: Machine Learning, Tagging, Chunking, Syntax & Parsing (Posters)

Machine Learning
Adapting RNN Sequence Prediction Model to Multi-label Set Prediction
Kechen Qin, Cheng Li, Virgil Pavlu and Javed Aslam

Customizing Grapheme-to-Phoneme System for Non-Trivial Transcription Prob-
lems in Bangla Language
Sudipta Saha Shubha, Nafis Sadeq, Shafayat Ahmed, Md. Nahidul Islam, Muham-
mad Abdullah Adnan, Md. Yasin Ali Khan and Mohammad Zuberul Islam

Connecting Language and Knowledge with Heterogeneous Representations for
Neural Relation Extraction
Peng Xu and Denilson Barbosa

Segmentation-free compositional n-gram embedding
Geewook Kim, Kazuki Fukui and Hidetoshi Shimodaira

Exploiting Noisy Data in Distant Supervision Relation Classification
Kaijia Yang, Liang He, Xin-Yu Dai, Shujian Huang and Jiajun Chen

Misspelling Oblivious Word Embeddings
Aleksandra Piktus, Necati Bora Edizel, Piotr Bojanowski, Edouard Grave, Rui Fer-
reira and Fabrizio Silvestri

Learning Relational Representations by Analogy using Hierarchical Siamese Net-
works
Gaetano Rossiello, Alfio Gliozzo, Robert Farrell, Nicolas Fauceglia and Michael
Glass

An Effective Label Noise Model for DNN Text Classification
Ishan Jindal, Daniel Pressel, Brian Lester and Matthew Nokleby
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Abstract

Previous research shows that eye-tracking data
contains information about the lexical and syn-
tactic properties of text, which can be used to
improve natural language processing models.
In this work, we leverage eye movement fea-
tures from three corpora with recorded gaze
information to augment a state-of-the-art neu-
ral model for named entity recognition (NER)
with gaze embeddings. These corpora were
manually annotated with named entity labels.
Moreover, we show how gaze features, gen-
eralized on word type level, eliminate the need
for recorded eye-tracking data at test time. The
gaze-augmented models for NER using token-
level and type-level features outperform the
baselines. We present the benefits of eye-
tracking features by evaluating the NER mod-
els on both individual datasets as well as in
cross-domain settings.

1 Introduction

The field of natural language processing includes
studies of tasks of different granularity and depths
of semantics: from lower level tasks such as
tokenization and part-of-speech tagging up to
higher level tasks of information extraction such
as named entity recognition, relation extraction,
and semantic role labeling (Collobert et al., 2011).
As NLP systems become increasingly prevalent
in society, how to take advantage of information
passively collected from human readers, e.g. eye
movement signals, is becoming more interesting
to researchers. Previous research in this area has
shown promising results: Eye-tracking data has
been used to improve tasks such as part-of-speech
tagging (Barrett et al., 2016), sentiment analysis
(Mishra et al., 2017), prediction of multiword ex-
pressions (Rohanian et al., 2017), and word em-
bedding evaluation (Søgaard, 2016).

However, most of these studies focus on either
relatively lower-level tasks (e.g. part-of-speech
tagging and multiword expressions) or relatively

global properties in the text (e.g. sentiment analy-
sis). In this paper, we test a hypothesis on a differ-
ent level: Can eye movement signals also help im-
prove higher-level semantic tasks such as extract-
ing information from text?

The answer to this question is not obvious. On
one hand, the quality improvement attributed to
eye movement signals on lower-level tasks implies
that such signals do contain linguistic information.
On the other hand, it is not clear whether these sig-
nals can also provide significant improvement for
tasks dealing with higher-level semantics. More-
over, even if eye movement patterns contain sig-
nals related to higher-level tasks, as implied by
a recent psycholinguistic study (Tokunaga et al.,
2017), noisy as these signals are, it is not straight-
forward whether they would help, if not hurt, the
quality of the models.

In this paper, we provide the first study of the
impact of gaze features to automatic named entity
recognition from text. We test the hypothesis that
eye-tracking data is beneficial for entity recogni-
tion in a state-of-the-art neural named entity tag-
ger augmented with embedding layers of gaze fea-
tures. Our contributions in the current work can be
summarized as follows:

1. First, we manually annotate three eye-
tracking corpora with named entity labels to
train a neural NER system with gaze features.
This collection of corpora facilitates future
research in related topics. The annotations
are publicly available.

2. Beyond that, we present a neural architecture
for NER, which in addition to textual infor-
mation, incorporates embedding layers to en-
code eye movement information.

3. Finally, we show how gaze features gener-
alized to word types eliminate the need for
recorded eye-tracking data at test time. This
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makes the use of eye-tracking data in NLP
applications more feasible since recorded
eye-tracking data for each token in context
is not required anymore at prediction time.
Moreover, type-aggregated features appear to
be particularly useful for cross-domain sys-
tems.

Our hypotheses are evaluated not only on the
available eye-tracking corpora, but also on an ex-
ternal benchmark dataset, for which gaze informa-
tion does not exist.

2 Related Work

The benefits of eye movement data for machine
learning have been assessed in various domains,
including NLP and computer vision. Eye-trackers
provide millisecond-accurate records on where
humans look when they are reading, and they are
becoming cheaper and more easily available by
the day (San Agustin et al., 2009; Sewell and Ko-
mogortsev, 2010). Although eye-tracking data is
still being recorded in controlled experiment en-
vironments, this will likely change in the near fu-
ture. Recent approaches have shown substantial
improvements in recording gaze data while read-
ing by using cameras of mobile devices (Gómez-
Poveda and Gaudioso, 2016; Papoutsaki et al.,
2016). Hence, eye-tracking data will probably be
more accessible and available in much larger vol-
umes in due time, which will facilitate the creation
of sizable datasets enormously.

Tokunaga et al. (2017) recently analyzed eye-
tracking signals during the annotation of named
entities to find effective features for NER. Their
work proves that humans take into account a
broad context to identify named entities, includ-
ing predicate-argument structure. This further
strengthens our intuition to use eye movement in-
formation to improve existing NER systems. And
going even a step further, it opens the possibil-
ity for real-time entity annotation based on the
reader’s eye movements.

The benefit of eye movement data is backed up
by extensive psycholinguistic studies. For exam-
ple, when humans read a text they do not focus on
every single word. The number of fixations and
the fixation duration on a word depends on a num-
ber of linguistic factors (Clifton et al., 2007; Dem-
berg and Keller, 2008). First, readers are more
likely to fixate on open-class words that are not

predictable from context (Rayner, 1998). Read-
ing patterns are a reliable indicator of syntacti-
cal categories (Barrett and Søgaard, 2015a). Sec-
ond, word frequency and word familiarity influ-
ence how long readers look at a word. The fre-
quency effect was first noted by Rayner (1977)
and has been reported in various studies since, e.g.
Just and Carpenter (1980) and Cop et al. (2017).
Moreover, although two words may have the same
frequency value, they may differ in familiarity (es-
pecially for infrequent words). Effects of word fa-
miliarity on fixation time have also been demon-
strated in a number of recent studies (Juhasz and
Rayner, 2003; Williams and Morris, 2004). Addi-
tionally, the positive effect of fixation information
in various NLP tasks has recently been shown by
Barrett et al. (2018), where an attention mecha-
nism is trained on fixation duration.

State-of-the-art NER Non-linear neural net-
works with distributed word representations as in-
put have become increasingly successful for any
sequence labeling task in NLP (Huang et al.,
2015; Chiu and Nichols, 2016; Ma and Hovy,
2016). The same applies to named entity recog-
nition: State-of-the-art systems are combinations
of neural networks such as LSTMs or CNNs and
conditional random fields (CRFs) (Strauss et al.,
2016). Lample et al. (2016) developed such a
neural architecture for NER, which we employ in
this work and enhance with eye movement fea-
tures. Their model successfully combines word-
level and character-level embeddings, which we
augment with embedding layers for eye-tracking
features.

3 Eye-tracking corpora

For our experiments, we resort to three eye-
tracking data resources: the Dundee corpus
(Kennedy et al., 2003), the GECO corpus (Cop
et al., 2017) and the ZuCo corpus (Hollenstein
et al., 2018). For the purpose of information ex-
traction, it is important that the readers process
longer fragments of text, i.e. complete sentences
instead of single words, which is the case in all
three datasets.

Table 1 shows an overview of the domain and
size of these datasets. In total, they comprise
142,441 tokens with gaze information. Table 1
also shows the differences in mean fixation times
between the datasets (i.e. fixation duration (the av-
erage duration of a single fixation on a word in
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Dundee GECO ZuCo Total

domain(s) news articles literature
movie reviews,

Wikipedia articles
-

number of sentences 2367 5424 700 8491
mean sentence length 24.75 12.65 22.12 19.84
number of words 58598 68606 15237 142441
unique word types 9131 5283 4408 13937
mean word length 4.29 3.76 4.44 4.16
fixation duration (ms) 202 214 226 214
gaze duration (ms) 237 232 265 244.7

Table 1: Descriptive statistics of the eye-tracking corpora, including domain, size and mean fixation and gaze
duration per token.

Dundee GECO ZuCo Total
all unique all unique all unique all unique

PERSON 732 415 1870 108 657 446 3259 955
ORGANIZATION 475 261 26 12 156 95 657 364
LOCATION 431 177 101 23 366 155 898 1646
total 1638 853 1997 143 1179 696 4814 1646

52% 7% 59% 34%

Table 2: Number and distribution of named entity annotations in all three eye-tracking corpora.

milliseconds) and gaze duration (the average du-
ration of all fixations on a word)).

Dundee Corpus The gaze data of the Dundee
corpus (Kennedy et al., 2003) was recorded with
a Dr. Bouis Oculometer Eyetracker. The English
section of this corpus comprises 58,598 tokens in
2,367 sentences. It contains eye movement infor-
mation of ten native English speakers as they read
the same 20 newspaper articles from The Indepen-
dent. The text was presented to the readers on a
screen five lines at a time. This data has been
widely used in psycholinguistic research to ana-
lyze the reading behavior of subjects while read-
ing sentences in context under relatively naturalis-
tic conditions.

GECO Corpus The Ghent Eye-Tracking Cor-
pus (Cop et al., 2017) is a more recent dataset,
which was created for the analysis of eye move-
ments of monolingual and bilingual subjects dur-
ing reading. The data was recorded with an Eye-
Link 1000 system. The text was presented one
paragraph at a time. The subjects read the entire
novel The Mysterious Affair at Styles by Agatha
Christie (1920) containing 68,606 tokens in 5,424
sentences. We use only the monolingual data
recorded from the 14 native English speakers for
this work to maintain consistency across corpora.

ZuCo Corpus The Zurich Cognitive Language
Processing Corpus (Hollenstein et al., 2018) is
a combined eye-tracking and EEG dataset. The
gaze data was also recorded with an EyeLink 1000
system. The full corpus contains 1,100 English
sentences read by 12 adult native speakers. The
sentences were presented at the same position on
the screen one at a time. For the present work,
we only use the eye movement data of the first
two reading tasks of this corpus (700 sentences,
15,237 tokens), since these tasks encouraged
natural reading. The reading material included
sentences from movie reviews from the Stanford
Sentiment Treebank (Socher et al., 2013) and the
Wikipedia dataset by Culotta et al. (2006).

For the purposes of this work, all datasets
were manually annotated with named entity
labels for three categories: PERSON, OR-
GANIZATION and LOCATION. The annota-
tions are available at https://github.com/
DS3Lab/ner-at-first-sight.

The datasets were annotated by two NLP ex-
perts. The IOB tagging scheme was used for
the labeling. We followed the ACE Annotation
Guidelines (Linguistic Data Consortium, 2005).
All conflicts in labelling were resolved by ad-
judication between both annotators. An inter-
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Basic
n fixations total number of fixations on a word w
fixation probability the probability that a word w will be fixated
mean fixation duration mean of all fixation durations for a word w
Early
first fixation duration duration of the first fixation on a word w
first pass duration sum of all fixation durations during the first pass
Late
total fixation duration sum of all fixation durations for a word w
n re-fixations number of times a word w is fixated (after the first fixation)
re-read probability the probability that a word w will be read more than once
Context
total regression-from duration combined duration of the regressions that began at word w
w-2 fixation probability fixation probability of the word before the previous word
w-1 fixation probability fixation probability of the previous word
w+1 fixation probability fixation probability of the next word
w+2 fixation probability fixation probability of the word after the next word
w-2 fixation duration fixation duration of the word before the previous word
w-1 fixation duration fixation duration of the previous word
w+1 fixation duration fixation duration of the next word
w+2 fixation duration fixation duration of the word after the next word

Table 3: Gaze features extracted from the Dundee, GECO and ZuCo corpora.

annotator reliability analysis on 10,000 tokens
(511 sentences) sampled from all three datasets
yielded an agreement of 83.5% on the entity labels
(κ = 0.68).

Table 2 shows the number of annotated entities
in each dataset. The distribution of entities be-
tween the corpora is highly unbalanced: Dundee
and ZuCo, the datasets containing more hetero-
geneous texts and thus, have a higher ratio of
unique entity occurrences, versus GECO, a homo-
geneous corpus consisting of a single novel, where
the named entities are very repetitive.

4 Eye-tracking features

The gaze data of all three corpora was recorded
for multiple readers by conducting experiments in
a controlled environment using specialized equip-
ment. It is important to consider that, while we
extract the same features for all corpora, there are
certainly practical aspects that differ across the
datasets. The following factors are expected to in-
fluence reading: experiment procedures; text pre-
sentation; recording hardware, software and qual-
ity; sampling rates; initial calibration and filtering,
as well as human factors such as head movements
and lack of attention. Therefore, separate normal-
ization for each dataset should better preserve the

signal within each corpus and for the same reason
the type-aggregation was computed on the normal-
ized feature values. This is especially relevant for
the type-aggregated features and the cross-corpus
experiments described below.

In order to add gaze information to the neu-
ral network, we have selected as many features
as available from those present in all three cor-
pora. Previous research shows benefits in com-
bining multiple eye-tracking features of different
stages of the human reading process (Barrett et al.,
2016; Tokunaga et al., 2017).

The features extracted follow closely on Bar-
rett et al. (2016). As described above, psycho-
linguistic research has shown how fixation dura-
tion and probability differ between word classes
and syntactic comprehension processes. Thus, the
features focus on representing these nuances as
broadly as possible, covering the complete reading
time of a word at different stages. Table 3 shows
the eye movement features incorporated into the
experiments. We split the 17 features into 4 dis-
tinct groups (analogous to Barrett et al. (2016)),
which define the different stages of the reading
process:

1. BASIC eye-tracking features capture charac-
teristics on word-level, e.g. the number of all
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fixations on a word or the probability that a
word will be fixated (namely, the number of
subjects who fixated the word divided by the
total number of subjects).

2. EARLY gaze measures capture lexical access
and early syntactic processing and are based
on the first time a word is fixated.

3. LATE measures reflect the late syntactic pro-
cessing and general disambiguation. These
features are significant for words which were
fixated more than once.

4. CONTEXT features capture the gaze mea-
sures of the surrounding tokens. These
features consider the fixation probability
and duration up to two tokens to the left
and right of the current token. Additionally,
regressions starting at the current word are
also considered to be meaningful for the
syntactic processing of full sentences.

The eye movement measurements were aver-
aged over all native-speaking readers of each
dataset to obtain more robust estimates. The small
size of eye-tracking datasets often limits the po-
tential for training data-intensive algorithms and
causes overfitting in benchmark evaluation (Xu
et al., 2015). It also leads to sparse samples of gaze
measurements. Hence, given the limited num-
ber of observations available, we normalize the
data by splitting the feature values into quantiles
to avoid sparsity issues. The best results were
achieved with 24 bins. This normalization is con-
ducted separately for each corpus.

Moreover, special care had to be taken regard-
ing tokenization, since the recorded eye-tracking
data considers only whitespace separation. For ex-
ample, the string John’s would constitute a sin-
gle token for eye-tracking feature extraction, but
would be split into John and ’s for NER, with the
former token holding the label PERSON and the
latter no label at all. Our strategy to address this
issue was to assign the same values of the gaze
features of the originating token to split tokens.

4.1 Type aggregation
Barrett and Søgaard (2015b) showed that type-
level aggregation of gaze features results in larger
improvements for part-of-speech tagging. Follow-
ing their line of work, we also conducted exper-

iments with type aggregation for NER. This im-
plies that the eye-tracking feature values were av-
eraged for each word type over all occurrences in
the training data. For instance, the sum of the fea-
tures of all n occurrences of the token “island” are
averaged over the number of occurrences n. As
a result, for each corpus as well as for the ag-
gregated corpora, a lexicon of lower-cased word
types with their averaged eye-tracking feature val-
ues was compiled. Thus, as input for the network,
either the type-level aggregates for each individ-
ual corpus can be used or the values from the com-
bined lexicon, which increases the number of word
types with known gaze feature values.

The goal of type aggregation is twofold. First,
it eliminates the requirement of eye-tracking fea-
tures when applying the models at test time, since
the larger the lexicon, the more tokens in the
unseen data receive type-aggregated eye-tracking
feature values. For those tokens not in the lexi-
con, we assign a placeholder for unknown feature
values. Second, type-aggregated features can be
used on any dataset and show that improvements
can be achieved with aggregated gaze data without
requiring large quantities of recorded data.

5 Model

The experiments in this work were executed us-
ing an enhanced version of the system presented
by Lample et al. (2016). This hybrid approach
is based on bidirectional LSTMs and conditional
random fields and relies mainly on two sources of
information: character-level and word-level repre-
sentations.

For the experiments, the originally proposed
values for all parameters were maintained. Specif-
ically, the bidirectional LSTMs for character-
based embeddings are trained on the corpus at
hand with dimensions set to 25. The lookup ta-
ble tor the word embeddings was initialized with
the pre-trained GloVe vectors of 100 dimensions
(Pennington et al., 2014). The model uses a sin-
gle layer for the forward and backward LSTMs.
All models were trained with a dropout rate at 0.5.
Moreover, all digits were replaced with zeros.

The original model1 was modified to include the
gaze features as additional embedding layers to
the network. The character-level representation,
i.e. the output of a bidirectional LSTM, is con-
catenated with the word-level representation from

1https://github.com/glample/tagger
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Figure 1: Main architecture of the network. Character and word embeddings concatenated with gaze features are
given to a bidirectional LSTM. li represents the word i and its left context, ri represents the word i and its right
context. Concatenating these two vectors yields a representation of the word i in its context, ci.

a word lookup table. In the augmented model with
eye-tracking information, the embedding for each
discrete gaze feature is also concatenated to the
input. The dimension of the gaze feature embed-
dings is equal to the number of quantiles. This ar-
chitecture is shown in Figure 1. Word length and
word frequency are known to correlate and interact
with gaze features (Tomanek et al., 2010), which
is why we selected a base model that allows us to
combine the eye-tracking features with word- and
character-level information.

6 Results

Our main finding is that our models enhanced with
gaze features consistently outperform the base-
line. As our baseline, we trained and evaluated the
original models with the neural architecture and
parameters proposed by Lample et al. (2016) on
the GECO, Dundee, and ZuCo corpora and com-
pared it to the models that were enriched with eye-
tracking measures. The best improvements on F1-
score over the baseline models are significant un-
der one-sided t-tests (p<0.05).

All models were trained with 10-fold cross val-
idation (80% training set, 10% development set,
10% test set) and early stopping was performed
after 20 epochs of no improvement on the devel-
opment set to reduce training time.

First, the performance on the individual datasets
is tested, together with the performance of one
combined dataset consisting of all three corpora
(consisting of 142,441 tokens). In addition, we

evaluate the effects of the type-aggregated features
using individual type lexicons for each datasets,
and combining the three type lexicons of each cor-
pus. Finally, we experiment with cross-corpus sce-
narios to evaluate the potential of eye-tracking fea-
tures in NER for domain adaptation. Both settings
were also tested on an external corpus without
eye-tracking features, namely the CoNLL-2003
dataset (Sang and De Meulder, 2003).

6.1 Individual dataset evaluation
First, we analyzed how augmenting the named en-
tity recognition system with eye-tracking features
affects the results on the individual datasets. Ta-
ble 4 shows the improvements achieved by adding
all 17 gaze features to the neural architecture, and
training models on all three corpora, and on the
combined dataset containing all sentences from
the Dundee, GECO and ZuCo corpora. Notice-
ably, adding token-level gaze features improves
the results on all datasets individually and com-
bined, even on the GECO corpus, which yields a
high baseline due to the homogeneity of the con-
tained named entities (see Table 2).

Furthermore, Table 4 also presents the results
of the NER models making use of the type-
aggregated features instead of token-level gaze
features. There are two different experiments for
these type-level features: Using the features of the
word types occurring in the corpus only, or us-
ing the aggregated features of all word types in
the three corpora (as describe above). As can be
seen, the performance of the different gaze fea-
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P R F
Dundee
baseline 79.29 78.56 78.86
with gaze 79.55 79.27 79.35
type individual 81.05 79.37 80.17*
type combined 80.27 79.26 79.67
Geco
baseline 96.68 97.24 96.95
with gaze 98.08 97.94 98.01*
type individual 97.72 97.42 97.57*
type combined 97.76 97.16 97.46*
ZuCo
baseline 84.52 81.66 82.92
with gaze 86.19 84.28 85.12*
type individual 84.21 82.61 83.30
type combined 83.26 83.37 83.31
All
baseline 86.92 86.58 86.72
with gaze 88.72 89.39 89.03*
type combined 89.04 89.52 89.26*

Table 4: Precision (P), recall (R) and F1-score (F) for
all models trained on individual datasets (best results
in bold; * indicates statistically significant improve-
ments on F1-score). With gaze are models trained on
the original eye-tracking features on token-level, type
individual are the models trained on type-aggregated
gaze features of this corpus only, while type combined
are the models trained with type-aggregated features
computed on all datasets.

ture levels varies between datasets, but both the
original token-level features as well as the indi-
vidual and combined type-level features achieve
improvements over the baselines of all datasets.

To sum up, the largest improvement with eye-
tracking features is achieved when combining all
corpora into one larger dataset, where an addi-
tional 4% is gained in F1-score by using type-
aggregated features. Evidently, a larger mixed-
domain dataset benefits from the type aggrega-
tion, while the original token-level gaze features
achieve the best results on the individual datasets.
Moreover, the additional gain when training on all
datasets is due to the higher signal-to-noise ratio of
type-aggregated features from multiple datasets.

Evaluation on CoNLL-2003 Going on step fur-
ther, we evaluate the type-aggregated gaze fea-
tures on an external corpus with no eye move-
ment information available. The CoNLL-2003
corpus (Sang and De Meulder, 2003) has been

CoNLL-2003 P R F
baseline 93.89 94.16 94.03
type combined 94.38 94.32 94.35*

Table 5: Precision (P), recall (R) and F1-score (F) for
using type-aggregated gaze features on the CoNLL-
2003 dataset (* marks statistically significant improve-
ment).

widely used as a benchmark dataset for NER in
different shared tasks. The English part of this
corpus consists of Reuters news stories and con-
tains 302,811 tokens in 22,137 sentences. We use
this dataset as an additional corpus without gaze
information. Only the type-aggregated features
(based on the combined eye-tracking corpora) are
added to each word. Merely 76% of the tokens
in the CoNLL-2003 corpus also appear in the eye-
tracking corpora described above and thus receive
type-aggregated feature values. The rest of the to-
kens without aggregated gaze information avail-
able receive a placeholder for the unknown feature
values.

Note that to avoid overfitting we do not train
on the official train/test split of the CoNLL-2003
dataset, but perform 10-fold cross validation. Ap-
plying the same experiment setting, we train the
augmented NER model with gaze features on the
CoNLL-2003 data and compare it to a baseline
model without any eye-tracking features. We
achieve a minor, but nonetheless significant im-
provement (shown in Table 5), which strongly
supports the generalizability effect of the type-
aggregated features on unseen data.

6.2 Cross-dataset evaluation
In a second evaluation scenario, we test the poten-
tial of eye-tracking features for NER across cor-
pora. The goal is to leverage eye-tracking features
for domain adaptation. To show the robustness of
our approach across domains, we train the models
with token-level and type-level features on 100%
of corpus A and a development set of 20% of cor-
pus B and test on the remaining 80% of the corpus
B, alternating only the development and the test
set for each fold.

Table 6 shows the results of this cross-corpus
evaluation. The impact of the eye-tracking fea-
tures varies between the different combinations of
datasets. However, the inclusion of eye-tracking
features improves the results for all combinations,
except for the models trained on the ZuCo corpus
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Dundee GECO ZuCo
P R F P R F P R F

baseline 74.20 70.71 72.40 75.36 75.62 75.44
Dundee token 75.68 71.54 73.55* 78.85 74.51 77.02

type 76.44 77.09 76.75* 78.33 76.49 77.35
baseline 58.91 34.91 43.80 68.88 42.49 52.38

GECO token 59.61 35.62 44.53 69.18 44.22 53.81
type 58.39 35.99 44.44 67.69 42.36 52.01
baseline 65.85 54.01 59.34 83.00 78.11 80.48

ZuCo token 72.62 50.76 59.70 82.92 75.35 78.91
type 69.21 53.05 59.95 83.68 74.57 78.85

Table 6: Cross-corpus results: Precision (P), recall (R) and F1-score (F) for all models trained on one dataset and
tested on another (rows = training dataset; columns = test dataset; best results in bold; * indicates statistically
significant improvements). The baseline models are trained without eye-tracking features, token models on the
original eye-tracking features, and type are the models trained with type-aggregated features computed on all
datasets.

and tested on the GECO corpus. Presumably, this
is due to the combination of the small training data
size of the ZuCo corpus and the homogeneity of
the named entities in the GECO corpus.

CoNLL-2003 P R F
baseline 72.80 56.97 63.92
type combined 74.56 60.20 66.61*

Table 7: Precision (P), recall (R) and F1-score (F) for
using type-aggregated gaze features trained on all three
eye-tracking datasets and tested on the CoNLL-2003
dataset (* marks statistically significant improvement).

Evaluation on CoNLL-2003 Analogous to the
individual dataset evaluation, we also test the po-
tential of eye-tracking features in a cross-dataset
scenario on an external benchmark dataset. Again,
we use the CoNLL-2003 corpus for this purpose.
We train a model on the Dundee, GECO and ZuCo
corpora using type-aggregated eye-tracking fea-
tures and test this model on the ConLL-2003 data.
Table 7 shows that compared to a baseline without
gaze features, the results improve by 3% F1-score.
These results underpin our hypothesis of the pos-
sibility of generalizing eye-tracking features on
word type level, such that no recorded gaze data
is required at test time.

7 Discussion

The models evaluated in the previous section show
that eye-tracking data contain valuable semantic
information that can be leveraged effectively by
NER systems. While the individual datasets are

Figure 2: Results per class for the models trained on all
gaze datasets combined.

still limited in size, the largest improvement is ob-
served in the models making use of all the avail-
able data.

At a closer look, the model leveraging gaze data
yield a considerably higher increase in recall when
comparing to the baselines. In addition, a class-
wise analysis shows that the entity type benefiting
the most from the gaze features over all models
is ORGANIZATION, which is the most difficult
class to predict. Figure 2 illustrates this with the
results per class of the models trained on all three
gaze corpora jointly.

In the individual dataset evaluation setting, the
combined type-level feature aggregation from all
datasets does not yield the best results, since each
sentence in these corpora already has accurate eye-
tracking features on toke-level. Thus, it is under-
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standable that in this scenario the original gaze
features and the gaze features aggregated only
on the individual datasets result in better mod-
els. However, when evaluating the NER models in
a cross-corpus scenario, the type-aggregated fea-
tures lead to significant improvements.

Type aggregation evidently reduces the fine-
grained nuances contained in eye-tracking infor-
mation and eliminates the possibility of disam-
biguation between homographic tokens. Never-
theless, this type of disambiguation is not crucial
for named entities, which mainly consist of proper
nouns and the same entities tend to appear in the
same context. Especially noteworthy is the gain
in the models tested on the CoNLL-2003 bench-
mark corpus, which shows that aggregated eye-
tracking features from other datasets can be ap-
plied to any unseen sentence and show improve-
ments, even though more than 20% of the tokens
have unknown gaze feature values. While the high
number of unknown values is certainly a limitation
of our approach, it shows at once the possibility of
not requiring original gaze features at prediction
time. Thus, the trained NER models can be ap-
plied robustly on unseen data.

8 Conclusion

We presented the first study of augmenting a NER
system with eye-tracking information. Our results
highlight the benefits of leveraging cognitive cues
such as eye movements to improve entity recogni-
tion models. The manually annotated named en-
tity labels for the three eye-tracking corpora are
freely available. We augmented a neural NER ar-
chitecture with gaze features. Experiments were
performed using a wide range of features relevant
to the human reading process and the results show
significant improvements over the baseline for all
corpora individually.

In addition, the type-aggregated gaze features
are effective in cross-domain settings, even on an
external benchmark corpus. The results of these
type-aggregated features are a step towards lever-
aging eye-tracking data for information extrac-
tion at training time, without requiring real-time
recorded eye-tracking data at prediction time.
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Abstract

Recent work has shown that LSTMs trained on
a generic language modeling objective capture
syntax-sensitive generalizations such as long-
distance number agreement. We have however
no mechanistic understanding of how they ac-
complish this remarkable feat. Some have
conjectured it depends on heuristics that do not
truly take hierarchical structure into account.
We present here a detailed study of the inner
mechanics of number tracking in LSTMs at
the single neuron level. We discover that long-
distance number information is largely man-
aged by two “number units”. Importantly, the
behaviour of these units is partially controlled
by other units independently shown to track
syntactic structure. We conclude that LSTMs
are, to some extent, implementing genuinely
syntactic processing mechanisms, paving the
way to a more general understanding of gram-
matical encoding in LSTMs.

1 Introduction

In the last years, recurrent neural networks
(RNNs), and particularly long-short-term-memory
(LSTM) architectures (Hochreiter and Schmidhu-

ber, 1997), have been successfully applied to a
variety of NLP tasks. This has spurred interest
in whether these generic sequence-processing de-
vices are discovering genuine structural properties
of language in their training data, or whether their
success can be explained by opportunistic surface-
pattern-based heuristics.

Until now, this debate has mostly relied on
“behavioural” evidence: The LSTM had been
treated as a black box, and its capacities had
been indirectly inferred by its performance on
linguistic tasks. In this study, we took a com-
plementary approach inspired by neuroscience:
We thoroughly investigated the inner dynamics of
an LSTM language model performing a number
agreement task, striving to achieve a mechanis-
tic understanding of how it accomplishes it. We
found that the LSTM had specialized two “grand-
mother” cells (Bowers, 2009) to carry number fea-
tures from the subject to the verb across the in-
tervening material.1 Interestingly, the LSTM also

1In the neuroscientific literature, “grandmother” cells are
(sets of) neurons coding for specific information, e.g., about
your grandmother, in a non-distributed manner.
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possesses a more distributed mechanism to predict
number when subject and verb are close, with the
grandmother number cells only playing a crucial
role in more difficult long-distance cases. Cru-
cially, we independently identified a set of cells
tracking syntactic structure, and found that one
of them encodes the presence of an embedded
phrase separating the main subject-verb depen-
dency, and has strong efferent connections to the
long-distance number cells, suggesting that the
network relies on genuine syntactic information to
regulate agreement-feature percolation.

Our analysis thus provides direct evidence for
the claim that LSTMs trained on unannotated cor-
pus data, despite lacking significant linguistic pri-
ors, learn to perform structure-dependent linguis-
tic operations. In turn, this suggests that raw lin-
guistic input and generic memory mechanisms,
such as those implemented in LSTMs, may suffice
to trigger the induction of non-trivial grammatical
rules.

2 Related Work

Starting with the seminal work of Linzen et al.
(2016), a long-distance number agreement task
has emerged as a standard way to probe the syn-
tactic capabilities of neural language models. In
the number agreement task, a model is asked to
predict the verb in a sentence where the subject
and main verb are separated by one or more inter-
vening nouns (“the boy near the cars greets. . . ”)
and evaluated based on how often it predicts the
right verb form.

Following mixed initial results by Linzen and
colleagues and Bernardy and Lappin (2017), Gu-
lordava et al. (2018) and Kuncoro et al. (2018b)
have robustly established that LSTM language
models achieve near-human performance on the
agreement task. While Gulordava and colleagues
provided some evidence that the LSTMs are re-
lying on genuine syntactic generalizations, Kun-
coro et al. (2018a) and Linzen and Leonard (2018)
suggested that the LSTM achievements can, at
least in part, be accounted by superficial heuristics
(e.g., “percolate the number of the first noun in a
sentence”). Other recent work has extended syn-
tax probing to other phenomena such as negative
polarity items and island constraints (Chowdhury
and Zamparelli, 2018; Jumelet and Hupkes, 2018;
Marvin and Linzen, 2018; Wilcox et al., 2018).

While Linzen et al. (2016) presented intrigu-

ing qualitative data showing cells that track gram-
matical number in a network directly trained on
the agreement task, most of the following work
focused on testing the network output behaviour,
rather than on understanding how the latter fol-
lows from the inner representations of the net-
work. Another research line studied linguistic
processing in neural networks through ‘diagnos-
tic classifiers’, that is, classifiers trained to predict
a certain property from network activations (e.g.,
Gelderloos and Chrupała, 2016; Adi et al., 2017;
Alain and Bengio, 2017; Hupkes et al., 2018).
This approach may give insight into which infor-
mation is encoded by the network in different lay-
ers or at different time points, but it only provides
indirect evidence about the specific mechanics of
linguistic processing in the network.

Other studies are closer to our approach in
that they attempt to attribute function to spe-
cific network cells, often by means of visual-
ization (Karpathy et al., 2016; Li et al., 2016;
Tang et al., 2017). Radford et al. (2017), for
example, detected a “sentiment” grandmother
cell in a language-model-trained network. Ke-
mentchedjhieva and Lopez (2018) recently found
a character-level RNN to track morpheme bound-
aries in a single cell. We are however not aware
of others studies systematically characterizing the
processing of a linguistic phenomenon at the level
of RNN cell dynamics, as is the attempt in the
study hereby presented.

3 Setup

Language Model We study the pretrained
LSTM language model made available by Gu-
lordava et al. (2018). This model is composed
of a 650-dimensional embedding layer, two 650-
dimensional hidden layers, and an output layer
with vocabulary size 50,000. The model was
trained on Wikipedia data, without fine-tuning for
number agreement, and obtained perplexity close
to state of the art in the experiments of Gulordava
et al.2

Number-Agreement Tasks We complement
analysis of the naturalistic, corpus-derived
number-agreement test set of Linzen et al. (2016),
in the version made available by Gulordava et al.
(2018), with synthetically generated data-sets.

2Key findings reported below were also replicated with
the same model trained with different initialization seeds and
variations with different hyper-parameters.
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Simple the boy greets the guy
Adv the boy probably greets the guy
2Adv the boy most probably greets the guy
CoAdv the boy openly and deliberately greets the guy
NamePP the boy near Pat greets the guy
NounPP the boy near the car greets the guy
NounPPAdv the boy near the car kindly greets the guy

Table 1: NA tasks illustrated by representative singular
sentences.

Each synthetic number-agreement task (NA-task)
instantiates a fixed syntactic structure with varied
lexical material, in order to probe subject-verb
number agreement in controlled and increasingly
challenging setups.3 The different structures
are illustrated in Table 1, where all forms are in
the singular. Distinct sentences were randomly
generated by selecting words from pools of 20
subject/object nouns, 15 verbs, 10 adverbs, 5
prepositions, 10 proper nouns and 10 location
nouns. The items were selected so that their
combination would not lead to semantic anoma-
lies. For each NA-task, we generated singular
and plural versions of each sentence. We refer
to each such version as a condition. For NA-
tasks that have other nouns occurring between
subject and main verb, we also systematically
vary their number, resulting in two congruent
and two incongruent conditions. For example,
the NounPP sentence in the table illustrates the
congruent SS (singular-singular) condition and
the corresponding sentence in the incongruent
PS (plural-singular) condition is: “the boys near
the car greet the guy”. For all NA-tasks, each
condition consisted of 600 sentences

Syntactic Depth Data-Set We probed the im-
plicit syntax-parsing abilities of the model by test-
ing whether its representations predict the syn-
tactic depth of the words they process. Follow-
ing Nelson et al. (2017), this was operational-
ized as predicting the number of open syntactic
nodes at each word, given the canonical syntac-
tic parse of a sentence. We generated a data-set
of sentences with unambiguous but varied syntac-
tic structures and annotated them with the number
of open nodes at each word. For example: “Ten1
really2 ecstatic3 cousins3 of4 four5 teachers6 are2
quickly3 laughing4”, where indexes show the cor-

3We exclude, for the time being, agreement across a rel-
ative clause, as it comes with the further complication of ac-
counting for the extra agreement process taking place inside
the relative clause.

responding number of open nodes. Since syntactic
depth is naturally correlated with the position of a
word in a sentence, we used a data-point sampling
strategy to de-correlate these factors. For each
length between 2 and 25 words, we randomly gen-
erated 300 sentences. From this set, we randomly
picked examples uniformly covering all possible
position-depth combinations within the 7-12 posi-
tion and 3-8 depth ranges. The final data-set con-
tains 4,033 positions from 1,303 sentences.4

4 Experiments

To successfully perform the NA-task, the LSTM
should: (1) encode and store the grammatical
number of the subject; and (2) track the main
subject-verb syntactic dependency. The latter in-
formation is important for identifying the time
period during which subject number should be
stored, output and then updated by the network.
This section describes the ‘neural circuit’ that en-
codes and processes this information in the LSTM.

4.1 Long-Range Number Units

We first tested the performance of the LSTM on
the Linzen’s data and on the NA-tasks in Table 1.
Following Linzen et al. (2016) and later work, we
computed the likelihood that the LSTM assigns to
the main verb of each sentence given the preced-
ing context and compared it to the likelihood it as-
signs to the wrong verb inflection. Accuracy in a
given condition was measured as the proportion of
sentences in this condition for which the model as-
signed a higher likelihood to the correct verb form
than to the wrong one.

Network performance is reported in Table 2
(right column – ‘Full’). We first note that our
results on the Linzen NA-task confirm those re-
ported in Gulordava et al. (2018). For the other
NA-tasks, results show that some tasks and condi-
tions are more difficult than others. For example,
performance on the Simple (0-distance) NA-task
is better than that on the Co-Adv NA-task, which
in turn is better than that of the nounPP tasks.
Second, as expected, incongruent conditions (the
number-mismatch conditions of namePP, nounPP
and nounPPAdv) reduce network performance.

4All our data-sets are available at: https:
//github.com/FAIRNS/Number_and_syntax_
units_in_LSTM_LMs.
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NA task C Ablated Full776 988
Simple S - - 100

Adv S - - 100
2Adv S - - 99.9

CoAdv S - 82 98.7
namePP SS - - 99.3
nounPP SS - - 99.2
nounPP SP - 54.2 87.2

nounPPAdv SS - - 99.5
nounPPAdv SP - 54.0 91.2

Simple P - - 100
Adv P - - 99.6
2Adv P - - 99.3

CoAdv P 79.2 - 99.3
namePP PS 39.9 - 68.9
nounPP PS 48.0 - 92.0
nounPP PP 78.3 - 99.0

nounPPAdv PS 63.7 - 99.2
nounPPAdv PP - - 99.8

Linzen - 75.3 - 93.9

Table 2: Ablation-experiments results: Percentage ac-
curacy in all NA-tasks. Full: non-ablated model, C:
condition, S: singular, P: plural. Pink (dark lines in
B&W printing): plural subject, Light blue: singular
subject. Performance reduction less than 10% is de-
noted by ‘-’.

Third, for long-range dependencies, reliably en-
coding singular subject across an interfering noun
is more difficult than a plural subject: for both
nounPP and nounPPAdv, PS is easier than SP. A
possible explanation for this finding is that in En-
glish the plural form is almost always more fre-
quent than the singular one, as the latter only
marks third person singular, whereas the former
is identical to the infinitive and other forms. Thus,
if the network reverts to unigram probabilities, it
will tend to prefer the plural.

Looking for Number Units Through Ablation
Number information may be stored in the network
in either a local, sparse, or a distributed way, de-
pending on the fraction of active units that carry it.
We hypothesized that if the network uses a local or
sparse coding, meaning that there’s a small set of
units that encode number information, then ablat-
ing these units would lead to a drastic decrease in
performance in the NA-tasks. To test this, we ab-
lated each unit of the network, one at a time, by
fixing its activation to zero, and tested on the NA-

tasks.
Two units were found to have exceptional ef-

fect on network performance (Table 2, 776 and
988 columns).5 Ablating them reduced network
performance by more than 10% across various
conditions, and, importantly, they were the only
units whose ablation consistently brought network
performance to around chance level in the more
difficult incongruent conditions of the namePP,
nounPP and nounPPAdv tasks.

Moreover, the ablation effect depended on the
grammatical number of the subject: ablating
776 significantly reduced network performance
only if the subject was plural (P, PS or PP condi-
tions) and 988 only if the subject was singular (S,
SP or SS conditions). In what follows, we will
therefore refer to these units as the ‘plural’ and
‘singular’ units, respectively, or long-range (LR)
number units when referring to both. Finally, we
note that although the Linzen NA-task contained
mixed stimuli from many types of conditions, the
plural unit was found to have a substantial effect
on average on network performance. The singu-
lar unit didn’t show a similar effect in this case,
which highlights the importance of using carefully
crafted stimuli, as in the nounPP and nounPPAdv
tasks, for understanding network dynamics. Taken
together, these results suggest a highly local cod-
ing scheme of grammatical number when process-
ing long-range dependencies.

Visualizing Gate and Cell-State Dynamics To
understand the functioning of the number units,
we now look into their gate and state dynam-
ics during sentence processing. We focus on the
nounPP NA-task, which is the simplest NA-task
that includes a long-range dependency with an in-
terfering noun, in both SP and PS conditions.

Recall the standard LSTM memory update and
output rules (Hochreiter and Schmidhuber, 1997):

Ct = ft ◦ Ct−1 + it ◦ C̃t (1)

ht = ot ◦ tanh(Ct), (2)

where ft, it, ot ∈ (0, 1) are gating scalars com-
puted by the network, and C̃t ∈ (−1, 1) is an up-
date candidate for cell value.

Consider now how a number unit may reliably
encode and store subject number across interfer-
ing nouns. Figure 1c exemplifies this for a singular

5Units 1-650 belong to the first layer, 651-1300 to the sec-
ond. All units detected by our analyses come from the latter.
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(c) Prediction (singular)

(d) Efferent weights of the LR-units (776 and 988 ), the
syntax unit (1150 ; section 4.3) and two arbitrary units
(651 and 1300 ).

Figure 1: (a) to (c) – Cell and gate activations during processing of sentences with a prepositional phrase between
subject and verb. Values in (a) and (b) are averaged across all condition sentences, with error bars showing standard
deviations. (d) – Efferent weights of specific units at the output layer to singular and plural verb forms.

unit, showing the desired gate and cell dynamics.
The four conditions are represented with separated
curves - pink for plural subject, light blue for sin-
gular, and dashed lines for incongruent conditions.
Gate and cell activity at time points unrelated to
solving the NA-task are masked with white, as we
do not make precise predictions for them.

The update rule of the LSTM cell has two terms
(Eq. 1).6 In the first, ft ◦ Ct−1, the forget gate
controls whether to keep the previous cell content
(ft = 1: perfect remembering) or forget it (ft = 0:
complete forgetting). In the second, it ◦ C̃t, the

6We abuse notation here, using the symbols denoting
whole layers in equations (1) and (2) to denote the compo-
nents of single cells.

input gate controls whether the information cur-
rently presented to the network, as encoded by C̃t,
should be written onto the cell (it = 1: full ac-
cess) or not (it = 0). The singular unit can thus
use these gates to reliably store number informa-
tion across long-range dependencies. Specifically,
the unit can (enumeration follows the same or-
der as the panels in Figure 1c): (1) encode sub-
ject number via C̃tsubject with different values for
singular and plural; (2) open the input gate only
when a singular subject is presented (itsubject = 1
in light-blue curves only) and protect it from in-
terfering nouns (it = 0, tsubject < t < tverb);
(3) at the same time, clear the cell from previ-
ously stored information (ftsubject = 0) and then
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store subject number across the entire dependency
(ft = 1, tsubject < t < tverb); (4) this will result
in stable encoding of subject number in the cell Ct
throughout the dependency; (5) finally, output sub-
ject number at the right moment, when predicting
the verb form (otverb−1 = 1) (Eq. 2).

Figures 1a and 1b present the actual gate and
cell dynamics of the singular and plural units.
Both units follow the general solution for reliable
number storage described above. Note that for
C̃t and it, and as a result also for Ct, the plural
unit ‘mirrors’ the singular unit with respect to sub-
ject number (pink curves of PP and PS vs. Light
blue curves of SS and SP). This is in accordance
with the results of the ablation experiments, which
showed that ablating these units had an effect that
depended on the grammatical number of the sub-
ject (Table 2). This provides complementary sup-
port for the identification of these units as ‘singu-
lar’ and ‘plural’.

A single divergence between the solution de-
picted in Figure 1c and the actual dynamics of the
number units is that input gate activity is smaller,
but not zero, at the time step immediately fol-
lowing the subject. One speculative explanation
is that this might be useful to process compound
nouns. In these cases, subject number information
is stored with the second noun, whereas in the case
of simple nouns there is no ‘risk’ of encountering
an interfering noun immediately after the subject,
making the delay in closing the gate safe.

The singular and plural units had emerged at the
second layer of the network. This seems appropri-
ate since number information needs to be directly
projected to the output layer for correct verb-form
prediction. Moreover, number-unit output should
be projected differently to singular and plural verb
forms in the output layer, only increasing activ-
ity in output units representing the suitable form.
For example, for the singular unit, since singu-
lar subjects are encoded with a negative value
(Ctverb−1 < −1 in figure 1a), the more negative
its efferent weights to singular verb forms in the
output layer, the higher the probabilities of these
verb forms would be. Figure 1d shows the effer-
ent weights of the LR-number units to all verbs
in our data-sets. We found that, indeed, the effer-
ent weights to the singular and plural verb forms
are segregated from each other, with weight signs
that correspond to the negative encoding of sub-
ject number used by both singular and plural units.

Figure 2: Generalization across time of subject-number
prediction. Error bars represent standard deviations
across cross-validation splits.

Two other arbitrary units, 651 and 1300 , and the
syntax unit 1150 to be described below (Section
4.3) do not have segregated efferent weights to
verb forms, as expected.

4.2 Short-Range Number Information

Performance on the easier NA-tasks (Simple, Adv,
2Adv) was not impaired by single-unit ablations.
This suggests that number may be encoded also
elsewhere in the network, perhaps via a more dis-
tributed code. To verify this, we tested whether
subject number can be decoded from the whole
pattern of activities in the network (excluding the
two LR-number units) and whether this decoding
is stable across time (see Giulianelli et al., 2018,
for similar observations and related methods). We
expected this distributed activity to track number
in a small time window after the subject, but, un-
like the LR-number units, to be affected by incon-
gruent intervening nouns.

We trained a linear model to predict the gram-
matical number of the subject from network activ-
ity in response to the presentation of the subject,
and tested its prediction on test sets from all time
points (King and Dehaene, 2014), in incongruent
conditions only of the nounPP task. We used Area
under of Curve (AUC) to evaluate model perfor-
mance. Figure 2 shows decoding across time of
subject number from cell activity of each number
unit separately and from cell activity of the entire
network without these two units (‘Full model mi-
nus LR-units’). Results show that number infor-
mation can be efficiently decoded from other units
in the network, and that this information can be
carried for several time steps (relatively high AUC
up to the second determiner). However, the way
in which these units encode number is sensitive to
the last encountered noun, with AUC decreasing
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(a) 2Adv (b) nounPP (c) subject relative

(d) Two embeddings with subject relatives

Figure 3: Cell activity of syntax unit 1150 while processing various syntactic structures. Values averaged across
all stimuli in an NA-task, with error bars representing standard deviations. Relative clause NA-task stimuli were
specifically generated for this visualization.

to zero around the second noun (‘cars’), whereas
test performance of the models trained on cell ac-
tivity of the LR-number units is consistently high.
This confirms that number prediction is supported
both by the LR-number units, and by distributed
activation patterns of other short-range (SR) num-
ber units. The latter, however, are not syntax-
sensitive, and simply encode the number of the last
noun encountered.

A full description of the SR-number units is be-
yond our scope. However, we note that 10 SR-
number units in the second layer of the network
were identified, which had efferent weights with
a similar segregated structure as that of the LR
units (Figure 1d). These units were indeed sen-
sitive to the last encountered noun: subject num-
ber could be decoded from single-unit cell activ-
ity during its presentation (AUC> 0.9), but ac-
tivity ‘swaps’ once an interfering noun appears
(i.e., AUC decreases to zero in a generalization-
across-time analysis). Finally, to validate the role
of SR-number units in encoding number for eas-
ier NA-tasks, we ablated both SR and LR number
units (12 in total) or SR units only (10 in total)
and evaluated network performance on these NA-
tasks. Both experiments resulted in a significant
reduction in task performance compared to 1,000
random equi-size ablations (p < 0.01 in all ‘eas-
ier’ tasks).

Intriguingly, we observed qualitatively that LR
units are almost always making the right predic-
tion, even when the network predicts the wrong
number. The wrong outcome, in such cases, might
be due to interference from the syntax-insensitive
SR units. We leave the study of LR-SR unit inter-
play to future work.

4.3 Syntax Units

We saw how the input and forget gates of the LR-
number units control the flow of subject-number
information. It remains unclear, however, how the
dynamics of these gates are controlled by the net-
work. We hypothesized that other units in the net-
work may encode information about the syntac-
tic structure of the sentence, and thus about the
subject-verb dependency. These units could then
control and coordinate the opening and closing of
the input and forget gates of the number units.

To identify such ’syntax’ units, we tested from
which units syntactic information can be effi-
ciently decoded. We used depth of the syntac-
tic tree as a proxy for syntactic structure (Nel-
son et al., 2017) and trained an L2-regularized
regression model to predict syntactic tree-depth
from the hidden-state activity of all units. In all
experiments, we used the data presented in Sec-
tion 3 above and performed a nested 5-fold cross-
validation procedure. Word frequency, which was
added as a covariate to the model, had a negligi-
ble effect on the results. Syntactic tree-depth was
found to be efficiently decodable from network
activity (R2

test−set = 0.85 ± 0.009; covariate-
corrected). A small subset of ‘syntax’ units had
relatively high weights in the regression model
(mean weight = 7.6×10−4, SD=7.86×10−2; cut-
off for outlier weights was set to three SDs). Since
the interpretation of the regression weights may
depend on possible correlations among the fea-
tures, we also tested the causal effect of these units
on NA-task performance. Ablating the syntax
units together resulted in significant performance
reduction in NA-tasks that have an interfering
noun: Linzen NA-task: p = 0.024, nounPPAdv-
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(a) Input gate (b) Forget gate

Figure 4: Connectivity among the syntax unit 1150 and LR-number units 776 and 988 . Projecting units are on the
table rows. Blue background highlights outlier values (|z − score| > 3). Weights from the syntax unit are marked
with large diamond markers and are explicitly labeled in the plots.

SP: p = 0.011, nounPPAdv-PS: p = 0.034,
nounPP-SP: p < 0.001 and marginally significant
in nounPP-PS: p = 0.052 (compared to 1000 ran-
dom ablations of subsets of units of the same size).

To gain further insight regarding the functioning
of the syntax units, we next visualized their gate
and cell dynamics during sentence processing. We
found that cell activity of unit 1150 , which also
had one of the highest weights in the regression
model, was remarkably structured. The activity
of this unit increases across the entire subject-
verb dependency and drops abruptly right after.
Figures 3a and 3b show cell activity of this unit
during the processing of stimuli from the 2Adv
and nounPP tasks. We found the same dynamics
in cases where another verb occurs between sub-
ject and main verb, as in subject relatives (Figure
3c), and in exceptionally long-distance dependen-
cies with two interfering nouns and verbs (Figure
3d). Taken together, these results suggest that unit
1150 consistently encodes subject-verb dependen-
cies in a syntax-sensitive manner. Other syntax
units did not show an easily interpretable dynam-
ics and had no clear interactions with the number
units in the analysis discussed next. This suggests
that they perform different syntactic, or possibly
other, functions.

4.4 Syntax-Number Units Connections
We finally look at the connections that were
learned by the LSTM between syntax unit 1150 ,
which appears to be more closely involved in
tracking subject-verb agreement, and the LR num-
ber units, as well as at the connections between the
LR-number units themselves. For each unit pair,
there are 4 connection types, one for each com-
ponent of the target cell (to the 3 gates and to the
update candidate). We focus on input and forget
gates, as they control the flow and storage of num-

ber information.

Figures 4a and 4b show the distributions of all
afferent recurrent weights to the input and forget
gates of the LR-number units, scaled by the maxi-
mal activity ht of the pre-synaptic units during the
nounPP task (this scaling evaluates the effective in-
put to the units and did not change the conclusions
described below). We found that the weights from
the syntax unit to the forget gate of both 776 and
988 are exceptionally high in the positive direc-
tion compared to all other afferent connections
in the network (z − score = 8.1, 11.2, respec-
tively) and those to their input gates exception-
ally negative (z − score = −16.2,−7.2). Since
the cell activity of syntax unit 1150 is positive
across the entire subject-verb dependency (e.g.,
Figure 3d), the connectivity from the syntax unit
drives the number unit forget gates towards one
(W f

776,1150h
1150 � 0 and W f

988,1150h
1150 � 0;

tsubject < t < tverb) and their input gates towards
zero (W i

776,1150h
1150 � 0 and W i

988,1150h
1150 �

0). Looking at the right-hand-side of Eq. (1), this
means that the first term becomes dominant and
the second vanishes, suggesting that, across the
entire dependency, the syntax unit conveys a ‘re-
member flag’ to the number units. Similarly, when
the activity of the syntax unit becomes negative at
the end of the dependency, it conveys an ‘update
flag’.

Last, we note that the reciprocal connectivity
between the two LR-number units is always pos-
itive, to both input and forget gates (with |z −
score| > 3 for the 776 -to-988 direction). Since
their activity is negative throughout the subject-
verb dependency (Figures 1a and 1b), this means
that they are mutually inhibiting, thus steering to-
wards an unequivocal signal about the grammati-
cal number of the subject to the output layer.
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5 Summary and Discussion

We provided the first detailed description of
the underlying mechanism by which an LSTM
language-model performs long-distance number
agreement. Strikingly, simply training an LSTM
on a language-model objective on raw corpus data
brought about single units carrying exceptionally
specific linguistic information. Three of these
units were found to form a highly interactive lo-
cal network, which makes up the central part of a
‘neural’ circuit performing long-distance number
agreement.

One of these units encodes and stores gram-
matical number information when the main sub-
ject of a sentence is singular, and it successfully
carries this information across long-range depen-
dencies. Another unit similarly encodes plurality.
These number units show that a highly local en-
coding of linguistic features can emerge in LSTMs
during language-model training, as was previously
suggested by theoretical studies of artificial neural
networks (e.g., Bowers, 2009) and in neuroscience
(e.g., Kutter et al., 2018).

Our analysis also identified units whose activity
correlates with syntactic complexity. These units,
as a whole, affect performance on the agreement
tasks. We further found that one of them encodes
the main subject-verb dependency across various
syntactic constructions. Moreover, the highest af-
ferent weights to the forget and input gates of
both LR-number units were from this unit. A
natural interpretation is that this unit propagates
syntax-based remember and update flags that con-
trol when the number units store and release infor-
mation.

Finally, number is also redundantly encoded in
a more distributed way, but the latter mechanism
is unable to carry information across embedded
syntactic structures. The computational burden of
tracking number information thus gave rise to two
types of units in the network, encoding similar in-
formation with distinct properties and dynamics.

The relationship we uncovered and character-
ized between syntax and number units suggests
that agreement in an LSTM language-model can-
not be entirely explained away by superficial
heuristics, and the networks have, to some extent,
learned to build and exploit structure-based syn-
tactic representations, akin to those conjectured to
support human-sentence processing.

In future work, we intend to explore how the en-

coding pattern we found varies across network ar-
chitectures and hyperparameters, as well as across
languages and domains. We also would like to
investigate the timecourse of emergence of the
found behaviour over training time.

More generally, we hope that our study will
inspire more analyses of the inner dynamics of
LSTMs and other sequence-processing networks,
complementing the currently popular “black-box
probing” approach. Besides bringing about a
mechanistic understanding of language process-
ing in artificial models, this could inform work
on human-sentence processing. Indeed, our study
yields particular testable predictions on brain dy-
namics, given that the computational burden of
long-distance agreement remains the same for ar-
tificial and biological neural network, despite im-
plementation differences and different data sizes
required for language acquisition. We conjecture
a similar distinction between SR and LR units to
be found in the human brain, as well as an in-
teraction between syntax-processing and feature-
carrying units such as the LR units, and plan to
test these in future work.
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Abstract

Self-training is a semi-supervised learning ap-
proach for utilizing unlabeled data to create
better learners. The efficacy of self-training al-
gorithms depends on their data sampling tech-
niques. The majority of current sampling tech-
niques are based on predetermined policies
which may not effectively explore the data
space or improve model generalizability. In
this work, we tackle the above challenges by
introducing a new data sampling technique
based on spaced repetition that dynamically
samples informative and diverse unlabeled in-
stances with respect to individual learner and
instance characteristics. The proposed model
is specifically effective in the context of neu-
ral models which can suffer from overfitting
and high-variance gradients when trained with
small amount of labeled data. Our model
outperforms current semi-supervised learning
approaches developed for neural networks on
publicly-available datasets.

1 Introduction

It is often expensive or time-consuming to ob-
tain labeled data for Natural Language Processing
tasks. In addition, manually-labeled datasets may
not contain enough samples for downstream data
analysis or novelty detection (Wang and Hebert,
2016). To tackle these issues, semi-supervised
learning (Zhu, 2006; Chapelle et al., 2009) has be-
come an important topic when one has access to
small amount of labeled data and large amount of
unlabeled data.

Self-training is a type of semi-supervised learn-
ing in which a downstream learner (e.g. a clas-
sifier) is first trained with labeled data, then the
trained model is applied to unlabeled data to gen-
erate more labeled instances. A select sample of
these instances together with their pseudo (pre-
dicted) labels are added to the labeled data and the

learner is re-trained using the new labeled dataset.
This process repeats until there is no more unla-
beled data left or no improvement is observed in
model performance on validation data (Zhu, 2006;
Zhu and Goldberg, 2009).

Conventional self-training methods often rely
on prediction confidence of their learners to sam-
ple unlabeled data. Typically the most confident
unlabeled instances are selected (HEARST, 1991;
Yarowsky, 1995; Riloff and Jones, 1999; Zhou
et al., 2012). This strategy often causes only
those unlabeled instances that match well with the
current model being selected during self-training,
therefore, the model may fail to best generalize
to complete sample space (Zhang and Rudnicky,
2006; Wu et al., 2018). Ideally, a self-training al-
gorithm should explore the space thoroughly for
better generalization and higher performance. Re-
cently Wu et al. (2018) developed an effective data
sampling technique for “co-training” (Blum and
Mitchell, 1998) methods which require two dis-
tinct views of data. Although effective, this model
can’t be readily applied to some text datasets due
to the two distinct view requirement.

In the context of neural networks, pretraining
is an effective semi-supervised approach in which
layers of a network are first pretrained by learning
to reconstruct their inputs, and then network pa-
rameters are optimized by supervised fine-tuning
on a target task (Hinton and Salakhutdinov, 2006;
Bengio et al., 2007; Erhan et al., 2010). While
pretraining has been effective in neural language
modeling and document classification (Dai and
Le, 2015; Miyato et al., 2016), it has an inherent
limitation: the same neural model or parts thereof
must be used in both pretraining and fine-tuning
steps. This poses a major limitation on the design
choices as some pretraining tasks may need to ex-
ploit several data types (e.g., speech and text), or
might require deeper network architectures.
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The above challenges and intuitions inspire our
work on developing a novel approach for neural
self-training. The core part of our approach is a
data sampling policy which is inspired by find-
ings in cognitive psychology about spaced repeti-
tion (Dempster, 1989; Cepeda et al., 2006; Averell
and Heathcote, 2011); the phenomenon in which
a learner (often a human) can learn efficiently
and effectively by accurately scheduling reviews
of learning materials. In contrast to previous
self-training approaches, our spaced repetition-
based data sampling policy is not predetermined,
explores the entire data space, and dynamically
selects unlabeled instances with respect to the
“strength” of a downstream learner on a target
task, and “easiness” of unlabeled instances. In ad-
dition, our model relaxes the “same model” con-
straint of pretraining-based approaches by natu-
rally decoupling pretraining and fine-tuning mod-
els through spaced repetition.

The contributions of this paper are (a): we pro-
pose an effective formulation of spaced repetition
for self-training methods; to the best of our knowl-
edge, this is the first work that investigates spaced
repetition for semi-supervised learning, (b): our
approach dynamically samples data, is not lim-
ited to predetermined sampling strategies, and nat-
urally decouples pretraining and fine-tuning mod-
els, and (c): it outperforms current state-of-the-art
baselines on large-scale datasets.

Our best model outperforms standard and
current state-of-the-art semi-supervised learning
methods by 6.5 and 4.1 points improvement in
macro-F1 on sentiment classification task, and 3.6
and 2.2 points on churn classification task. Further
analyses show that the performance gain is due to
our model’s ability in sampling diverse and infor-
mative unlabeled instances (those that are different
from training data and can improve model gener-
alizability).

2 Method

Conventional self-training methods employ the
following steps to utilize unlabeled data for semi-
supervised learning: (1) train a learner, e.g. a clas-
sifier, using labeled data, (2) iteratively select un-
labeled instances based on a data sampling tech-
nique, and add the sampled instances (together
with their predicted pseudo labels) to the labeled
data, and (3) iteratively update the learner using
the new labeled dataset.

  

Neural NetworkTraining
data

Unlabeled
data

Sampling 
Policy 

Learner 

Leitner Queue

Figure 1: Neural Self-training Framework: at every
self-training episode, the network uses current labeled
data to iteratively optimize its parameters against a
target task, and dynamically explores unlabeled data
space through spaced repetition (specifically Leitner
queue) to inform a data sampler that selects unlabeled
data for the next self-training episode. Dashed/Red and
solid/green arrows in Leitner queue indicate instance
movements among queues.

The core difference between self-training algo-
rithms is in the second step: data sampling pol-
icy. In this paper, we develop a new data sampling
technique based on “spaced repetition” which dy-
namically explores the data space and takes into
account instance and learner characteristics (such
as easiness of instances or learner strength on tar-
get task) to sample unlabeled data for effective
self-training.

Figure 1 illustrates our proposed neural self-
training framework. We assume the downstream
learner is a neural network that, at every self-
training episode, (a): takes current labeled and
unlabeled data as input, (b): uses labeled data to
iteratively optimize its parameters with respect to
a target task, and (c): dynamically explores unla-
beled data space through spaced repetition to in-
form a data sampler that selects unlabeled data for
the next self-training episode.

2.1 Spaced Repetition

Spaced repetition (Dempster, 1989; Cepeda et al.,
2006; Averell and Heathcote, 2011) was presented
in psychology and forms the building block of
many educational devices, including flashcards, in
which small pieces of information are repeatedly
presented to a learner on a schedule determined
by a spaced repetition algorithm. Such algorithms
show that humans and machines can better learn
by scheduling reviews of materials so that more
time is spent on difficult concepts and less time
on easier ones (Dempster, 1989; Novikoff et al.,
2012; Amiri et al., 2017).
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In this paper, we focus on a specific spaced rep-
etition framework called Leitner system (Leitner,
1974). Suppose we have n queues {q0, . . . , qn−1}.
In general, Leitner system initially places all in-
stances in the first queue, q0. During training, if
an instance from qi is correctly classified by the
learner, it will be “promoted” to qi+1 (solid/green
arrows in Figure 1), otherwise it will be “demoted”
to the previous queue, qi−1 (dashed/red arrows in
Figure 1). Therefore, as the learner trains through
time, higher queues will accumulate instances that
are easier for the learner, while lower queues will
accumulate harder instances.

To use Leitner system for neural self-training,
we assume our learner is a neural network, place
all unlabeled instances in the first queue of Leitner
system (line 2 in Algorithm 1), and gradually pop-
ulate them to other queues while training the net-
work. Our Leitner system uses iteration-specific
network predictions on unlabeled instances and
current pseudo labels of these instances to move
them between queues (see line 4-5 in Algo-
rithm 1); pseudo labels can be obtained through
posterior predictions generated by any trained
downstream learner (see Section 2.2). Instances
with similar class predictions and pseudo labels
will be promoted to their next queues, and those
with opposite predictions and labels will be de-
moted to lower queues. We note that, errors (e.g.
inaccurate pseudo labels or network predictions)
can inversely affect instance movements among
queues. However, our sampling technique (see be-
low) alleviates this issue because such misleading
instances, if sampled, can’t improve the general-
izability of downstream learners. Details of our
Leitner system is shown in Table 1.

2.2 Self-Training with Leitner Queues

We formulate the data sampling process as a
decision-making problem where, at every self-
training episode, the decision is to select a sub-
set of unlabeled instances for self-training using
information from Leitner queues. A simple, yet
effective, approach to utilize such information is
a greedy one in which instances of the queue
that most improves the performance of the current
model on validation data will be selected. We refer
to this queue as designated queue:

Algorithm 2 shows details of our self-training
approach. At every episode, we use current la-
beled data to train a task-specific neural net-

Algorithm 1. Leitner system
Input:
L,U,V : labeled, unlabeled, and validation data
y : pseudo labels for U
k : number of training epochs
n : number of queues

Output:
Q: Leitner queue populated with U

1 Q = [q0, q1, . . . , qn−1]
2 q0 = [U], qi = [] for i ∈ [1, n− 1]
3 for epoch = 1 to k:
4 model = epoch train(L,V)
5 promos, demos = eval(Q,y,model)
6 Q = schedule(Q, promos, demos)
7 end for
8 return Q

Table 1: Leitner system for neural self-training. All
unlabeled instances are initially placed in the first
queue and then populated to other queues depending
on their easiness and learner (network) performance.
epoch train(.) uses training data to train the net-
work for a single epoch and returns a trained model,
eval(.) applies the current model on unlabeled in-
stances in all queues and, based on given pseudo labels
(treated as gold labels), returns lists of correctly and
incorrectly classified instances, promos and demos
respectively, and schedule(.) moves promos and
demos instances to their next and previous queues re-
spectively, and returns the updated queue.

work (line 2). Here, we weight the loss func-
tion using class size to deal with imbalanced data,
and weight pseudo-labeled instances (as a func-
tion of episodes) to alleviate the effect of poten-
tially wrong pseudo labels while training the net-
work. We then use the trained network to generate
pseudo labels for current unlabeled instances (line
3). These instances are then populated in Leitner
queues as described before (line 4). Given the pop-
ulated Leitner queues, the sample for current self-
training episode is then created using instances
of the designated queue, the queue that most im-
proves the performance of the current network on
validation data (lines 5-8). Instances of the desig-
nated queue will be removed from unlabeled data
and added to labeled data with their pseudo labels
treated as gold labels (lines 9-10).

We note that finding designated queues (lines
5-8 in Algorithm 2) imposes computational com-
plexity on our model. However, in practice, we
observe that designated queues are almost always
among middle or higher queues in Leitner system,
i.e. qi, ∀i ∈ [bn/2c, n− 1] where n in the number
of queues. This can help accelerating the search
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Algorithm 2. Neural Self-training
Input:
L,U,V : labeled, unlabeled, and validation data
K : number of self-training episodes

Output:
M : classification model

1 for episode = 1 to K:
2 ML = train(L,V)
3 y = label(ML,U)
4 Q = Leitner system(L,U,V,y) \\Alg. 1
5 for q in Q:
6 Mq = train(L+

[
q,y[q]

]
,V)

7 end for
8 M, qdesig = get best(MQ,ML)
9 L = L+

[
qdesig,y[qdesig]

]

10 U = U− qdesig
11 end for
12 return M

Table 2: Proposed neural self-training framework.
train(.) uses current labeled data to train the net-
work and returns a trained model, label(.) generates
pseudo labels for unlabeled instances using the trained
model, Leitner system(.) populates current un-
labeled instances in Leitner queue, and get best(.)
compares performance of given models on validation
data and returns the best model in conjunction with the
queue that leads to the best performance, if any. In-
stances of the designated queue will be removed from
unlabeled data and added to labeled data with their
pseudo labels treated as gold labels.

process. In addition, learning a data sampling pol-
icy from movement patterns of instances among
queues may help alleviating/eliminating the need
for such an iterative search; see Section 4.4.

Finally, at test time, we apply the resulting self-
trained network to test data and use the result for
model comparison.

3 Experiments

We compare different self-training approaches in
two settings where learners (neural networks) have
low or high performance on original labeled data.
This consideration helps investigating sensitivity
of different self-training algorithms to the initial
performance of learners.

3.1 Datasets and Evaluation Metric
As datasets, we use movie reviews from IMDb and
short microblog posts from Twitter. These datasets
and their corresponding tasks are described below
and their statistics are provided in Table 3. In
terms of preprocessing, we change all texts to low-
ercase, and remove stop words, user names, and
URLs from texts in these datasets:

Train Val. Test Unlabeled
IMDb 5× 1K 5× 1K 5× 48K 50K
Churn 5× 1K 5× 1K 5× 3K 100K

Table 3: Statistics of dataset used in experiments.

IMDb: The IMDb dataset was developed
by Maas et al. (2011)1 for sentiment classifica-
tion where systems should classify the polarity of
a given movie review as positive or negative. The
dataset contains 50K labeled movie reviews. For
the purpose of our experiments, we randomly sam-
ple 1K, 1K, and 48K instances from this data (with
balanced distribution over classes) and treat them
as labeled (training), validation, and test data re-
spectively. We create five such datasets for robust-
ness against different seeding or data partitions.
This dataset also provides 50K unlabeled reviews.

Churn: This dataset contains more than 5K
tweets about three telecommunication brands and
was developed by Amiri and Daumé III (2015)2

for the task of churn prediction3 where systems
should predict if a twitter post indicates user in-
tention about leaving a brand - classifying tweets
as churny or non-churny with respect to brands.
We replace all target brand names with the key-
word BRAND and other non-target brands with
BRAND-OTHER for the purpose of our experi-
ments. Similar to IMDb, we create five datasets
for experiments. We also crawl an additional
100K tweets about the target brands and treat them
as unlabeled data.

We evaluate models in terms of macro-F1 score,
i.e. the mean of F1-scores across classes.

3.2 Downstream Learner and Settings

As downstream neural networks (referred to as
base classifiers), we consider current state-of-the-
art deep averaging networks (DANs) (Shen et al.,
2018; Iyyer et al., 2015; Joulin et al., 2017; Arora
et al., 2017) for IMDb, and a basic CNN model for
Churn dataset with parameters set from the work
presented in (Gridach et al., 2017) except for pre-
trained embeddings. In terms of DANs, we use
FastText (Joulin et al., 2017) for its high per-

1http://ai.stanford.edu/˜amaas/data/
sentiment/

2https://scholar.harvard.edu/hadi/
chData

3Churn is a term relevant to customer retention in mar-
keting discourse; examples of churny tweets are “my days
with BRAND are numbered,” “debating if I should stay with
BRAND,” and “leaving BRAND in two days.”
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formance and simplicity. FastText is a feedfor-
ward neural network that consists of an embedding
layer that maps vocabulary indices to embeddings,
an averaging layer that averages word embeddings
of inputs, and several hidden layers (we use two
layers of size 256) followed by a prediction layer
with sigmoid activation.

We use 300-dimensional word embeddings pro-
vided by Google’s word2vec toolkit (Mikolov
et al., 2013). In Algorithm 1, we set the num-
ber of training epochs to k = 32, and stop train-
ing when F1 performance on validation data stops
improving with patience of three continuous iter-
ations, i.e. after three continuous epochs with no
improvement, training will be stopped. In addi-
tion, we set the number of training episodes to
K = 20 and stop training when this number of
episodes is reached or there is no unlabeled data
left for sampling; the latter case is often the rea-
son for stopping in our self-training method. In
addition, we experiment with different number of
Leitner queues chosen from n = {3, 5, 7, 9, 11}.

3.3 Baselines
We consider the following baselines:

• Standard self-training: This approach it-
eratively trains a network on current la-
beled data and applies it to current unlabeled
data; it uses a prediction confidence threshold
to sample unlabeled instances (Zhu, 2006).
We set the best confidence threshold from
{.80,.85,.90,.95} using validation data.

• Autoencoder self-training (Dai and Le,
2015): This approach first pretrains a net-
work using unlabeled data (through a layer-
wise training approach to optimally recon-
struct the inputs), and then fine-tunes it using
labeled data with respect to the target task.

• Adversarial self-training (Miyato et al.,
2016): This model utilizes pretraining as de-
scribed above, but also applies adversarial
perturbations to word embeddings for more
effective learning (perturbation is applied to
embeddings instead of word inputs because
words or their one-hot vectors do not ad-
mit infinitesimal perturbation; the network is
trained to be robust to the worst perturbation).

• Knowledge Transfer self-training (Noroozi
et al., 2018): This model uses a clustering ap-
proach (e.g. k-means) to create clusters of

IMDb Churn
Base Classifier 73.02 65.77
SST (Standard ST) 74.43 65.77
PST (Pretraining ST) 76.36 67.27
AST (Adversarial ST) 76.09 67.70
KST (Knowledge Transfer ST) 77.11 67.06
LST (Leitner ST) 78.27* 69.90*

Table 4: Macro-F1 performance of models across
datasets; Note that Standard ST (SST) samples only
1.4K and 0 instances from IMDb and Churn datasets
respectively; sampling more data decreases SST’s per-
formance down to 66.94 and 57.04 perhaps due to in-
effective exploring of data space. Our model achieves
its best performance on IMDb and Churn datasets with
n = 5 and n = 7 Leitner queues respectively.

unlabeled instances that have similar repre-
sentations, where representations are derived
from standard pretraining as described above.
The model then pretrains a network by learn-
ing to classify unlabeled instances to their
corresponding clusters. The resulting pre-
trained network is then fine-tuned with re-
spect to the target task using labeled data
(with slight modification at prediction layer
which makes the network suitable for target
task). We set the best number of clusters
from {10, 20, . . . , 100} based on model per-
formance on validation data.

3.4 Model Performance
Table 4 reports Macro-F1 performance of different
models; we report average performance across five
random test sets for each task (see Section 3.1 and
Table 3). The performance of base classifiers in
supervised settings, where the networks are only
trained on original labeled datasets, is reasonably
high on IMDb (73.02) and low on Churn (65.77).
Standard ST (SST) improves performance on
IMDb but not on Churn dataset. SST achieves its
best performance (on validation data) in the first
few episodes when, on average, 1.4K and 0 in-
stances are sampled for IMDb and Churn datasets
respectively. Beyond that, the performance con-
siderably decreases down to 66.94 (IMDb) and
57.04 (Churn) respectively. This is perhaps due
to imbalanced class size in Churn dataset, failure
of SST to explore the data space, or classification
mistakes that reinforce each other. Several pre-
vious works also observed no improvement with
SST (Gollapalli et al., 2013; Zhu and Goldberg,
2009; Zhang and Rudnicky, 2006); but some suc-
cessful applications have been reported (Wu et al.,
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2018; Zhou et al., 2012; Riloff and Jones, 1999;
Yarowsky, 1995; HEARST, 1991).

The result also show that pretraining and
adversarial-based training, PST and AST in Ta-
ble 4 respectively, improve the performance of
base classifiers by 3.34 and 3.37 points in macro-
F1 on IMDb, and by 1.5 and 1.93 points on Churn
dataset. In addition, since PST and AST show
comparable performance, we conjecture that when
original labeled data has a small size, adversarial-
based self-training do not considerably improve
pretraining. But, considerable improvement can
be achieved with larger amount of labeled data,
see (Miyato et al., 2016) for detailed comparison
on pretraining and adversarial-based training. The
results also show that knowledge transfer (KST)
outperforms PST and AST on IMDb - indicating
that good initial labels derived through clustering
information could help semi-supervised learning,
even with small amount of seed labeled data.

Table 4 also shows the result of our model,
Leitner ST (LST). The best performance of LST
is obtained using n = 5 and n = 7 queues
for IMDb and Churn datasets respectively. Con-
sidering these queue lengths, our model outper-
forms base classifiers by 5.25 and 4.13 points in
Macro-F1 on IMDb and Churn datasets respec-
tively; similar to PST and AST, our model results
in a greater gain when the learner has higher ini-
tial performance. It also improves the best self-
training baseline, KST for IMDb and AST for
Churn, by 1.16 and 2.2 points in macro-F1 on
IMDb and Churn datasets respectively where both
differences are significant (average ρ-values based
on t-test are .004 and .015 respectively).

4 Model Introspection

We investigate several questions about our model
to shed light on its improved performance. One
partial explanation is that by differentiating in-
stances and augmenting the informative ones, we
are creating a more powerful model that better ex-
plores the space of unlabeled data. In this sec-
tion, we elaborate on the behavior of our model by
conducting finer-grained analysis at queue-level
and investigating the following questions in the
context of challenges of semi-supervised learn-
ing. Due to space limit, we mainly report results
on IMDb and discuss corresponding behaviors on
Churn dataset in the text.

4.1 Queue-level Performance

We analyze queue level performance to under-
stand how instances of different queues contribute
in creating better models during the self-training
process. For this experiment, we train networks
using our Leitner self-training framework as nor-
mal (where, at every iteration, only instances of
the designated queue are added to training data),
and report the average macro-F1 performance of
the network–on validation data–if it is trained with
instances of each queue. Concretely, we report av-
erage macro-F1 performance of models learned at
line 6 of Algorithm 2 (see Mqs in Table 2).

Figures 2(a) and 2(b) show the results on IMDb
and Churn datasets for n = 5 and n = 7 queues
respectively. Note that the last queue for Churn
dataset, q6, has never been reached by any in-
stance. This is perhaps because of the difficulty
of this task4 and low initial performance of the
network on Churn dataset. q2 on IMDb and q4
on Churn dataset result in the best average perfor-
mance across training episodes, both queues are
close to the middle. In addition, the result show
that the highest queues (q4 for IMDb and q5 for
Churn) are often not the best queues. This result
can justify the lower performance of Standard ST
(SST) as instances in these queues are the easiest
(and perhaps most confident ones) for the network;
we further analyze these queues in Section 4.2.5

4.2 What’s the Issue with Highest Queues?

As we discussed before, instances in the highest
queues, although easy to learn for the classifier,
are not informative and do not contribute to train-
ing an improved model; therefore, highest queues
are often not selected by our model. To understand
the reason, we try to quantify how well instances
of these queues match with training data. For this
purpose, we compute cosine similarity between
representations of training instances (see below)
and those in the highest and designated queues

4Churn prediction is a target-dependent task, largely af-
fected by negation and function words, e.g. compare “switch-
ing from” and “switching to,” and language complexity, e.g.
the tweets “hate that I may end up leaving BRAND cause they
have the best service” is a positive yet churny tweet.

5Note that the performance on lower queues (e.g. q1 for
IMDb and q0 for Churn) are higher than expected. This is
because, at the end of each iteration, instances of designated
(best-performing) queues–but not lower queues–are added to
training data; instances of designated queues help creating
better and more robust models which still perform well even
if instances of lower queues are added.
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Figure 2: (a) and (b): Average macro-F1 performance computed over individual queues using validation dataset
across training episodes (average performance of Mqs at line 6 of Algorithm 2). (a): Performance on IMDb with
optimal queue length of n = 5, and (b): performance on Churn with optimal queue length of n = 7: note that none
of unlabeled instances has made it to the last queue. (c): Comparison of highest and designated queues in terms
of instance similarity to training data; high train indicates similarity between (representations of) instances in
the highest queue and training instances, and desig train shows the corresponding values for instances in the
designated queue. + and− signs indicate positive and negative pseudo/gold labels for unlabeled/training instances.

during self-training as follows:

1

K

K∑

e=1

cosine(Te,Qe)

where Te ∈ Rme×d and Qe ∈ Rpe×d indicate
representations of training instances and those of
a given target queue respectively (where d indi-
cates the dimension of representations, and me

and pe indicate number of instances in training
data and target queue at episode e respectively),
and cosine(.,.) computes L2-normalized dot
product of its input matrices. To obtain the above
representations for instances, we compute the out-
put of the last hidden layer (the layer below predic-
tion layer) of the trained network at each episode.
These outputs can be considered as feature repre-
sentations for inputs. For finer-grained compari-
son, we compute similarities with respect to posi-
tive and negative classes.

As the results in Figure 2(c) show, instances in
the highest queue match well with current train-
ing data (and hence the current model), and, there-
fore, are less informative. On the other hand, in-
stances in the designated queues show consider-
ably smaller similarity with training instances in
both positive and negative classes, and, therefore,
do not match well with training data. These in-
stances are more informative, and help the net-
work to better explore the space of unlabeled data
and optimize for the target task.

4.3 Does Diversity Matter?
We analyze different queues to measure the extent
of diversity that each queue introduces to train-
ing data during our normal self-training process
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Figure 3: The amount of diversity that instances of each
queue introduce if added to training data (on IMDb).

where, at every iteration, only instances of the des-
ignated queue are added to training data. Specifi-
cally, we compute the extent of diversity that each
given queue introduces as follows:

1

K

K∑

e=1

1− cosine(Te,concat(Te,Qe))

where, as before, Te and Qe indicate the represen-
tations of training and queue instances at episode
e respectively, and concat(.,.) is a function
that creates a new dataset by vertically concatenat-
ing Te and Qe.

Figure 3 shows the results. On IMDb, q2 and
designated queues show greater diversity to train-
ing data compared to other queues. We note
that q0 carries a greater diversity than q3 and q4,
but, as we observed in Figure 2, instances of q0
do not improve performance of the model, per-
haps due to their difficulty or wrong pseudo la-
bels. We observe similar behavior in case of Churn
dataset where q4 introduces the highest diversity.
From this analysis, we conclude that Leitner self-
training enables sampling diverse sets of instances
that contributes to training an improved model.
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Leitner ST
n = 3 n = 5 n = 7 n = 9 n = 11

IMDb 76.83 76.77 78.03 75.34 80.71
Churn 65.74 64.87 67.06 68.56 65.80

Table 5: Macro-F1 performance of diverse queues
across datasets. Compare these results with those ob-
tained by designated queues in Table 4.

4.3.1 Diverse Queue
Given the above results on diversity, we investi-
gate whether greater diversity can further improve
the performance of our model. For this analysis,
we create a considerably more “diverse” queue at
every self-training episode and treat it as the desig-
nated queue. We create the diverse queue by sam-
pling instances with high prediction confidence
from all queues. In particular, at every episode, we
rank instances of each queue based on their pre-
diction confidence and create a diverse queue by
combining top r% instances of each queue, where
r indicates the rate of adding new instances and set
to r = 10%. We note that a smaller rate is better
for adding instances because it allows the model to
gradually consume unlabeled instances with high
prediction confidence.

Table 5 shows the effect of diverse queues on
the performance of our model on both IMDb and
Churn datasets. The results show that diverse
queues improve the performance of our Leitner
self-training model from 78.27 (reported in Ta-
ble 4) to 80.71 on IMDb, i.e. 2.44 points improve-
ment in macro-F1. However, the correspond-
ing performance on Churn dataset decreases from
69.90 to 68.56, i.e. 1.34 points decrease in macro-
F1. The inverse effect of diverse queues in case
of Churn dataset is because diverse queues suf-
fer from the issue of considerable class imbalance
more than designated queues. This is because
highly confident instances which accumulate in
higher queues are often negative instances in case
of Churn prediction. Although we tackle this is-
sue by weighting the loss function during training,
diverse positive instances which are different from
their training counterparts are still needed for per-
formance improvement.

4.4 Do We Need Better Sampling Policies?

We investigate the challenges associated with our
data sampling policy by conducting finer-grained
analysis on instance movement patterns among
queues. To illustrate, assume that we have a Leit-
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Figure 4: Deviation in instance movements for each
queue (in terms of average standard deviation over all
training episodes). At every episode, we keep track of
instance movements among queues and measure move-
ment variation among instances that ultimately home in
on the same queue.

ner queue of size n = 3 and the following move-
ment patterns for four individual instances that ul-
timately home in on q0 (recall that correct predic-
tion promotes an instance to a higher queue, while
wrong prediction demotes it to a lower queue):

q0 → q0 → q0 → q0 → q0 : always in q0
q0 → q1 → q0 → q0 → q0 : mainly in q0
q0 → q1 → q0 → q1 → q0 : partially in q0
q0 → q1 → q2 → q1 → q0 : partially in q0 & q1.

Although all these instances ultimately home in
on the same queue, they may have different contri-
butions to the training of a model because there is a
considerable difference in the ability of the down-
stream network in learning their labels. There-
fore, if there is a large deviation among move-
ment patterns of instances of the same queue, bet-
ter data sampling policies could be developed, per-
haps through finer-grained queue-level sampling.

For this analyses, we keep track of instance
movements among queues and measure standard
deviation among movement patterns of instances
of the same queue at every self-training episode,
and report the average of these deviations.

Figure 4 shows the results. On both datasets,
there is considerably greater deviation in move-
ments for middle queues than lower/higher
queues. This is meaningful because Leitner sys-
tem (and other spaced repetition schedulers) are
expected to keep easy and hard instances at higher
and lower queues respectively. Since such in-
stances mainly stay at lower or higher queues,
we observe smaller deviation in their movements.
On the other hand, the corresponding values for
middle queues indicate that movements in these
queues are spread out over a larger range of
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queues. From these results, we conjecture that a
data sampling policy that conducts finer-grained
analysis at queue-level (e.g. by taking into account
queue movement patterns) could create better data
samples. Verifying this hypothesis will be the sub-
ject for future work.

5 Related Work

Semi-supervised learning (Zhu, 2006; Chapelle
et al., 2009) is a type of machine learning where
one has access to a small amount of labeled data
and a large amount of unlabeled data. Self-training
is a type of semi-supervised learning to boost the
performance of downstream learners (e.g. classi-
fiers) through data sampling from unlabeled data.
Most data sampling policies rely on prediction
confidence of the downstream learner for sampling
unlabeled data (Zhu and Goldberg, 2009). Self-
training has been successfully applied to various
tasks and domains including word sense disam-
biguation (HEARST, 1991; Yarowsky, 1995), in-
formation extraction (Riloff and Jones, 1999), and
object recognition (Zhou et al., 2012).

In addition, co-training (Blum and Mitchell,
1998; Zhang and Rudnicky, 2006; Wu et al., 2018)
is another type of semi-supervised learning. It
assumes that each instance can be described us-
ing two distinct feature sets that provide differ-
ent and complementary information about the in-
stance. Ideally, the two views should be condi-
tionally independent, i.e., the two feature sets of
each instance are conditionally independent given
the class, and each view should be sufficient, i.e.,
the class of an instance can be accurately predicted
from each view alone. Co-training first learns
separate downstream learners for each view us-
ing a small set of labeled data. The most confi-
dent predictions of each learner on the unlabeled
data are then used to iteratively construct addi-
tional labeled training data. Recently Wu et al.
(2018) developed an effective model based on re-
inforcement learning (specifically, a joint formu-
lation of a Q-learning agent and two co-training
classifiers) to learn data sampling policies and uti-
lize unlabeled data space in the context of co-
training methods.

Effective semi-supervised learning algorithms
based on pretraining techniques (Hinton and
Salakhutdinov, 2006; Bengio et al., 2007; Er-
han et al., 2010) have been developed for
text classification, deep belief networks (Hinton

and Salakhutdinov, 2006), and stacked autoen-
coders (Vincent et al., 2010; Bengio et al., 2007).
In particular, Dai and Le (2015) developed an au-
toencoder for the later supervised learning pro-
cess. Miyato et al. (2016) applied perturbations
to word embeddings and used pretraining tech-
nique and adversarial training for effective semi-
supervised learning. These models although ef-
fective have not been well studied in the context of
semi-supervised learning where models may have
low initial performance or limited amount of la-
beled data. In addition, pretraining is limited by
the same architecture requirement in both pretrain-
ing and fine-tuning steps.

In this work, we extend previous work in
self-training by developing a new and effective
data sampling policy based on spaced repeti-
tion (Dempster, 1989; Cepeda et al., 2006; Averell
and Heathcote, 2011) which addresses some of the
above challenges. In particular, our model’s data
sampling policy is not predetermined, it explores
the entire data space and dynamically selects un-
labeled instances with respect to the strength of
a learner on a target task and easiness of unla-
beled instances, and it relaxes the same model con-
straint of pretraining-based approaches by decou-
pling pretraining and fine-tuning steps.

6 Conclusion and Future Work

We propose a novel method based on spaced rep-
etition to self-train neural networks using small
amount of labeled and large amount of unlabeled
data. Our model can select high-quality unlabeled
data samples for self-training and outperforms cur-
rent state-of-the-art semi-supervised baselines on
two text classification problems. We analyze our
model from various perspectives to explain its im-
provement gain with respect to challenges of semi-
supervised learning. There are several venues for
future work including (a): finer-grained data sam-
pling at queue level, (b): extending our model to
other machine learning algorithms that employ it-
erative training, such as boosting approaches, and
(c): applying this model to areas where neural net-
works have not been investigated, e.g. due to lim-
ited availability of labeled data.

Acknowledgments

I sincerely thank Mitra Mohtarami and anony-
mous reviewers for their insightful comments and
constructive feedback.

29



References

Hadi Amiri and Hal Daumé III. 2015. Target-
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Abstract

We investigate the extent to which the behav-
ior of neural network language models reflects
incremental representations of syntactic state.
To do so, we employ experimental method-
ologies which were originally developed in
the field of psycholinguistics to study syntac-
tic representation in the human mind. We ex-
amine neural network model behavior on sets
of artificial sentences containing a variety of
syntactically complex structures. These sen-
tences not only test whether the networks have
a representation of syntactic state, they also re-
veal the specific lexical cues that networks use
to update these states. We test four models:
two publicly available LSTM sequence mod-
els of English (Jozefowicz et al., 2016; Gulor-
dava et al., 2018) trained on large datasets; an
RNN Grammar (Dyer et al., 2016) trained on a
small, parsed dataset; and an LSTM trained on
the same small corpus as the RNNG. We find
evidence for basic syntactic state representa-
tions in all models, but only the models trained
on large datasets are sensitive to subtle lexical
cues signalling changes in syntactic state.

1 Introduction

It is now standard practice in NLP to derive sen-
tence representations using neural sequence mod-
els of various kinds (Elman, 1990; Sutskever et al.,
2014; Goldberg, 2017; Peters et al., 2018; De-
vlin et al., 2018). However, we do not yet have a
firm understanding of the precise content of these
representations, which poses problems for inter-
pretability, accountability, and controllability of
NLP systems. More specifically, the success of
neural sequence models has raised the question
of whether and how these networks learn robust
syntactic generalizations about natural language,
which would enable robust performance even on
data that differs from the peculiarities of the train-
ing set.

Here we build upon recent work studying neural

language models using experimental techniques
that were originally developed in the field of psy-
cholinguistics to study language processing in
the human mind. The basic idea is to examine
language models’ behavior on targeted sentences
chosen to probe particular aspects of the learned
representations. This approach was introduced by
Linzen et al. (2016), followed more recently by
others (Bernardy and Lappin, 2017; Enguehard
et al., 2017; Gulordava et al., 2018), who used
an agreement prediction task (Bock and Miller,
1991) to study whether RNNs learn a hierarchical
morphosyntactic dependency: for example, that
The key to the cabinets. . . can grammatically con-
tinue with was but not with were. This dependency
turns out to be learnable from a language mod-
eling objective (Gulordava et al., 2018). Subse-
quent work has extended this approach to other
grammatical phenomena, with positive results for
filler–gap dependencies (Chowdhury and Zampar-
elli, 2018; Wilcox et al., 2018) and negative results
for anaphoric dependencies (Marvin and Linzen,
2018).

In this work, we consider syntactic representa-
tions of a different kind. Previous studies have fo-
cused on relationships of dependency: one word
licenses another word, which is tested by asking
whether a language model favors one (grammat-
ically licensed) form over another in a particular
context. Here we focus instead on whether neu-
ral language models show evidence for incremen-
tal syntactic state representations: whether behav-
ior of neural language models reflects the kind
of generalizations that would be captured using a
stack-based incremental parse state in a symbolic
grammar-based model. For example, during the
underlined portion of Example (1), an incremen-
tal language model should represent and maintain
the knowledge that it is currently inside a subordi-
nate clause, implying (among other things) that a
full main clause must follow.
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(1) As the doctor studied the textbook, the
nurse walked into the office.

In this work, we use a targeted evaluation ap-
proach (Marvin and Linzen, 2018) to elicit ev-
idence for syntactic state representations from
language models. That is, we examine language
model behavior on artificially constructed sen-
tences designed to expose behavior that is cru-
cially dependent on syntactic state representa-
tions. In particular, we study complex subordinate
clauses and garden path effects (based on main-
verb/reduced-relative ambiguities and NP/Z am-
biguities). We ask three general questions: (1) Is
there basic evidence for the representation of syn-
tactic state? (2) What textual cues does a neural
language model use to infer changes to syntactic
state? (3) Do the networks maintain knowledge
about syntactic state over long spans of complex
text, or do the syntactic state representations de-
grade?

Among neural language models, we study both
generic sequence models (LSTMs), which have no
explicit representation of syntactic structure, and
an RNN Grammar (RNNG) (Dyer et al., 2016),
which explicitly calculates Penn Treebank-style
context-free syntactic representations as part of
the process of assigning probabilities to words.
This comparison allows us to evaluate the ex-
tent to which explicit representation of syntactic
structure makes models more or less sensitive to
syntactic state. RNNGs have been found to out-
perform LSTMs not only in overall test-set per-
plexity (Dyer et al., 2016), but also in modeling
long-distance number agreement in Kuncoro et al.
(2018) for certain model configurations; our work
extends this comparison to a variety of syntactic
state phenomena.

2 General methods

We investigate neural language model behavior
primarily by studying the surprisal, or log inverse
probability, that a language model assigns to each
word in a sentence:

S(xi) = − log2 p(xi|hi−1),

where xi is the current word or character, hi−1 is
the model’s hidden state before consuming xi, the
probability is calculated from the network’s soft-
max activation, and the logarithm is taken in base
2, so that surprisal is measured in bits. Surprisal
is equivalent to the pointwise contribution to the
language modeling loss function due to a word.

In psycholinguistics, the common practice is to
study reaction times per word (for example, read-
ing time as measured by an eyetracker), as a mea-
sure of the word-by-word difficulty of online lan-
guage processing. These reading times are often
taken to reflect the extent to which humans ex-
pect certain words in context, and may be gener-
ally proportional to surprisal given the comprehen-
der’s probabilistic language model (Hale, 2001;
Levy, 2008; Smith and Levy, 2013; Futrell and
Levy, 2017). In this study, we take language model
surprisal as the analogue of human reading time,
using it to probe the neural networks’ expecta-
tions about what words will follow in certain con-
texts. There is a long tradition linking RNN per-
formance to human language processing (Elman,
1990; Christiansen and Chater, 1999; MacDonald
and Christiansen, 2002) and grammaticality judg-
ments (Lau et al., 2017), and RNN surprisals are
a strong predictor of human reading times (Frank
and Bod, 2011; Goodkind and Bicknell, 2018).
RNNGs have also been used as models of human
online language processing (Hale et al., 2018).

2.1 Experimental methodology

In each experiment presented below, we design
a set of sentences such that the word-by-word
surprisal values will show evidence for syntac-
tic state representations. The idea is that certain
words will be surprising to a language model only
if the model has a representation of a certain syn-
tactic state going into the word. We analyze word-
by-word surprisal profiles for these sentences us-
ing regression analysis. Except where otherwise
noted, all statistics are derived from linear mixed-
effects models (Baayen et al., 2008) with sum-
coded fixed-effect predictors and maximal random
slope structure (Barr et al., 2013). This method lets
us factor out by-item variation in surprisal and fo-
cus on the contrasts between conditions.

2.2 Models tested

We study the behavior of four models of English:
two LSTMs trained on large data, an an RNNG
and an LSTM trained on matched, smaller data
(the Penn Treebank). The models are summarized
in Table 1. All models are trained on a language
modeling objective.

Our first LTSM is the model presented in Joze-
fowicz et al. (2016) as “BIG LSTM+CNN Inputs”,
which we call “JRNN”, which was trained on
the One Billion Word Benchmark (Chelba et al.,
2013) with two hidden layers of 8196 units each

33



Model Architecture Training data Data size (tokens) Reference
JRNN LSTM One Billion Word ∼ 800 million Jozefowicz et al. (2016)
GRNN LSTM Wikipedia ∼ 90 million Gulordava et al. (2018)
RNNG RNN Grammar Penn Treebank ∼ 1 million Dyer et al. (2016)
TinyLSTM LSTM Penn Treebank ∼ 1 million —

Table 1: Models tested, by architecture, training data, and training data size.

and CNN character embeddings as input. The sec-
ond large LSTM is the model described in the sup-
plementary materials of Gulordava et al. (2018),
which we call “GRNN”, trained on 90 million to-
kens of English Wikipedia with two hidden layers
of 650 hidden units each.

Our RNNG is trained on syntactically labeled
Penn Treebank data (Marcus et al., 1993), us-
ing 256-dimensional word embeddings for the in-
put layer and 256-dimensional hidden layers, and
dropout probability 0.3. Next-word predictions are
obtained through hierarchical softmax with 140
clusters, obtained with the greedy agglomerative
clustering algorithm of Brown et al. (1992). We
estimate word surprisals using word-synchronous
beam search (Stern et al., 2017; Hale et al., 2018):
at each word wi a beam of incremental parses is
filled, the summed forward probabilities (Stolcke,
1995) of all candidates on the beam is taken as a
lower bound on the prefix probability: Pmin(w1...i),
and the surprisal of the i-th word in the sentence
is estimated as log Pmin(w1...i)

Pmin(w1...i−1)
. Our action beam is

size 100, and our word beam is size 10. Finally,
to disentangle effects of training set from model
architecture, we use an LSTM trained on string
data from the Penn Treebank training set, which
we call TinyLSTM. For TinyLSTM we use 256-
dimensional word-embedding inputs and hidden
layers and dropout probability 0.3, just as with the
RNNG.

3 Subordinate clauses

We begin by studying subordinate clauses, a key
example of a construction requiring stack-like rep-
resentation of syntactic state. In such construc-
tions, as shown in Example (1), a subordinator
such as “as” or “when” serves as a cue that the
following clause is a subordinate clause, meaning
that it must be followed by some main (matrix)
clause. In an incremental language model, this
knowledge must be maintained and carried for-
ward while processing the words inside subordi-
nate clause. A grammar-based symbolic language
model (e.g., Stolcke, 1995; Manning and Carpen-

ter, 2000) would maintain this knowledge by keep-
ing track of syntactic rules representing the incom-
plete subordinate clause and the upcoming main
clause in a stack data structure. Psycholinguis-
tic research has clearly demonstrated that humans
maintain representations of this kind in syntactic
processing (Staub and Clifton, 2006; Lau et al.,
2006; Levy et al., 2012). Here we ask whether the
string completion probabilities produced by neu-
ral language models show evidence of the same
knowledge.

We can detect the knowledge of syntactic state
in this case by examining whether the network li-
censes and requires a matrix clause following the
subordinate clause. These expectations can be de-
tected by examining surprisal differences between
sentences of the form in Example (2):

(2) a. As the doctor studied the textbook,
the nurse walked into the office.
[SUBordinator, MATRIX]

b. *As the doctor studied the textbook.
[SUB, NO-MATRIX]

c. ?The doctor studied the textbook,
the nurse walked into the office.
[NO-SUBordinator, MATRIX]

d. The doctor studied the textbook.
[NO-SUB, NO-MATRIX]

If the network licenses a matrix clause follow-
ing the subordinate clause—and maintains knowl-
edge of that licensing relationship throughout the
clause, from the subordinator to the comma—then
this should be manifested as lower surprisal at the
matrix clause in (2-a) as compared to (2-c). We
call this the matrix licensing effect: the surprisal
of the condition [SUB, MATRIX] minus [NOSUB,
MATRIX], which will be negative if there is a li-
censing effect. If the network requires a follow-
ing matrix clause, then this will be manifested
as higher surprisal at the matrix clause for (2-b)
compared with (2-d). We call this the no-matrix
penalty effect: the surprisal of [SUB,NOMATRIX]
minus [NOSUB, NOMATRIX], which will be posi-
tive if there is a penalty.
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Figure 1: Effect of subordinator absence/presence on
surprisal of continuations. Red: no-matrix penalty ef-
fect. Blue: matrix licensing effect. In this and all other
figures, unless otherwise noted, error bars represent
95% confidence intervals of the contrasts between con-
ditions shown, computed from the standard error of the
by-item and by-condition mean surprisals after sub-
tracting out the by-item means (Masson and Loftus,
2003).

We designed 23 experimental items on the pat-
tern of (2) and calculated difference in the sum sur-
prisal of the words in the matrix clause.1 Figure 3
shows the matrix licensing effect (in blue) and the
no-matrix penalty effect (in red), averaged across
items. For all models, we see a facilitative matrix
licensing effect (p < .001 for all models), small-
est in TinyLSTM. However, we only find a signif-
icant no-matrix penalty for GRNN and the RNNG
(p < .001 in both): the other models do not sig-
nificantly penalize an ungrammatical continuation
(p = .9 for JRNN; p = .5 for TinyLSTM). That
is, JRNN and TinyLSTM give no indication that
(2-b) is less probable than (2-c).

We found that all models at least partially repre-
sent the licensing relationship between a subordi-
nate and matrix clause. However, in order to fully
represent the syntactic requirements induced by a
subordinator, it seems that a model needs either
large amounts of data (as in GRNN) or explicit
representation of syntax (as in the RNNG, as op-
posed to TinyLSTM).

1Note that it would not be sufficient to look at surprisal
only at the punctuation token, because the comma could in-
dicate the beginning of a conjoined NP.

3.1 Maintenance and degradation of
syntactic state

The foregoing results show that neural language
models use the presence of a subordinator as a
cue to the onset of a subordinate clause, and that
they maintain knowledge that they are in a sub-
ordinate clause throughout the intervening mate-
rial up to the comma. Now we probe the ability
of models to maintain this knowledge over long
spans of complex intervening material. To do so,
we use sentences on the template of (2) and add in-
tervening material modifying the NPs in the subor-
dinate clause. To both of these NPs (in subject and
object position), we add modifiers of increasing
syntactic complexity: PPs, subject-extracted rela-
tive clauses (SRCs), and object-extracted relative
clauses (ORCs), as shown in Figure 2. We study
the extent to which these modifiers weaken the
language models’ expectations about the upcom-
ing matrix clause.

As a summary measure of the strength of lan-
guage models’ expectations about an upcoming
matrix clause, we collapse the two measures of the
previous section into one: the matrix licensing in-
teraction, consisting of the difference between the
no-matrix penalty effect and the matrix licensing
effect (the two bars in Figure 1). A similar mea-
sure was used to detect filler–gap dependencies by
Wilcox et al. (2018).

Figure 3 shows the strength of the matrix li-
censing interaction given sentences with various
modifiers inserted. For the large LSTMs, GRNN
exhibits a strong interaction when the intervening
material is short and syntactically simple, and the
interaction gets progressively weaker as the inter-
vening material becomes progressively longer and
more complex (p < 0.001 for subject postmodi-
fiers and p < 0.01 object postmodifiers). The other
models show less interpretable behavior.

Our results indicate that at least some large
LSTMs, along with the RNNG, are capable of
maintaining a representation of syntactic state over
spans of complex intervening material. Quanti-
fied as a licensing interaction, this representation
of syntactic state exhibits the most clearly un-
derstandable behavior in GRNN, which shows a
graceful degradation of syntactic expectations as
the complexity of intervening material increases.
The representation is maintained most strongly in
the RNNG, except for one particular construction
(object-position SRCs).
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As the doctor︸ ︷︷ ︸
in a white lab coat (PP)

who was wearing a white lab coat (SRC)
who the administrator had recently hired (ORC)

(Subject interveners)

studied the textbook︸ ︷︷ ︸
about several recent advances in cancer therapy (PP)

that described several recent advances in cancer therapy (SRC)
that colleagues had written on cancer therapy (ORC)

(Object interveners)

. . .

Figure 2: Scheme for lengthening the subordinate clause in Section 3.1.

4 Garden path effects

The major phenomenon that has been used to
probe incremental syntactic representations in hu-
mans is garden path effects. Garden path effects
arise from local ambiguities, where a context leads
a comprehender to believe one parse is likely, but
then a disambiguating word forces her to dras-
tically revise her beliefs, resulting in high sur-
prisal/reading time at the disambiguating word. In
effect, the comprehender is “led down the garden
path” by a locally likely but ultimately incorrect
parse (Bever, 1970). Garden-pathing in LSTMs
has recently been demonstrated by van Schijndel
and Linzen (2018a,b) in the context of modeling
human reading times.

Garden path effects allow us to detect represen-
tations of syntactic state because if a person or lan-
guage model shows a garden path effect at a word,
that means that the person or model had some be-
lief about syntactic state which was disconfirmed
by that word. In psycholinguistics, these effects
have been used to study the question of what in-
formation determines people’s beliefs about likely
parses given locally ambiguous contexts: for ex-
ample, whether factors such as world knowledge
play a role (Ferreira and Clifton, 1986; Trueswell
et al., 1994).

Here we study two major kinds of local ambigu-
ities inducing garden path effects. For each ambi-
guity, we ask two main questions. First, whether
the network shows the basic garden path effect,
which would indicate that it had a syntactic state
representation that made a disambiguating word
surprising. Second, whether the network is sen-
sitive to subtle lexical cues to syntactic structure
which may modulate the size of the garden path
effect: this question allows us to determine what
information the network uses to determine the be-
ginnings and endings of certain syntactic states.

4.1 NP/Z Ambiguity
The NP/Z ambiguity2 refers to a local ambiguity
in sentences of the form given in Example (3).

2For Noun Phrase/Zero ambiguity. At first the embedded
verb appears to take an NP object, but later it turns out that it
was a zero (null) object.

(3)a. When the dog scratched the vet with his new
assistant took off the muzzle. [TRANSITIVE,
NOCOMMA]

b. When the dog scratched, the vet with his new
assistant took off the muzzle. [TRANSITIVE,
COMMA]

c. When the dog struggled the vet with
his new assistant took off the muzzle.
[INTRANSITIVE, NOCOMMA]

d. When the dog struggled, the vet with
his new assistant took off the muzzle.
[INTRANSITIVE, COMMA]

When a comprehender reads the underlined
phrase “the vet with his new assistant” in (3-a),
she may at first believe that this phrase is the di-
rect object of the verb “scratched” inside the sub-
ordinate clause. However, upon reaching the verb
“took off”, she realizes that the underlined phrase
was not in fact an object of the verb “scratched”,
rather it was the subject of a new clause, and
the subordinate clause in fact ended after the
verb “scratched”. The key region of the sentence
where the garden path disambiguation happens—
called the disambiguator—is the phrase “took
off”, marked in bold.

While a garden path should obtain in (3-a), no
such garden path should exist for (3-b), because
a comma clearly demarcates the end of the sub-
ordinate clause. Therefore a basic garden path ef-
fect would be indicated by the difference in sur-
prisal at the disambiguator for (3-a) minus (3-b).
Furthermore, if a comprehender is sensitive to the
relationship between verb argument structure and
clause boundaries, then there should be no gar-
den path in (3-c), because the verb “struggled”
is INTRANSITIVE: it cannot take an object in En-
glish, so an incremental parser should never be
misled into believing that “the vet...” is its object.
This lexical information about syntactic structure
is subtle enough that there has been controversy
about whether even humans are sensitive to it in
online processing (Staub, 2007).

4.1.1 NP/Z Garden Path Effect
We tested whether neural language models would
show the basic garden path effect and if this ef-
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Figure 3: Size of matrix clause licensing interaction (see text) given various intervening elements in the subordinate
clause. Note that the heatmaps are on different scales across models.

fect would be modulated by verb transitivity. We
constructed 32 items based of the same structure
as (3), based on materials from Staub (2007), ma-
nipulating the transitivity of the embedded verb
(“scratched” vs. “struggled”), and the presence of
a disambiguating comma at the end of the subor-
dinate clause. An NP/Z garden path effect would
show up as increased surprisal at the main verb
“took off” in the absence of a comma. If the net-
works use the transitivity of the embedded verb as
a cue to clause structure, and maintain that infor-
mation over the span of six words between the em-
bedded verb and the main verb, then there should
be a garden path effect for the transitive verb, but
not for the intransitive verb. More generally we
would expect a stronger garden path given the
transitive verb than given the intransitive verb.

Figure 4 shows the mean surprisals at the dis-
ambiguator for all four models, for both transi-
tive and intransitive embedded verbs. The over-
all per-region surprisals, averaged over words in
each region, are shown in Figure 5. We see that
a garden path effect exists in all models (though
very small in TinyLSTM): all models show sig-
nificantly higher surprisal at the main verb when
the disambiguating comma is absent (p < .001 for
all models). However, only the large LSTMs ap-
pear to be sensitive to the transitivity of the em-
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Figure 4: Average garden path effect (surprisal at dis-
ambiguator in NO-COMMA condition minus COMMA
condition) by model and embedded verb transitivity.

bedded verb, showing a smaller garden path effect
for intransitive verbs. Statistically, there is a sig-
nificant interaction of comma presence and verb
transitivity only in GRNN and JRNN (GRNN:
p < .01; JRNN: p < .001; RNNG: p = .3, TinyL-
STM: p = .3).

All models show NP/Z garden path effects, indi-
cating that they are sensitive to some cues indicat-
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Figure 5: Region-by-region surprisal values for NP/Z garden path materials. Surprisal values are averaged across
items and across words in regions. The critical region where the garden path effect is visible is the verb “took off”.

ing end-of-clause boundaries. However, only the
large LSTMs appear to use verb argument struc-
ture information as a cue to these boundaries. The
results suggest that very large amounts of data may
be necessary for current neural models to discover
such fine-grained dependencies between syntactic
properties of verbs and sentence structure.

4.1.2 Maintenance and degradation of state

We can probe the maintenance and degradation
of syntactic state information by manipulating the
length of the intervening material between the on-
set of the local ambiguity and the disambiguator
in examples such as (3). The question is whether
the networks maintain the knowledge, while pro-
cessing the intervening material, that the inter-
vening noun phrase is probably the object of the
embedded verb inside a subordinate clause, or
whether they gradually lose track of this infor-
mation. To study this question we used materials
on the pattern of (4): these materials manipulate
the length of the intervening material (underlined)
while holding constant the distance between the
subordinator (“As”) and the disambiguator (grew).

(4)a. As the author studying Babylon in ancient
times wrote the book grew. [SHORT, NO-
COMMA]

b. As the author studying Babylon in an-
cient times wrote, the book grew. [SHORT,
COMMA]

c. As the author wrote the book describing
Babylon in ancient times grew. [LONG, NO-
COMMA]

d. As the author wrote, the book describing
Babylon in ancient times grew. [LONG,
COMMA]

If neural language models show degradation of
syntactic state, then the garden path effect (mea-
sured as the difference in surprisal between the
COMMA and NO-COMMA conditions at the disam-
biguator) will be smaller for the LONG conditions.
We tested 32 sentences of the form in (4), based
on materials from Tabor and Hutchins (2004). The
garden path effect sizes are shown in Figure 6.

We find a significant garden effect in all mod-
els in the SHORT condition (p < .001 in JRNN
and GRNN; p < .01 in the RNNG and p = .03 in
TinyLSTM). In the long condition, we find the gar-
den path effect in all models except TinyLSTM:
(p < .001 in JRNN; p < .01 in GRNN; p = .02 in
the RNNG; and p = .2 in TinyLSTM). The cru-
cial interaction between length and comma pres-
ence (indicating that syntactic state degrades) is
significant in GRNN (p < .01) and TinyLSTM
(p < .001) but not JRNN (p = .7) nor the RNNG
(p = .6). The pattern is reminiscent of the results
on degradation of state information about subor-
dinate clauses in Section 3, where GRNN and
TinyLSTM showed the clearest evidence of degra-
dation.
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Figure 6: Average garden path effect by model and
length of ambiguous region.

Note that the pattern found here is the opposite
of the pattern of human reading times. Humans ap-
pear to show “digging-in” effects: the longer the
span of time between the introduction of a local
ambiguity and its resolution, the larger the garden
path effect (Tabor and Hutchins, 2004; Levy et al.,
2009).

4.2 Main Verb/Reduced Relative Ambiguity

Next we turn to garden path effects induced by the
classic Main Verb/Reduced Relative (MV/RR)
ambiguity, in which a word is locally ambiguous
between being the main verb of a sentence or in-
troducing a reduced relative clause (reduced RC:
a relative clause with no explicit complementizer,
headed by a passive-participle verb). That ambi-
guity can be maintained over a long stretch of ma-
terial:

(5)a. The woman brought the sandwich from
the kitchen tripped on the carpet.
[REDUCED, AMBIGuous]

b. The woman who was brought the sand-
wich from the kitchen tripped on the carpet.
[UNREDUCED, AMBIG]

c. The woman given the sandwich from
the kitchen tripped on the carpet.
[REDUCED, UNAMBIGuous]

d. The woman who was given the sandwich
from the kitchen tripped on the carpet.
[UNREDUCED, UNAMBIG]

In Example (5-a), the verb “brought” is ini-
tially analyzed as a main verb phrase, but upon
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Figure 7: Garden path effect size for MV/RR ambiguity
by model and verb-form ambiguity.

reaching the verb “tripped”—the disambiguator
in this case—the reader must re-analyze it as an
RC. The garden path should be eliminated in sen-
tences such as (5-b), the UNREDUCED condition,
where the words “who was” clarify that the verb
“brought” is part of an RC, rather than the main
verb of the sentence. Therefore we quantify the
garden path effect as the surprisal at the disam-
biguator for the REDUCED minus UNREDUCED
conditions.

There is another possible cue that the initial verb
is the head of an RC: the morphological form of
the verb. In examples such as (5-c), the the verb
“given” is unambiguously in its past-participle
form, indicating that it cannot be the main verb
of the sentence. If a language model is sensitive
to morphological cues to syntactic structure, then
it should either not show a garden path effect in
this UNAMBIGuous condition, or it should show a
reduced garden path effect.

We constructed 29 experimental items follow-
ing the template of (5). Figure 7 shows the garden
path effect sizes by model and verb-form ambigu-
ity. All networks show the basic garden path effect
(p < .001 in JRNN, GRNN, and RNNG; p < 0.01
in TinyLSTM). However, the garden path effect in
TinyLSTM is much smaller than the other mod-
els: RC reduction causes an additional .3 bits of
surprisal at the disambiguating verb, as compared
to 2.8 bits in the RNNG, 1.9 in JRNN, and 3.6
in GRNN (TinyLSTM’s garden path effect is sig-
nificantly smaller than each other model at p <
0.001).

If the network is using the morphological form
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Phenomenon GRNN JRNN RNNG TinyLSTM
Subordination ✓✓ ✓✗ ✓✓ ✓✗

NP/Z Garden Path ✓✓ ✓✓ ✓✗ ✓✗

MV/RR Garden Path ✓✓ ✓✓ ✓✓ ✓✗

Table 2: Summary of results by model and phenomenon. The first check mark indicates basic evidence of syntactic
state representation. The second check mark indicates the ability to capture more fine-grained phenomena: for
subordination, the no-matrix penalty effect; for the NP/Z garden path, the effect of verb transitivity; and for the
MV/RR garden path, the effect of verb morphology.

of the verb as a cue to syntactic structure, then it
should show the garden path effect more strongly
in the AMBIG condition than the UNAMBIG condi-
tion. The large language models and the RNNG do
show this pattern: at the critical main-clause verb,
surprisal is superadditively highest in the reduced
ambiguous condition (the dotted blue line; a posi-
tive interaction between the reduced and ambigu-
ous conditions is significant in the three models at
p < 0.001). However, TinyLSTM does not show
evidence for superadditive surprisal for the am-
biguous verbform and the reduced RC (p = .45).

The three large LSTMs and the RNNG replicate
the key human-like garden-path disambiguation
effect due to to ambiguity in verb form. But strik-
ingly, even when the participial verbform is un-
ambiguous, there is still a significant garden path
effect in all models (p < 0.01 in all models except
TinyLSTM, where p = .08). Apparently, these
networks treat an unambiguous passive-participial
verb as only a noisy cue to the presence of an RC.

5 General Discussion and Conclusion

In all models studied, we found clear evidence
of basic incremental state syntactic representation.
However, models varied in how well they fully
captured the effects of such state and the poten-
tially subtle lexical cues indicating the beginnings
and endings of such states: only the large LSTMs
could sometimes reliably infer clause boundaries
from verb argument structure (Section 4.1) and
morphological verb-form (Section 4.2), and only
GRNN and the RNNG fully captured the proper
behavior of subordinate clauses. The results are
summarized in Table 2. We suggest that repre-
sentation of course-grained syntactic structure re-
quires either syntactic supervision or large data,
while exploiting fine-grained lexical cues to struc-
ture requires large data.

More generally, we believe that the psycholin-
guistic methodology employed in this paper pro-
vides a valuable lens on the internal represen-
tations of black-box systems, and can form the

basis for more systematic tests of the linguistic
competence of NLP systems. We make all exper-
imental items, results, and analysis scripts avail-
able online at github.com/langprocgroup/nn_
syntactic_state.
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Abstract

Electroencephalography (EEG) recordings of
brain activity taken while participants read or
listen to language are widely used within the
cognitive neuroscience and psycholinguistics
communities as a tool to study language com-
prehension. Several time-locked stereotyped
EEG responses to word-presentations – known
collectively as event-related potentials (ERPs)
– are thought to be markers for semantic or
syntactic processes that take place during com-
prehension. However, the characterization of
each individual ERP in terms of what features
of a stream of language trigger the response
remains controversial. Improving this char-
acterization would make ERPs a more use-
ful tool for studying language comprehension.
We take a step towards better understanding
the ERPs by fine-tuning a language model to
predict them. This new approach to analysis
shows for the first time that all of the ERPs
are predictable from embeddings of a stream
of language. Prior work has only found two
of the ERPs to be predictable. In addition to
this analysis, we examine which ERPs bene-
fit from sharing parameters during joint train-
ing. We find that two pairs of ERPs previously
identified in the literature as being related to
each other benefit from joint training, while
several other pairs of ERPs that benefit from
joint training are suggestive of potential rela-
tionships. Extensions of this analysis that fur-
ther examine what kinds of information in the
model embeddings relate to each ERP have the
potential to elucidate the processes involved in
human language comprehension.

1 Introduction

The cognitive processes involved in human lan-
guage comprehension are complex and only par-
tially identified. According to the dual-stream
model of speech comprehension (Hickok and
Poeppel, 2007), sound waves are first converted to

Figure 1: The electrodes from which each event-related
potential was recorded in the data from Frank et al.
(2015) (after figure 3 in (Frank et al., 2015)). The bot-
tom portion of the figure shows a top-down schematic
of the electrode locations with the nose facing towards
the top of the page. Each ERP is the mean poten-
tial from all of the indicated electrodes during a spe-
cific time-window, creating a single scalar value per
ERP per word. Overlapping circles indicate multiple
ERPs recorded from the same electrode. The ELAN
is measured from 125-175ms after stimulus onset, the
LAN from 300-400ms, the N400 from 300ms-500ms,
the EPNP from 400-600ms, the P600 from 500-700ms,
and the PNP from 600-700ms.

phoneme-like features and further processed by a
ventral stream that maps those features onto words
and semantic structures, and a dorsal stream that
(among other things) supports audio-short term
memory. The mapping of words onto meaning
is thought to be subserved by widely distributed
regions of the brain that specialize in particular
modalities — for example visual aspects of the
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word banana reside in the occipital lobe of the
brain and are activated when the word banana
is heard (Kemmerer, 2014) — and the different
representation modalities are thought to be inte-
grated into a single coherent latent representa-
tion in the anterior temporal lobe (Ralph et al.,
2010). While this part of meaning representa-
tion in human language comprehension is some-
what understood, much less is known about how
the meanings of words are integrated together to
form the meaning of sentences and discourses.
One tool researchers use to study the integration
of meaning across words is electroencephelogra-
phy (EEG), which measures the electrical activ-
ity of large numbers of neurons acting in con-
cert. EEG has the temporal resolution necessary to
study the processes involved in meaning integra-
tion, and certain stereotyped electrical responses
to word presentations, known as event-related po-
tentials (ERPs), have been identified with some of
the processes thought to contribute to comprehen-
sion.

In this work, we consider six ERP components
that have been associated in the cognitive neuro-
science and psycholinguistics literature with lan-
guage processing and which we analyze in the data
from Frank et al. (2015) (see Figure 1 for spa-
tial and temporal definitions of these ERP com-
ponents). Three of these — the N400, EPNP, and
PNP responses — are primarily considered mark-
ers for semantic processing, while the other three
— the P600, ELAN, and LAN responses — are
primarily considered markers for syntactic pro-
cessing. However, the neat division of the ERP
responses into either semantic or syntactic cate-
gories is controversial. The N400 response has
been very well studied (for an overview see (Ku-
tas and Federmeier, 2011)) and it is well estab-
lished that it is associated with semantic complex-
ity, but the features of language that trigger the
other ERP responses we consider here are poorly
understood. We propose to use a neural network
pretrained as a language model to probe what fea-
tures of language drive these ERP responses, and
in turn to probe what features of language mediate
the cognitive processes that underlie human lan-
guage comprehension, and especially the integra-
tion of meaning across words.

2 Background

While a full discussion of each ERP component
and the features of language thought to trigger

each are beyond the scope of this document (for
reviews see e.g. Frank et al. (2015), Kemmerer
(2014), Kutas and Federmeier (2011), Kuperberg
et al. (2003), and Van Petten and Luka (2012)),
we introduce some basic features of ERP compo-
nents to help in the discussion later. ERP compo-
nents are electrical potential responses measured
with respect to a baseline that are triggered by an
event (in our case the presentation of a new word
to a participant in an experiment). The name of
each ERP component reflects whether the poten-
tial is positive or negative relative to the baseline.
The N400 is so-named because it is Negative rela-
tive to a baseline (the baseline is typically recorded
just before a word is presented at an electrode
that is not affected by the ERP response) and be-
cause it peaks in magnitude at about 400ms after
a word is presented to a participant in an exper-
iment. The P600 is Positive relative to a base-
line and peaks around 600ms after a word is pre-
sented to a participant (though its overall duration
is much longer and less specific in time than the
N400). The post-N400 positivity is so-named be-
cause it is part of a biphasic response; it is a pos-
itivity that occurs after the negativity associated
with the N400. The early post-N400 positivity
(EPNP) is also part of a biphasic response, but
the positivity has an eariler onset than the stan-
dard PNP. Finally, the LAN and ELAN are the left-
anterior negativity and early left-anterior negativ-
ity respectively. These are named for their timing,
spatial distribution on the scalp, and direction of
difference from the baseline. It is important to note
that ERP components can potentially cancel and
mask each other, and that it is difficult to precisely
localize the neural activity that causes the changes
in electrical potential at the electrodes where those
changes are measured.

3 Related Work

This work is most closely related to the paper from
which we get the ERP data: Frank et al. (2015).
In that work, the authors relate the surprisal of
a word, i.e. the (negative log) probability of the
word appearing in its context, to each of the ERP
signals we consider here. The authors do not di-
rectly train a model to predict ERPs. Instead, mod-
els of the probability distribution of each word
in context are used to compute a surprisal for
each word, which is input into a mixed effects re-
gression along with word frequency, word length,
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word position in the sentence, and sentence posi-
tion in the experiment. The effect of the surprisal
is assessed using a likelihood-ratio test. In Hale
et al. (2018), the authors take an approach simi-
lar to Frank et al. (2015). The authors compare the
explanatory power of surprisal (as computed by an
LSTM or a Recurrent Neural Network Grammar
(RNNG) language model) to a measure of syntac-
tic complexity they call “distance” that counts the
number of parser actions in the RNNG language
model. The authors find that surprisal (as pre-
dicted by the RNNG) and distance are both signif-
icant factors in a mixed effects regression which
predicts the P600, while the surprisal as computed
by an LSTM is not. Unlike Frank et al. (2015) and
Hale et al. (2018), we do not use a linking func-
tion (e.g. surprisal) to relate a language model to
ERPs. We thus lose the interpretability provided
by the linking function, but we are able to pre-
dict a significant proportion of the variance for all
of the ERP components, where prior work could
not. We interpret our results through character-
ization of the ERPs in terms of how they relate
to each other and to eye-tracking data rather than
through a linking function. The authors in Wehbe
et al. (2014) also use a recurrent neural network
to predict neural activity directly. In that work the
authors predict magnetoencephalography (MEG)
activity, a close cousin to EEG, recorded while
participants read a chapter of Harry Potter and
the Sorcerers Stone (Rowling, 1999). Their ap-
proach to characterization of processing at each
MEG sensor location is to determine whether it
is best predicted by the context vector of the re-
current network (prior to the current word being
processed), the embedding of the current word, or
the probability of the current word given the con-
text. In future work we also intend to add these
types of studies to the ERP predictions.

4 Method

Data. We use two sources of data for this analy-
sis. The primary dataset we use is the ERP data
collected and computed by Frank et al. (2015),
and we also use behavioral data (eye-tracking data
and self-paced reading times) from Frank et al.
(2013) which were collected on the same set of
205 sentences. In brief, the sentences were se-
lected from sources using British English with a
criterion that they be understandable out of con-
text. We use the ERP component values as com-

puted by Frank et al. (2015) which have been high-
pass filtered at 0.5 Hz to reduce correlation be-
tween ERP components and modulus transformed
(John and Draper, 1980) to make the distribution
of component values more normal. We do not use
the 100ms pre-trial baseline which is made avail-
able by Frank et al. (2015) and which they use as
a separate input to the mixed effects regression.
For more information about the ERP datasets and
data collection procedures we refer the reader to
the original papers. For the behavioral data, we
use self-paced reading times and four eye-tracking
measures. Self-paced reading time is considered a
signal of integration difficulty (i.e. as it becomes
more difficult to integrate the meaning of the cur-
rent word into the context, the amount of time a
reader spends on the current word increases). The
eye-tracking measures are intended to capture both
early effects (effects modulated primarily by prop-
erties of the word independent of its context, such
as word frequency and word length) and late ef-
fects (effects modulated by the context in which
the word is found, i.e. comprehension difficulty)
in word processing (Rayner and Pollatsek, 2006).
In both cases, the eye-tracking measures provide
a signal of overt visual attention, which is thought
to strongly correlate with covert perceptual atten-
tion in normal reading (Rayner, 2009). We log-
transform the self-paced reading time and the eye-
tracking measures.

Model. To predict the ERP signals in the data,
we start with a 3-layer bidirectional LSTM-based
language model encoder using the architecture
found in Merity et al. (2017) and pretrained on
the WikiText-103 dataset (Merity et al., 2016) (we
use the pretrained model from Howard and Ruder
(2018)). The pretraining objective is to minimize
the negative log-likelihood of the next word for
the forward LSTM and the previous word for the
reverse LSTM. The word-embeddings (input em-
beddings) in the encoder have 400 components,
the hidden layer outputs have 1150 components
each, and the context-embeddings output from
the encoder have 400 components. The forward-
encoder and backward-encoder are independently
fine-tuned on the baby version of the British Na-
tional Corpus (Consortium, 2005) to help with
prediction of British English (both the ERP data
and eye-tracking data use British English). During
task training the two encoders’ output embeddings
are concatenated together and fed into a causal-
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convolution layer which combines each pair of
adjacent timepoints into a single pair-embedding
with 10 components. The causal-convolution (i.e.
convolution which is left padded) ensures that the
pair-embeddings are aligned so that the prediction
targets correspond to the later word in the pair.
In other words the pair can be thought of as rep-
resenting the ‘current’ and ‘previous’ words to-
gether. A ReLU is applied to the pair-embedding
before it, along with the word length and the log
probability of the word, is fed into a linear output
layer to predict each ERP and behavioral measure
(see Figure 2). The convolution and linear layers
are initialized using the default PyTorch (Paszke
et al., 2017) initialization, i.e. the initialization
proposed in He et al. (2015). The encoder por-
tion of the model includes dropout as applied in
Merity et al. (2017), but we use different dropout
probabilities when we fit the neural and behavioral
data (the dropout probability on the input embed-
dings was 0.05, 0.4 on the input to the LSTM, 0.4
on LSTM hidden layers, 0.5 on the output of the
LSTM, and 0.5 on the recurrent weights). We did
not find dropout in the decoder to be helpful. We
use the Adam optimizer (Kingma and Ba, 2014)
with β1 = 0.95, β2 = 0.999 for training and we
use mean squared error as the loss.

Procedure. We begin our training procedure by
fine-tuning the forward- and backward-encoders
independently on the baby version of the British
National Corpus (Consortium, 2005). This cor-
pus has British English that may help in modeling
the University College London corpus, while not
overlapping with it.

After the model fine-tuning, we estimate how
well the model predicts each of the ERP signals
and eye-tracking measures by training the model
100 times with different train/test splits and de-
coder parameter initializations. We use 10% of
the data for testing and the remainder for training.
The sentences in the ERP data are split at random.
After we split the data, we compute the mean and
standard deviation of each ERP signal (and each
eye-tracking measure and the self-paced reading
time) within participant on the training data. We
use these values to standardize the training data
within participant, and then average the data from
all of the participants together. After we average,
we again compute the mean and standard devia-
tion to standardize the average. We follow a simi-
lar procedure for the test data, but we use the mean

Figure 2: The model uses an encoder based on the
architecture and regularization in Merity et al. (2017)
and pretrained by Howard and Ruder (2018). Within
this architecture 2 independent 3-layer LSTM mod-
els encode a sentence. The context-embeddings out-
put from each encoder are then concatenated together
to give a single representation to each word in the
sentence. These concatenated context-embeddings are
fed into a causal-convolution, which learns a func-
tion to combine each pair of context-representations
into a pair-embedding. A rectified linear unit (ReLU)
non-linearity is applied to the pair-embedding, af-
ter which independent linear layers map the pair-
embedding along with the log-probability of a word
and the word-length to a prediction of each ERP or be-
havioral signal.

and standard deviation from the training data when
standardizing. Note that we use the log of the be-
havior measures, and the log is taken before the
data-standardization.

In the loss function (and when we evaluate
model performance) we only consider content
words. We mark as a content word any word that
is an adjective, adverb, auxiliary verb, noun, pro-
noun, proper noun, or verb (including to-be verbs).
All other words are considered function words.

During the first 20 epochs of training, only the
parameters of the decoder are modified. Follow-
ing this, we train the model for an additional 15
epochs during which the parameters of the decoder
and the final layer of the encoder (the final LSTM
layer in both the forward and backward encoder)
can be modified. We also experimented with addi-
tional training epochs and allowing all parameters
of the model to be modified, but we found that this
caused overfitting.
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Comparing models trained with different loss
functions. To better understand the relationship
between ERP signals, and between ERP signals
and behavioral data, we train the model with dif-
ferent loss functions that include mean squared er-
ror terms corresponding to various combinations
of the ERP signals and behavioral data. For ex-
ample, one of the training variations includes a
mean squared error term for the P600 and a mean
squared error term for the N400 in the loss, but
does not use the other signals during training. In
this variation, for a mini-batch of size B, where
example b has Tb content tokens and the super-
scripts p and a denote the predicted and actual val-
ues for a measure respectively, the loss function
can be written as:

1
∑B

b=1 Tb

B∑

b=1

Tb∑

t=1

(P600pb,t − P600ab,t)
2

+ (N400pb,t −N400ab,t)
2

(1)

For each of the training variations, we repeat
the training procedure described above (but fine-
tuning the language model on the British National
Corpus is done only once). We use a consistent
train/test split procedure, such that the split for the
ith run of the 100 runs is the same across all train-
ing variations, but the split changes between run i
and run j. This enables us to use paired statistical
testing when we test for significance.

We test for whether the proportion of variance
explained (computed as 1 − MSE

variance on the vali-
dation set) on each ERP and behavioral measure
is significantly different from 0 using the single
sample t-test controlled for false discovery rate us-
ing the Benjamini-Hochberg-Yekutieli procedure
(Benjamini and Yekutieli, 2001) with a false dis-
covery rate of 0.01.

To test whether the proportion of variance ex-
plained is different between different training vari-
ations (for example training with just the N400
signal included in the loss vs. training with both
the N400 and the LAN included in the loss), we
use a paired t-test. We then adjust for the false
discovery rate again with a rate of 0.01.

5 Results

All ERP components are predictable. In the
original study on this dataset, the investigators
found that when surprisal was used as a link-
ing function between the language model and the

mixed effects regression, the only ERP for which
the surprisal showed a significant effect in the re-
gression was the N400 (Frank et al., 2015). In
contrast, we find that when we directly predict the
ERP signals we are able to predict a significant
proportion of the variance for all of them (see Ta-
ble 1).

Joint training benefits ERP component predic-
tion. To explore the relationship between ERP
components, we train 63 =

(
6
1

)
+
(
6
2

)
+ · · ·+

(
6
6

)

different models using all of the possible combina-
tions of which of the six ERP signals are included
in the loss function during training. For each of
the six ERP components, we look for the best per-
forming models (see Table 1). The N400 is best
predicted when the model is trained on that com-
ponent independently, but every other ERP com-
ponent prediction can be improved by including a
second ERP component in the training. Thus mul-
titask learning has a clear benefit when applied to
the ERP data and some information is shared be-
tween ERP component predictions via the model
parameters. We also note that it is not the case
that training with more ERP components is always
better, or that the signals which are most corre-
lated benefit each other most (see Appendix A).
The relationship between components clearly im-
pacts whether the prediction of one ERP compo-
nent benefits from the inclusion of others in model
training. The results suggest that 8 pairs of ERP
signals are related to each other: the LAN is paired
with the P600, EPNP, and PNP, the ELAN with
the N400, EPNP, PNP, and P600, and the EPNP is
paired with the P600. We discuss these relation-
ships in the Discussion section.

In an additional analysis, we modified our train-
ing procedure slightly to probe how jointly train-
ing on multiple ERP components compares to
training individually on each ERP component. In
this analysis we compare only training on each
ERP component individually to training on all six
ERP components together. We also train for a total
of 60 epochs (rather than the 35 epochs used else-
where). During the first 20 epochs we allow only
the parameters of the decoder to be modified. Dur-
ing the next 20 epochs, we allow the parameters of
the decoder and the final layer of the encoder (i.e.
the final recurrent layer) to be modified. During
the last 20 epochs, we allow all of the parameters
of the model to be modified. The mean squared er-
ror for each of the ERP components from this anal-
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Target Additional POVE Target Additional POVE Target Additional POVE

ELAN 0.20 LAN 0.30 N400 0.26
ELAN + EPNP 0.22 LAN + EPNP 0.31
ELAN + N400 0.22 LAN + PNP 0.32
ELAN + PNP 0.22 LAN + P600 0.32
ELAN + P600 0.22 LAN + PNP, N400 0.33

EPNP 0.34 P600 0.27 PNP 0.33
EPNP + LAN 0.35 P600 + EPNP 0.30 PNP + LAN 0.36
EPNP + GROUP A 0.36 P600 + LAN 0.30 PNP + GROUP B 0.36

Table 1: Proportion of variance explained (POVE) for each of the ERP components (mean of 100 training runs).
The second column in each cell shows which ERP components in addition to the target ERP component were
included in training. All combinations of training signals were explored. Shown is the best combination for each
ERP target as well as every combination which is (i) significantly different from training on the target component
alone, (ii) not significantly different from the best training combination, and (iii) uses no more than the number
of signals used by the best combination. The N400 is predicted best when only the N400 signal is included in
training. All values are significantly different from 0. GROUP A refers to (PNP, ELAN, LAN, P600) and GROUP
B refers to (EPNP, ELAN, LAN, P600).

ysis is shown for each epoch in Figure 3. From the
loss curves, we make a few observations. First, we
see inflection points at epochs 20 and 40, when we
allow more parameters of the model to be modi-
fied. The first inflection point indicates that allow-
ing the recurrent layer to be modified benefits the
prediction, while the second inflection point shows
that overfitting becomes more severe if we allow
all parameters of the model to be modified. We
also see from these curves that part of the benefit
of joint training is that it helps reduce overfitting –
we see less of a climb in the validation loss after
the minimum point in the joint training. Beyond
this reduction in overfitting severity, we note that
for some of the ERP components (the LAN, EPNP
and PNP components) joint training actually gives
a better overall minimum in prediction error.

Behavioral data benefits the prediction of ERP
components. We are also interested in whether
behavioral data can be used to improve ERP pre-
diction since it should signal both the amount of
overt attention required at various points in a sen-
tence as well as integration difficulty. To study
this question, we again train models using differ-
ent combinations of training signals that include
or do not include the behavioral data predictions
in the loss function (see Table 2). We see that self-
paced reading time indeed can improve predic-
tion of a target ERP component relative to train-
ing on the target ERP component alone by about
the same amount as the best combination of ERP

components for all but the N400. Eye-tracking
data can also improve the prediction accuracy of
the ELAN, P600, and PNP components.

Insensitivity to choice of architecture. One po-
tential concern about our results is the degree to
which the relationships we see between ERP com-
ponents and between ERP components and be-
havioral data is an artefact of our rather arbitrary
choice of network architecture. We partially ad-
dress this by running the same analysis using (i)
only the forward direction of the encoder, and (ii)
only the word-embeddings (the input embeddings)
and not the context-embeddings (the output em-
beddings) of the encoder. The proportion of vari-
ance explained for each ERP component is lower
using these variants of the analysis than using the
bidirectional variant (see Appendix A), but quali-
tatively the relationships are similar. We leave fur-
ther analysis of the sensitivity of our qualitative
results to choice of architecture for future work.

6 Discussion

In this work we find that all six of the ERP com-
ponents from Frank et al. (2015) can be predicted
above chance by a model which has been pre-
trained using a language modeling objective and
then directly trained to predict the components.
This is in contrast to prior work which has success-
fully linked language models to the N400 (Frank
et al., 2015) and P600 (Hale et al., 2018) but not
the other ERP components. We also note that con-
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(a) Independently trained (b) Jointly trained (c) Joint - Indep.

Figure 3: The mean squared error (MSE) for prediction of each of the ERP signals during each epoch of training
(mean of 100 training runs). The first 2 epochs have been omitted for clarity. During the first 20 epochs (lavender
background), only the decoder parameters are modified. During the next 20 epochs (light blue background), the
parameters in the final layer of the encoder are also modified. During the last 20 epochs (pink background), all of
the parameters are modified. Note that in this model architecture, information can be shared between ERP signals
even when only the decoder is modified. The figure shows the MSE when separate models are trained for each
ERP independently (a), the MSE when a single model is trained on all ERPs jointly (b), and the difference between
these two scenarios (c). The top row in each column shows the MSE on the training data while the bottom row
shows the MSE on the validation data. In the bottom row right, the dotted vertical lines indicate the epoch at which
the minimum MSE is reached in the lower of the independent or joint training. The LAN, EPNP, and PNP all
show modest benefits from joint training before overfitting sets in (the minimum value occurs in the joint training
scenario), while all ERP signals other than the N400 show reduced overfitting in joint training.

Target Additional POVE Target Additional POVE Target Additional POVE

ELAN 0.20 LAN 0.30 N400 0.26
ELAN + ERP 0.22 LAN + ERP 0.33 N400 + ERP 0.26
ELAN + READ 0.22 LAN + READ 0.31 N400 + READ 0.27
ELAN + EYE 0.22 LAN + EYE 0.30 N400 + EYE 0.25

EPNP 0.34 P600 0.27 PNP 0.33
EPNP + ERP 0.36 P600 + ERP 0.30 PNP + ERP 0.36
EPNP + READ 0.35 P600 + READ 0.29 PNP + READ 0.34
EPNP + EYE 0.34 P600 + EYE 0.29 PNP + EYE 0.34

Table 2: Proportion of variance explained (POVE) for each of the ERP components (mean of 100 training runs).
+ERP indicates the best combination of ERP training signals for the target ERP component, + READ indicates the
inclusion of self-paced reading times, +EYE indicates the inclusion of eye-tracking data, and bold font indicates a
significant difference from training on the target component alone.
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trary to Hale et al. (2018), we find that an LSTM
does contain information that can be used to pre-
dict EEG data, and in particular that it can pre-
dict the P600. We speculate that the analysis used
in Hale et al. (2018) did not find reliable effects
because the language models were related to the
EEG data through functions chosen a priori (the
surprisal, and the ‘distance’ metric). These func-
tions, though interpretable, might be interpretable
at the cost of losing much of the information in the
representations learned by the network.

In addition, we show through our multitask
learning analysis that information is shared be-
tween ERP components, and between ERP com-
ponents and behavioral data. Although these rela-
tionships must be viewed with caution until they
can be verified across multiple datasets and with
more variation in neural network architectures,
here we consider some potential reasons for our
findings. The broad point we wish to make is that
by better understanding which ERP components
share information with each other and with behav-
ioral data through the type of analysis we present
here (multitask learning) or other means, we can
better understand what drives each ERP compo-
nent and in turn the processes involved in human
language comprehension.

Relationship between ERPs. Our findings that
the LAN and P600 are related, and that the ELAN
and P600 are related are expected from both a the-
oretical perspective and from previous work exam-
ining the interactions of ERP components (Gunter
et al., 1997; Hagoort et al., 2003a; Hahne and
Friederici, 1999; Kutas et al., 2006; Palolahti et al.,
2005). Since the ELAN and LAN have been the-
orized by some to mark word-category (i.e. part-
of-speech) or morpho-syntactic (e.g. subject-verb
number agreement) violations (Friederici, 2011;
Hahne and Friederici, 2002; Hagoort et al., 2003b)
and the P600 is considered a marker for syntactic
effort (Coulson et al., 1998; Huettig, 2015; Kem-
merer, 2014; Kuperberg, 2007; Kuperberg et al.,
2003; Van Petten and Luka, 2012), these signals
would naturally be related to each other.

The other relationships we find are more sur-
prising. Some researchers have speculated that the
LAN and ELAN are markers for working mem-
ory demands (King and Kutas, 1995; Kutas et al.,
2006), and that indeed these might be part of sus-
tained negativities that are frequently masked by
the P600 (Kemmerer, 2014). If we take this view,

then we would expect to find them in the pres-
ence of semantic and syntactic complexity, and
this might explain why they seem to benefit from
joint training with the other ERP component sig-
nals (and benefit prediction of other ERP signals
with which they are trained). However, it is no-
table that predictions of the LAN and ELAN do
not benefit each other in our analysis, and that the
N400 (a marker for semantic complexity) is not
benefited by the prediction of any other ERP com-
ponent. This absence is by no means definitive,
but it undermines the argument that all of these
relationships can be explained by complexity and
working memory demands alone.

The relative isolation of the N400 from other
ERP components in our analysis is interesting. If
the N400 is a marker for semantic memory re-
trieval (Kutas and Federmeier, 2011), then it might
be expected to be somewhat isolated from the
other components, which may involve syntactic
processing or later integration effects.

Alternatively, the relationships we find in our
analysis might be an artefact of the way the ERPs
are operationalized in Frank et al. (2015). Several
of the pairings we find overlap spatially and are
near to each other in time, so the ERP components
might spill over into each other. Further work is
required to disambiguate between these possibili-
ties.

Relationship between behavioral data and
ERPs. It is reassuring to see that jointly training
models to predict behavioral data along with a tar-
get ERP component benefits the prediction of the
ERP component compared to training on the tar-
get ERP component alone. The benefit to predic-
tion in this case cannot be explained as an artefact
of how the ERP components are operationalized in
the datasetes we use for analysis.

Self-paced reading times widely benefit ERP
prediction, while eye-tracking data seems to have
more limited benefit to just the ELAN, LAN, and
PNP ERP components. It’s difficult to know why
this might be the case, but perhaps it is not a co-
incidence that these three ERP components also
show up frequently in the pairs of components
that benefit from joint training. If indeed the PNP
marks semantic role irregularities (Van Petten and
Luka, 2012) and the ELAN and LAN mark work-
ing memory or look-forward or look-back oper-
ations (Kutas et al., 2006), then its possible that
eye-movements might be more related to these
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types of operations than to general semantic and
syntactic complexities marked by other ERP com-
ponents. Self-paced reading might better cap-
ture these generic difficulties. This explanation is
highly speculative, and further work is required to
determine whether the relationships between the
ERP components and behavioral data are consis-
tent across datasets, and if so, what the explanation
is for these relationships.

Choice of bidirectional architecture. We em-
phasize that the neural network architecture we
chose for these analyses was motivated primar-
ily by its success on downstream NLP tasks, pub-
lic availability of pre-trained models and code,
and prior work studying how best to fine-tune the
model (Howard and Ruder, 2018; Merity et al.,
2017). We do not claim that this architecture re-
flects human processing. We experimented with
a forward-only model variant of our analysis, and
found that the bidirectional model predicts brain
activity better than the forward-only version (see
Appendix A). Although the bidirectional model
has access to ‘future’ language input, it does not
have access to future brain-activity, so the bidirec-
tional model is not ‘cheating’ when it makes pre-
dictions. There are at least three possible expla-
nations for why the bidirectional model performs
better than the forward-only model. First, it is pos-
sible that when a human reads a sentence, he or she
predicts the upcoming language input. Under this
hypothesis, a model with access to the future lan-
guage input can do a better job of predicting the
current brain activity because the future language
is reflected in that brain activity. Second, it is pos-
sible that a bidirectional model is simply able to
produce better embeddings for each word in the
input because it has more context than a forward-
only model. For example, the bidirectional model
might be (implicitly) better at anaphora resolu-
tion given more context. Under this hypothesis,
the additional context given to the model partially
compensates for its relative deficit of real-world
knowledge compared to a human. Where a hu-
man can in many cases solve the anaphora resolu-
tion problem by using background knowledge and
does not need to see the future language input, a
model benefits from additional context. Finally,
in our setup, the bidirectional model has more pa-
rameters than the forward-only model, and the ad-
ditional degrees of freedom might give the model
an advantage in predicting brain activity. Explo-

ration of why the bidirectional model is better than
the forward-only model is an interesting question,
but it is left to future work. Additionally, as we
noted earlier, the qualitative results of our analysis
(e.g. how ERP components relate to each other)
should be viewed with caution until they are repli-
cated across multiple choices of architecture.

7 Conclusion

We have shown that ERP components can be pre-
dicted from neural networks pretrained as lan-
guage models and fine-tuned to directly predict
those components. To the best of our knowl-
edge, prior work has not successfully used statis-
tical models to predict all of these components.
Furthermore, we have shown that multitask learn-
ing benefits the prediction of ERP components
and can suggest how components relate to each
other. At present, these joint-training benefit re-
lationships are only suggestive, but if these rela-
tionships ultimately lead to insights about what
drives each ERP component, then the compo-
nents become more useful tools for studying hu-
man language comprehension. By using multitask
learning as a method of characterization, we have
found some expected relationships (LAN+P600
and ELAN+P600) and several more surprising re-
lationships. We believe that this is exactly the
kind of finding that makes multitask learning an
interesting exploratory technique in this area. Ad-
ditionally, we have shown that information can
be shared between heterogeneous types of data
(eye-tracking, self-paced reading, and ERP com-
ponents) in the domain of human language pro-
cessing prediction, and in particular between be-
havioral and neural data. Given the small datasets
associated with human language processing, using
heterogeneous data is a potentially major advan-
tage of a multitask approach. In future work, we
will further explore what information is encoded
into the model representations when neural and
behavioral data are used to train neural networks,
and how these representations differ from the rep-
resentations in a model trained on language alone.
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A Appendix

Here we present a visualization (Figure 4) of the
results presented in Table 1 of the main paper, and
a visualization (Figure 5) of a more complete set
of results from which the information in Table 2
of the main paper is drawn. We also show sup-
plemental results for variants of our primary anal-
ysis on multitask learning with eye-tracking, self-
paced reading time and ERP data. In the variants
we modify the input representation to our decoder
network to see whether the relationships between
the behavioral data and neural activity appear to
be consistent with different choices of encoder ar-
chitectures. Additional (and more varied) choices
or architectures are left to future work. The results
in Table 3 reflect using only the forward-encoder
(rather than the bi-LSTM) in the encoder network,
while the results in Table 4 reflect using only the
word embeddings (i.e. bypassing the LSTM en-
tirely). While the results are clearly worse for each
of these choices of architecture than for using a bi-
LSTM encoder, the relationships between the be-
havioral data and the ERP signals is qualitatively
similar. Finally, 5 shows the Pearson correlation
coefficient between different measures. We note
that the patterns of correlation are different than
the patterns of which measures benefit from joint
training with each other.
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Figure 4: The proportion of variance explained for prediction of each of the ERP signals (mean of 100 training
runs). The target ERP is indicated by color; each group of bars shows performance for a different target ERP. The
top bar in each group shows the proportion of variance explained when the model is trained using only the target
ERP. The bottom bar in each group shows the maximum proportion of variance explained over all combinations of
training ERPs (or in the case of the N400, the second best). Also shown in each group are any training combinations
that (i) used no more than the number of ERP signals used by the combination that achieved the maximum, and
(ii) which were not significantly different from the maximum. Bars are statistically different from each other if a
black dot on one bar is connected by a contiguous vertical line to a white dot on the other bar. The bars in the N400
group are not significantly different from each other. The N400 signal is best predicted when the model is trained
on just that signal. In every other group, there is at least one ERP that, when combined with the target ERP during
training, improves the prediction of the target ERP. The results suggest that these pairs are related: (LAN, P600),
(LAN, EPNP), (LAN, PNP), (ELAN, N400), (ELAN, EPNP), (ELAN, PNP), (ELAN, P600), (EPNP, P600).

Target Additional POVE Target Additional POVE Target Additional POVE

ELAN 0.20 LAN 0.23 N400 0.20
ELAN +ERP 0.22 LAN + ERP 0.26 N400 + ERP 0.20
ELAN +READ 0.22 LAN + READ 0.25 N400 + READ 0.20
ELAN +EYE 0.21 LAN + EYE 0.24 N400 + EYE 0.18

EPNP 0.28 P600 0.24 PNP 0.28
EPNP + ERP 0.28 P600 + ERP 0.25 PNP + ERP 0.31
EPNP + READ 0.29 P600 + READ 0.25 PNP + READ 0.30
EPNP + EYE 0.29 P600 + EYE 0.24 PNP + EYE 0.29

Table 3: Proportion of variance explained for each of the ERP components when using only the forward direction
of the encoder (mean of 100 training runs). +ERP indicates the best combination of ERP training signals for the
target ERP component, + READ indicates the inclusion of self-paced reading times, +EYE indicates the inclusion
of eye-tracking data, and bold font indicates a significant difference from training on the target component alone.
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Figure 5: The proportion of variance explained for prediction of each of the ERP signals (mean of 100 training
runs). The target ERP is indicated by color; each group of bars shows performance for a different target ERP.
The top bar in each group shows the proportion of variance explained when the model is trained using only the
target ERP. Moving down, the next bar in each group, labeled ERP shows the proportion of variance explained by
the best combination of ERP signals for the target ERP. The other bars in each group moving from top to bottom
show training variations that use behavioral data with either just the target ERP, or with the best combination of
ERP signals. READ denotes self-paced reading data, and EYE denotes all four eye-tracking measures (in this
analysis we use right-bounded pass time, gaze duration, go-past time, and first-fixation duration). Pairs of bars
are significantly different from each other (paired t-test, false discovery rate ¡ 0.01) if a black dot on one bar is
connected to a white dot on the other bar by a contiguous vertical line. Self-paced reading time benefits prediction
of all target ERP components except the N400. In the case of the ELAN, LAN, and PNP, self-paced reading time
also has marginal benefit compared to the best combination of ERP training signals. Eye-tracking data benefits
prediction of the ELAN, P600, and PNP components.
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Target Additional POVE Target Additional POVE Target Additional POVE

ELAN 0.15 LAN 0.17 N400 0.05
ELAN + ERP 0.18 LAN + ERP 0.19 N400 + ERP 0.05
ELAN + READ 0.18 LAN + READ 0.19 N400 + READ 0.08
ELAN + EYE 0.19 LAN + EYE 0.19 N400 + EYE 0.10

EPNP 0.18 P600 0.10 PNP 0.20
EPNP + ERP 0.20 P600 + ERP 0.13 PNP + ERP 0.23
EPNP + READ 0.20 P600 + READ 0.13 PNP + READ 0.22
EPNP + EYE 0.21 P600 + EYE 0.14 PNP + EYE 0.23

Table 4: Proportion of variance explained for each of the ERP components when using only the word embeddings
as input to the decoder and bypassing the LSTM entirely (mean of 100 training runs). +ERP indicates the best
combination of ERP training signals for the target ERP component, + READ indicates the inclusion of self-paced
reading times, +EYE indicates the inclusion of eye-tracking data, and bold font indicates a significant difference
from training on the target component alone.

Signal ELAN EPNP LAN N400 P600 PNP FIX PASS GO RIGHT READ

ELAN 1.00 0.27 0.32 0.11 0.10 0.24 0.27 0.26 0.27 0.26 -0.04
EPNP 0.27 1.00 0.66 0.41 0.50 0.83 0.17 0.17 0.19 0.17 0.02
LAN 0.32 0.66 1.00 0.58 0.33 0.47 0.12 0.11 0.13 0.12 0.01
N400 0.11 0.41 0.58 1.00 0.47 0.33 -0.04 -0.04 -0.02 -0.03 0.11
P600 0.10 0.50 0.33 0.47 1.00 0.69 0.14 0.14 0.16 0.14 0.10
PNP 0.24 0.83 0.47 0.33 0.69 1.00 0.25 0.24 0.26 0.25 0.03
FIX 0.27 0.17 0.12 -0.04 0.14 0.25 1.00 1.00 1.00 1.00 0.04
PASS 0.26 0.17 0.11 -0.04 0.14 0.24 1.00 1.00 1.00 1.00 0.04
GO 0.27 0.19 0.13 -0.02 0.16 0.26 1.00 1.00 1.00 1.00 0.05
RIGHT 0.26 0.17 0.12 -0.03 0.14 0.25 1.00 1.00 1.00 1.00 0.04
READ -0.04 0.02 0.01 0.11 0.10 0.03 0.04 0.04 0.05 0.04 1.00

Table 5: Raw Pearson’s correlation coefficients (computed on content words after the standardization and
participant-averaging) between each neural and behavioral measure and each other measure. FIX indicates first-
fixation time, PASS indicates first-pass time, GO indicates go-past time, RIGHT indicates right-bounded reading
time, and READ indicates self-paced reading. Many of the measures are highly correlated, but the pattern of cor-
relations is different from the pattern of benefits that we find during joint-training. In particular we note that the
N400 is correlated with the other ERP signals, and yet we do not see benefit in prediction of the N400 when jointly
training a model to predict it and other signals.
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Abstract

We present a simple approach to improve di-
rect speech-to-text translation (ST) when the
source language is low-resource: we pre-train
the model on a high-resource automatic speech
recognition (ASR) task, and then fine-tune its
parameters for ST. We demonstrate that our
approach is effective by pre-training on 300
hours of English ASR data to improve Spanish-
English ST from 10.8 to 20.2 BLEU when
only 20 hours of Spanish-English ST train-
ing data are available. Through an ablation
study, we find that the pre-trained encoder
(acoustic model) accounts for most of the im-
provement, despite the fact that the shared lan-
guage in these tasks is the target language
text, not the source language audio. Apply-
ing this insight, we show that pre-training on
ASR helps ST even when the ASR language
differs from both source and target ST lan-
guages: pre-training on French ASR also im-
proves Spanish-English ST. Finally, we show
that the approach improves performance on a
true low-resource task: pre-training on a com-
bination of English ASR and French ASR im-
proves Mboshi-French ST, where only 4 hours
of data are available, from 3.5 to 7.1 BLEU.

1 Introduction

Speech-to-text Translation (ST) has many potential
applications for low-resource languages: for exam-
ple in language documentation, where the source
language is often unwritten or endangered (Be-
sacier et al., 2006; Martin et al., 2015; Adams et al.,
2016a,b; Anastasopoulos and Chiang, 2017); or
in crisis relief, where emergency workers might
need to respond to calls or requests in a foreign lan-
guage (Munro, 2010). Traditional ST is a pipeline
of automatic speech recognition (ASR) and ma-
chine translation (MT), and thus requires tran-
scribed source audio to train ASR and parallel text
to train MT. These resources are often unavailable

for low-resource languages, but for our potential
applications, there may be some source language
audio paired with target language text translations.
In these scenarios, end-to-end ST is appealing.

Recently, Weiss et al. (2017) showed that end-
to-end ST can be very effective, achieving an im-
pressive BLEU score of 47.3 on Spanish-English
ST. But this result required over 150 hours of trans-
lated audio for training, still a substantial resource
requirement. By comparison, a similar system
trained on only 20 hours of data for the same
task achieved a BLEU score of 5.3 (Bansal et al.,
2018). Other low-resource systems have similarly
low accuracies (Anastasopoulos and Chiang, 2018;
Bérard et al., 2018).

To improve end-to-end ST in low-resource set-
tings, we can try to leverage other data resources.
For example, if we have transcribed audio in the
source language, we can use multi-task learning
to improve ST (Anastasopoulos and Chiang, 2018;
Weiss et al., 2017; Bérard et al., 2018). But source
language transcriptions are unlikely to be available
in our scenarios of interest.

Could we improve low-resource ST by lever-
aging data from a high-resource language? For
ASR, training a single model on multiple languages
can be effective for all of them (Toshniwal et al.,
2018b; Deng et al., 2013). For MT, transfer learn-
ing (Thrun, 1995) has been very effective: pre-
training a model for a high-resource language pair
and transferring its parameters to a low-resource
language pair when the target language is shared
(Zoph et al., 2016; Johnson et al., 2017). Inspired
by these successes, we show that low-resource ST
can leverage transcribed audio in a high-resource
target language, or even a different language al-
together, simply by pre-training a model for the
high-resource ASR task, and then transferring and
fine-tuning some or all of the model’s parameters
for low-resource ST.
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We first test our approach using Spanish as the
source language and English as the target. After
training an ASR system on 300 hours of English,
fine-tuning on 20 hours of Spanish-English yields
a BLEU score of 20.2, compared to only 10.8 for
an ST model without ASR pre-training. Analyz-
ing this result, we discover that the main benefit
of pre-training arises from the transfer of the en-
coder parameters, which model the input acoustic
signal. In fact, this effect is so strong that we also
obtain improvements by pre-training on a language
that differs from both the source and the target:
pre-training on French and fine-tuning on Spanish-
English. We hypothesize that pre-training the en-
coder parameters, even on a different language,
allows the model to better learn about linguisti-
cally meaningful phonetic variation while normal-
izing over acoustic variability such as speaker and
channel differences. We conclude that the acoustic-
phonetic learning problem, rather than translation
itself, is one of the main difficulties in low-resource
ST. A final set of experiments confirm that ASR pre-
training also helps on another language pair where
the input is truly low-resource: Mboshi-French.

2 Method

For both ASR and ST, we use an encoder-decoder
model with attention adapted from Weiss et al.
(2017), Bérard et al. (2018) and Bansal et al. (2018),
as shown in Figure 1. We use the same model ar-
chitecture for all our models, allowing us to con-
veniently transfer parameters between them. We
also constrain the hyper-parameter search to fit a
model into a single Titan X GPU, allowing us to
maximize available compute resources.

We use a pre-trained English ASR model to ini-
tialize training of Spanish-English ST models, and
a pre-trained French ASR model to initialize train-
ing of Mboshi-French ST models. During ST train-
ing, all model parameters are updated. In these
configurations, the decoder shares the same vocab-
ulary across the ASR and ST tasks. This is practical
for settings where the target text language is high-
resource with ASR data available.

In settings where both ST languages are low-
resource, ASR data may only be available in a third
language. To test whether transfer learning will
help in this setting, we use a pre-trained French
ASR model to train Spanish-English ST models;
and English ASR for Mboshi-French models. In
these cases, the ST languages are different from the
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Figure 1: Encoder-decoder with attention model archi-
tecture for both ASR and ST. The encoder input is the
Spanish speech utterance claro, translated as clearly,
represented as BPE (subword) units.

ASR language, so we can only transfer the encoder
parameters of the ASR model, since the dimensions
of the decoder’s output softmax layer are indexed
by the vocabulary, which is not shared.1 Sharing
only the speech encoder parameters is much eas-
ier, since the speech input can be preprocessed in
the same manner for all languages. This form of
transfer learning is more flexible, as there are no
constraints on the ASR language used.

3 Experimental Setup

3.1 Data sets

English ASR. We use the Switchboard Telephone
speech corpus (Godfrey and Holliman, 1993),
which consists of around 300 hours of English
speech and transcripts, split into 260k utterances.
The development set consists of 5 hours that we
removed from the training set, split into 4k utter-
ances.

French ASR. We use the French speech corpus
from the GlobalPhone collection (Schultz, 2002),
which consists of around 20 hours of high quality
read speech and transcripts, split into 9k utterances.
The development set consists of 2 hours, split into
800 utterances.

Spanish-English ST. We use the Fisher Spanish
speech corpus (Graff et al., 2010), which consists of
160 hours of telephone speech in a variety of Span-
ish dialects, split into 140K utterances. To simulate
low-resource conditions, we construct smaller train-

1Using a shared vocabulary of characters or subwords is
an interesting direction for future work, but not explored here.
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ing corpora consisting of 50, 20, 10, 5, or 2.5 hours
of data, selected at random from the full training
data. The development and test sets each consist
of around 4.5 hours of speech, split into 4K utter-
ances. We do not use the corresponding Spanish
transcripts; our target text consists of English trans-
lations that were collected through crowdsourcing
(Post et al., 2013, 2014).

Mboshi-French ST. Mboshi is a Bantu language
spoken in the Republic of Congo, with around
160,000 speakers.2 We use the Mboshi-French par-
allel corpus (Godard et al., 2018), which consists
of around 4 hours of Mboshi speech, split into a
training set of 5K utterances and a development
set of 500 utterances. Since this corpus does not
include a designated test set, we randomly sam-
pled and removed 200 utterances from training to
use as a development set, and use the designated
development data as a test set.

3.2 Preprocessing

Speech. We convert raw speech input to 13-
dimensional MFCCs using Kaldi (Povey et al.,
2011).3 We also perform speaker-level mean and
variance normalization.

Text. The target text of the Spanish-English data
set contains 1.5M word tokens and 17K word types.
If we model text as sequences of words, our model
cannot produce any of the unseen word types in
the test data and is penalized for this, but it can be
trained very quickly (Bansal et al., 2018). If we
instead model text as sequences of characters as
done by Weiss et al. (2017), we would have 7M
tokens and 100 types, resulting in a model that is
open-vocabulary, but very slow to train (Bansal
et al., 2018). As an effective middle ground, we
use byte pair encoding (BPE; Sennrich et al., 2016)
to segment each word into subwords, each of which
is a character or a high-frequency sequence of
characters—we use 1000 of these high-frequency
sequences. Since the set of subwords includes the
full set of characters, the model is still open vocab-
ulary; but it results in a text with only 1.9M tokens
and just over 1K types, which can be trained almost
as fast as the word-level model.

The vocabulary for BPE depends on the fre-

2ethnologue.com/language/mdw
3In preliminary experiments, we did not find much differ-

ence between between MFCCs and more raw spectral repre-
sentations like Mel filterbank features.

quency of character sequences, so it must be com-
puted with respect to a specific corpus. For En-
glish, we use the full 160-hour Spanish-English
ST target training text. For French, we use the
Mboshi-French ST target training text.

3.3 Model architecture for ASR and ST

Speech encoder. As shown schematically in Fig-
ure 1, MFCC feature vectors, extracted using a
window size of 25 ms and a step size of 10ms, are
fed into a stack of two CNN layers, with 128 and
512 filters with a filter width of 9 frames each. In
each CNN layer we stride with a factor of 2 along
time, apply a ReLU activation (Nair and Hinton,
2010), and apply batch normalization (Ioffe and
Szegedy, 2015). The output of the CNN layers
is fed into a three-layer bi-directional long short
term memory network (LSTM; Hochreiter and
Schmidhuber, 1997); each hidden layer has 512
dimensions.

Text decoder. At each time step, the decoder
chooses the most probable token from the output
of a softmax layer produced by a fully-connected
layer, which in turn receives the current state of
a recurrent layer computed from previous time
steps and an attention vector computed over the
input. Attention is computed using the global atten-
tional model with general score function and input-
feeding, as described in Luong et al. (2015). The
predicted token is then fed into a 128-dimensional
embedding layer followed by a three-layer LSTM
to update the recurrent state; each hidden state has
256 dimensions. While training, we use the pre-
dicted token 20% of the time as input to the next
decoder step and the training token for the remain-
ing 80% of the time (Williams and Zipser, 1989).
At test time we use beam decoding with a beam
size of 5 and length normalization (Wu et al., 2016)
with a weight of 0.6.

Training and implementation. Parameters for
the CNN and RNN layers are initialized using
the scheme from (He et al., 2015). For the
embedding and fully-connected layers, we use
Chainer’s (Tokui et al., 2015) default initialition.

We regularize using dropout (Srivastava et al.,
2014), with a ratio of 0.3 over the embedding and
LSTM layers (Gal, 2016), and a weight decay rate
of 0.0001. The parameters are optimized using
Adam (Kingma and Ba, 2015), with a starting alpha
of 0.001.
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Following some preliminary experimentation on
our development set, we add Gaussian noise with
standard deviation of 0.25 to the MFCC features
during training, and drop frames with a probabil-
ity of 0.10. After 20 epochs, we corrupt the true
decoder labels by sampling a random output label
with a probability of 0.3.

Our code is implemented in Chainer (Tokui et al.,
2015) and is freely available.4

3.4 Evaluation

Metrics. We report BLEU (Papineni et al., 2002)
for all our models.5 In low-resource settings,
BLEU scores tend to be low, difficult to interpret,
and poorly correlated with model performance.
This is because BLEU requires exact four-gram
matches only, but low four-gram accuracy may ob-
scure a high unigram accuracy and inexact transla-
tions that partially capture the semantics of an utter-
ance, and these can still be very useful in situations
like language documentation and crisis response.
Therefore, we also report word-level unigram preci-
sion and recall, taking into account stem, synonym,
and paraphrase matches. To compute these scores,
we use METEOR (Lavie and Agarwal, 2007) with
default settings for English and French.6 For exam-
ple, METEOR assigns “eat” a recall of 1 against
reference “eat” and a recall of 0.8 against reference
“feed”, which it considers a synonym match.

Naive baselines. We also include evaluation scores
for a naive baseline model that predicts the K most
frequent words of the training set as a bag of words
for each test utterance. We set K to be the value
at which precision/recall are most similar, which
is always between 5 and 20 words. This provides
an empirical lower bound on precision and recall,
since we would expect any usable model to out-
perform a system that does not even depend on
the input utterance. We do not compute BLEU for
these baselines, since they do not predict sequences,
only bags of words.

4 ASR results

Using the experimental setup of Section 3, we pre-
trained ASR models in English and French, and
report their word error rates (WER) on develop-

4github.com/0xSameer/ast
5We compute BLEU with multi-bleu.pl from the

Moses toolkit (Koehn et al., 2007).
6cs.cmu.edu/˜alavie/METEOR

en-100h en-300h fr-20h

WER 35.4 27.3 29.6

Table 1: Word Error Rate (WER, in %) for the ASR
models used as pretraining, computed on Switchboard
train-dev for English and Globalphone dev for French.

ment data in Table 1.7 We denote each ASR model
by L-Nh, where L is a language code and N is the
size of the training set in hours. For example, en-
300h denotes an English ASR model trained on
300 hours of data.

Training ASR models for state-of-the-art perfor-
mance requires substantial hyper-parameter tuning
and long training times. Since our goal is simply to
see whether pre-training is useful, we stopped pre-
training our models after around 30 epochs (3 days)
to focus on transfer experiments. As a consequence,
our ASR results are far from state-of-the-art: cur-
rent end-to-end Kaldi systems obtain 16% WER
on Switchboard train-dev, and 22.7% WER on the
French Globalphone dev set.8 We believe that bet-
ter ASR pre-training may produce better ST results,
but we leave this for future work.

5 Spanish-English ST

In the following, we denote an ST model by S-T-
Nh, where S and T are source and target language
codes, and N is the size of the training set in hours.
For example, sp-en-20h denotes a Spanish-English
ST model trained using 20 hours of data. We use
the code mb for Mboshi and fr for French.

5.1 Using English ASR to improve ST

Figure 2 shows the BLEU and unigram preci-
sion/recall scores on the development set for base-
line Spanish-English ST models and those trained
after initializing with the en-300h model. Corre-
sponding results on the test set (Table 2) reveal very
similar patterns. The remainder of our analysis is
confined to the development set. The naive base-
line, which predicts the 15 most frequent English
words in the training set, achieves a precision/recall
of around 20%, setting a performance lower bound.

Low-resource: 20-50 hours of ST training data.
Our baseline ST models substantially improve over

7We computed WER with the NIST sclite script.
8These WER results taken from respective Kaldi recipes

on GitHub, and may not represent the very best results on
these data sets.
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Figure 2: (top) BLEU and (bottom) Unigram preci-
sion/recall for Spanish-English ST models computed
on Fisher dev set. base indicates no transfer learning;
+asr are models trained by fine-tuning en-300h model
parameters. naive baseline indicates the score when we
predict the 15 most frequent English words in the train-
ing set.

previous results (Bansal et al., 2018) using the same
train/test splits, primarily due to better regulariza-
tion and modeling of subwords rather than words.
Yet transfer learning still substantially improves
over these strong baselines. For sp-en-20h, transfer
learning improves dev set BLEU from 10.8 to 19.9,
precision from 41% to 51%, and recall from 38%
to 49%. For sp-en-50h, transfer learning improves
BLEU from 23.3 to 27.8, precision from 54% to
58%, and recall from 51% to 56%.

Very low-resource: 10 hours or less of ST train-
ing data. Figure 2 shows that without transfer
learning, ST models trained on less than 10 hours of
data struggle to learn, with precision/recall scores
close to or below that of the naive baseline. But
with transfer learning, we see gains in precision
and recall of between 10 and 20 points.

We also see that with transfer learning, a model
trained on only 5 hours of ST data achieves a BLEU
of 9.1, nearly as good as the 10.8 of a model trained
on 20 hours of ST data without transfer learning. In
other words, fine-tuning an English ASR model—
which is relatively easy to obtain—produces similar
results to training an ST model on four times as

N = 0 2.5 5 10 20 50

base 0 2.1 1.8 2.1 10.8 22.7
+asr 0.5 5.7 9.1 14.5 20.2 28.2

Table 2: BLEU scores for Spanish-English ST on the
Fisher test set, using N hours of training data. base: no
transfer learning. +asr: using model parameters from
English ASR (en-300h).

Spanish super caliente pero muy bonito
English super hot but very nice

20h you support it but it was very nice
20h+asr you can get alright but it’s very nice
50h super expensive but very nice
50h+asr super hot but it’s very nice

Spanish sı́ y usted hace mucho tiempo que que vive aquı́
English yes and have you been living here a long time

20h yes i’ve been a long time what did you come here
20h+asr yes and you have a long time that you live here
50h yes you are a long time that you live here
50h+asr yes and have you been here long

Table 3: Example translations on selected sentences
from the Fisher development set, with stem-level n-
gram matches to the reference sentence underlined.
20h and 50h are Spanish-English models without pre-
training; 20h+asr and 50h+asr are pre-trained on 300
hours of English ASR.

much data, which may be difficult to obtain.
We even find that in the very low-resource setting

of just 2.5 hours of ST data, with transfer learning
the model achieves a precision/recall of around
30% and improves by more than 10 points over the
naive baseline. In very low-resource scenarios with
time constraints—such as in disaster relief—it is
possible that even this level of performance may
be useful, since it can be used to spot keywords in
speech and can be trained in just three hours.

Sample translations. Table 3 shows example
translations for models sp-en-20h and sp-en-50h
with and without transfer learning using en-300h.

Figure 3 shows the attention weights for the
last sample utterance in Table 3. For this utter-
ance, the Spanish and English text have a different
word order: mucho tiempo occurs in the middle of
the speech utterance, and its translation, long time,
is at the end of the English reference. Similarly,
vive aquı́ occurs at the end of the speech utterance,
while the translation, living here, is in the middle
of the English reference. The baseline sp-en-50h
model translates the words correctly but doesn’t get
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(a) 50h:baseline

(b) 50h:asr

Figure 3: Attention plots for the final example in Ta-
ble 3, using 50h models with and without pre-training.
The x-axis shows the reference Spanish word positions
in the input; the y-axis shows the predicted English sub-
words. In the reference, mucho tiempo is translated to
long time, and vive aquı́ to living here, but their order
is reversed, and this is reflected in (b).

the English word order right. With transfer learn-
ing, the model produces a shorter but still accurate
translation in the correct word order.

5.2 Analysis
To understand the source of these improvements,
we carried out a set of ablation experiments. For
most of these experiments, we focus on Spanish-
English ST with 20 hours of training data, with and
without transfer learning.

Transfer learning with selected parameters. In
our first set of experiments, we transferred all
parameters of the en-300h model, including the
speech encoder CNN and LSTM; the text decoder
embedding, LSTM and output layer parameters;
and attention parameters. To see which set of pa-
rameters has the most impact, we train the sp-en-
20h model by transferring only selected parameters
from en-300h, and randomly initializing the rest.

The results (Figure 4) show that transferring all
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Figure 4: Fisher development set training curves
(reported using BLEU) for sp-en-20h using selected
parameters from en-300h: none (base); encoder
CNN only (+asr:cnn); encoder CNN and LSTM only
(+asr:enc); decoder only (+asr:dec); and all: encoder,
attention, and decoder (+asr:all). These scores do not
use beam search and are therefore lower than the best
scores reported in Figure 2.

parameters is most effective, and that the speech
encoder parameters account for most of the gains.
We hypothesize that the encoder learns transferable
low-level acoustic features that normalize across
variability like speaker and channel differences to
better capture meaningful phonetic differences, and
that much of this learning is language-independent.
This hypothesis is supported by other work show-
ing the benefits of cross-lingual and multilingual
training for speech technology in low-resource tar-
get languages (Carlin et al., 2011; Jansen et al.,
2010; Deng et al., 2013; Vu et al., 2012; Thomas
et al., 2012; Cui et al., 2015; Alumäe et al., 2016;
Yuan et al., 2016; Renshaw et al., 2015; Hermann
and Goldwater, 2018).

By contrast, transferring only decoder param-
eters does not improve accuracy. Since decoder
parameters help when used in tandem with encoder
parameters, we suspect that the dependency in pa-
rameter training order might explain this: the trans-
ferred decoder parameters have been trained to ex-
pect particular input representations from the en-
coder, so transferring only the decoder parameters
without the encoder might not be useful.

Figure 4 also suggests that models make strong
gains early on in the training when using transfer
learning. The sp-en-20h model initialized with all
model parameters (+asr:all) from en-300h reaches
a higher BLEU score after just 5 epochs (2 hours)
of training than the model without transfer learn-
ing trained for 60 epochs/20 hours. This again can
be useful in disaster-recovery scenarios, where the
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Figure 5: Spanish-to-English BLEU scores on Fisher
dev set, with 0h (no transfer learning), 100h and 300h
of English ASR data used.

time to deploy a working system must be mini-
mized.

Amount of ASR data required. Figure 5 shows
the impact of increasing the amount of English
ASR data used on Spanish-English ST performance
for two models: sp-en-20h and sp-en-50h.

For sp-en-20h, we see that using en-100h im-
proves performance by almost 6 BLEU points. By
using more English ASR training data (en-300h)
model, the BLEU score increases by almost 9
points. However, for sp-en-50h, we only see im-
provements when using en-300h. This implies that
transfer learning is most useful when only a few
tens of hours of training data are available for ST.
As the amount of ST training data increases, the
benefits of transfer learning tail off, although it’s
possible that using even more monolingual data,
or improving the training at the ASR step, could
extend the benefits to larger ST data sets.

Impact of code-switching. We also tried using
the en-300h ASR model without any fine-tuning
to translate Spanish audio to English text. This
model achieved a BLEU score of 1.1, with a pre-
cision of 15 and recall of 21. The non-zero BLEU
score indicates that the model is matching some
4-grams in the reference. This seems to be due to
code-switching in the Fisher-Spanish speech data
set. Looking at the dev set utterances, we find
several examples where the Spanish transcriptions
match the English translations, indicating that the
speaker switched into English. For example, there
is an utterance whose Spanish transcription and
English translation are both “right yeah”, and this
English expression is indeed present in the source
audio. The English ASR model correctly trans-
lates this utterance, which is unsurprising since
the phrase “right yeah” occurs nearly 500 times in
Switchboard.

Overall, we find that in nearly 500 of the 4,000
development set utterances (14%), the Spanish
transcription and English translations share more
than half of their tokens, indicating likely code-
switching. This suggests that transfer learning from
English ASR models might help more than from
other languages. To isolate this effect from transfer
learning of language-independent speech features,
we carried out a further experiment.

5.3 Using French ASR to improve
Spanish-English ST

In this experiment, we pre-train using French ASR
data for a Spanish-English translation task. Here,
we can only transfer the speech encoder parameters,
and there should be little if any benefit due to code-
switching.

Because our French data set (20 hours) is much
smaller than our English one (300 hours), for a fair
comparison we used a 20 hour subset of the English
data for pre-training in this experiment. For both
the English and French models, we transferred only
the encoder parameters.

Table 4 shows that both the English and French
20-hour pre-trained models improve performance
on Spanish-English ST. The English model works
slightly better, as would be predicted given our dis-
cussion of code-switching, but the French model
is also useful, improving BLEU from 10.8 to 12.5.
This result strengthens the claim that ASR pre-
training on a completely distinct third language can
help low-resource ST. Presumably benefits would
be much greater if we used a larger ASR data set,
as we did with English above.

In this experiment, the French pre-trained model
used a French BPE output vocabulary, distinct from
the English BPE vocabulary used in the ST sys-
tem. In the future it would be interesting to try
combining the French and English text to create a
combined output vocabulary, which would allow
transferring both the encoder and decoder param-
eters, and may be useful for translating names or
cognates. More generally, it would also be pos-
sible to pre-train on multiple languages simulta-
neously using a shared BPE vocabulary. There is
evidence that speech features trained on multiple
languages transfer better than those trained on the
same amount of data from a single language (Her-
mann and Goldwater, 2018), so multilingual pre-
training for ST could improve results.
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baseline +fr-20h +en-20h

sp-en-20h 10.8 12.5 13.2

Table 4: Fisher dev set BLEU scores for sp-en-20h.
baseline: model without transfer learning. Last two
columns: Using encoder parameters from French ASR
(+fr-20h), and English ASR (+en-20h).

model pretrain BLEU Pr. Rec.

fr-top-8w – 0 23.5 22.2
fr-top-10w – 0 20.6 24.5

en-300h – 0 0.2 5.7
fr-20h – 0 4.1 3.2

mb-fr-4h

– 3.5 18.6 19.4
fr-20h 5.9 23.6 20.9

en-300h 5.3 23.5 22.6
en + fr 7.1 26.7 23.1

Table 5: Mboshi-to-French translation scores, with and
without ASR pre-training. Pr. is the precision, and
Rec. the recall score. fr-top-8w and fr-top-10w are
naive baselines that, respectively, predict the 8 or 10
most frequent training words. For en + fr, we use en-
coder parameters from en-300h and attention+decoder
parameters from fr-20h

6 Mboshi-French ST

Our final set of experiments test our transfer
method on ST for the low-resource language
Mboshi, where we have only 4 hours of ST training
data: Mboshi speech input paired with French text
output.

Table 5 shows the ST model scores for Mboshi-
French with and without using transfer learning.
The first two rows fr-top-8w, fr-top-10w, show pre-
cision and recall scores for the naive baselines
where we predict the top 8 or 10 most frequent
French words in the Mboshi-French training set.
These show that a precision/recall in the low 20s is
easy to achieve, although with no n-gram matches
(0 BLEU). The pre-trained ASR models by them-
selves (next two lines) are much worse.

The baseline model trained only on ST data actu-
ally has lower precision/recall than the naive base-
line, although its non-zero BLEU score indicates
that it is able to correctly predict some n-grams.
We see comparable precision/recall to the naive
baseline with improvements in BLEU by transfer-
ring either French ASR parameters (both encoder

and decoder, fr-20h) or English ASR parameters
(encoder only, en-300h).

Finally, to achieve the benefits of both the larger
training set size for the encoder and the matching
language of the decoder, we tried transferring the
encoding parameters from the en-300h model and
the decoding parameters from the fr-20h model.
This configuration (en+fr) gives us the best evalua-
tion scores on all metrics, and highlights the flexi-
bility of our framework. Nevertheless, the 4-hour
scenario is clearly a very challenging one.

7 Conclusion

This paper introduced the idea of pre-training an
end-to-end speech translation system involving a
low-resource language using ASR training data
from a higher-resource language. We showed that
large gains are possible: for example, we achieved
an improvement of 9 BLEU points for a Spanish-
English ST model with 20 hours of parallel data
and 300 hours of English ASR data. Moreover, the
pre-trained model trains faster than the baseline,
achieving higher BLEU in only a couple of hours,
while the baseline trains for more than a day.

We also showed that these methods can be
used effectively on a real low-resource language,
Mboshi, with only 4 hours of parallel data. The
very small size of the data set makes the task chal-
lenging, but by combining parameters from an
English encoder and French decoder, we outper-
formed baseline models to obtain a BLEU score of
7.1 and precision/recall of about 25%. We believe
ours is the first paper to report word-level BLEU
scores on this data set.

Our analysis indicates that, other things being
equal, transferring both encoder and decoder pa-
rameters works better than just transferring one or
the other. However, transferring the encoder pa-
rameters is where most of the benefit comes from.
Pre-training using a large ASR corpus from a mis-
matched language will therefore probably work bet-
ter than using a smaller ASR corpus that matches
the output language.

Our analysis suggests several avenues for further
exploration. On the speech side, it might be even
more effective to use multilingual training; or to
replace the MFCC input features with pre-trained
multilingual features, or features that are targeted to
low-resource multispeaker settings (Kamper et al.,
2015, 2017; Thomas et al., 2012; Cui et al., 2015;
Yuan et al., 2016; Renshaw et al., 2015). On
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the language modeling side, simply transferring
decoder parameters from an ASR model did not
work; it might work better to use pre-trained de-
coder parameters from a language model, as pro-
posed by Ramachandran et al. (2017), or shallow
fusion (Gülçehre et al., 2015; Toshniwal et al.,
2018a), which interpolates a pre-trained language
model during beam search. In these methods, the
decoder parameters are independent, and can there-
fore be used on their own. We plan to explore these
strategies in future work.
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Abstract

In this paper, we deploy binary stochastic neu-
ral autoencoder networks as models of infant
language learning in two typologically unre-
lated languages (Xitsonga and English). We
show that the drive to model auditory per-
cepts leads to latent clusters that partially align
with theory-driven phonemic categories. We
further evaluate the degree to which theory-
driven phonological features are encoded in
the latent bit patterns, finding that some (e.g.
[±approximant]), are well represented by the
network in both languages, while others (e.g.
[±spread glottis]) are less so. Together, these
findings suggest that many reliable cues to
phonemic structure are immediately available
to infants from bottom-up perceptual charac-
teristics alone, but that these cues must eventu-
ally be supplemented by top-down lexical and
phonotactic information to achieve adult-like
phone discrimination. Our results also suggest
differences in degree of perceptual availabil-
ity between features, yielding testable predic-
tions as to which features might depend more
or less heavily on top-down cues during child
language acquisition.

1 Introduction

Distinctive features like [±voice] and [±sonorant]
have been a core construct of phonological the-
ory for many decades (Trubetskoy, 1939; Jakob-
son et al., 1951; Chomsky and Halle, 1968;
Clements, 1985). They have been used in au-
tomatic speech recognition (Livescu and Glass,
2004), and psycholinguistic evidence suggests that
they are cognitively available during language ac-
quisition (Kuhl, 1980; White and Morgan, 2008).
Nonetheless, distinctive features are not directly
observed by humans; they are abstractions that
must be inferred from dense perceptual infor-
mation (sound waves) during language acquisi-
tion and comprehension, which raises questions

about how they are learned and recognized. In
adults, phonological comprehension is aided by
top-down lexical and phonotactic (i.e. sound se-
quencing) constraints. For example, the classic
phonemic restoration effect (Warren, 1970) shows
that adults infer missing phonemes from context
with such ease that they often fail to notice when
acoustic cues to phone identity are erased. How-
ever, infants first learning their phonemic cate-
gories have not yet acquired reliable top-down lex-
ical and phonotactic models and must rely more
heavily on bottom-up perceptual information. To
a learner faced with the immense challenge of dis-
covering structure in dense perceptual input, do
theory-driven phonological features “stand out” or
are they swamped by noise? In this paper, we ad-
dress this question using an unsupervised compu-
tational acquisition model.

Previous models of phonological category in-
duction have emphasized the importance of top-
down information (information about the con-
texts in which phonemes occur) (Peperkamp et al.,
2006; Swingley, 2009; Feldman et al., 2009a,
2013a,b; Moreton and Pater, 2012a,b; Martin
et al., 2013; Pater and Moreton, 2014; Frank
et al., 2014; Doyle et al., 2014; Doyle and Levy,
2016). But to prevent the acquisition process
from being circular, the learner cannot operate
solely on top-down information — the acoustic
signal must provide some evidence for the phone-
mic categories. We hypothesize that the same
must be true for at least some phonological fea-
tures (e.g. [±nasal], [±lateral]), but previous work
on unsupervised speech processing has inferred
phonological structure from spoken utterances us-
ing either (1) discrete transition-based architec-
tures (Varadarajan et al., 2008; Jansen and Church,
2011; Lee and Glass, 2012), which do attempt
to discover featurally-related natural classes, or
(2) continuous deep neural (Kamper et al., 2015,
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2017a; Renshaw et al., 2015) architectures, whose
internal representations are difficult to interpret.
Furthermore, these approaches do not separate the
contributions of top-down sequential information
from bottom-up acoustic properties of segments,
making it difficult to assess the relative importance
of these information sources throughout the acqui-
sition process.

By contrast, our model attends exclusively to
phone-internal acoustic patterns using a deep neu-
ral autoencoder with a discrete embedding space
composed of binary stochastic neurons (BSNs)
(Rosenblatt, 1958; Hinton, 2012; Bengio et al.,
2013; Courbariaux et al., 2016). BSNs allow us
to exploit (1) the interpretability of discrete repre-
sentations, (2) the decomposability of phone seg-
ments into phonological features, and (3) and the
power of deep neural function approximators to
relate percepts and their representations. Since ev-
ery token is labeled with a binary latent code, it is
possible to evaluate the model’s recovery not only
of phonological categories but also of phonologi-
cal features. Featural representations can encode
distributional facts about which processes apply
to which classes of sounds in ways that cross-cut
the phonological space, rather than simply group-
ing each segment with a set of similar neighbors
(LeCun et al., 2015). By focusing on the acoustic
properties of sounds themselves rather than their
sequencing in context, our model enables explo-
ration of two questions about the data available
to young learners whose training signal must pri-
marily be extracted from bottom-up perceptual in-
formation: (1) to what extent can phoneme cat-
egories emerge from a drive to model auditory
percepts, and (2) how perceptually available are
theory-driven phonological features (that is, how
easily can they be extracted directly from low-
level acoustic percepts)?

Our results show (a) that phonemic categories
emerge naturally but imperfectly from perceptual
reconstruction and (b) that theory-driven features
differ in their degree of perceptual availability. To-
gether, these findings suggest that many reliable
cues to phonemic structure are immediately avail-
able to infants from bottom-up perceptual char-
acteristics alone, but that these cues may eventu-
ally need to be supplemented by top-down lexical
and phonotactic information to achieve adult-like
phone discrimination (Feldman et al., 2013a; Pater
and Moreton, 2014). Our findings also suggest hy-

potheses as to precisely which kinds of phonologi-
cal features are more or less perceptually available
and therefore might depend more or less heav-
ily on top-down cues for acquisition. Such dif-
ferences might suggest relative timelines at which
different features might be appropriated in support
of phonemic, phonotactic, and lexical generaliza-
tion, providing a rich set of testable hypotheses
about child language acquisition.

2 Background and Related Work

2.1 Unsupervised Speech Processing

The present paper has a strong connection to re-
cent work on unsupervised speech processing, es-
pecially the Zerospeech 2015 (Versteegh et al.,
2015) and 2017 (Dunbar et al., 2017) shared tasks.
Participating systems (Badino et al., 2015; Ren-
shaw et al., 2015; Agenbag and Niesler, 2015;
Chen et al., 2015; Baljekar et al., 2015; Räsänen
et al., 2015; Lyzinski et al., 2015; Zeghidour et al.,
2016; Heck et al., 2016; Srivastava and Shrivas-
tava, 2016; Kamper et al., 2017b; Chen et al.,
2017; Yuan et al., 2017; Heck et al., 2017; Shi-
bata et al., 2017; Ansari et al., 2017a,b) perform
unsupervised ABX discrimination and/or spoken
term discovery on the basis of unlabeled speech
alone. The design and evaluation of these and
related systems (Kamper et al., 2015, 2017a; El-
sner and Shain, 2017; Räsänen et al., 2018) are
oriented toward word-level modeling. As such,
our focus on the perceptual availability of phono-
logical features is orthogonal to but complemen-
tary with this line of research. Since distinctive
features are important for indexing lexical con-
trasts, especially between highly confusable words
(e.g. onset voicing alone distinguishes sap and zap
in English), studying the perceptual availability
of distinctive features to an unsupervised learner
may help improve the design and analysis of low-
resource speech processing systems.

To our knowledge, the task most closely re-
lated to the current paper is unsupervised phone
discovery. Some studies in this tradition seg-
ment speech into phone-like units without cluster-
ing them (Dusan and Rabiner, 2006; Qiao et al.,
2008), while others cluster small subsets of pre-
segmented sounds (usually vowels) using para-
metric models (mixture-of-Gaussians) (Vallabha
et al., 2007; Feldman et al., 2013a; Antetomaso
et al., 2017). Further work combines these tasks
and extends the approach to cover the entire acous-
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tic space (Lee and Glass, 2012). However, for
a variety of reasons, the Lee and Glass (2012)
model does not straightforwardly support evalu-
ation of the perceptual availability of phonologi-
cal features. First, they do not quantitatively eval-
uate the discovered phoneme clusters. Second,
the model incorporates phonotactics through tran-
sition probabilities, making it difficult to disentan-
gle the contributions of top-down and bottom-up
information to the learning process. Third, the
clustering model is not feature-based, but instead
consists of atomic categories, each defining a dis-
tinct generative process for acoustics. This design
is at odds with the widely held view in linguis-
tic theory that phonemes are not inscrutable atoms
of the phonological grammar, but instead labels
for bundles of features that define natural classes
(Clements, 1985). Our approach is therefore more
appropriate to the question at hand.

2.2 Distinctive Features and Phonology
Acquisition

There is a great deal of evidence that many phono-
logical contrasts are perceptually available from a
very early stage (Eimas et al., 1971; Moffitt, 1971;
Trehub, 1973; Jusczyk and Derrah, 1987; Eimas
et al., 1987). However, studies of infant phone
discrimination typically use carefully-enunciated
laboratory stimuli, which have been shown to be
substantially easier to discriminate than phones in
naturalistic utterances (Feldman et al., 2013a; An-
tetomaso et al., 2017). It is thus likely that infer-
ring phone categories from acoustic evidence is
a persistently challenging task, and studies have
found language-specific tuning of the speech per-
ception system from fetal stages (Moon et al.,
2013) through the first year (Kuhl et al., 1992;
Werker and Tees, 1984) and even all the way into
the preteen years (Hazan and Barrett, 2000).

Experiments show that these contrasts are ex-
pressed, not simply as oppositions between par-
ticular categories, but as a featural system, even
in early infancy. Evidence of featural effects has
been found in the phone discrimination patterns of
both adults (Chládková et al., 2015) and infants
(Kuhl, 1980; Hillenbrand, 1985; White and Mor-
gan, 2008). Studies have also shown that infants
generalize new distinctions along featural dimen-
sions (Maye et al., 2008b; Cristià et al., 2011).
Given infants’ early detection and use of some fea-
tural contrasts, we hypothesize that there is strong

evidence in the acoustic signal for these distinc-
tions, which may then bootstrap the acquisition
of phonotactic and lexical patterns (Beckman and
Edwards, 2000).

Experiments also suggest asymmetries in the
perceptual availability of features. For example, a
consonant-vowel distinction appears to be an im-
portant early foothold in phonology acquisition:
vowel/consonant discrimination emerges early in
infant speech processing (Dehaene-Lambertz and
Dehaene, 1994), language-specificity in percep-
tion follows different timecourses for consonants
(Werker and Tees, 1984) and vowels (Kuhl et al.,
1992), and vowels and consonants play dis-
tinct roles in lexical access vs. rule discovery
in children (Nazzi, 2005; Pons and Toro, 2010;
Hochmann et al., 2011). Young infants have
also been shown to be sensitive to voicing con-
trasts (Lasky et al., 1975; Aslin et al., 1981; Maye
et al., 2008b). Features that distinguish consonant-
like from vowel-like segments or voiced from un-
voiced segments may thus be highly available to
young learners. Infants struggle by comparison
with other kinds of phone discrimination tasks,
including certain stop-fricative contrasts (Polka
et al., 2001) and certain place distinctions within
nasal (Narayan et al., 2010) and sibilant (Nit-
trouer, 2001; Cristià et al., 2011) segments. Even
adults struggle with fricative place discrimination
from strictly acoustic cues (McGuire and Babel,
2012). Similar asymmetries emerge from our un-
supervised learner, as shown in Section 4.2.

Our computational acquisition model comple-
ments this experimental research in several ways.
First, its internal representations, unlike those of
human infants, are open to detailed analysis, even
when exposed to naturalistic language stimuli.
Second, we can perform cross-linguistic compar-
isons using readily available corpora without re-
quiring access to a pool of human subjects in
each language community. Third, our model pro-
vides global and graded quantification of the per-
ceptual availability of distinctive features in natu-
ral speech, permitting us to explore relationships
between features in a way that is difficult to do
through experiments on infants, which are gener-
ally constrained to same-different contrasts over a
small set of manipulations.
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2.3 Cognition and the BSN Autoencoder

The reconstruction objective used here is not
merely a convenient supervision signal. There
is reason to believe that people actively model
their perceptual worlds (Mamassian et al., 2002;
Feldman, 2012; Singer et al., 2018; Yan et al.,
2018), and autoassociative structures have been
found in several brain areas (Treves and Rolls,
1991; Rolls and Treves, 1998). There is also ev-
idence that phonetic comprehension and produc-
tion can be acquired symbiotically through a sen-
sorimotor loop relating acoustic perception and
articulator movements (Houde and Jordan, 1998;
Fadiga et al., 2002; Watkins et al., 2003; Wil-
son et al., 2004; Pulvermüller et al., 2006; Kröger
et al., 2009; Bolhuis et al., 2010; Kröger and Cao,
2015; Bekolay, 2016). Finally, evidence suggests
that working memory limitations impose compres-
sion pressures on the perceptual system that favor
sparse representations of dense acoustic percepts
(Baddeley and Hitch, 1974) and may guide infant
language acquisition (Baddeley et al., 1998; El-
sner and Shain, 2017). It is thus reasonable to sup-
pose that perceptual reconstruction — such as that
implemented by an autoencoder architecture — is
immediately available as a learning signal to in-
fants who still lack reliable guidance from phono-
tactics or the lexicon.

Our use of BSNs follows the spirit of the ear-
liest work on artificial neural networks (Rosen-
blatt, 1958). Rosenblatt’s perceptron was de-
signed to study learning and decision-making in
the brain and therefore used binary neurons to
model the discrete firing behavior of their bio-
logical counterparts. This tradition has been re-
placed in deep learning research with differen-
tiable activation functions that support supervised
learning through backpropagation of error but are
less biologically plausible. Our work takes advan-
tage of the development of effective estimators for
the gradients of discrete neurons (Williams, 1992;
Hinton, 2012; Bengio et al., 2013; Courbariaux
et al., 2016; Chung et al., 2017) to wed these two
traditions, exploiting BSNs to encode the learner’s
latent representation of auditory percepts and deep
networks to map between percepts and their latent
representations. In addition to the greater similar-
ity of BSNs to biological neurons, the use of dis-
crete featural representations is motivated by ex-
perimental evidence that human phone perception
(including that of infants) is both featural (White

and Morgan, 2008; Chládková et al., 2015) and
categorical (Liberman et al., 1961; Eimas et al.,
1987; Harnad, 2003; Feldman et al., 2009b).

Experiments reported here use an 8-bit binary
segment encoding. Eight bits is the the lower
bound on binary encodings that are sufficiently
expressive to capture all segmental contrasts in
any known language (Mielke, 2009). Although
theory-driven taxonomies generally contain more
than eight distinctive features, these taxonomies
are known to be highly redundant (Cherry et al.,
1953). For example, the phonological featuriza-
tion of the Xitsonga segments analyzed in our
experiments contains 26 theory-driven features
(Hayes, 2011; Hall et al., 2016), yielding up to
226 = 67108864 distinct segment categories, far
more than the number of known segment types in
Xitsonga or even the number of training instances
in our data. By entailment, any representation that
can identify all segment types in a language can
also identify all featural contrasts that discriminate
those types, regardless of how the feature space is
factored. For this reason, we consider a phono-
logical feature to be represented if it can be de-
tected by an arbitrary function of the latent bits
(Section 4.2), without assuming that the true and
discovered feature spaces will factor identically.

2.4 Supervised Acoustic Feature Learning

Our study shares an interest in phonological fea-
tures with previous work in automatic speech
recognition attempting to discover mappings be-
tween acoustics and hand-labeled featural rep-
resentations (Liu, 1996; Bitar and Espy-Wilson,
1996; Frankel and King, 2001; Kirchhoff et al.,
2002; Livescu and Glass, 2004; Mitra et al., 2011,
inter alia). While these results provide evidence
that such a mapping is indeed learnable in an ora-
cle setting, they rely on a supervision signal (direct
annotation of the target representations) to which
children do not have access. Our unsupervised
approach measures perceptual availability of fea-
tures in a more realistic learning scenario.

3 Experimental Setup

3.1 Model

The simulated learner used in this study is a deep
neural autoencoder with an 8-bit layer of BSNs
as its principle information bottleneck, depicted in
Figure 1. The model processes a given phone seg-
ment by encoding the segment’s acoustic informa-
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Figure 1: The binary stochastic neural autoencoder ar-
chitecture with encoder layers E1,...,e and decoder lay-
ers D1,...,d. For expository purposes, acoustics are rep-
resented as pressure waves. In reality, the system uses
frames of Mel frequency cepstral coefficients.

tion into a bit pattern and then reconstructing the
acoustic information from the encoded bit pattern.
It is thus incentivized to use the latent bits in a
systematic featural manner, encoding similar seg-
ments in similar ways.

The encoder and decoder are both deep feed-
foward residual networks (He et al., 2016).1 To
enable feedforward autoencoding of sequential
data, phone segments are clipped at 50 timesteps
(500ms), providing complete coverage of over
99% of the phone segments in each corpus. Given
F -dimensional input acoustic frames and a maxi-
mum input length of M timesteps, the weight ma-
trix of each encoder layer is ∈ RFM×FM except
the final layer (∈ RFM×8). Given R-dimensional
reconstructed acoustic frames and a maximum
output length of N timesteps, the weight matrix
of each decoder layer is ∈ RRN×RN except the
first layer (∈ R8×RN ). Both the encoder and de-
coder contain initial and final dense transforma-
tion layers, with three residual layers in between.
Each residual layer contains two dense layers. All
internal layers use tanh activations and are batch-
normalized with a decay rate of 0.9 (Ioffe and
Szegedy, 2015).

Given that the capacity for speaker adaptation
— short-term accommodation of idiosyncrasies in
individuals’ productions — has been shown for

1Feedforward networks are used both for computational
reasons and because they dramatically outperformed recur-
rent networks in initial experiments, especially when RNN’s
were used for decoding. We hypothesize that this is due to
the lack of direct access to the encoder timesteps, such as
that permitted by sequence to sequence models with attention
(Bahdanau et al., 2015). Attention is not viable for our goals
because it defeats the purposes of an autoencoder by allowing
the decoder to bypass the encoder’s latent representation.

both adults (Clarke and Garrett, 2004; Maye et al.,
2008a) and children (Kuhl, 1979; van Heugten
and Johnson, 2014), we equip the models with a
16-dimensional speaker embedding, which is con-
catenated both to the acoustic input frames and to
the latent bit vector.

Each BSN of the latent encoding is associated
with a firing probability ∈ [0, 1] parameterized by
the encoder network. The neural activation can
be discretized either deterministically or by sam-
pling. The use of BSNs to encode segments is
a problem for gradient-based optimization since
it introduces a non-differentiable discrete deci-
sion into the network’s latent structure. We over-
come this problem by approximating missing gra-
dients using the straight-through estimator (Hin-
ton, 2012; Bengio et al., 2013; Courbariaux et al.,
2016) with slope-annealing (Chung et al., 2017).
Slope annealing multiplies the pre-activations a by
a monotonically increasing function of the training
iteration t, incrementally decreasing the bias of the
straight-through estimator. We use the following
annealing function:

a← a(1 + 0.1t)

We discretize the latent dimensions using
Bernoulli sampling during training and threshold-
ing at 0.5 during evaluation.

The models are implemented in Tensorflow
(Abadi et al., 2015) and optimized using Adam
(Kingma and Ba, 2014) for 150 training epochs
with a constant learning rate of 0.001. The source
code is available at https://github.com/
coryshain/dnnseg.

3.2 Data

We apply our model to the Xitsonga and English
speech data from the Zerospeech 2015 shared
task. The Xitsonga data are drawn from the
NCHLT corpus (De Vries et al., 2014) and contain
2h29m07s of read speech from 24 speakers. The
English data are drawn from the Buckeye Corpus
(Pitt et al., 2005) and contain 4h59m05s of conver-
sational speech from 12 speakers. While neither
of these corpora represent child-directed speech,
they both consist of fluently produced word to-
kens in context, rather than isolated productions
as in many previous laboratory studies with infants
(Eimas et al., 1971; Werker and Tees, 1984; Kuhl
et al., 1992, inter alia). We pre-segment the audio
files using time-aligned phone transcriptions pro-
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Xitsonga English
Model H C V H C V

Baseline 0.023 0.013 0.016 0.006 0.004 0.005
Sigmoid 0.281 0.191 0.227 0.246 0.166 0.198

Sigmoid+Speaker 0.302 0.185 0.230 0.205 0.180 0.192
BSN 0.360 0.206 0.262 0.240 0.161 0.193

Our model (BSN+Speaker) 0.462 0.268 0.339 0.270 0.180 0.216

Table 1: Phone clustering scores. Homogeneity (H), completeness (C) and V-measure (V) across the Zerospeech
2015 Xitsonga and English challenge datasets.

vided in the challenge repository. The gold seg-
ment labels are used in clustering evaluation met-
rics, but the unsupervised learner never has access
to them. Data selection criteria and annotation
procedures are are described in more detail in Ver-
steegh et al. (2015).

Prior to fitting, we apply a standard spectral pre-
processing pipeline from automatic speech recog-
nition: raw acoustic signals are converted into 13-
dimensional vectors of Mel frequency cepstral co-
efficients (MFCCs) (Mermelstein, 1976) with first
and second order deltas, yielding 39-dimensional
frames sequenced in time. Each frame covers
25ms of speech, and frames are spaced 10ms
apart. The deltas are used by the encoder but
stripped from the reconstruction targets. Fol-
lowing preceding work showing improved un-
supervised clustering when segments are given
fixed-dimensional acoustic representations, thus
abstracting away from the variable temporal dila-
tion in natural speech (Kamper et al., 2017a,b), we
resample all reconstruction targets to a length of
25 frames.

This pipeline instantiates some standard as-
sumptions about the perceptual representations
underlying human speech processing. Alterna-
tive representations — for instance, articulatory
representations (Liu, 1996; Frankel and King,
2001; Kirchhoff et al., 2002; Livescu and Glass,
2004) or other spectral transforms (Zwicker, 1961;
Makhoul, 1975; Hermansky, 1990; Hermansky
et al., 1991; Coifman and Wickerhauser, 1992;
Shao et al., 2009) — have been proposed as alter-
natives to MFCCs. Our results concerning percep-
tual availability are of course tied to our input rep-
resentation, since phenomena that are poorly dis-
tinguished by MFCCs have less effect on our au-
toencoder loss function. Nonetheless, MFCCs are
known to produce high-quality supervised speech
recognizers (Zheng et al., 2001; Hinton et al.,
2012), and we therefore leave optimization of the
representation of speech features to future work.

4 Results and Discussion

4.1 Phonemic Categories Partially Emerge
from Modeling Auditory Percepts

(a) Xitsonga (b) English

Figure 2: Mean activation pattern by gold segment la-
bel from the BSN model with speaker embeddings,
with darker color indexing higher average activation.

The first research question posed in the intro-
duction was to what extent theory-driven phoneme
categories emerge from a drive to model audi-
tory percepts. We explore this question by eval-
uating the degree of correspondence between the
autoencoder hidden states and the gold phone la-
bels. Table 1 reports learning outcomes using
the information theoretic measures homogeneity
(H), completeness (C), and V-measure (V) for
unsupervised cluster evaluation (Rosenberg and
Hirschberg, 2007). All three metrics range over
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the interval [0, 1], with 1 indexing perfect perfor-
mance. As shown in the table, our model yields
dramatically better clustering performance than a
random baseline that uniformly draws cluster IDs
from a pool of 256 categories: we obtain 2118%
and 4500% relative V-measure improvements in
Xitsonga and English, respectively. At the same
time, clustering performance is far from perfect.
This result indicates that perceptual modeling —
an immediately-available learning signal in infant
language acquisition — both (1) drives the learner
a long way toward phoneme acquisition, and (2)
is insufficient to fully identify phone categories in
our learners. One likely explanation for the lat-
ter is evidence from cognitive science that phono-
tactic and lexical information (to which our learn-
ers do not have access) supplement perception as
the acquisition process unfolds (Feldman et al.,
2013a; Pater and Moreton, 2014).

The middle rows of Table 1 show ablation re-
sults from using non-discrete sigmoid neurons
rather than BSNs in the encoding layer (Sigmoid
vs. BSN)2 and/or removing the speaker adapta-
tion feature (i.e. removing speaker embeddings).
As shown, the classification performance of our
model benefits substantially from the use of BSN
encodings with speaker adaptation, especially on
Xitsonga. Note that the reconstruction losses of
the sigmoid encoders are better than those of the
BSN encoders despite their degraded classification
performance. This is to be expected: sigmoid neu-
rons have greater representational capacity than
binary neurons, since they can encode information
through continuous gradations. They are therefore
more capable of memorizing idiosyncratic prop-
erties of the input and are less incentivized to dis-
cover generalizable latent classes. The ablation re-
sults thus suggest that speaker adaptation and cat-
egorical perception support the discovery of lin-
guistically relevant abstractions.

4.2 Distinctive Features Differ in Perceptual
Availability

The second research question posed in the intro-
duction was to what extent distinctive features
differ in perceptual availability. We explore this
question in two ways.

First, we qualitatively assess the linguistic plau-
sibility of the natural clustering in the latent

2To obtain class labels from the sigmoid encoder, we
rounded the activations. Rounding was only used for eval-
uation and had no impact on the fitting procedure.

bits. Figure 2 visualizes this clustering based
on correlations between the average of the bit
patterns across all instances of each gold phone
type for both datasets. If the unsupervised clas-
sifier ignored phonological structure altogether,
the plots would be roughly uniform in color, and
if the unsupervised classifier perfectly identified
phonemes, the plots would consist entirely of fully
light or fully dark cells, with unique bit patterns
associated with each phone type. As shown, the
reality falls in between: while the visualized clas-
sifications are far from perfect, they nonetheless
contain a great deal of structure and suggest the
presence of rough natural classes in both lan-
guages, especially of affricates, nasals, sibilants,
and approximants. Our learners also replicate
infants’ difficulty in discriminating some nasal
and fricative place features (Polka et al., 2001;
Nittrouer, 2001; Narayan et al., 2010), assigning
highly similar representations to many subtypes of
nasals and fricatives across places of articulation
(see e.g. similar mean bit patterns of /n/ vs. /n/ and
/s/ vs. /s/ in both languages).

Second, we quantitatively evaluate the degree
to which theory-driven features like [±voice] are
recoverable from the network’s latent represen-
tations. To do so, we map gold phone la-
bels into binary distinctive feature clusters from
Hayes (2011) using Phonological CorpusTools
(Hall et al., 2016). One possible form of analysis
would be to search for individual correspondences
between distinctive features and the model’s latent
dimensions. However, this is likely to underes-
timate the degree of feature learning because the
deep decoder can learn arbitrary logics on the la-
tent bit patterns, a necessary property for fitting
complex non-linear mappings from latent features
to acoustics. We instead evaluate distinctive fea-
ture discovery by fitting random forest classifiers
that predict theory-driven features using the latent
bit patterns as inputs. We can then use classifier
performance to assess the degree to which a given
distinctive feature can be recovered by a logical
statement on the network’s latent bits. The clas-
sifiers were fitted using 5-fold cross-validation in
Scikit-learn (Pedregosa et al., 2011) with 100 esti-
mators, balanced class weighting, and an entropy-
based split criterion.

Results are given in Tables 2 and 3. As shown,
(1) there are large differences in perceptual avail-
ability between features, and (2) relative avail-
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Feature P R F
voice 0.9767 0.9033 0.9386

sonorant 0.9249 0.9085 0.9166
continuant 0.9492 0.7936 0.8645

consonantal 0.8314 0.8915 0.8604
approximant 0.8998 0.8192 0.8576

syllabic 0.8278 0.8523 0.8398
dorsal 0.8935 0.7703 0.8273

strident 0.6991 0.9594 0.8089
low 0.7175 0.8978 0.7976

front 0.6590 0.8101 0.7268
high 0.5875 0.7882 0.6732
back 0.5352 0.8527 0.6577

round 0.5332 0.8551 0.6568
labial 0.5669 0.7725 0.6539

coronal 0.5382 0.8301 0.6530
tense 0.5208 0.8115 0.6344

delayed release 0.5468 0.7226 0.6225
anterior 0.4078 0.8355 0.5481

nasal 0.3635 0.8796 0.5144
distributed 0.2459 0.8537 0.3819

constricted glottis 0.1762 0.9007 0.2948
lateral 0.1536 0.8062 0.2581

labiodental 0.0934 0.7980 0.1672
trill 0.0809 0.7401 0.1458

spread glottis 0.0671 0.5856 0.1204
implosive 0.0041 0.4041 0.0081

Table 2: Perceptual availability by feature in Xitsonga

Feature P R F
voice 0.9244 0.8567 0.8893

sonorant 0.8544 0.8862 0.8700
approximant 0.8005 0.8370 0.8183

continuant 0.8577 0.7669 0.8098
consonantal 0.8249 0.7357 0.7777

syllabic 0.6624 0.8426 0.7417
dorsal 0.7046 0.7114 0.7080

strident 0.5505 0.9027 0.6839
coronal 0.5758 0.7066 0.6345
anterior 0.5251 0.7280 0.6101

delayed release 0.4413 0.7374 0.5521
front 0.4322 0.7407 0.5459
high 0.3841 0.6931 0.4943

tense 0.3275 0.7101 0.4483
back 0.3128 0.7504 0.4416
nasal 0.2796 0.7544 0.4080
labial 0.2541 0.7077 0.3739

low 0.2410 0.7787 0.3680
distributed 0.2203 0.6881 0.3337
diphthong 0.2039 0.8051 0.3254

round 0.1665 0.7012 0.2692
lateral 0.1484 0.8333 0.2519

labiodental 0.0787 0.6756 0.1410
spread glottis 0.0377 0.6683 0.0714

Table 3: Perceptual availability by feature in English

ability of features is remarkably consistent be-
tween these unrelated languages, suggesting that
the models are tapping into generalized percep-
tual patterns. The best-learned feature in both lan-
guages is [±voice], which is consistent with early
evidence of voicing sensitivity in infants (see Sec-
tion 2.2). Below this, the features [±sonorant],
[±continuant], [±consonantal], [±approximant],
and [±syllabic] are faithfully recovered in both
languages. All of these features distinguish
prototypical consonants from prototypical vow-
els but differ in their treatment of edge cases
like nasals, liquids, and glides. Thus, sim-
ilarly to the infant subjects discussed in Sec-
tion 2.2, the model finds the consonant-vowel
contrast to be highly available. Like human
infants, our computational learner finds certain
consonantal place and manner features relatively
more difficult, although the features [±dorsal],
[±coronal], [±strident] and [±delayed release]
are also fairly well recovered in both languages.
By contrast, both models poorly capture features
like [±lateral], [±labiodental], [±distributed],
[±nasal], [±constricted glottis], [±spread glottis],
and [±implosive],3 suggesting that these features
are more difficult to discover bottom-up and may

3Delayed release: affricates, constricted glottis: ejectives;
spread glottis: glottal frication (e.g. aspirated stops).

therefore be more dependent on phonotactic and
lexical constraints for acquisition.4 This finding
aligns with the acquisition literature in suggesting
that there may be substantial differences in percep-
tual availability between different place and man-
ner features (see Section 2.2).

In addition to these cross-linguistic similarities,
the models also reveal important differences be-
tween Xitsonga and English. For example, the two
languages differ in the relative availability of fea-
tures that distinguish vowels vs. features that dis-
tinguish consonants. In English, vowel features
like [±front], [±high], and [±back] are substan-
tially less well learned than consonant features
like [±coronal], [±anterior], and [±delayed re-
lease], while the opposite holds in Xitsonga. We
hypothesize that this is due to the fact that there
are more vowels and fewer consonants in English
than in Xitsonga: having fewer distinctions might
reduce the degree of “crowding“ in the articula-
tory space, increasing perceptual contrast between
phone types (Liljencrants and Lindblom, 1972).

4Note that we are not suggesting that e.g. [±spread glot-
tis] cannot be detected in speech. Our claim is rather that
acoustic cues to [±spread glottis] are less pronounced and/or
less reliable than cues to e.g. [±voice] and therefore perhaps
more difficult to exploit in early infancy, since our autoen-
coder model does not find them particularly useful for per-
ceptual reconstruction.
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Finally, note that the cluster maps in Figure 2
and the feature recovery data in Tables 2 and 3 pro-
vide complementary perspectives on the learned
representations. For example, it may at first seem
surprising that the feature [±nasal] is recovered
relatively poorly in both languages, given that
nasals are well clustered in Figure 2. This discrep-
ancy indicates that nasal segments are represented
similarly to each other but also similarly enough to
other segments that they are not reliably differen-
tiated as a class. Conversely, the voicing feature is
well recovered in both languages despite the lack
of a visible cluster of voiced segments. This indi-
cates that voicing is reliably encoded in the latent
bits, even if the representation as a whole is domi-
nated by other kinds of information.

5 Conclusion

In this paper, we used binary stochastic neural au-
toencoders to explore the perceptual availability
of (1) theory-driven phonemic categories and (2)
theory-driven phonological features, based only
on the acoustic properties of segments. We found
that phonemic categories exert substantial influ-
ence on a learner driven to model its auditory
percepts, but that additional information — es-
pecially phonotactic and lexical (Feldman et al.,
2013a) — is likely necessary for full adult-like
phone discrimination. We also found asymmetries
in the perceptual availability of phonological fea-
tures like [±voice] and [±nasal] and showed that
these asymmetries reflect attested patterns of in-
fant phone discrimination. Our model both repli-
cates broad trends in the child acquisition litera-
ture (successful consonant-vowel and voicing dis-
crimination, relatively less successful discrimina-
tion of various place and manner features) and
sheds new light on potential relationships between
auditory perception and language acquisition: the
overall cline of perceptual availability revealed by
the model in Tables 2 and 3 suggests a range of
testable hypotheses about the role of perception in
infant speech processing.
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Katerina Chládková, Paul Boersma, Titia Benders, and
others. 2015. The perceptual basis of the feature
vowel height. In ICPhS.

Noam Chomsky and Morris Halle. 1968. The Sound
Pattern of English. Harper \& Row.

Junyoung Chung, Sungjin Ahn, and Yoshua Bengio.
2017. Hierarchical Multiscale Recurrent Neural
Networks. In International Conference on Learning
Representations 2017.

Constance M Clarke and Merrill F Garrett. 2004.
Rapid adaptation to foreign-accented English. The
Journal of the Acoustical Society of America,
116(6):3647–3658.

George N Clements. 1985. The geometry of phonolog-
ical features. Phonology, 2(1):225–252.

Ronald R Coifman and M Victor Wickerhauser.
1992. Entropy-based algorithms for best basis se-
lection. IEEE Transactions on information theory,
38(2):713–718.

Matthieu Courbariaux, Itay Hubara, Daniel Soudry,
Ran El-Yaniv, and Yoshua Bengio. 2016. Bina-
rized neural networks: Training deep neural net-
works with weights and activations constrained to+
1 or-1. arXiv preprint arXiv:1602.02830.
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A Phonological feature definitions

We adopt the phonological feature definitions pre-
sented in Hayes (2011). For full exposition of the
features and their motivations, we refer readers to
the source. However, for convenience, we provide
the following brief (and in some cases oversimpli-
fied) definitions based on Hayes (2011):

• syllabic: Vowels are [+syllabic], others are
[-syllabic]

• consonantal: Vowels and glides are
[-consonantal], others are [+consonantal]

• approximant: Vowels, liquids, and
glides are [+approximant], others are
[-approximant]
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(a) Phonemes (b) Features

Figure 3: Xitsonga phoneme and feature distributions.

• sonorant: Vowels, liquids, glides, and nasals
are [+sonorant], others are [-sonorant]

• continuant: Stops and affricates are
[-continuant], others are [+continuant]

• delayed release: Affricates and frica-
tives are [+delayed release], others are
[-delayed release]

• trill: Trills are [+trill], others are [-trill]

• front: Front vowels and fronted velars are
[+front], others are [-front]

• back: Back vowels and back velars are
[+back], others are [-back]

• high: High vowels and velars are [+high],
others are [-high]

• low: Low vowels and pharyngeals are
[+low], others are [-low]

• tense: Tense vowels are [+tense], others are
[-tense]

• round: Rounded vowels and rounded labial
consonants are [+round], others are [-round]

• nasal: Nasal consonants and (contrastively)
nasalized vowels are [+nasal], others are

[-nasal]

• labial: Sounds articulated with the lips are
[+labial], others are [-labial]

• coronal: Sounds articulated with the tongue
blade/tip are [+coronal], others are [-coronal]

• dorsal: Sounds articulated with the tongue
body are [+dorsal], others are [-dorsal]

• anterior: Coronals articulated at the alveo-
lar ridge or forward are [+anterior], others are
[-anterior]

• distributed: Coronals articulated with the
tongue blade are [+distributed], others are
[-distributed]

• strident: Sibilants (i.e. coronal fricatives
and affricates) are [+strident], others are
[-strident]

• lateral: Sounds with lateral oral closure
(open at edges, like [l]) are [+lateral], others
are [-lateral]

• labiodental: Sounds that are articulated by
touching the lower lip to the upper teeth are
[+labiodental], others are [-labiodental]
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(a) Phonemes (b) Features

Figure 4: English phoneme and feature distributions.

• voice: Voiced sounds are [+voice], others are
[-voice]

• spread glottis: [h], [h], and (contrastively)
aspirated consonants are [+spread glottis],
others are [-spread glottis]

• constricted glottis: Ejectives and glottal
stops are [+constricted glottis], others are
[-constricted glottis]

• implosive: Implosives are [+implosive], oth-
ers are [-implosive]

B Xitsonga Phoneme Featurization

To the best of our knowledge, the gold Xitsonga
phone transcriptions provided by the Zerospeech
2015 dataset use a non-standard pronunciation al-
phabet that is undocumented but isomorphic to the
NCHLT transcription convention. In order to ex-
tract distinctive features for the Xitsonga phone
labels, we hand-mapped the Zerospeech labels
onto NCHLT labels by cross-referencing the Ze-
rospeech phone sequences, the Zerospeech ortho-
graphic word sequences, and the NCHLT pronun-
ciation dictionary, searching for systematic cor-
respondences between Zerospeech and NCHLT

transcription practices. Once the Zerospeech-to-
NCHLT mapping was obtained, we used the In-
ternational Phonetic Alphabet (IPA) phone labels
provided by NCHLT to look up distinctive fea-
tures in the Phonological CorpusTools (PCT) fea-
ture maps (Hall et al., 2016). Some IPA labels
from NCHLT were not found in the PCT database,
and for those we used the following featurization
rules:

• Consonants with palatal offglides: We used
the features associated with the non-offglide
consonant and switched on the approximant,
dorsal, high, front, and tense features.

• Aspirated consonants: We used the features
associated with the non-aspirated consonant
and switched on the spread glottis feature.

• Ejective consonants: We used the features
associated with the non-ejective consonant
and switched on the constricted glottis fea-
ture.

• Voiceless alveolar lateral stops: We used
the features associated with voiceless alveo-
lar lateral affricates and switched off the de-
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layed release feature.

Our hand-made symbol correspondences and fea-
turizations are distributed with this project’s code
repository.

C Phoneme and feature distributions

For reference, counts of phonemes and features by
corpus are plotted in Figures 3 and 4. Note that the
feature counts are generally larger because multi-
ple features can be true of any one segment.
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Abstract

Disfluencies in spontaneous speech are known
to be associated with prosodic disruptions.
However, most algorithms for disfluency de-
tection use only word transcripts. Integrating
prosodic cues has proved difficult because of
the many sources of variability affecting the
acoustic correlates. This paper introduces a
new approach to extracting acoustic-prosodic
cues using text-based distributional prediction
of acoustic cues to derive vector z-score fea-
tures (innovations). We explore both early and
late fusion techniques for integrating text and
prosody, showing gains over a high-accuracy
text-only model.

1 Introduction

Speech disfluencies are frequent events in sponta-
neous speech. The rate of disfluencies varies with
the speaker and context; one study observed dis-
fluencies once in every 20 words, affecting up to
one third of utterances (Shriberg, 1994). Disflu-
encies are important to account for, both because
of the challenge that the disrupted grammatical
flow poses for natural language processing of spo-
ken transcripts and because of the information that
they provide about the speaker.

Most work on disfluency detection builds on the
framework that annotates a disfluency in terms of a
reparandum followed by an interruption point (+),
an optional interregnum ({ }), and then the repair,
if any. A few simple examples are given below:
[ it’s + {uh} it’s] almost...
[ was it, + {I mean} , did you ] put...
[I just + I] enjoy working...
[By + ] it was attached to...

Based on the similarity/differences between the
reparandum and the repair, disfluencies are often
categorized into three types: repetition (the first
example), rephrase (the next example), and restart
(the last example).

The interruption point is associated with a dis-
ruption in the realization of a prosodic phrase,
which could involve cutting words off or elon-
gation associated with hesitation, followed by a
prosodic reset at the start of the repair. There may
also be emphasis in the repair to highlight the cor-
rection.

Researchers have been working on automatic
disfluency detection for many years (Lickley,
1994; Shriberg et al., 1997; Charniak and Johnson,
2001; Johnson and Charniak, 2004; Lease et al.,
2006; Qian and Liu, 2013; Zayats et al., 2016),
motivated in part by early work on parsing speech
that assumed reliable detection of the interruption
point (Nakatani and Hirschberg, 1994; Shriberg
and Stolcke, 1997; Liu et al., 2006). The first ef-
forts to integrate prosody with word cues for dis-
fluency detection (Baron et al., 2002; Snover et al.,
2004) found gains from using prosody, but word
cues played the primary role. In subsequent work
(Qian and Liu, 2013; Honnibal and Johnson, 2014;
Wang et al., 2017), more effective models of word
transcripts have been the main source of perfor-
mance gains. The success of recent neural network
systems raises the question of what the role is for
prosody in future work. In the next section, we
hypothesize where prosody might help and look at
the relative frequency of these cases and the per-
formance of a high accuracy disfluency detection
algorithm in these contexts.

With the premise that there is a potential for
prosody to benefit disfluency detection, we then
propose a new approach to extracting prosodic fea-
tures. A major challenge for all efforts to incor-
porate prosodic cues in spoken language under-
standing is the substantial variability in the acous-
tic correlates of prosody. For example, dura-
tion cues are expected to be useful – disfluencies
are often associated with duration lengthening re-
lated to hesitation. However, duration varies with
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phonetic context, word function, prosodic phrase
structure, speaking rate, etc. To account for some
of this variability, various feature normalization
techniques are used, but typically these account
for only limited contexts, e.g. phonetic context
for duration or speaker pitch range for fundamen-
tal frequency. In our work, we introduce a mech-
anism for normalization using the full sentence
context. We train a sequential neural prediction
model to estimate distributions of acoustic fea-
tures for each word, given the word sequence of a
sentence. Then, the actual observed acoustic fea-
ture is used to find the prediction error, normalized
by the estimated variance. We refer to the result-
ing features as innovations, which can be thought
of as a non-linear version of the innovations in
a Kalman filter. The innovations will be large
when the acoustic cues do not reflect the expected
prosodic structure, such as during hesitations, dis-
fluencies, and contrastive or emphatic stress. The
idea is to provide prosodic cues that are less re-
dundant with the textual cues. We assess the new
prosodic features in experiments on disfluency de-
tection using the Switchboard corpus, exploring
both early and late fusion techniques to integrate
innovations with text features. Our analysis shows
that prosody does help with detecting some of the
more difficult types of disfluencies.

This paper has three main contributions. First,
our analysis of a high performance disfluency de-
tection algorithm confirms hypotheses about con-
texts where text-only models have high error rates.
Second, we introduce a novel representation of
prosodic cues, i.e. the innovation vector result-
ing from predicting prosodic cues given the whole
sentence context. Analyses of the innovation
distributions show expected patterns of prosodic
cues at interruption points. Finally, we demon-
strate improved disfluency detection performance
on Switchboard by integrating prosody and text-
based features in a neural network architecture,
while comparing early and late fusion approaches.

2 How Might Prosody Help?

Disfluency detection algorithms based on text
alone rely on the fact that disfluencies often in-
volve parallel syntactic structure in the reparan-
dum and the repair, as illustrated in the previous
examples. In these cases, pattern match provides a
strong cue to the disfluency. In addition, ungram-
matical function word sequences are frequently

Reparandum Length % in
Type 1-2 3-5 6-8 8+ type
repetition 1894 419 12 1 46%
rephrase 794 585 66 – 28%
restart 196 14 – – 4%
nested* 149 262 158 118 13%

Table 1: Total word counts associated with reparanda
of different lengths and types of disfluencies. *Counts
for nested disfluencies exclude repetition tokens.

Reparandum Length
Type 1-2 3-5 6-8 8+ overall
repetition 0.99 0.99 1 1 0.99
rephrase 0.75 0.66 0.44 – 0.70
restart 0.41 0 – – 0.39
nested∗ 0.79 0.66 0.62 0.21 0.62

Table 2: Percent of reparandum tokens that were cor-
rectly predicted as disfluent. *Statistics for nested dis-
fluencies exclude repetition tokens.

associated with disfluencies, and these are rela-
tively easy for a text-based model to learn. In some
cases, an interregnum word (or words) provides a
word cue to the interruption point. In the Switch-
board corpus, only 15% of interruption points are
followed by an interregnum, but it can provide a
good cue when present. Prosody mainly serves to
help identify the interruption point. Thus, for these
types of disfluencies, it makes sense that prosodic
cues would not really be needed.

Because disfluencies with a parallel syntactic
structure do represent a substantial fraction of dis-
fluencies in spontaneous speech, text-based algo-
rithms have been relatively effective. The best
models achieve F-scores of 86-91%1 (Lou and
Johnson, 2017; Zayats and Ostendorf, 2018; Wang
et al., 2017, 2018). We hypothesize that many er-

1It is difficult to directly compare published results, be-
cause there are different approaches to tokenization that have
a non-trivial impact on performance but are not well docu-
mented in the literature. Those differences include handling
of fragment words, turn boundaries, and tokenization. For
example, some studies use fragment features explicitly, while
others omit them because speech recognition systems often
miss them. Turn boundaries that do not end with a slash unit
pose an ambiguity during speaker overlap: cross-turn ’sen-
tences’ can either be combined into a longer sentence or sep-
arated based on the turn boundary, which impacts what can
be detected. Lastly, there are differences in whether contrac-
tions and possessives are split into two tokens, and whether
conversational terms such as “you know” are combined into
a single token.
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Reparandum Length
Type 1-2 3-5
content-content 0.61 (30%) 0.58 (52%)
content-function 0.77 (20%) 0.66 (17%)
function-function 0.83 (50%) 0.80 (32%)

Table 3: Relative frequency of rephrases correctly pre-
dicted as disfluent for disfluencies that contain a con-
tent word in both the reparandum and repair (content-
content), either the reparandum or repair (content-
function) or in neither. Percentages in parentheses
show the fraction of tokens belong to each category.

rors are associated with contexts where we expect
that prosodic cues are useful, specifically the five
cases below, with examples from the development
set.
Restarts: Some disfluencies have no repair; the
speaker simply restarts the sentence with no obvi-
ous parallel phrase.
[ it would be + ] I think it’s clear...
well [the +] uh i think what changed...

Long disfluencies: These include distant pattern
match or substantial rephrasing.
[there is + for people who don’t want

to do the military service it would be
neat if there were]
[what they’re basically trying to do +

i don’t know up here in massachusetts
anyhow what they’re basically trying to
do]

Complex (nested) disfluencies: Disfluencies can
occur within other disfluencies.
[really + [[i + i] + we were really]...
[[to + to try to] + for two people who

don’t really have a budget to] ]...

Non-trivial rephrasing: Rephrasing does not al-
ways involve a simple “rough copy” of a repair.
[can + still has the option of]...
to keep them [in + uh quiet ]...

Fluent repetitions: Contexts with fluent repeti-
tions often include expressing a strong stance.
a long long time ago...
she has very very black and white...

In order to confirm that there is potential for
prosody to help in these contexts, we first cate-
gorize the disfluencies. To avoid hand-labeling
of categories, we distinguished disfluencies based
on surface forms (repetition, rephrase, restart) and
length of the disfluency reparandum. Word counts
for the different categories are given in Table 1.

Conditioning on the different contexts, we an-
alyze errors in the development set made by the

high accuracy text-based disfluency detection sys-
tem that is the baseline for this study (Zayats
and Ostendorf, 2018). For this model, trained
on Switchboard, the performance is 87.4 F-score
(P=93.3, R=82.2) on the development set and 87.5
(P=93.1, R=82.5) on the test set. For each class,
we measured the disfluency detection recall (rel-
ative frequency of reparandum tokens that were
predicted correctly), as well as the percentage of
tokens associated with each class. The results
in Table 2 confirm that error rates are higher for
restarts, longer rephrasings, and complex disflu-
encies.

Rephrase disfluencies include both short lexi-
cal access errors, as well as non-trivial reword-
ings, which tend to be longer and involve content
words. Table 3 breaks down performance for dif-
ferent lengths and word class to explore this dif-
ference. We found that rephrase disfluencies that
contain content words are harder for the model to
detect, compared to rephrases with function words
only, and error increases for longer disfluencies.

Finally, the relative frequency of false positives
in fluent repetitions is 0.35. Since fluent repeti-
tions account for only 4% of all repetitions, the
impact on overall performance is small.

The ultimate goal of a disfluency detection sys-
tem is to perform well in domains other than
Switchboard. Other datasets are likely to have
different distributions of disfluencies, often with
a higher frequency of those that are hard to detect,
such as restarts and repairs (Zayats et al., 2014). In
addition, due to the differences in vocabulary, dis-
fluencies with content words are more likely to get
misdetected if there is a domain mismatch. Thus,
we hypothesize that prosody features can have a
greater impact in a domain transfer scenario.

3 Method

Integrating prosodic cues has proved difficult be-
cause of the many sources of variability affecting
the acoustic correlates, while systems that only use
text achieve high performance. In this work, we
propose a new approach that operates on differ-
ences in information found in text and prosody. In
order to calculate such differences, we introduce
innovation features, similar to the concept of in-
novations in Kalman filters. The key idea is to
predict prosodic features based on text informa-
tion, and then use the difference between the pre-
dicted and observed prosodic signal (innovations)
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(a) Prosody prediction model (b) Late fusion model

Figure 1: Prosody prediction (left) and late fusion (right) models. xi is a contcatenation of token, POS and identity
features embeddings at time i; ri, j is a concatenation of stress and phone embeddings for phone j in token i; p̃i is
a vector of prosodic cues; gi and hi are hidden states of token level and phone level LSTMs, correspondingly.

as a new feature that is additionally used to predict
disfluencies.

Let a prosody cue, pi at time i be an observa-
tion associated with a sentence transcript contain-
ing n word tokens, x0 . . . xn. This observation
can be modeled as a function of the sentence con-
text H(x0 . . . xn) perturbed with Gaussian noise
vi ∼ N (0, σ2i ):

pi = H(x0 . . . xn) + vi (1)

vi can be viewed as a difference in information
found between text and prosody. This difference
can be measured using a z-score, which is a mea-
sure of how many standard deviations below or
above the population mean an observation is. This
framework can be viewed as a non-linear exten-
sion of a Kalman filter, where both H and σ2i are
parametrized using a neural network. Since disflu-
encies are irregularities in spoken language, they
can be considered anomalies to fluent speech flow.
A prosody flow that is unusual for a given word
sequence, such as one that happens at interrup-
tion points, will likely have higher deviation from
the predicted distribution. This anomaly in speech
flow provides a strong signal when extracted using
innovations, which is complementary to the text
cues. In the next sections we give more details
about the neural network architecture for text en-
coding, prosodic cues and innovation features, as
well as an overview of the whole system.

3.1 Text Encoding for Prosody Prediction
We use both context around a word as well as
subword information in text encoding for prosody
prediction. Our text encoding consists of two
bidirectional LSTMs: one on the token level and

another on the phone level. First, we use pre-
trained word embeddings (Levy and Goldberg,
2014), part-of-speech tags embeddings, and iden-
tity features (whether the word is a filled pause,
discourse marker, or incomplete) as inputs to a
word-level bidirectional LSTM. Then, for each
phone in a word we concatenate the phone embed-
ding, its stress embedding, and the hidden state of
the word-level LSTM for the corresponding token.
The resulting phone feature vector is used as input
to the second bidirectional LSTM. The last hid-
den state hi of this second LSTM for token i sum-
marizes the phone, stress and context information
of that token, which we use to predict word-level
prosodic cues. We use 3 categories of stress fea-
tures in our experiments: primary, secondary and
a non-stress phone.

3.2 Prosodic Cues
Our prosodic cues include:
Pause. Given a pause before a word, ri, our pause
cues are scaled as follows:

r̃i = min(1, ln (1 + ri)) (2)

Pause information is extracted on a word-level us-
ing Mississippi State (MsState) time alignments
(more details on data preprocessing in Section
4.1.) We use scaled real-valued pause informa-
tion. Scaling pause lengths this way, including the
threshold for pauses longer than 1 sec (which are
rare), makes the pause distribution less skewed.
Word Duration. Similar to pause information, we
extract word duration information using MsState
time alignments. We do not need to do the stan-
dard word-based duration normalization, since the
idea behind the innovation model is to normalize
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prosodic features using a richer context represen-
tation.
Fundamental frequency (F0) and Energy (E).
Similar to Tran et al. (2018), we use three F0 fea-
tures and three energy features. The three F0 fea-
tures include normalized cross correlation func-
tion (NCCF), log-pitch weighted by probability
of voicing (POV), and the estimated delta of log
pitch. The three energy features include the log
of total energy, the log of total energy from lower
20 mel-frequency bands and the log of total en-
ergy from higher 20 mel-frequency bands. The
contour features are extracted from 25-ms frames
with 10-ms hops using Kaldi (Povey et al., 2011).
Our model is trained to predict the mean of these
features across the frames in a word.
MFCCs. In addition to features used in Tran et al.
(2018), we also use 13 mel-frequency cepstral co-
efficients, averaged at the word level, similar to F0
and energy features as described above.

3.3 Prosody Innovation Cues
Given a word-level text encoding hi, for each to-
ken in a sentence we predict each of the k prosodic
cues p̃ik listed above. We assume that the pre-
dicted prosody cues conditioned on text have a
Gaussian distribution:

p̃i
k|hi ∼ N (µi,k, σ

2
i,k)

µi,k = f(W k
1 hi + bk1)

σ2i,k = softplus(W k
2 hi + bk2)

(3)

W k
1 , bk1 , W k

2 , bk2 are learnable parameters; the ac-
tivation function

softplus(x) = log(1 + exp(x))

ensures that the variance is always positive; f is an
activation function, which is softplus for pauses
and durations, and tanh for the rest of the prosodic
cues. The objective function is a sum of the nega-
tive log-likelihood of prosodic cues p̃ik given text
encoding. Then, given the predicted µi,k, σ2i,k
and true values of prosodic cues p̃ik, we calcu-
late z-scores for each of the cues, which should
have high absolute value for tokens with unusual
prosodic behaviour:

zki =
p̃i
k − µi,k
σi,k

(4)

The prosody prediction module is illustrated in
Figure 1a.

These z-scores, or innovations, are used as addi-
tional features in our disfluency detection model.
We train the prosody prediction model only on
sentences that do not contain any disfluencies.
Any unusual behaviours in disfluency regions,
therefore, should have large innovation values pre-
dicted by our model.

3.4 Disfluency Detection System
Following (Zayats and Ostendorf, 2018), we use
a bidirectional LSTM-CRF model as our disflu-
ency detection framework. This framework uses a
BIO tagging approach, where we predict whether
each token is a part of a reparandum, repair or
both. Following previous studies, the overall per-
formance is measured in F-score of correctly pre-
dicted disfluencies in the reparandum. Previous
work used textual features only. Here, we eval-
uate the importance of innovation cues with two
types of multimodal fusion - early and late fusion.
In early fusion, we concatenate innovations and/or
prosody features with the rest of the textual fea-
tures used in the framework at the input to LSTM
layer. In late fusion, we create two separate mod-
els - one with only textual features and another
with innovations and/or prosody features. Then
we do a linear interpolation of the states of two
models just before feeding the result to the CRF
layer:

usharedi = αuprosodyi + (1− α)utexti (5)

We tune the interpolation weight α and report the
best in our experiments section. We train our
model jointly, optimizing both prosodic cues pre-
diction and disfluency detection. The schematic
view of the late fusion system is presented in Fig-
ure 1b.

4 Experiments

In our experiments we evaluate the usefulness
of innovation features, and compare it to base-
lines with text-only or raw prosodic cues. For
each model configuration, we run 10 experiments
with different random seeds. This alleviates the
potential of making wrong conclusions due to
“lucky/unlucky” random seeds. We report both the
mean and best scores among the 10 runs.

4.1 Data Preprocessing
Switchboard (Godfrey et al., 1992) is a collec-
tion of telephone conversations between strangers,
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Model dev test α
mean best mean best

si
ng

le text 86.54 86.80 86.47 86.96 –
raw 35.00 37.33 35.78 37.70 –
innovations 80.86 81.51 80.28 82.15 –

ea
rl

y text + raw 86.46 86.65 86.24 86.53 –
text + innovations 86.53 86.77 86.54 87.00 –
text + raw + innovations 86.35 86.69 86.55 86.44 –

la
te

text + raw 86.71 87.05 86.35 86.71 0.2
text + innovations 86.98 87.48 86.68 87.02 0.5
text + raw + innovations 86.95 87.30 86.60 86.87 0.5

Table 4: F1 scores on disfluency detection when using a single set of features (text-only, raw prosody features or
innovation features), with early fusion and late fusion. “Raw” indicates the usage of original prosodic features
(Section 3.2), while “innovations” indicate the usage of innovation features (Section 3.3).

but it ’s just you know leak leak leak everywhere
people should know that that ’s an option
and i think you do accomplish more after that
i mean [ it was + it ]
interesting thing [ about gas is when + i mean about battery powered cars is ]

Table 5: Examples of sentences where prosody innovations help. Words in red are correctly labeled when using
prosody but not with text only. The first three show fluent phrases; the last two have disfluencies that are missed
without prosody.

containing 1126 files hand-annotated with dis-
fluencies. Because human transcribers are im-
perfect, the original transcripts contained errors.
MsState researchers ran a clean-up project which
hand-corrected the transcripts and word align-
ments (Deshmukh et al., 1998). In this work, we
use the MsState version of the word alignments,
which allows us to extract more reliable prosodic
features. Since the corrected version of Switch-
board does not contain updated disfluency annota-
tions, we corrected the annotations using a semi-
automated approach: we used a text-based disflu-
ency detection algorithm to re-annotate tokens that
were corrected by MsState, while keeping the rest
of the original disfluency annotations. The result is
referred to as a silver annotation. Most of the cor-
rected tokens are repetitions and restarts. To assess
the quality of the automatic mapping of disfluen-
cies, we hand-annotated a subset (6.6k tokens, 453
sentences) of the test data and evaluated the per-
formance of the silver annotation against the gold
annotation, which has an F1 score of 90.1 (Prec
90.1, Rec 90.1). Comparing the performance esti-
mates from gold and silver annotations on this sub-
set, we find that the silver annotations give some-

what lower F1 scores (2-3% absolute), both due to
lower precision and recall scores.

4.2 Results

Our experiments evaluate the use of innovations
with two popular multimodal fusion approaches:
early fusion and late fusion. Our baselines include
models with text-only, prosody cues only (raw),
and innovation features only as inputs. Since
innovations require both text and raw prosodic
cues, this baseline is multimodal. In addition, for
the late fusion experiments, we show the optimal
value of α, the interpolation weight from Equation
5. All experiment results are presented in Table 4.

We found that innovations are helpful in both
early and late fusion frameworks, while late fu-
sion performs better on average. The interpola-
tion weight α for the late fusion experiments is
high when innovations are used, which further in-
dicates that innovation features are useful in over-
all prediction. Interestingly, innovation features
alone perform surprisingly well. We also take a
closer look at the importance of joint training of
the disfluency detection system with prosody pre-
diction. To do this, we pretrain the prosody pre-
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i like to run [about + oh about ] [two + two and a half ] miles
the old-timers even the people who are technologists do n’t know how to operate
i do n’t know whether that ’s because they you know sort of give up hope
it must be really challenging to um try to juggle a job

Table 6: Examples of the sentences where prosody innovations hurt. Words in red are incorrectly labeled when
using prosody but not with text only. The first shows a disfluency missed when using prosody; the other three are
fluent regions with false detections.

diction part of the model first. Then, we train the
full model with innovation inputs while freezing
the part of the network responsible for predicting
prosodic cues. The mean F-score of this disjointly
trained model is 49.27% on the dev set, compared
to 80.86% for the jointly trained model. This re-
sult suggests that training the system end-to-end in
a multitask setup is very important.

5 Analysis

5.1 Error analysis
In order to better understand the impact of the
prosody innovations, we perform an error analysis
where we compare the predictions of two models:
a late fusion model that uses both text and innova-
tion features, and a baseline model that uses text
only. All of the analysis is done on the dev set
with the model that has the median performance
out of 10 that were trained.

First, we extract all the sentences where the
number of disfluency detection errors using the in-
novation model is lower than when using the text-
only model (168 sentences). Examples of such
sentences are presented in Table 5. By looking
at the sentences where the model with innovations
performs better, we see fluent repetitions and other
ambiguous cases where audio is useful for cor-
rectly identifying disfluencies.

On the other hand, in Table 6, we have exam-
ples of sentences that have a higher number of er-
rors when prosody is used (143 sentences). In the
first example, the labeling of “two” as fluent by the
model with prosody is arguably correct, with the
repetition indicating a range rather than a correc-
tion. The next involves a parenthetical phrase, the
start of which may be confused with an interrup-
tion point. In the last two cases, there is a prosodic
disruption and an interegnum, but no correction.

In order to understand whether incorporating
prosody through our model supports the hypothe-
ses in Section 2, we compare the performance of
two models for different categories of disfluen-

Figure 2: Histogram of innovations for word duration
and energy features for words preceding an interruption
point vs. fluent words.

cies. We found that using prosody innovations
improves detection of: non-repetition disfluencies
(from 68.2% to 73.7%), particularly for disfluen-
cies with content words (65.2% to 71.0%); long
repairs (64.0% to 72.7% and 40.0% to 64.6% for
disfluencies with length of repair greater than 3
and 5 correspondingly); and restarts (from 36.0%
to 37.4%). Prosodic innovations also help de-
crease the rate of false positives for fluent rep-
etitions: the false positives rate decreased from
46.5% to 38.4%. However, the prosody model in-
creases the false positives in other contexts, such
as in the examples in Table 6.

5.2 Innovation Predictors

In order to understand what the model actually
learns with respect to innovations, we look at in-
novation distributions for words preceding inter-
ruption points compared to fluent words. The his-
tograms are presented in Figure 2. As expected,
we see that words preceding interruption points
have atypically longer duration and lower energy.
The intonation features did not show substantial
distribution differences, probably due to the overly
simplistic word-level averaging strategy.
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6 Related Work

Most work on disfluency detection falls into three
main categories: sequence tagging, noisy-channel
and parsing-based approaches. Sequence tagging
approaches rely on BIO tagging with recurrent
neural networks (Hough and Schlangen, 2015; Za-
yats et al., 2016; Wang et al., 2016; Zayats and
Ostendorf, 2018; Lou et al., 2018). Noisy chan-
nel models operate on a relationship between the
reparandum and repair for identifying disfluen-
cies (Charniak and Johnson, 2001; Zwarts et al.,
2010). Lou and Johnson (2017) used a neu-
ral language model to rerank sentences using the
noisy channel model. Another line of work com-
bined parsing and disfluency removal tasks (Ra-
sooli and Tetreault, 2013; Honnibal and Johnson,
2014; Tran et al., 2018). Recently a transition-
based neural model architecture was proposed for
disfluency detection (Wang et al., 2017). The cur-
rent state of the art in disfluency detection (Wang
et al., 2018) uses a neural machine translation
framework with a transformer architecture and ad-
ditional simulated data. All of the models men-
tioned above rely heavily on pattern match fea-
tures, hand-crafted or automatically extracted, that
help to identify repetitions and disfluencies with
parallel syntactic structure.

While prosodic features are useful for detect-
ing interruption points (Nakatani and Hirschberg,
1994; Shriberg and Stolcke, 1997; Shriberg, 1999;
Liu et al., 2006), recent methods on disfluency
detection predominantly rely on lexical informa-
tion exclusively. An exception is (Ferguson et al.,
2015), which showed some gains using a sim-
ple concatenation of pause and word duration fea-
tures. Similar to disfluency detection, parsing has
seen little use of prosody in recent studies. How-
ever, Tran et al. (2018) recently demonstrated that
that a neural model using pause, word and rhyme
duration, f0 and energy helps in spoken language
parsing, specifically in the regions that contain dis-
fluencies.

Early fusion and late fusion are the two most
popular types of modality fusion techniques. In
recent years, more interesting modality fusion ap-
proaches were introduced, most of them where
the fusion happens inside the model (Zadeh et al.,
2017; Chen et al., 2017; Zadeh et al., 2018). Those
methods usually require the model to learn interac-
tions between modalities implicitly, by backpropa-
gating the errors based on the main objective func-

tion with respect to the task. Other multimodal
representation learning approaches learn a shared
representation between multiple modalities (An-
drew et al., 2013; Ryan Kiros, 2014; Xu et al.,
2015; Suzuki et al., 2016), often targeting unsuper-
vised translation from one modality to the other.
In our work we use innovations as a novel repre-
sentation learning approach, where our emphasis
is on looking into complementary cues rather than
similarity between multiple modalities.

7 Conclusions

In this paper, we introduce a novel approach to
extracting acoustic-prosodic cues with the goal of
improving disfluency detection, but also with the
intention of impacting spoken language process-
ing more generally. Our initial analysis of a text-
only disfluency detection system shows that de-
spite high performance of such models, there ex-
ists a big gap in the performance of text-based ap-
proaches for some types of disfluencies, such as
restarts and non-trivial or long rephrases. Thus,
prosody cues, which can be indicative of interrup-
tion points, have a potential to contribute towards
detection of more difficult types of disfluencies.
Since the acoustic-prosodic cues carry informa-
tion related to multiple phenomena, it can be diffi-
cult to isolate the cues that are relevant to specific
events, such as interruption points. In this work,
we introduce a novel approach where we extract
relevant acoustic-prosodic information using text-
based distributional prediction of acoustic cues to
derive vector z-score features, or innovations. The
innovations point to irregularities in prosody flow
that are not predicted by the text, helping to bet-
ter isolate signals relevant to disfluency detection
that are not simply redundant with textual cues.
We explore both early and late fusion approaches
to combine innovations with text-based features.
Our experiments show that innovation features are
better predictors of disfluencies compared to the
original acoustic cues.

Our analysis of the errors and of the innovation
features point to a limitation of the current work,
which is in the modeling of F0 features. The cur-
rent model obtains word-based F0 (and energy)
features by simply averaging the values over the
duration of the word, which loses any distinctions
between rising and falling F0. By leveraging poly-
nomial contour models, we expect to improve both
intonation and energy features, which we hope
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will reduce some of the false detections associ-
ated with emphasis and unexpected fluent phrase
boundaries.

An important next step is to test the system us-
ing ASR rather than hand transcripts. It is pos-
sible that errors in the transcripts could hurt the
residual prediction, but if prosody is used to refine
the recognition hypothesis, this could actually lead
to improved recognition. Finally, we expect that
the innovation model of prosody can benefit other
NLP tasks, such as sarcasm and intent detection,
as well as detecting paralinguist information.
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Abstract
We report on adaptation of multilingual end-
to-end speech recognition models trained on
as many as 100 languages. Our findings shed
light on the relative importance of similarity
between the target and pretraining languages
along the dimensions of phonetics, phonol-
ogy, language family, geographical location,
and orthography. In this context, experi-
ments demonstrate the effectiveness of two
additional pretraining objectives in encourag-
ing language-independent encoder representa-
tions: a context-independent phoneme objec-
tive paired with a language-adversarial classi-
fication objective.

1 Introduction

The main difficulty in creating automatic speech
recognition (ASR) systems for a large number of
the world’s 7,000 languages is a lack of training
data. Such data comes in the form of speech paired
with transcriptions, a pronunciation lexicon, and
text for language model training. A common
technique in data-constrained settings is to learn
language-independent representations of speech
via multilingual training. Popular approaches in-
clude the use of multilingual bottleneck features
(Vesely et al., 2012) as well as multilingual model
training before fine-tuning to a target language
(Scanzio et al., 2008; Vu et al., 2012).

Prior work in multilingual and cross-lingual
speech recognition has been restricted to a small
handful of the world’s most-spoken languages,
relying on multilingual corpora such as Global-
Phone (Schultz, 2002), the IARPA Babel cor-
pora (Gales et al., 2014), or the VoxForge1 cor-
pora. Most work typically only reports on models
trained on a subset of these languages.

In this paper we explore pretraining multilin-
gual ASR models using speech from as many as

1voxforge.org

100 languages from the CMU Wilderness Mul-
tilingual Speech Dataset (Black, 2019).2 To the
best of our knowledge, this is the greatest num-
ber of languages that has been used in multilingual
ASR model training to date. We perform experi-
ments to guide the choice of languages used when
pretraining the model and assess the relative im-
portance of similarity between the pretraining lan-
guages and target language in terms of geographic
location, phonology, phonetic inventory, language
family and orthography.

We examine these variables in the context of
two experimental setups: one where models are
adapted to target language and target speakers,
and one where models are adapted to target lan-
guage but non-target speakers. The first task
is relevant to language documentation contexts,
which often involves transcribing speech of spe-
cific speakers for which there already exists some
transcribed speech as training data (Michaud et al.,
2018). The second case is relevant to incident re-
sponse as modelled by LORELEI (Strassel and
Tracey, 2016), where there may only be a sin-
gle target-language consultant available for which
transcribed speech can be elicited, but the goal is
to have an ASR model that generalizes to multiple
speakers.

Multilingual ASR training on such a scale
presents challenges because of this language
diversity. In order to guide the model to
learn language-independent representations that
are more amenable to adaptation, we experiment
with two auxiliary training tasks. The first is
context-independent phoneme sequence predic-
tion to help bridge orthographic inconsistencies
between languages. The second is a domain-
adversarial classification objective (Ganin et al.,
2016) over languages to encourage invariance

2festvox.org/cmu_wilderness/index.html
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of the model with respect to language-specific
phenomena. The hierarchical combination of
grapheme and phoneme objectives has only been
used in monolingual end-to-end frameworks (Kr-
ishna et al., 2018; Rao and Sak, 2017). Language-
adversarial training in ASR (Yi et al., 2018) has
not been done at this scale before, nor in an end-
to-end framework.

Our experiments are designed to answer the fol-
lowing questions:

1. Is there benefit in scaling multilingual model
training to a large number of languages?

2. In what circumstances, if any, does the
addition of a phoneme and/or language-
adversarial objective improve multilingual
models?

3. How should we choose languages with which
to pretrain a multilingual model?

4. Do the answers to the above questions change
when adapting to target versus non-target
speakers in the target language?

We find that using the auxiliary objectives in
pretraining facilitates model transfer to unseen
languages, especially when the pretraining lan-
guages are very dissimilar (Section 6). When
the target speakers are seen in adaptation (Section
7), similarity of the pretraining languages and the
target language is more important than quantity
of pretraining languages. Choosing as pretrain-
ing languages geographically proximal languages
tends to help more than phonetically and phono-
logically similar but otherwise distant languages.
However, when adapting to a handful of non-target
speakers of the target language (Section 8), the do-
main mismatch caused by the unseen speaker, lan-
guage, or recording environment degrades perfor-
mance. Exposing the model to as many pretraining
languages as possible becomes vital to minimize
this mismatch. Results on this task demonstrate
that a massively multilingual seed model substan-
tially outperforms other seed models trained on
languages similar to the target. We have provided
an ESPnet recipe to train and test our models.3

2 Related Work

This paper builds on work on multilingual ASR,
end-to-end ASR, and adversarial learning.

3https://github.com/espnet/espnet/
tree/master/egs/cmu_wilderness/asr1

Multilingual transfer in ASR often relies on
using bottle-neck features (Vesely et al., 2012; Vu
et al., 2012; Karafiát et al., 2018) and adapting
an acoustic model trained on one language to ef-
fectively recognize the sounds of other languages
(Schultz and Waibel, 2001; Le and Besacier, 2005;
Stolcke et al., 2006; Tóth et al., 2008; Plahl et al.,
2011; Thomas et al., 2012; Imseng et al., 2014;
Do et al., 2014; Heigold et al., 2013; Scharenborg
et al., 2017). However, while most work uses less
than 10 languages for model training, we include
up to 100 languages in training.

End-to-end ASR has recently become popular,
with approaches such as attention-based encoder-
decoder models (Chorowski et al., 2015; Chan
et al., 2015), the connectionist temporal classi-
fication (CTC) objective of Graves et al. (2006,
2013), or a combination of both (Kim et al., 2016;
Hori et al., 2017). These approaches have also
been deployed in multilingual settings (Toshni-
wal et al., 2017; Chiu et al., 2018; Müller et al.,
2017; Dalmia et al., 2018; Watanabe et al., 2017a).
Our baseline approach to multilingual knowledge
transfer is most similar to Inaguma et al. (2018),
and involves training a hybrid CTC-attention seed
model.

Hierarchical and multi-task approaches in-
cluding combining grapheme and phoneme pre-
diction in monolingual contexts (Rao and Sak,
2017; Krishna et al., 2018) at different levels of
the network, or using sub-word units of varying
granularity (Sanabria and Metze, 2018), have been
shown to improve ASR performance. In this pa-
per we extend the approach of hierarchical place-
ment of additional objectives in order to enforce
language independent, transferable models.

Domain-adversarial training is one such
method for encouraging the model to learn
language independent representations. A key
contribution of this paper is the use of a domain-
adversarial classification objective (Ganin et al.,
2016) over many languages in order to encourage
the model to learn representations that are in-
variant to language. Domain-adversarial training
incorporates an auxiliary domain classification
task, but negates gradients for encoder weights
before the parameter update in order to guide the
encoder to produce hidden representations that
fool the classifier: i.e. they minimize information
about the language while still facilitating the

97



primary task of speech recognition.
Domain-adversarial training has been used in

speech recognition to learn features invariant to
noise conditions (Shinohara, 2016), accents (Sun,
2018), and sex (Tripathi et al., 2018). Most closely
related to our work is that of Yi et al. (2018), who
use a language-adversarial objective when prepar-
ing multilingual bottleneck features from four lan-
guages for a hidden Markov model (HMM) ASR
pipeline. In contrast, our work uses an adversarial
objective across many languages, pairing it with a
context-independent phoneme objective in an end-
to-end framework.

3 Data

We scraped the data that forms the CMU Wilder-
ness dataset, using a freely available script.4 This
dataset consists of dramatized readings of the
Bible in hundreds of languages. Each reading is
ascribed a rating based on alignment quality which
fits into one of these classes: very good, good,
okay, and not okay.

The script used to preprocess the data uses a
universal pronunciation module in Festival (Tay-
lor et al., 1998)5 to produce pronunciation lexi-
cons using an approach based on that of UniTran
(Yoon et al., 2007), which we use to create phone-
mic transcriptions.

3.1 Characteristics of the Speech
The dataset consists of readings of the Bible, with
readings typically of just a few speakers, mostly
male. These are often dramatized, with sound
effects and background music. For many pur-
poses this could be considered a limitation of the
data. Although the characteristics of the speech
are unique, it allows us to investigate multilin-
gual models over many languages without the con-
founds of an overly noisy environment. It is not
unreasonable to expect our findings to generalize
to other speech recognition domains.

3.2 Evaluation Languages
While the dataset includes only a single reading
of the Bible for most languages, there are a num-
ber with two or more. We evaluate on languages
for which we can find two or more readings. This
is so that we can compare adaptation to a target

4https://github.com/festvox/
datasets-CMU_Wilderness

5http://www.cstr.ed.ac.uk/projects/
festival/

Hours:minutes/quality per reading

Aymara (ayr) 16:19/G 18:37/G -
SB Quechua (quh) 27:41/G 20:02/G -

Kekchi (kek) 19:32/G 18:30/G -
Ixil (ixl) 35:06/VG 25:35/G 18:29/G

Malagasy (mlg) 12:29/NO 15:52/O 15:59/G
Indonesian (ind) 19:01/G 21:20/G 30:34/G

Garap (kia) 15:34/G 12:17/VG -

Swedish (swe) 15:55/G 16:46/VG -
Spanish (spn) 16:35/G 15:19/G -

Table 1: The duration of each reading in the evalua-
tion languages (ISO 639-3 language codes in parenthe-
ses), before our preprocessing. Alignment quality cat-
egories are very good (VG), good (G), okay (O),
not okay (NO). SB Quechua denotes South Bolivian
Quechua.

language but not the speakers of the target reading
(we refer to this task as language adaptation, as
explored in Section 8) with adaptation to the tar-
get language as well as the target reading (we refer
to this task as reading adaptation). We addition-
ally restricted the evaluation languages to those
that have at least one good or very good read-
ing in terms of alignment quality. Table 1 presents
the evaluation languages and readings grouped by
family or geographic location, along with their du-
rations.

4 Auxiliary Training Objectives

In addition to scaling ASR training to 100 lan-
guages, a key contribution of our work is the use of
a context-independent phoneme objective paired
with a language-adversarial classification objec-
tive in a end-to-end grapheme-based neural net-
work, as illustrated in Figure 1.

4.1 Baseline Model

Our experiments are conducted within the frame-
work of a hybrid CTC-attention end-to-end neu-
ral model using ESPnet (Watanabe et al., 2017b),
which uses an encoder-decoder architecture im-
plemented in PyTorch (Paszke et al., 2017). The
encoder we use consists of VGG-like convolu-
tion layers (Simonyan and Zisserman, 2014; Sercu
et al., 2016) followed by a multilayer bidirec-
tional long short-term memory (LSTM) (Hochre-
iter and Schmidhuber, 1997; Schuster and Paliwal,
1997). The decoder uses location-based attention
(Chorowski et al., 2015) and an LSTM. In addition
to the attention, the decoder also incorporates CTC
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probabilities over graphemes to encourage mono-
tonicity in decoding.

4.2 Phoneme Objective

The end-to-end neural model performs direct
grapheme prediction without recourse to a pronun-
ciation lexicon as traditional hybrid HMM-DNN
models do. Since different orthographies may be
mutually disjoint or only weakly related to the
phonetic content of the input speech, we use a
context-independent phoneme CTC objective to
encourage learning of representations independent
of such orthographic idiosyncrasies.

We performed limited preliminary experiments
to determine how best to use the phoneme objec-
tive, which corroborated recent work in hierarchi-
cal training objectives that supports inserting the
phoneme objective in the layers below the final
layer (Krishna et al., 2018). We also found that us-
ing the phoneme objective during adaptation was
harmful and therefore in all reported experiments
we use it only during multilingual pretraining.

4.3 Language-Adversarial Pretraining

For language-adversarial training we used a log-
linear classifier over all languages seen in pretrain-
ing. An utterance-level mean of the penultimate
encoder layer states is fed into the classifier. For
each batch in training we update the network us-
ing the interpolated grapheme and phoneme objec-
tives before a separate update step using the adver-
sarial objective.

We follow the learning rate scheduling of Ganin
et al. (2016), where the weight of the adversarial
objective relative to the speech recognition tasks
follows λ(p) = 2

1+exp(−10p) −1 over the course of
training, where p ∈ [0, 1] is a measure of training
progress. We drop the adversarial objective during
target language adaptation.

5 Experimental Setup

5.1 Language Versus Reading Adaptation

We chose as target adaptation languages those lan-
guages for which we have multiple readings of the
Bible. This allows us to assess adaptation of the
pretrained multilingual model in two scenarios:
language adaptation and reading adaptation. In
reading adaptation, it is adapted to data from each
reading of the target language, including the read-
ing from which we select held-out evaluation ut-
terances. In language adaptation it is adapted only

x

Encoder

Encoder Last Layer

Attention

Decoder

y1, y2, . . . , yn
y1, y2, . . . , yn

CTC

Phoneme CTC

φ1, φ2, . . . , φm

Adv

Lx

Figure 1: The end-to-end architecture used during pre-
training. x is the input speech features, y1, y2, . . . , yn
is a character sequence the model is trained to output
(eg. “knife”). φ1, φ2, . . . , φm is a phoneme sequence
the model is trained to output (eg. /naIf/), and Lx is the
language identity of the input speech x.

to readings that are not represented in the evalu-
ation set. This last case, of adapting to just one
or several speakers of a new language (in order to
ultimately have a system that generalizes beyond
those speakers in the language) is not common in
speech recognition experimentation. Results and
findings for language adaptation will be presented
in Section 8.

5.2 Training Settings

We established training, validation and test sets for
each reading using a random 80/10/10 split. When
pretraining or adapting the multilingual systems,
we used the combined training sets of the con-
stituent readings.

We used 80-dimensional log Mel filterbank fea-
tures with 3-dimensional pitch features. We tuned
hyperparameters for these models using one Ay-
mara reading.6 We found that a 4 layer encoder, 1
layer decoder with 768 for the encoder hidden size
and projections, decoder hidden size, and attention
hidden size yielded equal-best results with deeper
models. These settings were then used for training
the models used in our experiments.

For the training objective, we linearly interpo-
lated the the attentional decoder cross-entropy loss
with the grapheme CTC and phoneme CTC objec-
tives. Equal weight was given to all three since
we found that to be effective in preliminary exper-
iments. Note however, that the effective weight of

6CMU Wilderness reading ID: AYMSBU.
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Target MONO QUE CYR QUE+CYR

- +phn+adv - +phn+adv - +phn +adv +phn+adv

Aymara 40.6 34.3 34.5 (+0.6%) 37.9 35.9 (-5.3%) 34.6 34.2 34.8 34.2 (-1.2%)
SB Quechua 14.8 13.8 14.0 (+1.4%) 16.3 17.0 (+4.3%) 14.9 14.2 14.0 13.9 (-6.7%)
Indonesian 14.9 15.1 15.3 (+1.3%) 16.1 17.9 (+11.2%) 15.8 15.6 15.5 14.7 (-7.0%)

Avg. rel. ∆: (+1.1%) Avg. rel. ∆: (+3.4%) Avg. rel. ∆: (-4.9%)

Table 2: Word error rate (%) comparison of multilingual models adapted to target languages, with and without
auxiliary training objectives (relative change in parentheses). Additionally including Cyrillic-script languages
in pretraining (CYR) doesn’t consistently improve over a model pretrained on Quechuan languages (QUE) unless
additional phoneme and language-adversarial objectives (+phn and +adv) are used in combination (+phn+adv).
The auxiliary objectives help when pretraining languages are varied, but hinder when they are very similar. The
final four columns suggest that the objectives are complementary. Average relative word error rate change for each
pretraining set when adding in the auxiliary objectives (versus no aditional objectives) is indicated by Avg. rel. ∆.

the adversarial objective effectively changes over
the course of training because of the learning rate
scheduling mentioned in §4.3. We trained for 15
epochs in all cases except where otherwise noted.

Note that during adaptation we initialize the
model using both the multilingual encoder and de-
coder. We found this to work best in preliminary
experimentation on a Spanish reading.

6 Preliminary Investigation of the
Auxiliary Objectives

In this section we evaluate the use of the auxiliary
phoneme and language-adversarial objectives de-
scribed in Section 4 on two divergent groups of
languages that are distinct along a number of di-
mensions, including orthography, language fam-
ily and phonology, in order to assess the auxiliary
objectives’ capacity to bridge the divide between
these languages during pretraining. This serves as
an initial exploration before further experiments in
Section 7 and Section 8, where we choose from a
broader set of pretraining languages.

Pretraining languages We pretrained models
on two groups of languages separately and to-
gether. The first consists of six languages from
the Quechuan language family, including sub-
varieties of Quechua I and II (qub, quf, qvs, qvw,
qwh and qvh). We henceforth refer to this group
as QUE. The second consists of six languages
that use the Cyrillic script and we refer to this
group as CYR. These languages include Nogai
(nog), Bashkir (bak), Gagauz (gag), Khakas (kjh),
Crimean Tatar (crh), and Russian (rus). With the
exception of Russian, these languages are all Tur-
kic. The character sets do not overlap between
QUE and CYR and this was a deliberate choice in

this preliminary experiment to maximize the dif-
ferences between the two groups.

Evaluation languages To test the pretrained
models in varied contexts, we evaluate our models
on three languages: Central Aymara (ayr), South
Bolivian Quechua (SB Quechua; quh), and In-
donesian (ind). These languages vary in a num-
ber of dimensions: SB Quechua is very closely
related to QUE, while Indonesian is distant; Ay-
mara is phonologically very similar to Quechuan
languages, but is considered to be from a different
family; Aymara had a high monolingual baseline
error rate, while the others are lower; and Indone-
sian has three readings while the others have two.
However, all evaluation languages use the Latin
script. Note that in this section we assess perfor-
mance in the reading adaptation case, while Sec-
tion 8 presents results on the held-out reading case.

Experiments Table 2 compares the performance
of monolingual target-language models to mod-
els adapted to the target language after being
pretrained on QUE, CYR and their combination,
QUE+CYR. CYR pretraining underperforms pre-
training with QUE for all evaluation languages
likely due to the orthographic mismatch with all
of the evaluation languages. The model pre-
trained on QUE+CYR also underperforms QUE.
Introducing the auxiliary phoneme and language-
adversarial objectives helps to overcome this per-
formance loss, making the QUE+CYR-pretrained
model the best for adaptation to Aymara and In-
donesian. QUE remained the best pretraining set
for adaptation to SB Quechua, which is unsur-
prising given how well represented SB Quechua
is by the languages included in the Quechuan lan-
guage group. This suggests that when a substantial
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qvh / /

qvh /i/

rus / /

rus /i/

nog / /

nog /i/

qvh / /

qvh /i/

rus / /

rus /i/

nog / /

nog /i/

Figure 2: t-SNE representation of encoder states corresponding to /A/ and /i/ across Quechua (Huamalies Dos
de Mayo; qvh), Russian (rus), and Nogai (nog). Left: the model without the phoneme and adversarial objective.
Right: the phoneme and language-adversarial objectives are added in, causing phoneme clusters between languages
to gather closer together, and language to become less relevant in cluster placement.

amount of data in very closely related languages is
available (in this case, close to 100 hours of QUE

data), then there is little to be gained from highly
unrelated languages.

When pretraining on QUE and CYR separately,
the auxiliary objectives underperformed baseline
multilingual pretraining on average. The varia-
tion in languages within these groups is far less
than the variation between groups. Given that the
phoneme and adversarial objectives are intended
to overcome variation between pretraining lan-
guages, this result indicates that there must be a
sufficient level of diversity in the pretraining lan-
guages before the auxiliary objectives are of ben-
efit when adapting to certain target languages.

Results from pretraining on QUE+CYR showed
either objective to help on average, and that the
effects are complementary. Because of this, we
opted to include them together in subsequent ex-
perimentation. We evaluated this best perform-
ing model on the larger set of other evaluation
languages. Results in Table 3 show that in all
cases multilingual pretraining of QUE+CYR with
the auxiliary objectives outperformed its counter-
part without the objectives (which frequently un-
deperformed the monolingual model), and in all
but one case this led to an improvement over the
monolingual baseline.7

To gain insight into how the auxiliary objectives
change the representation of speech learnt by the

7However, this doesn’t hold in the language adaptation
scenario, where the auxiliary objectives help QUE+CYR only
slightly; see Section 8.

models, we applied 2D t-SNE dimensionality re-
duction (Van Der Maaten and Hinton, 2008). Fig-
ure 2 plots the representations of two phonemes
in three languages learnt by the encoder8 in the
case without and with the auxiliary objectives.
In the multilingual pretraining baseline, six clus-
ters are represented for each language–phoneme
combination. These appear stratified by language,
with different phoneme clusters within languages
close to one another. With the auxiliary objectives,
phoneme clusters between languages move closer
to one another, while language identity becomes
less relevant in determining which phoneme clus-
ters neighbour one another. In the latter plot, the
Nogai phonemes become separated by a Russian
/A/. This is particularly salient since the Nogai
speaker was female, while the Russian speaker had
a deep male voice.

7 Reading Adaptation

In the previous section we explored the use of two
dissimilar groups of languages in a multilingual
setup. Multilingual pretraining of languages from
a different language family and script benefitted
from an explicit phoneme objective and adversar-
ial objective when there was sufficient diversity
in the pretraining languages. However, a change
in orthography was conflated with a change in
language family, geographic location, and phono-

8We established the correspondence between encoder
states and phonemes by using forced alignment with Kaldi
(Povey et al., 2011), taking the encoder state at the mid-point
of the duration on the phonemes.
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MONO QUE+CYR PHONOLOGY GEO 100-LANG

- +phn+adv - +phn+adv - +phn+adv - +phn+adv

ayr 40.6 34.6 34.2 (-1.2%) 33.9 34.5 (+1.8%) 35.4 34.9 (-1.4%) 34.2 34.5 (+0.9%)
quh 14.8 14.9 13.9 (-6.7%) 14.4 14.5 (+0.7%) 15.5 14.8 (-4.5%) 15.1 14.7 (-2.6%)
kek 23.9 24.8 23.7 (-4.4%) 24.8 24.5 (-1.2%) 23.0 22.9 (-0.4%) 24.9 24.4 (-2.0%)
ixl 20.7 21.2 20.1 (-5.2%) - - 19.7 20.1 (+2.0%) 20.8 20.6 (-1.0%)
mlg 45.2 43.5 41.4 (-4.8%) 43.2 41.7 (-3.5%) 43.3 42.2 (-2.5%) 44.4 42.2 (-5.0%)
ind 14.9 15.8 14.7 (-7.0%) 13.7 14.3 (+4.4%) 14.0 13.7 (-2.1%) 14.7 14.2 (-3.4%)
kia 14.6 14.6 13.2 (-9.6%) - - 12.1 12.1 (-0.0%) 14.4 13.0 (-9.7%)
swe 20.5 22.7 21.6 (-4.9%) 26.4 24.2 (-8.3%) 22.0 21.2 (-3.6%) 23.9 24.6 (+2.9%)
spn 14.5 19.7 14.4 (-26.9%) 13.9 13.8 (-0.7%) 13.1 12.1 (-7.6%) 15.8 14.8 (-6.3%)

Avg. rel. ∆: (-7.8%) Avg. rel. ∆: (-1.0%) Avg. rel. ∆: (-2.3%) Avg. rel. ∆: (-2.9%)

Table 3: Word error rate (%) comparison of adaptation of models pretrained on: Quechuan and Cyrillic-script
languages (QUE+CYR), languages phonologically and phonetically similar to the target (PHON/INV), geograph-
ically proximate languages (GEO), and a massively multilingual set of languages (100-LANG). In each case we
compared the average relative WER change when adding auxiliary phoneme and language-adversarial objectives
(+phn+adv). Dashed entries had phonology and phonetic inventories that weren’t well attested in URIEL, so
were not assessed.

logical/phonetic characteristics. In this section,
we investigate which factors are most important
in choosing languages for multilingual pretraining
and how useful it is to scale up model pretraining
to many languages. This exploration is conducted
in the reading adaptation scenario; language adap-
tation with unseen target speakers is addressed in
Section 8. Beyond answering these questions, this
investigation reveals more information about the
utility of the proposed auxiliary objectives in dif-
ferent scenarios.

Phonology & Geography We test across a num-
ber of evaluation languages (c.f. Table 1) by de-
termining, for each evaluation language, groups
of pretraining languages that are similar to the
evaluation languages in different ways. In or-
der to determine language similarity in a prin-
cipled way we used URIEL and lang2vec (Lit-
tell et al., 2017) to produce feature vectors for
each language based on information from sev-
eral linguistic resources before calculating their
cosine similarity. For each language we used
two feature vectors. The first is a concate-
nation of the lang2vec phonology average
and inventory average vectors, characteriz-
ing phonological properties and phonetic inven-
tory. The second represents geographic loca-
tion. We denote these two groups PHON/INV and
GEO respectively.9 Geographic proximity may

9We didn’t create PHON/INV sets for Ixil and Garap be-
cause their phonological features and phonetic inventories
were not well attested, and we didn’t use the lang2vec lan-

serve as a proxy for other similarities not captured
in PHON/INV, including language family, ortho-
graphic similarity, and the likelihood of exchanged
loan words.

We filtered for languages in the dataset with
good or very good alignments before rank-
ing them by cosine similarity with the evaluation
languages in terms of phonological and phonetic
similarity as well as geographical proximity. To
create each of the pretraining sets, we took be-
tween 7 and 14 of the top languages, matching
approximately the total duration of the phoneti-
cally/phonologically similar groups with the ge-
ographically proximate language groups.10 For
most languages, there is no overlap between the
GEO and PHON/INV sets.

Massively multilingual model As a further
point of comparison, we pretrain a model on
around 100 languages (denoted 100-LANG), for
approximately 1650 training hours in total.11

7.1 Auxiliary Objectives Findings
The results in Table 3 extend on our findings in
Section 6, continuing to support the benefit of
the use of the auxiliary objectives while shedding
more light on the type of language variability the
objectives help to overcome. GEO and 100-LANG

guage family vectors since most of the Quechuan languages
were not captured as being highly similar to SB Quechua.

10An exhaustive list of the CMU Wilderness language
codes for each pretraining group can be found in Appendix
A, along with durations of each pretraining set.

11These models were pretrained for 6 epochs.
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benefitted comparably from the objectives on av-
erage, while PHON/INV did less so. QUE+CYR

benefitted the most. This suggests that the objec-
tives may help more when pretraining languages
are orthographically, phonetically and phonologi-
cally diverse.

Unlike the other languages, the Swedish
PHON/INV vectors were not well attested. As a re-
sult the Swedish PHON/INV group has languages
with a similar phonetic inventory that were also
unattested phonologically. This model underper-
formed the monolingual model by a large margin,
suggesting that similarity of phonetic inventory
alone may not be so useful alone without similar-
ity of phonological features. Models pretrained on
this set also benefitted the most from the auxiliary
objectives. It may be the case that the auxiliary
objectives push together representations of allo-
phones within languages, and pronunciation vari-
ations of the same phonemes between languages.
When Swedish is discounted, the average relative
improvement when adding auxiliary objectives for
PHON/INV becomes negligable.

The PHON/INV configurations are hurt by the
auxiliary objectives for SB Quechua and Aymara
and Indonesian. The PHON/INV sets for the
first two of these languages emphasized Quechuan
languages, and this corroborates the indication
in Section 6 that the auxiliary objectives may
not help so much when pretraining languages
are similar. On the other hand, the Indone-
sian PHON/INV included Afro-Asiatic and Niger-
Congo languages, as well an Indo-European lan-
guage and Huave, a language isolate from Mexico,
yet it was not improved by auxiliary objectives.

7.2 Choice of Pretraining Languages

The average relative word error rate (WER)
change for GEO against PHON/INV was -2.2%
without auxiliary objectives, and -4.4% with
them,12 suggesting that features correlated with
geography are useful for guiding pretraining lan-
guage selection. Counter-examples were Aymara,
SB Quechua and Malagasy, which performed
worse when pretrained on GEO. In the case of SB
Quechua, only one Quechuan language was repre-
sented in GEO (Inga), while PHON/INV had three
(qub, qvh, quf). Madagascar is far removed from
where most Austronesian languages are spoken, so
Malagasy’s GEO set were almost all Niger-Congo

12Discounting Swedish, this becomes +0.2% and -3.1%.
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Figure 3: Scaling training/adaptation data for Swedish.
Adapting to the full dataset, the auxiliary objectives un-
derperformed both the monolingual and baselines, but
yields an advantage when the model is adapted to less
target language data.

languages, while the PHON/INV had a diverse ar-
ray of Austronesian, Indo European, Afro-Asiatic,
Sino-Tibetan and Mayan languages. However, on
average, these results suggest that geographical
proximity is a decent guide to pretraining language
selection. Another advantage is that it requires no
explicit phonological features, making it applica-
ble to a much larger number of languages.

The average relative WER change of 100-
LANG against MONO was +1.3%, indicating that
massively multilingual pretraining by itself not
useful if the target speakers are seen in train-
ing. Using the auxiliary objectives overcame
the difference, resulting in a -1.6% average rel-
ative WER change. However, pretraining with
GEO+phn+adv yielded an average relative delta
of -7.4% over the monolingual model. Though
more languages help, they are not necessarily bet-
ter than geographically proximal languages (how-
ever, results are very different when not adapting
to target speakers: see Section 8).

In two cases pretraining with 100-LANG was
hindered by the auxiliary objective. In one of these
cases, Swedish, both 100-LANG variations sub-
stantially underperformed the monolingual base-
line. One possible reason is that there is enough
target language and speaker data that the multi-
lingual pretraining and auxiliary objectives offer
no benefit. We scaled training/adaptation data for
Swedish from under 1 hour. Figure 3 indicates that
in this case the auxiliary objectives do lead to bet-
ter initialization, with gains being lost only when
around 5 hours of target language and reading data
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are seen.

8 Language Adaptation

Previous sections have addressed the reading
adaptation scenario, where the ASR model is
adapted to speech from the target reading (ie.
where target speakers have been heard in adapta-
tion). In this section we evaluate in a language
adaptation scenario, adapting to readings in the
target language, but not the target reading. The
question of how well a multilingual model can be
adapted to a language on the basis of recordings
from a small number of target-language speakers
is relevant to incident response situations such as
those modelled by LORELEI (Strassel and Tracey,
2016), where a single language consultant is avail-
able for which recorded speech can be made. We
performed experiments analogous to those of the
previous sections where the evaluation reading
was not seen in training or adaptation. This is a
challenging task as the model must generalize to
multiple speakers of a language on the basis of
seeing only several in training. Most of the find-
ings corroborate what was found in the previous
sections. Here we highlight differences.

Massively multilingual pretraining led to sub-
stantially better performance than other methods,
unlike in the reading adaptation task. For each
evaluation language, the 100-LANG model outper-
formed the next best method, with one exception:
Indonesian. In that case GEO set performed the
best, as the languages were not only geograph-
ically proximate, but also consisted entirely of
other Austronesian languages. The takeaway (c.f.
Table 4) is that you should always use more pre-
training languages unless you know your target
speakers, as in the reading adaptation scenario.

Auxiliary objectives remained useful on the
whole. However, while the difference in WER
achieved when adding the auxiliary objectives
was similar to those reported in Section 7 for
PHON/INV and 100-LANG, GEO and QUE+CYR

no longer achieved improvements. QUE+CYR

notably only achieved a -0.2% average relative
WER change when adding the auxiliary objec-
tives, while achieving -7.8% in the reading adapta-
tion case. While the auxiliary objectives remained
useful on the whole, their effect was dwarfed by
the value of adding more languages.

MONO
QUE

+CYR

PHON

+INV
GEO 100-LANG

ayr 91.4 86.3 86.7 87.2 79.2 (-8.2%)
quh 62.3 35.8 35.5 42.8 30.1 (-15.2%)
kek 75.6 74.3 73.8 74.4 73.5 (-0.4%)
ixl 81.8 79.8 - 78.4 74.3 (-6.9%)

mlg 103.6 68.3 64.0 63.7 62.2 (-2.4%)
ind 24.6 23.5 22.1 21.1 21.6 (+2.4%)
kia 57.2 51.5 - 49.9 48.2 (-6.4%)
swe 72.9 64.4 75.4 62.5 55.1 (-11.8%)
spn 44.8 33.8 33.4 32.7 29.9 (-8.6%)
Avg. rel. ∆ of 100-LANG wrt. next best method: (-6.0%)

Table 4: Adaptation to the non-target reading in the
target language. All language sets use the auxiliary
training objectives, which again exhibited an relative
gain over the corresponding model without. The rel-
ative deltas of 100-LANG are with respect to the next
closest model on a language-by-language basis.

Phonology versus Geography GEO sets with or
without auxiliary objectives lost their edge over
PHON/INV, with high variance in scores. The
amount of training data becomes the dominating
variable affecting WER.

9 Conclusions

We have explored the utility of pretraining multi-
lingual models on a variety of language sets, scal-
ing to as as many as 100 languages. Our exper-
iments have demonstrated the value of auxiliary
phoneme and language-adversarial pretraining ob-
jectives in a multilingual end-to-end ASR frame-
work, particularly when the pretraining languages
are diverse. Our results suggest how to pick pre-
training languages when target speakers are seen
in the adaptation data: find geographically prox-
imal languages. When adapting to just several
non-target speakers, exposure to more speech in
pretraining is the most important thing for model
generality, even if from a wide range of dissimilar
languages.
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A List of readings in each language set

Below is a collection of lists of the CMU Wilder-
ness reading codes that comprise different group-
ings. This includes the target language readings;
the Quechuan group; the Cyrillic-script group; the
phonologically similar and geographically similar
sets for each target language; and the massively
multilingual set.
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Target language readings MLGEIV, ML-
GRCV, MLGRPV, IX1WBT, IXIWBT, IXL-
WBT, INZNTV, INZSHL, INZTSI, QUHRBV,
QUHSBB, QEJLLB, QUBPBS, QUFLLB,
QVSTBL, QVWTBL, QWHLLB, SPNBDA,
SPNWTC, KIABSC, KIAWBT, KEKIBS,
KEKSBG, SWESFB, SWESFV, AYMSBU,
AYMBSB.

Evaluation readings AYMSBU, MLGRPV,
IXIWBT, INZSHL, QUHRBV, SPNBDA,
KIAWBT, KEKIBS, SWESFV.

QUE (97.6 training hours) QEJLLB,
QUBPBS, QUFLLB, QVSTBL, QVWTBL,
QWHLLB.

CYR (59.6 training hours) NOGIBT, BAKIBT,
GAGIB1, KJHIBT, RUSS76, CRHIBT.

AYR-PHON/INV (145.3 training hours)
QUBPBS, TOBBSA, QUFLLB, QVSTBL,
INBWBT, QEJLLB, JICWBT, QU1LSM,
QUTIBS.

AYR-GEO (146.2 training hours) IGNSBB,
TNATBL, GNWNTM, ESENTM, MCBTBL,
GYRSBB, CBSBSP

QUH-PHON/INV (177.9 training hours) TO-
BBSA, DUGBTL, QUBPBS, TZHSBM, HUS-
LLB, NYFBTL, NCUWBT, QEJLLB, QUFLLB,
HAGGIL, NZIBSG, MNBTBL.

QUH-GEO (178.5 training hours) GNWNTM,
IGNSBB, TOBBSA, ENXBSP, GYRSBB,
CAXSBB, CEGNTP, TNATBL, ESENTM,
TERTBL.

KEK-PHON+INV (142.1 training hours)
QU1LSM, QUTIBS, TZTWBT, TUFWYI,
QWHLLB, PAGPBS, UDUSIM, YUASBM.

KEK-GEO (137.0 training hours) MOPWBT,
POHBSG, CA1WBT, CKIWBT, TZTWBT,
QU1LSM, QUTIBS, BZJBSW.

MLG-PHON/INV (198.2 training hours)
RONBSR, TGLPBS, KVNWBT, HUVTBL,
KBRSIM, TPMWBT, BTXLAI, KACUBS,
WMWWYI, IGNSBB, HAEBSE, IBATIV,
HILHPV, TZBSBM.

MLG-GEO (205.38 training hours)
WMWWYI, VMWBSM, MFEBSM, SEHBSM,
TOHSBM, CCESBM, KDCPBT, CWEPBT,

KKIBST, NYYBST, KSBBST, KDNBSZ,
DUGBTL, GOGBST.

IND-PHON/INV (193.1 training hours) IBA-
TIV, TGLPBS, HAEBSE, KERABT, KACUBS,
NYFBTL, RONBSR, CWTATB, HUVTBL,
BTXLAI, IGNSBB, JAVNRF, DUGBTL,
MNKBSG.

IND-GEO (191.5 training hours) SUNIBS, NI-
JLAI, JAVNRF, PSELAI, IBATIV, PTULAI, MV-
PLAI, PPKLAI, BEPLAI, NPYLAI, LEWLAI,
MWVLAI.

SWE-PHON/INV (122.4 training hours)
KDJBSU, NZIBSG, ANVWBT, DGABSG,
SHKBSS, SLDTBL, KUSTBL, MUYWBT,
NCUWBT, LIABSL, CKOGIL.

SWE-GEO (122.4 training hours) RMCWFW,
EN1NIV, RMORAM, RONBSR, GAGIB1, GAG-
IBT, CRHIBT, KPVIBT, LTNNVV, ALSBSA,
UDMIBT, XALIBT, BAKIBT.

SPN-PHON/INV (123.7 training hours) KVN-
WBT, HAEBSE, HUVTBL, GUGRPV, HUSLLB,
GUMTBL, NYFBTL, KWIWBT.

SPN-GEO (129.5 training hours) PORARA,
LTNNVV, EN1NIV, RMORAM, ALSBSA, RM-
CWFW, RONBSR, GAGIB1, GAGIBT, CRHIBT,
TAQWBT, FUQWBT, MYKWBT.

100-LANG (1646.8 training hours) OBOWBT,
ACUTBL, SEYWBT, HAUCLV, BZHPNG,
AMKWBT, GAGIB1, GNWNTM, URBWBT,
RUGWBT, PAUUBS, SEHBSM, SNNWBT,
KQETBL, TGOTBL, NOGIBT, XTMTBL,
OJ1CBS, TNATBL, AIAWYI, PABTBL,
MEJTBL, TWBOMF, HUSLLB, ESENTM,
BAKIBT, HNNOMF, IFAWBT, ENXBSP,
ALJOMF, PXMBSM, JAISBG, PIRWBT,
DOMBEC, NINWYI, BEPLAI, JAMBSW,
TERTBL, LAWNTM, URATBL, AGNWPS,
TPIPNG, TTCWBT, HUUTBL, NPYLAI,
KJHIBT, AZZTBL, COKWBT, KWIWBT, SAB-
WBT, PADTBL, GUMTBL, CRHIBT, QXRBSE,
RMORAM, NHYTBL, TPPTBL, TUFWYI,
ZLMAVB, PRFWBT, TWULAI, GAGIBT, FAR-
WBT, OM1TBL, RUSS76, PTULAI, MIFWBT,
MIYWYI, MRWNVS, KNETBL, PBCBSS,
MYYWBT, ACHBSU, ACNBSM, ADETBL,
AHKTBS, AK1BSG, ALPWBT, ALSBSA,
ALTIBT, ANVWBT, ATGWYI, AVNWBT,
AVUWBT, AYMBSB, AYMSBU, AZEBSA,
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BEXWBT, BQJATB, BTXLAI, BZJBSW,
CA1WBT, CARBSS, CAXSBB, CBSBSP,
CMRWBT, CNLTBL, CNMRGB, CRNWBT.
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Abstract

Simultaneous interpretation, the translation of
speech from one language to another in real-
time, is an inherently difficult and strenuous
task. One of the greatest challenges faced
by interpreters is the accurate translation of
difficult terminology like proper names, num-
bers, or other entities. Intelligent computer-
assisted interpreting (CAI) tools that could an-
alyze the spoken word and detect terms likely
to be untranslated by an interpreter could re-
duce translation error and improve interpreter
performance. In this paper, we propose a task
of predicting which terminology simultaneous
interpreters will leave untranslated, and exam-
ine methods that perform this task using super-
vised sequence taggers. We describe a number
of task-specific features explicitly designed to
indicate when an interpreter may struggle with
translating a word. Experimental results on a
newly-annotated version of the NAIST Simul-
taneous Translation Corpus (Shimizu et al.,
2014) indicate the promise of our proposed
method.1

1 Introduction

Simultaneous interpretation (SI) is the act of trans-
lating speech in real-time with minimal delay, and
is crucial in facilitating international commerce,
government meetings, or judicial settings involv-
ing non-native language speakers (Bendazzoli and
Sandrelli, 2005; Hewitt et al., 1998). However,
SI is a cognitively demanding task that requires
both active listening to the speaker and careful
monitoring of the interpreter’s own output. Even
accomplished interpreters with years of training
can struggle with unfamiliar concepts, fast-paced

1Code is available at https://github.com/nvog/
lost-in-interpretation. Term annotations for the
NAIST Simultaneous Translation Corpus will be provided
upon request after confirmation that you have access to the
corpus, available at https://ahcweb01.naist.jp/
resource/stc/.

speakers, or memory constraints (Lambert and
Moser-Mercer, 1994; Liu et al., 2004). Human
short-term memory is particularly at odds with the
simultaneous interpreter as he or she must con-
sistently recall and translate specific terminology
uttered by the speaker (Lederer, 1978; Darò and
Fabbro, 1994). Despite psychological findings
that rare words have long access times (Balota and
Chumbley, 1985; Jescheniak and Levelt, 1994;
Griffin and Bock, 1998), listeners expect inter-
preters to quickly understand the source words
and generate accurate translations. Therefore, pro-
fessional simultaneous interpreters often work in
pairs (Millán and Bartrina, 2012); while one inter-
preter performs, the other notes certain challeng-
ing items, such as dates, lists, names, or numbers
(Jones, 2002).

Computers are ideally suited to the task of re-
calling items given their ability to store large
amounts of information, which can be accessed al-
most instantaneously. As a result, there has been
recent interest in developing computer-assisted in-
terpretation (CAI; Plancqueel and Werner; Fantin-
uoli (2016, 2017b)) tools that have the ability to
display glossary terms mentioned by a speaker,
such as names, numbers, and entities, to an inter-
preter in a real-time setting. Such systems have the
potential to reduce cognitive load on interpreters
by allowing them to concentrate on fluent and ac-
curate production of the target message.

These tools rely on automatic speech recogni-
tion (ASR) to transcribe the source speech, and
display terms occurring in a prepared glossary.
While displaying all terminology in a glossary
achieves high recall of terms, it suffers from low
precision. This could potentially have the un-
wanted effect of cognitively overwhelming the in-
terpreter with too many term suggestions (Stew-
art et al., 2018). Thus, an important desideratum
of this technology is to only provide terminology
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Figure 1: The simultaneous interpretation process, which could be augmented by our proposed terminology tagger
embedded in a computer-assisted interpreting interface on the interpreter’s computer. In this system, automatic
speech recognition transcribes the source speech, from which features are extracted, input into the tagger, and term
predictions are displayed on the interface in real-time. Finally, machine translations of the terms can be suggested.

assistance when the interpreter requires it. For
instance, an NLP tool that learns to predict only
terms an interpreter is likely to miss could be inte-
grated into a CAI system, as suggested in Fig. 1.

In this paper, we introduce the task of predict-
ing the terminology that simultaneous interpreters
are likely to leave untranslated using only infor-
mation about the source speech and text. We
approach the task by implementing a supervised,
sliding window, SVM-based tagger imbued with
delexicalized features designed to capture whether
words are likely to be missed by an interpreter.
We additionally contribute new manual annota-
tions for untranslated terminology on a seven talk
subset of an existing interpreted TED talk cor-
pus (Shimizu et al., 2014). In experiments on the
newly-annotated data, we find that intelligent term
prediction can increase average precision over the
heuristic baseline by up to 30%.

2 Untranslated Terminology in SI

Before we describe our supervised model to pre-
dict untranslated terminology in SI, we first define
the task and describe how to create annotated data
for model training.

2.1 Defining Untranslated Terminology
Formally, we define untranslated terminology with
respect to a source sentence S, sentence created by
a translator R, and sentence created by an inter-
preter I . Specifically, we define any consecutive
sequence of words si:j , where 0 ≤ i ≤ N − 1

(inclusive) and i < j ≤ N (exclusive), in source
sentence S0:N that satisfies the following criteria
to be an untranslated term:

• Termhood: It consists of only numbers or
nouns. We specifically focus on numbers or
nouns for two reasons: (1) based on the inter-
pretation literature, these categories contain
items that are most consistently difficult to re-
call (Jones, 2002; Gile, 2009), and (2) these
words tend to have less ambiguity in their
translations than other types of words, mak-
ing it easier to have confidence in the transla-
tions proposed to interpreters.

• Relevance: A translation of si:j , we denote t,
occurs in a sentence-aligned reference trans-
lation R produced by a translator in an of-
fline setting. This indicates that in a time-
unconstrained scenario, the term should be
translated.

• Interpreter Coverage: It is not translated,
literally or non-literally, by the interpreter in
interpreter output I . This may reasonably
allow us to conclude that translation thereof
may have presented a challenge, resulting in
the content not being conveyed.

Importantly, we note that the phrase untrans-
lated terminology entails words that are either
dropped mistakenly, intentionally due to the in-
terpreter deciding they are unnecessary to carry
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across the meaning, or mistranslated. We con-
trast this with literal and non-literal term cover-
age, which encompasses words translated in a ver-
batim and a paraphrastic way, respectively.

2.2 Creating Term Annotations
To obtain data with labels that satisfy the pre-
vious definition of untranslated terminology, we
can leverage existing corpora containing sentence-
aligned source, translation, and simultaneous in-
terpretation data. Several of these resources ex-
ist, such as the NAIST Simultaneous Translation
Corpus (STC) (Shimizu et al., 2014) and the Euro-
pean Parliament Translation and Interpreting Cor-
pus (EPTIC) (Bernardini et al., 2016). Next, we
process the source sentences, identifying terms
that satisfy the termhood, relevance, and inter-
preter coverage criteria listed previously.

• Termhood Tests: To check termhood for
each source word in the input, we first part-
of-speech (POS) tag the input, then check the
tag of the word and discard any that are not
nouns or numbers.

• Relevance and Interpreter Coverage Tests:
Next, we need to measure relevancy (whether
a corresponding target-language term ap-
pears in translated output), and interpreter
coverage (whether a corresponding term does
not appear in interpreted output). An approx-
imation to this is whether one of the transla-
tions listed in a bilingual dictionary appears
in the translated or interpreted outputs re-
spectively, and as a first pass we identify all
source terms with the corresponding target-
language translations. However, we found
that this automatic method did not suffice to
identify many terms due to lack of dictionary
coverage and also to non-literal translations.
To further improve the accuracy of the an-
notations, we commissioned human transla-
tors to annotate whether a particular source
term is translated literally, non-literally, or
untranslated by the translator or interpreters
(details given in §4).

Once these inclusion criteria are calculated, we
can convert all untranslated terms into an appro-
priate format conducive to training supervised tag-
gers. In this case, we use an IO tagging scheme
(Ramshaw and Marcus, 1999) where all words
corresponding to untranslated terms are assigned

Src

In
O

California
O

, there
O

has
O

been
O

a
O

[40]
I

percent
O

decline
O

in
O

the
O

[Sierra
I

snowpack
I

].

Interp

カリフォルニアでは

California
、 4

4
パーセント

percent

少なくなって

decline
しまいました。

Figure 2: A source sentence and its corresponding
interpretation. Untranslated terms are surrounded by
brackets and each word in the term is labeled with an
I-tag. The interpreter mistakes the term 40 for 4, and
omits Sierra snowpack.

the label I, and all others are assigned a label O, as
shown in Fig. 2.

3 Predicting Untranslated Terminology

With supervised training data in hand, we can cre-
ate a model for predicting untranslated terminol-
ogy that could potentially be used to provide in-
terpreters with real-time assistance. In this sec-
tion, we outline a couple baseline models, and then
describe an SVM-based tagging model, which we
specifically tailor to untranslated terminology pre-
diction for SI by introducing a number of hand-
crafted features.

3.1 Heuristic Baselines

In order to compare with current methods for term
suggestion in CAI, such as Fantinuoli (2017a), we
first introduce a couple of heuristic baselines.

• Select noun/# POS tag: Our first baseline
recalls all words that meet the termhood re-
quirement from §2. Thus, it will achieve per-
fect recall at the cost of precision, which will
equal the percentage of I-tags in the data.

• Optimal frequency threshold: To increase
precision over this naive baseline, we also
experiment with a baseline that has a fre-
quency threshold, and only output words that
are rarer than this frequency threshold in a
large web corpus, with the motivation that
rarer words are more likely to be difficult for
translators to recall and be left untranslated.

3.2 SVM-based Tagging Model

While these baselines are simple and intuitive,
we argue that there are a large number of other
features that indicate whether an interpreter is
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Figure 3: Our tagging model at prediction time. A sliding window SVM, informed by a task-specific feature
function φ with access to the POS tags, source speech timing (in seconds), and other information, predicts whether
or not words matching the termhood constraint (in blue) are likely to be left untranslated in SI.

likely to leave a term untranslated. We thus de-
fine these features, and resort to machine-learned
classifiers to integrate them and improve perfor-
mance. State-of-the-art sequence tagging mod-
els process sequences in both directions prior to
making a globally normalized prediction for each
item in the sequence (Huang et al., 2015; Ma
and Hovy, 2016). However, the streaming, real-
time nature of simultaneous interpretation con-
strains our model to sequentially process data from
left-to-right and make local, monotonic predic-
tions (as noted in Oda et al. (2014); Grissom II
et al. (2014), among others). Therefore, we
use a sliding-window, linear support vector ma-
chine (SVM) classifier (Cortes and Vapnik, 1995;
Joachims, 1998) that uses only local features of
the history to make independent predictions, as de-
picted in Fig. 3.2 Formally, given a sequence of
source words with their side information (such as
timings or POS tags) S = s0:N , we slide a win-
dow W of size k incrementally across S, extract-
ing features φ(si−k+1:i+1) from si and its k − 1
predecessors.

Since our definition of terminology only allows
for nouns and numbers, we restrict prediction to
words of the corresponding POS tags Q = {CD,
NN, NNS, NNP, NNPS} using the Stanford POS
tagger (Toutanova et al., 2003). That is, we assign
a POS tag pi to each word from si and only extract
features/predict using the classifier if pi ∈ Q; oth-
erwise we always assign the Outside tag. This dis-

2We also experimented with a unidirectional LSTM tag-
ger (Hochreiter and Schmidhuber, 1997; Graves, 2012), but
found it ineffective on our small amount of annotated data.

allows words that are of other POS tags from being
classified as untranslated terminology and greatly
reduces the class imbalance issue when training
the classifier.3

3.3 Task-specific Features

Due to the fact that only a small amount of human-
interpreted human-annotated data can be created
for this task, it is imperative that we give the
model the precise information it needs to gener-
alize well. To this end, we propose multiple task-
specific, non-lexical features to inform the classi-
fier about certain patterns that may indicate termi-
nology likely to be left untranslated.

• Elapsed time: As discussed in §1, SI is a
cognitively demanding task. Interpreters of-
ten work in pairs and usually swap between
active duty and notetaking roles every 15-20
minutes (Lambert and Moser-Mercer, 1994).
Towards the end of talks or long sentences,
an interpreter may become fatigued or face
working memory issues—especially if work-
ing alone. Thus, we monitor the number of
minutes elapsed in the talk and the index of
the word in the talk/current sentence to in-
form the classifier.

• Word timing: We intuit that a presenter’s
quick speaking rate can cause the simultane-
ous interpreter to potentially drop some ter-
minology. We obtain word timing informa-

3We note that a streaming POS tagger would have to be
used in a real-time setting, as in (Oda et al., 2015).
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tion from the source speech via forced align-
ment tools (Ochshorn and Hawkins, 2016;
Povey et al., 2011). The feature function ex-
tracts both the number of words in the past m
seconds and the time deltas between the cur-
rent word and previous words in the window.

• Word frequency: We anticipate that inter-
preters often leave rarer source words un-
translated because they are probably more
difficult to recall from memory. On the other
hand, we would expect loan words, words
adopted from a foreign language with lit-
tle or no modification, to be easier to rec-
ognize and translate for an interpreter. We
extract the binned unigram frequency of the
current source word from the large monolin-
gual Google Web 1T Ngrams corpus (Brants
and Franz, 2006). We define a loan word
as an English word with a Katakana transla-
tion in the bilingual dictionaries (eij; Breen,
2004).

• Word characteristics and syntactic fea-
tures: We extract the number of characters
and number of syllables in the word, as deter-
mined by lookup in the CMU Pronunciation
dictionary (Weide, 1998). Numbers are con-
verted to their word form prior to dictionary
lookup. Generally, we expect longer words,
both by character and syllable count, to rep-
resent more technical or marked vocabulary,
which may be challenging to translate. Ad-
ditionally, we syntactically inform the model
with POS tags and regular expression pat-
terns for numerals.

These features are extracted via sliding a win-
dow over the sentence, as displayed in Fig. 3 and
discussed in §3.2. Thus, we also utilize previous
information from the window when predicting for
the current word. This previous information in-
cludes past predictions, word characteristics and
syntax, and source speech timing.

4 Experimental Annotation and Analysis

In this section, we detail our application of the
term annotation procedure in §2 to an SI corpus
and analyze our results.

4.1 Annotation of NAIST STC
For SI data, we use a seven-talk, manually-aligned
subset of the English-to-Japanese NAIST STC

(Shimizu et al., 2014), which consists of source
subtitle transcripts, En→Ja offline translations,
and interpretations of English TED talk videos
from professional simultaneous interpreters with
1, 4, and 15 years of experience, who are dubbed
B-rank, A-rank, and S-rank4. TED talks offer a
unique and challenging format for simultaneous
interpreters because the speakers typically talk in-
depth about a single topic, and such there are many
new terms that are difficult for an interpreter to
process consistently and reliably. The prevalence
of this difficult terminology presents an interesting
testbed for our proposed method.

First, we use the Stanford POS Tagger
(Toutanova et al., 2003) on the source subtitle tran-
scripts to identify word chunks with a POS tag in
{CD, NN, NNS, NNP, NNPS}, discarding words
with other tags. After performing word segmen-
tation on the Japanese data using KyTea (Neubig
et al., 2011), we automatically detect for trans-
lation coverage between the source subtitles, SI,
and translator transcripts with a string-matching
program, according to the relevance and coverage
tests from §2. The En↔Ja EIJIRO (2.1m entries)
(eij) and EDICT (393k entries) (Breen, 2004) bilin-
gual dictionaries are combined to provide term
translations. Additionally, we construct individual
dictionaries for each TED talk with key acronyms,
proper names, and other exclusive terms (e.g., UN-
ESCO, CO2, conflict-free, Pareto-improving) to
increase this automatic coverage. Nouns are lem-
matized prior to lookup in the bilingual dictionary,
and we discard any remaining closed-class func-
tion words.

While this automatic process is satisfactory for
identifying if a translated term occurs in the trans-
lator’s or interpreters’ transcripts (relevancy), it is
inadequate for verifying the terms that occur in the
translator’s transcript, but not the interpreters’ out-
puts (interpreter coverage). Therefore, we com-
missioned seven professional translators to review
and annotate those source terms that could not
be marked as translated by the automatic process
as either translated, untranslated, or non-literally
translated in each target sentence. Lastly, we add
I-tags to each word in the untranslated terms and
O-tags to the words in literally and non-literally
translated terms.

4{B, A, S}-rank is the Japanese equivalent to {C, B, A}-
rank on the international scale.
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trans. non-lit. raw untrans.

T/I # % # % # %

T 2,213 80 158 6 401 14
B 1,134 41 92 3 1,546 56
A 1,151 42 114 4 1,507 54
S 1,531 55 170 6 1,071 39

Table 1: Translated, non-literally translated, and raw
untranslated term annotations obtained in the annota-
tion process using the NAIST STC for (T)ranslator, and
{B,A,S}-rank SI. Note that these raw untranslated term
figures are directly from the annotation process, prior to
filtering based off of the term relevancy constraint from
§2.

4.2 Annotation Analysis

Table 1 displays the term coverage annotation
statistics for the translators and interpreters. Since
translators performed in an offline setting without
time constraints, they were able to translate the
largest number of source terms into the target lan-
guage, with 80% being literally translated, and 6%
being non-literally translated. On the other hand,
interpreters tend to leave many source terms un-
covered in their translations. The A-rank and B-
rank interpreters achieve roughly the same level of
term coverage, with the A-rank being only slightly
more effective than B-rank at translating terms lit-
erally and non-literally. This is in contrast with
Shimizu et al. (2014)’s automatic analysis of trans-
lation quality on a three-talk subset, in which A-
rank has slightly higher translation error rate and
lower BLEU score (Papineni et al., 2002) than the
B-rank interpreter. The most experienced S-rank
interpreter leaves 17% fewer terms than B-rank
uncovered in the translations. More interestingly,
the number of non-literally translated terms also
correlates with experience-level. In fact, the S-
rank interpreter actually exceeds the translator in
the number of non-literal translations produced.
Non-literal translations can occur when the inter-
preter fully comprehended the source expression,
but chose to generate it in a way that better fit the
translation in terms of fluency.

In Table 2, we show the number of terms left
untranslated by each interpreter rank after process-
ing our annotations for the relevancy constraint of
§2. Since the number of per-word I-tags is only
slightly higher than the number of untranslated
terms, most such terms consist of only a single

% I-tag of

SI # untrans. terms all noun/#

B-rank 1,256 10.8 45.4
A-rank 1,206 10.4 43.6
S-rank 812 7.0 29.6

Table 2: Final untranslated term count and number of I-
tags after filtering based off of the relevancy constraint
(§2). That is, only the raw untranslated source terms
that appear in the translator’s transcript are truly con-
sidered untranslated.

globalization

Intellectual Property

DMCA

sludge

retouchers

WiFi

change purse

Rwanda

Dongguan

ice melting

Motion Picture 
Association

workforce

fly-throughs

Greenland

oddities

zipper
Katey

Figure 4: Untranslated term overlap between inter-
preters.

word of about 6.5 average characters for all ranks.
Capitalized terms (i.e., named entities/locations)
constitute about 14% of B-rank, 13% of A-rank,
and 15% of S-rank terms. Numbers represent
about 5% of untranslated terms for each rank.

The untranslated term overlap between inter-
preters is visualized in Fig. 4. Most difficult
terms are shared amongst interpreter ranks as only
23.2% (B), 22.1% (A), and 11.7% (S) of terms are
unique for each interpreter. We show a sampling
of some unique noun terms on the outside of the
Venn diagram, along with the untranslated terms
shared among all ranks in the center. Among these
unique terms, capitalized terms make up 19% of
B-rank/S-rank, but only 13% of A-rank. 7.4% of
S-rank’s unique terms are numbers compared with
about 5% for the other two ranks.

5 Term Prediction Experiments

5.1 Experimental Setting

We design our experiments to evaluate both the
effectiveness of a system to predict untranslated
terminology in simultaneous interpretation and the
usefulness of our features given the small amount
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AP

Method B A S

Select noun/# POS tag 45.4 43.6 29.6
Optimal freq threshold 49.7 48.1 32.9

SVM (all features) 58.9 53.5 39.1
− elapsed time 58.8 53.0 38.8
− word timing 58.2 53.2 38.5
− word freq 59.4 52.5 39.1
− characteristic/syntax 59.3 55.1 42.5

Table 3: Average precision score cross-validation re-
sults with feature ablation for the untranslated term
class on test data. Optimal word frequency threshold
is determined on dev set of each fold. Evaluation per-
formed on a word-level. Highest numbers per column
are bolded. Each setting is statistically significant at
p < 0.05 by paired bootstrap (Koehn, 2004).

of aligned and labeled training data we possess.
We perform leave-one-out cross-validation us-

ing five of the seven TED talks as the training set,
one as the development set, and one as the test set.
Hyperparameters (SVM’s penalty term, the num-
ber of bins for the word frequency feature=9, and
sliding window size=8) are tuned on the dev. fold
and the best model, determined by average pre-
cision score, is used for the test fold predictions.
Both training and predictions are performed on a
sentence-level. During training, we weight the two
classes inversely proportional to their frequencies
in the training data to ensure that the majority O-
tag does not dominate the I-tag.

5.2 Results and Analysis

Since we are ultimately interested in the precision
and recall trade-off among the methods, we evalu-
ate our results using precision-recall curves in Fig.
5 and the average precision (AP) scores in Table
3. AP5 summarizes the precision-recall curve by
calculating the weighted mean of the precisions at
each threshold, where the weights are equal to the
increase in recall from the previous threshold. If
the method is embedded in a CAI system, then the
user could theoretically adjust the precision-recall
threshold to balance helpful term suggestions with
cognitive load.

Overall, we tend to see that all methods per-
form best when tested on data from the B-rank

5We compute AP using the scikit-learn implementation
(Pedregosa et al., 2011).

Select POS

in the last 5 years we ’ve added
70000000 tons of co2 every
24 hours 25000000 tons every
day to the oceans

Optimal freq

in the last 5 years we ’ve added
70000000 tons of co2 every
24 hours 25000000 tons every
day to the oceans

SVM

in the last 5 years we ’ve added
70000000 tons of co2 every
24 hours 25000000 tons every
day to the oceans

Table 4: B-rank output from our model contrasted with
baselines. Type I errors are in red, type II errors in
orange, and correctly tagged untranslated terminology
in blue.

interpreter, and observe a decline in performance
across all methods with an increase in interpreter
experience. We believe that this is due to a de-
crease in the number of untranslated terminology
as experience increases (i.e., class imbalance) cou-
pled with the difficulty of predicting such exclu-
sive word occurrences from only source speech
and textual cues. Ablation results in Table 3 show
that not all of the features are able to improve
classifier performance for all interpreters. While
the elapsed time and word timing features tend
to cause a degradation in performance when re-
moved, ablating the word frequency and character-
istic/syntax features can actually improve average
precision score. Word frequency, which is a recall-
based feature, seems to be more helpful for B- and
S-rank interpreters because it is challenging to re-
call the smaller number of untranslated terms from
the data. Although the characteristic/syntax fea-
tures are also recall-based, we see a decline in per-
formance for them across all interpreter ranks be-
cause they are simply too noisy. When ablating
the uninformative features for each rank, the SVM
is able to increase AP vs. the optimal word fre-
quency baseline by about 20%, 15%, and 30% for
the B, A, and S-rank interpreters, respectively.

In Table 4, we show an example taken from
the first test fold with results from each of the
three methods. The SVM’s increased precision is
able to greatly reduce the number of false posi-
tives, which we argue could overwhelm the inter-
preter if left unfiltered and shown on a CAI sys-
tem. Nevertheless, one of the most apparent false
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Figure 5: Precision-recall curves for each interpreter rank.

positive errors that still occurs with our method is
on units following numbers, such as the word tons
in the example. Also, because our model priori-
tizes avoiding this type I error, it is more suscepti-
ble to type II errors, such as ignoring untranslated
terms 24 and day. A user study with our method
embedded in a CAI would reveal the true costs of
these different errors, but we leave this to future
work.

6 Conclusion and Future Work

In this paper, we introduce the task of automati-
cally predicting terminology likely to be left un-
translated in simultaneous interpretation, create
annotated data from the NAIST ST corpus, and
propose a sliding window, SVM-based tagger with
task-specific features to perform predictions.

We plan to assess the effectiveness of our ap-
proach in the near future by integrating it in a
heads-up display CAI system and performing a
user study. In this study, we hope to discover the
ideal precision and recall tradeoff point regarding
cognitive load in CAI terminology assistance and
use this feedback to adjust the model.

Other future work could examine the effective-
ness of the approach in the opposite direction
(Japanese to English) or on other language pairs.
Additionally, speech features could be extracted
from the source or interpreter audio to reduce the
dependence on a strong ASR system.
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Abstract

We explore the problem of audio caption-
ing1: generating natural language description
for any kind of audio in the wild, which has
been surprisingly unexplored in previous re-
search. We contribute a large-scale dataset of
46K audio clips with human-written text pairs
collected via crowdsourcing on the AudioSet
dataset (Gemmeke et al., 2017). Our thorough
empirical studies not only show that our col-
lected captions are indeed loyal to the audio
inputs but also discover what forms of audio
representation and captioning models are ef-
fective for audio captioning. From extensive
experiments, we also propose two novel com-
ponents that are integrable with any attention-
based captioning model to help improve audio
captioning performance: the top-down multi-
scale encoder and aligned semantic attention.

1 Introduction

Captioning, the task of translating a multimedia
input source into natural language, has been sub-
stantially studied over the past few years. The vast
majority of the journey has been through the vi-
sual senses ranging from static images to videos.
Yet, the exploration into the auditory sense has
been circumscribed to human speech transcrip-
tion (Panayotov et al., 2015; Nagrani et al., 2017),
leaving the basic natural form of sound in an un-
charted territory of the captioning research.

Recently, sound event detection has gained
much attention such as DCASE challenges
(Mesaros et al., 2017) along with the release of
a large scale AudioSet dataset (Gemmeke et al.,
2017). However, sound classification (e.g. pre-
dicting multiple labels for a given sound) and
event detection (e.g. localizing the sound of in-
terest in a clip) may not be sufficient for a full un-
derstanding of the sound. Instead, a natural sen-

1For a live demo and details, https://audiocaps.github.io

[Audio Classification] rumble | vehicle | speech | car | outside

[Video Captioning] A bus passing by with some people 
walking by in the afternoon.

[Audio Captioning] A muffled rumble with man and woman 
talking in the background while a siren blares in the distance.

Figure 1: Comparison of audio captioning with audio
classification and video captioning tasks.

tence offers a greater freedom to express a sound,
because it allows to characterize objects along
with their states, properties, actions and interac-
tions. For example, suppose that suddenly sirens
are ringing in the downtown area. As a natural re-
action, people may notice the presence of an emer-
gency vehicle, even though they are unable to see
any flashing lights nor feel the rush of wind from
a passing vehicle. Instead of simply tagging this
sound as ambulance or siren, it is more informa-
tive to describe which direction the sound is com-
ing from or whether the source of the sound is
moving closer or further away, as shown in Fig-
ure 1.

To that end, we address the audio captioning
problem for audios in the wild, which has not
been studied yet, to the best of our knowledge.
This work focuses on one of the most important
bases toward this research direction, contributing
a large-scale dataset. The overarching sources
of in-the-wild sounds are grounded on the Au-
dioSet (Gemmeke et al., 2017), so far the largest
collection of sound events collected from Youtube
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videos. We newly collect human-written sen-
tences for a subset of AudioSet audio clips via
crowdsourcing on Amazon Mechanical Turk (sec-
tion 3). We also develop two simple yet effec-
tive techniques to generate captions through the
joint use of multi-level pretrained features and bet-
ter attention mechanism named aligned-semantic
attention (section 4). Lastly, we perform exper-
iments contrasting between video-based captions
and audio-focused captions by employing a vari-
ety of features and captioning models (section 5).

The contributions of this work are as follows.

1. To the best of our knowledge, this work is
the first attempt to address the audio caption-
ing task for sound in the wild. We contribute
its first large-scale dataset named AudioCaps,
which consists of 46K pairs of audio clips
and text description.

2. We perform thorough empirical studies not
only to show that our collected captions are
indeed true to the audio inputs and but also
to discover what forms of audio represen-
tations and captioning models are effective.
For example, we observe that the embeddings
from large-scale pretrained VGGish (Her-
shey et al., 2017) are powerful in describing
the audio input, and both temporal and se-
mantic attention are helpful to enhance cap-
tioning performance.

3. From extensive experiments, we propose two
simple yet effective technical components
that further improve audio captioning per-
formance: the top-down multi-scale encoder
that enables the joint use of multi-level fea-
tures and aligned semantic attention that ad-
vances the consistency between semantic at-
tention and spatial/temporal attention.

2 Related Work

Speech recognition and separation. One of the
most eminent tasks for audio understanding may
be speech recognition, the task of recognizing
and translating human spoken language into text
with less emphasis on background sound that may
coexist. A multitude of datasets exist for such
task e.g. Speech Commands dataset (Warden,
2018), Common Voice dataset (Mozilla, 2017),
Librispeech (Panayotov et al., 2015), LS Speech
(Ito, 2017). As one of similar lineage, automatic
speech separation forks an input audio signal into

several individual speech sources (Hershey et al.,
2016; Ephrat et al., 2018). To most of these tasks,
in the wild sound is deemed as background noise
to be removed as an obstructer of speech recogni-
tion. On the other hand, our work puts the spot-
light on these neglected sounds and express them
through natural language.

Audio classification and sound event detec-
tion. This line of tasks emphasizes categorizing
a sound into a set of predefined classes. There
exist a number of datasets to aid in achieving
this goal, including DCASE series (Stowell et al.,
2015; Mesaros et al., 2016, 2017), UrbanSound8k
(Salamon et al., 2014), ESC (Piczak, 2015). Au-
dioSet (Gemmeke et al., 2017) is an audio event
dataset collected from Youtube that is unsurpassed
in terms of coverage and size, structured with an
ontology containing 527 classes. Another pre-
dominant large-scale dataset is Freesound (Fon-
seca et al., 2017). It consists of audio samples
from freesound.org recordings based on the pre-
ceding AudioSet ontology. In contrast to audio
classification, which uniquely map the audio to a
set of labels, our task generates a descriptive sen-
tence. Hence, it needs to not only detect salient
sounds of classes but also explores their states,
properties, actions or interactions.

Captioning tasks and datasets. The vast ma-
jority of captioning tasks and datasets focus on the
visual domain. Image captioning generates text
description of an image, and numerous datasets
are proposed, such as Flickr 8k (Rashtchian et al.,
2010), Flickr 30k (Young et al., 2014), MS COCO
(Lin et al., 2014), DenseCap (Johnson et al., 2016)
and Conceptual Captions (Sharma et al., 2018).
Akin to the image captioning is video captioning,
for which there are many datasets too, including
MSVD (Guadarrama et al., 2013), MSR-VTT (Xu
et al., 2016), LSMDC (Rohrbach et al., 2017) and
ActivityNet Captions (Krishna et al., 2017).Com-
pared to previous captioning tasks and datasets,
our work confines the problem by focusing on in
the wild audio inputs.

Recently, there have been some efforts to
solve video captioning with audio input (Hori
et al., 2017, 2018; Wang et al., 2018). How-
ever, the audio input merely serves as auxiliary
features for video captioning, and as a result, it
only marginally improves the performance (e.g.
BLEU-4 score: 39.6 (video only) vs. 40.3 (video
+ MFCC) (Wang et al., 2018)). These results are
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partly culpable to dataset collection, where the an-
notators mostly rely on the video input. On the
contrary, our collection induces the annotators to
mainly abide to audio, hence, increasing the de-
pendency of written text on the audio input as can
be shown in our survey analysis in Figure 5.

3 The Audio Captioning Dataset

Our AudioCaps dataset entails 46K audio caption
pairs. Table 1 outlines its key statistics. The
audio sources are rooted in AudioSet (Gemmeke
et al., 2017), a large-scale audio event dataset,
from which we draft the AudioCaps, as discussed
below. We present more details of data collection
and statistics in the Appendix.

3.1 AudioSet Tailoring

It is important to select qualified audio clips as the
first step of dataset collection. The chosen cat-
egories of clips must be well-rounded in cover-
age of naturally occurring audios, be relevant to
practical applications and appear with high fre-
quency. To that end, we tailor the AudioSet dataset
(Gemmeke et al., 2017) that comprises 1,789,621
human-labeled 10 second YouTube excerpts with
an ontology of 527 audio event categories. How-
ever, an immediate collection of captions from
these audios pose several difficulties: (i) too many
audio clips, (ii) inconsistent level of abstraction
among the classes, (iii) distribution bias of some
labels and (iv) noisy labels that are only notice-
able from visual cues. We circumvent these is-
sues through a controlled sampling process as de-
scribed below.

Among 527 audio event categories of AudioSet,
we first exclude all the labels whose number of
clips are less than 1,000 to promote a balanced
distribution within the dataset. We also remove
all 151 labels in the music super-category, be-
cause they are often indiscernible even for a hu-
man. For example, a human with no expertise
can hardly discriminate the sound of Guitar from
Banjo. Thus, we set aside the musical territory for
future exploration. We further discard categories if
they do not satisfy the following two constraints.
The word labels should be identifiable solely from
sound (i) without requiring visuals (e.g. remove
the category inside small room) and (ii) without
requiring any expertise (e.g. remove power win-
dows and electric windows because their distinc-
tion may be possible only for car experts). Fi-

Split # clips # captions # words/caption # labels/clip
Train 38,118 38,118 8.79 (8) 4.25 (4)
Val 500 2,500 10.12 (9) 4.06 (3)
Test 979 4,895 10.43 (9) 4.03 (3)
Total 39,597 45,513 9.03 (9) 4.22 (4)

Table 1: Some statistics of AudioCaps dataset. We also
show average and median (in parentheses) values. la-
bels refer to the semantic attributes.

Figure 2: The AMT interface for audio annotation.

nally, we select 75 word labels derived from 7
augmented super-categories as avoiding the sharp
skewness in the word labels (e.g. 48.5% clips in-
clude speech label). We limit the number of in-
stances per category to 2,000 by sampling with
preference to audio clips associated with more
word labels to prioritize the audios with diverse
content. The final number of audio clips is about
115K, from which we obtain captions for 46K as
the first version.

3.2 Audio Annotation

The collected captions should be precise, spe-
cific, diverse, expressive, large-scale and corre-
lated with the paired audios with minimal visual
presumptions. Such complex nature of our re-
quirements necessitates employing crowdworkers
through Amazon Mechanical Turk (AMT). Some
qualification measures are set for the crowdwork-
ers, such as they should hold a +95% HIT approval
rate and the total number of approved HITs that are
greater than 1,000 and be located at one of [AU,
CA, GB, NZ, US]. In total, 108 caption writing
workers and 3 caption reviewing workers partici-
pate and are compensated at 10 cents per clip.

Annotation Interface. Figure 2 shows our an-
notation interface, which is designed to minimize
the visual presumption while maintaining diver-
sity. Each task page consists of an audio clip of
about 10 seconds, word hints and video hints.

The word hints are the word labels that are pro-
vided by AudioSet for the clip and are employed

121



A train is approaching with a low 
rumble and rhythmic click and squeal

Below officers creep toward the 
entrance the door and points a gun

(a) LSMDC (c) AudioCaps(b) MSR-VTT

A black andwhite video of about actors

Figure 3: Comparison between two video captioning datasets and AudioCaps. The text from (a) LSMDC
(Rohrbach et al., 2017) and (b) MSR-VTT (Xu et al., 2016) includes multiple visually grounded vocabularies
(indicated in blue), whereas the text from (c) AudioCaps contains vocabularies relying on auditory cues (in red).

as hints to the crowdworkers. Even to humans,
recognizing the true identity of a sound can be am-
biguous, and thus the word hints act as a precursor
to accurately guide the crowdworkers during the
description process, while staying aloof from vi-
sual bias. Another benefit is that the diversity of
the word labels may also enrich the expressive-
ness of the description. Also derived from Au-
dioSet, the video hints are provided as a stronger
hint for sounds that are too difficult even to the
human ear or for clips associated with some er-
roneous or missing word hints (weak labels). We
advise the workers to use them as a last resort mea-
sure.

Some instructions2 are also provided to demar-
cate crowdworkers’ descriptions as follows. (i) Do
not include the words for visuals in the video that
are not present in the sound. (ii) Ignore speech
semantics. (iii) When applicable, be detailed and
expressive. (iv) Do not be imaginative and be lit-
eral and present with the descriptions.

Quality Control. We use a qualification test
to discern many crowdworkers who frequently
violate the given instructions (e.g. transcribing
instead of describing, just enumerating provided
word hints or writing visual captions). Interested
crowdworkers must participate in the test and sub-
mit a response, which the authors manually check
and approve if they are eligible. We employ three
additional workers to verify the data in accordance
to our guidelines. In order to maintain high ap-
proval rates, we periodically blacklist malicious
crowdworkers while granting reasonable incen-
tives to benevolent workers.

2https://audiocaps.github.io/
instruction_only.html.

3.3 Post-processing

We exclude the period symbol from all the
captions, convert numbers to words using
num2words3 and correct grammar errors by
languagetool4. We then tokenize words with
spacy 5. Finally, we build a dictionary V with a
size of 4506 by choosing all the unique tokens.

3.4 Comparison with Other Datasets

Figure 3 qualitatively compares some caption ex-
amples between our AudioCaps and two caption-
ing datasets with audio: LSMDC (Rohrbach et al.,
2017) and MSR-VTT (Xu et al., 2016). Since both
LSMDC and MSR-VTT focus more on describ-
ing videos than audios, their captions are charac-
terized by visually grounded vocabularies (blue).
On the other hand, the captions of AudioCaps ac-
company sound-based vocabularies (red).

4 Approach

We present a hierarchical captioning model that
can attend to the fine details of the audio. The
backbone of our model is an LSTM (Hochreiter
and Schmidhuber, 1997) that we fortify with two
novel components which are easily integrable with
any attention-based captioning model. The top-
down multi-scale encoder enables the contextual
use of multi-level features, and the aligned seman-
tic attention enhances the consistency between se-
mantic attention and temporal attention (see Fig-
ure 4). Our experiments in section 5.3 show that
these two techniques lead to non-trivial perfor-
mance improvement.

3https://github.com/savoirfairelinux/
num2words.

4https://github.com/languagetool-org/
languagetool.

5https://spacy.io.
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The input to our model are mel-frequency cep-
stral coefficient (MFCC) audio features (Davis
and Mermelstein, 1980) and the output is a se-
quence of words {ym}Mm=1, each of which is a
symbol from the dictionary. For text representa-
tion, we use fastText (Bojanowski et al., 2016)
trained on the Common Crawl corpus to initialize
the word embedding matrix Wemb, which is fine-
tuned with the model during training. We repre-
sent word sequences (e.g. attribute words for se-
mantic attention and output words for answer cap-
tions) in a distributional space as {dn}Nn=1 with
dn = Wembwn where wn is a one-hot vector for
n-th word in the word sequence and dn ∈ R300.

4.1 Top-down Multi-scale Encoder

Unlike speech data, sound in the wild is not always
continuous. It can be often brief, noisy, occluded,
in-the-distance and randomly sparsed throughout
the audio. Hence, the lower-level features can be
useful to capture such characteristics of natural
sound, although they may lack the semantics of the
higher-level features. Thus, the joint use of these
two levels of features can be mutually beneficial.

The top-down multi-scale encoder takes as
input the two-level audio embedding {ft}Tt=1,
{ct}Tt=1 and generates the fused encoding vector,
where T is the sequence length of the audio. For
input, we use the features from the two layers of
the pretrained VGGish network (Hershey et al.,
2017): the fc2 vector {ft}Tt=1 as a high-level se-
mantic feature, and the conv4 vector {ct}Tt=1 as
a mid-level feature.

The first level of hierarchy encodes high-level
features {ft}Tt=1 using a bi-directional LSTM. We
regard the last hidden state as the global audio em-
bedding hctxt ∈ RI :

←→
h a1
t = biLSTM(ft,

−→
h a1
t−1,
←−
h a1
t+1), (1)

hctxt = Wc[
−→
h a1
T ;
←−
h a1

1 ] + bc, (2)

where Wc ∈ RI×D1
and bc ∈ RI are parameters,

I is the dimension of input to the next layer andD1

is the dimension of the first layer hidden states.
We then reshape and encode mid-level fea-

tures {ct}Tt=1 ∈ R512 using another bi-directional
LSTM. In order to inject the global semantics, we
perform an element-wise addition of hctxt to the
mid-level feature along the time axis, and feed
them into the bi-directional LSTM one at a time,
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Figure 4: The audio captioning model with top-down
multi-scale encoder and aligned semantic attention.

producing a hidden state
←→
h a2
t ∈ RD2

at each step:

←→
h a2
t = biLSTM(ct + hctxt,

−→
h a2
t−1,
←−
h a2
t+1). (3)

4.2 Aligned Semantic Attention
In many captioning models (You et al., 2016; Yu
et al., 2017; Laokulrat et al., 2018; Long et al.,
2018), semantic attention has been independently
used from temporal/spatial attention. However, it
can be troublesome because there may exist some
discrepancies between the two attentions i.e. they
do not attend to the same part of the input. For in-
stance, given an audio of a cat meowing and a baby
crying, temporal attention may attend to the crying
baby while semantic attention attends to the word
cat. We propose a simple yet effective approach
that implicitly forces both semantic and tempo-
ral/spatial attention to be correctly aligned to one
another to maximize the mutual consistency.

For semantic attention, we extract a set of N at-
tribute words for each audio: following You et al.
(2016), we retrieve the nearest training audio from
the subset of AudioSet and transfer its labels as at-
tribute words. We encode each attribute word vec-
tor using a bi-directional LSTM (named semantic
encoder):
←→
h w
n = biLSTM(dn,

−→
h w
n−1,
←−
h w
n+1), (4)

where dn is the input text representation of the at-
tribute word sequence. We then align these seman-
tic word features

←→
h w
n to the temporal axis of the
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audio features
←→
h a2
t via the attention flow layer

(Seo et al., 2017). For notational simplicity, we
omit the bidirectional arrow in the following.

Attention flow layer. We first compute the sim-
ilarity matrix, S ∈ RT×N between each pair of
audio and word features using the score function
α(ha2t ,h

w
n ) ∈ R:

α(ha2t ,h
w
n ) = Wα[h

a2
t ;hwn ;h

a2
t ◦ hwn ], (5)

Stn = α(ha2t ,h
w
n ), (6)

where ◦ is element-wise multiplication.
We then use S to obtain the attentions and the

attended vectors in two directions: word-to-audio
{h̃wt }Tt=1 ∈ RD2

and audio-to-word h̃a2 ∈ RD2
:

at = softmax(St:), h̃wt =
∑

n

atnh
w
n , (7)

b = softmax(max
row

(S)), h̃a2 =
∑

t

bth
a2
t , (8)

where at ∈ RN , b ∈ RT .
Lastly, we concatenate them into {hflowt }Tt=1 ∈

R4D2
, while keeping the temporal axis intact:

hflowt = [ha2t ; h̃wt ;h
a2
t ◦ h̃wt ;ha2t ◦ h̃a2]. (9)

Temporal attention over attention flow. We
now have an embedding that aligns the semantic
features of words with the time steps of audio fea-
tures. Subsequently, we apply temporal attention
over it; the attention weight is calculated as in Lu-
ong et al. (2015). Specifically, we use the global
method for each t in {hflowt }Tt=1:

αm = align(hdecm ,hflowt ), (10)

cm =
∑

t

αmth
flow
t , (11)

am = tanh(Wdec[cm;h
dec
m ]), (12)

where hdecm ∈ RDo is the state of the de-
coder LSTM, cm ∈ R4D2

is the context vector,
αm ∈ RT is the attention mask, and Wdec ∈
RDo×(4D2+Do) is a parameter.

Next, we obtain the output word probability:

sm = softmax(Woam) (13)

where Wo ∈ RV×Do . Finally, we select the out-
put word as ym+1 = argmaxs∈V(sm). We repeat
this process until ym+1 reaches an EOS token.

The model is trained to maximize the log-
likelihood assigned to the target labels via the soft-
max as done in most captioning models.

5 Evaluation

We perform several quantitative evaluations to
provide more insights about our AudioCaps
dataset. Specifically, our experiments are designed
to answer the following questions:

1. Are the collected captions indeed faithful to
the audio inputs?

2. Which audio features are useful for audio
captioning on our dataset?

3. What techniques can improve the perfor-
mance of audio captioning?

We present further implementation details and
more experimental results in the Appendix. Some
resulting audio-caption pairs can be found at
https://audiocaps.github.io/supp.

Before presenting the results of our experiments
on these three questions, we first explain the ex-
perimental setting and baseline models.

5.1 Experimental Setting
Evaluation metrics. Audio captioning can be
quantitatively evaluated by the language similarity
between the predicted sentences and the ground-
truths (GTs) such as BLEU (Papineni et al., 2002),
CIDEr (Vedantam et al., 2015), METEOR (Baner-
jee and Lavie, 2005), ROUGE-L (Lin, 2004) and
SPICE (Anderson et al., 2016). In all metrics,
higher scores indicate better performance.

Audio features. Audios are resampled to
16kHz, and stereo is converted into mono by aver-
aging both channels. We zero-pad clips that are
shorter than 10 seconds and extract three levels
of audio features. For the low-level audio feature,
the lengthy raw audios are average-pooled by the
WaveNet encoder as in Engel et al. (2017). For
the mid-level feature, mel-frequency cepstral co-
efficients (MFCC) (Davis and Mermelstein, 1980)
are extracted using librosa (McFee et al., 2015)
with a window size of 1024, an overlap of 360
and the number of frames at 240, and encoded
further with a bi-directional LSTM followed by
a gated convolutional encoder (Xu et al., 2018).
Lastly, we use two high-level features: the 24th
output layer of SoundNet6 (Aytar et al., 2016) with
a (10× 1024) dimension and the final output em-
bedding of VGGish7 (Hershey et al., 2017) with a
(10× 128) dimension of (time × embedding).

6https://github.com/cvondrick/soundnet.
7https://github.com/tensorflow/models/

tree/master/research/audioset.
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Video features. To contrast with video cap-
tioning datasets, we also extract video features
at the frame-level and at the sequence-level
from YouTube clips. For frame features, we
use VGG16 (Simonyan and Zisserman, 2015)
pretrained on the ILSVRC-2014 dataset (Rus-
sakovsky et al., 2015). For sequence features, we
use C3D8 (Tran et al., 2015) pretrained on the
Sport1M dataset (Karpathy et al., 2014). We ex-
tract subsequent frames with 50% overlap cen-
tered at each time step on the input clips for Au-
dioSet videos, while proceeding with no overlap
for MSR-VTT clips as in the original paper. We
sample videos at 25fps.

5.2 Baselines

Retrieval methods. As straightforward baselines,
we test the 1-nearest search with audio features,
denoted by 1NN-MFCC, 1NN-SoundNet and
1NN-VGGish. For a query audio, we find its
closest training audio using the `2 distance on the
features and return its text as a prediction. We
mean-pool all the audio features over time, be-
cause it empirically leads to a strong performance.

LSTM methods. As simple generative base-
lines, we test with the LSTM decoder, denoted by
-LSTM postfix, where the encoded audio feature is
set as the initial state of the LSTM. For instance,
WaveNet-LSTM is the model with the WaveNet
encoder and the LSTM decoder. We use a single-
layer LSTM with dropout (Srivastava et al., 2014)
and layer normalization (Ba et al., 2016).

Attention models. We test two popular at-
tention models developed in video captioning re-
search: (i) TempAtt (Luong et al., 2015; Yao
et al., 2016) generates captions by selectively
attending to audio features over time, and (ii)
SemAtt (You et al., 2016) creates text attending
to attribute words as secondary information.

Our models. We denote our top-down multi-
scale encoder as the prefix TopDown- and
aligned semantic attention as AlignedAtt-.

Upper-bounds. Given that each test data has
five human-generated captions, we perform cross
validation on the five GT captions as an upper-
bound of performance denoted as Human. We re-
gard one of five human annotations as model pre-
diction and compute the performance metric with
the other four as ground-truths. After doing this
on each of five, we then average the scores.

8https://github.com/facebook/C3D.

AudioCaps MSR-VTT

AUDIO(a) VISUAL(b) BOTH(c)

33.2%(c)

43.7%(b)

23.1%(a)
4.2%(a)

33.5%(c)

62.3%(b)

Figure 5: Comparison of vocabulary tag distribution
between AudioCaps and MSR-VTT.

5.3 Results

We discuss experimental results in response to the
three questions regarding the AudioCaps dataset.

5.3.1 Audio vs Video Captioning

We first evaluate whether the collected audio-
based captions are indeed loyal to the audio clips.
As one possible method to validate it, we perform
comparative experiments with the video-oriented
MSR-VTT dataset (Xu et al., 2016). Note that
MSR-VTT and AudioCaps both provide pairs of
audio clips and its corresponding videos, allowing
us to perform this comparative study. We hypoth-
esize that the captions from MSR-VTT would not
coherently map to audio features, because they are
written mainly based on the visual information.
In contrast, AudioCaps captions would be better
aligned to audio features than visual features.

The results in Table 4 support our hypothesis.
In MSR-VTT, the video-based captioning model
C3D-LSTM attains better scores than the preced-
ing three audio-captioning models *-LSTM, while
in AudioCaps the video-based model performs far
worse than the audio models. This may be due
to our collection method of AudioCaps, which en-
courages turkers to submit the descriptions based
on the audio rather than the visual.

Vocabulary comparison. We also make com-
parisons between AudioCaps and MSR-VTT in
terms of vocabulary usage in the captions. We se-
lect the 1,800 most frequent vocabularies of verbs,
adjectives and adverbs from each dataset, and run
a user study in which three different workers are
asked to categorize each sampled word into one
of (Audio, Visual, Both, Not Applicable). The
category label per word is decided by a majority
vote of three workers’ opinions. We use AMT
once more to collect the unbiased opinions. In or-
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Methods B-1 B-2 B-3 B-4 METEOR CIDEr ROUGE-L SPICE
1NN-MFCC 34.1 17.8 10.0 5.3 9.9 8.7 23.4 4.7
1NN-SoundNet (Aytar et al., 2016) 39.1 22.0 12.9 7.6 12.0 16.4 27.2 6.9
1NN-VGGish (Hershey et al., 2017) 44.2 26.5 15.8 9.0 15.1 25.2 31.2 9.2
WaveNet-LSTM (Engel et al., 2017) 48.9 31.5 20.2 13.0 13.8 29.6 35.5 9.0
MFCC-LSTM (Xu et al., 2018) 57.3 40.0 26.8 16.4 18.4 44.8 41.1 11.5
SoundNet-LSTM (Aytar et al., 2016) 54.0 38.0 26.4 17.6 16.5 43.2 39.2 10.8
VGGish-LSTM (Hershey et al., 2017) 58.7 42.3 29.8 20.4 18.7 50.4 42.6 13.0
TempAtt-WaveNet-LSTM (Luong et al., 2015) 50.7 34.3 22.9 14.8 14.8 28.2 36.4 8.6
TempAtt-MFCC-LSTM (Luong et al., 2015) 57.7 40.7 27.6 17.9 18.2 49.3 41.8 12.4
TempAtt-SoundNet-LSTM (Luong et al., 2015) 55.5 37.4 24.8 15.8 17.0 43.4 40.0 11.6
TempAtt-VGGish(FC2)-LSTM (Luong et al., 2015) 61.3 43.2 29.6 19.5 19.3 50.9 43.5 13.5
TempAtt-VGGish(C4)-LSTM (Luong et al., 2015) 61.8 44.5 30.7 20.4 19.4 55.3 44.0 13.2
TempAtt-VGGish(C3)-LSTM (Luong et al., 2015) 61.2 44.1 30.3 20.9 19.0 52.3 43.7 13.0
TopDown-VGGish(FC2,C4)-LSTM 62.9 45.1 31.5 21.4 19.9 57.7 44.8 14.3
TopDown-VGGish(FC2,C4,C3)-LSTM 60.9 43.7 30.7 20.8 20.0 55.8 43.7 13.6
TopDown-SemTempAtt(1NN) (You et al., 2016) 62.2 44.9 31.3 20.9 20.2 58.1 44.9 13.6
TopDown-AlignedAtt(1NN) 61.4 44.6 31.7 21.9 20.3 59.3 45.0 14.4
Human 65.4 48.9 37.3 29.1 28.8 91.3 49.6 21.6

Table 2: Captioning results of different methods on AudioCaps measured by language similarity metrics.

Methods B-1 B-2 B-3 B-4 METEOR CIDEr ROUGE-L SPICE
SemTempAtt(1NN)-VGGish-LSTM (You et al., 2016) 62.2 44.5 31.0 20.5 19.3 52.5 44.0 13.7
AlignedAtt(1NN)-VGGish-LSTM 62.0 45.1 32.0 21.6 19.6 56.1 44.4 13.5
SemTempAtt(GT)-VGGish-LSTM (You et al., 2016) 67.0 50.3 36.4 24.8 22.5 72.0 48.3 16.3
AlignedAtt(GT)-VGGish-LSTM 69.1 52.3 38.0 26.1 23.6 77.7 49.6 17.2

Table 3: Upper-bound of aligned semantic attention by language similarity metrics.

MSR-VTT AudioCaps
Methods METEOR CIDEr METEOR CIDEr

MFCC-LSTM 21.4 19.2 18.2 49.3
SoundNet-LSTM 20.0 14.7 17.0 43.4
VGGish-LSTM 22.8 26.1 19.3 50.9
C3D-LSTM 24.8 36.8 15.9 42.7

Gap (Audio - Video) -2.0 -10.7 +3.4 +8.2

Table 4: Comparison of captioning results between
video-based and audio-based datasets. The first three
methods perform captioning using only audios while
the last method C3D-LSTM, only use videos. The
gaps empirically show how much AudioCaps is audio-
oriented in contrast to MSR-VTT.

der to guarantee thoughtful submissions, we ask
the workers to provide a description using the
word. We compensate $0.05 per word to English-
speaking workers with a 95% approval rate.

Figure 5 shows that AudioCaps has more vo-
cabularies tagged as Audio (e.g. neighs, rustling)
by 18.9%p more than MSR-VTT. Furthermore,
56.3% of the total vocabularies in AudioCaps are
categorized as audio-related, that is, labeled as Au-
dio or Both (e.g. vibrating, applauds). Hence, this
vocabulary comparison result reassures that Au-
dioCaps is more audio-oriented than MSR-VTT.

5.3.2 Comparison of Audio Features

The methods in the second group of Table 2
are compared to investigate which audio features

are more suitable for captioning on AudioCaps.
The best results are obtained by VGGish-LSTM.
This may be because VGGish is pretrained on
YouTube audio clips, similar to AudioCaps. Al-
though the topics of YouTube are extremely di-
verse, the domain proximity may help VGGish
learn more utilizable features for AudioCaps.
SoundNet-LSTM shows inferior performance
compared to VGGish-LSTM, one possible reason
being because it is pretrained with Flickr videos,
which are rather distant in domain from the source
of our dataset, in terms of topic diversity and the
amount of possible noise. MFCC-LSTM does not
perform as well as VGGish-LSTM, even with the
similar convolutional recurrent encoder. This re-
sult hints that pretraining with a proper dataset is
essential for audio captioning. A comparison be-
tween MFCC-LSTM and WaveNet-LSTM reveals
that using MFCC is better than directly taking raw
waveform as input. The raw waveform is rela-
tively long (>500× longer than MFCC); hence,
it may pose a difficulty for RNN-based encoders
to precisely represent the whole audio context.

5.3.3 Comparison of Models
Temporal attention consistently boosts the cap-
tioning performance of the LSTM decoder in
all audio features, as shown in the models
with TempAtt- prefix in Table 2. No-
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(Ours) a man and woman 
talking, then a baby crying
(1NN-VGGish) an engine 
runs, and people speak
(SemTempAtt) a dog 
barks and a woman laughs
(GT) a child cries followed 
by a man and woman 
speaking and then the child 
resumes sobbing

(Ours) a truck engine is running, a 
siren is occurring, and an adult male 
speaks
(1NN-VGGish) a loud fire engine is 
followed by an emergency siren
(SemTempAtt) emergency sirens 
and a siren blaring
(GT) a large engine passes as people 
speak followed by a siren

(Ours) a large explosion 
followed by a loud pop
(1NN-VGGish) a man speaking 
followed by a loud bang
(SemTempAtt) a large explosion 
followed by a loud splash and 
thunder
(GT) a whooshing noise 
followed by an explosion

(Ours) a small motor is running, 
whirring occurs, and a high-pitched 
whine is present
(1NN-VGGish) a drill is operated, 
then a man speaks and restarts the 
drill
(SemTempAtt) a small motor 
running and a man speaking
(GT) a drone whirring followed by a 
crashing sound

Figure 6: Four examples of audio captioning with captured video frames, grouthtruths (GT), and generated captions
by our method (Ours) and baselines. They can be heard at https://audiocaps.github.io/supp.

tably, a large performance gain is observed for
TempAtt-MFCC-LSTM. This may be because
MFCC features are transformed to temporally
longer features than SoundNet and VGGish fea-
tures (240 > 10), and thus allow temporal atten-
tion to better aid the model and bypass the vanish-
ing gradient problem.

The semantic attention is also favorable for cap-
tioning performance, as SemTempAtt(1NN)-
VGGish-LSTM in Table 3 slightly outperforms
TempAtt-VGGish(FC2)-LSTM in Table 2.
That is, the additional use of semantic attention en-
hances the temporal attention model. Obviously,
when using GT labels instead of 1NN retrieved la-
bels as attribute words, the performance increases
much, hinting that better semantic attributes are
more synergetic with the aligned attention.

The comparison between different layers (C4,
C3, FC2) confirms the effectiveness of jointly us-
ing multi-level features. The fused features by the
top-down multi-scale encoder (i.e. TopDown-)
prove the most beneficial as they outperform their
counterparts in Table 2. However, a stack of
(FC2,C4) layers performs the best, while the
three layer stack is slightly inferior, presum-
ably due to overfitting and weak information
flow between the upper and lower levels of the
stacks. Finally, our best performing model is
TopDown-AlignedAtt where both the top-
down multi-scale encoder and aligned semantic at-
tention are jointly used. We postulate that the two
techniques synergize well thanks to rich informa-
tion provided by TopDown allowing for better at-
tention alignment.

5.3.4 Captioning Examples
Figure 6 shows selected examples of audio cap-
tioning. In each set, we show a video frame, GT
and text descriptions generated by our method and
baselines. Many audio clips consist of sounds with
multiple sources in sequence, for which baselines
often omit some details or mistakenly order the
event sequence, whereas our model is better at
capturing the details in the correct order.

6 Conclusion

We addressed a new problem of audio captioning
for sound in the wild. Via Amazon Mechanical
Turk, we contributed a large-scale dataset named
AudioCaps, consisting of 46K pairs of audio clips
and human-written text. In our experiments, we
showed that the collected captions were indeed
faithful to the audio inputs as well as improve the
captions by two newly proposed components: the
top-down multi-scale encoder and aligned seman-
tic attention.

There are several possible directions beyond
this work. First, we can further expand the scope
of AudioCaps. Second, our model is integrable
with speech counterparts to achieve more com-
plete auditory captioning tasks.

Acknowledgments

We would like to thank SNU Vision & Learn-
ing Lab members and Yunseok Jang for the help-
ful comments and discussions. This work is sup-
ported by Kakao and Kakao Brain corporations
and the international cooperation program by the
NRF of Korea (NRF-2018K2A9A2A11080927).
Gunhee Kim is the corresponding author.

127



References
Triantafyllos Afouras, Joon Son Chung, and Andrew

Zisserman. 2018. The Conversation: Deep Audio-
Visual Speech Enhancement. In Interspeech.

Peter Anderson, Basura Fernando, Mark Johnson, and
Stephen Gould. 2016. SPICE: Semantic Proposi-
tional Image Caption Evaluation. In ECCV.

Relja Arandjelovic and Andrew Zisserman. 2018. Ob-
jects that Sound. In ECCV.

Yusuf Aytar, Carl Vondrick, and Antonio Torralba.
2016. SoundNet: Learning Sound Representations
from Unlabeled Video. In NIPS.

Jimmy Lei Ba, Jamie Ryan Kiros, and Geoffrey E Hin-
ton. 2016. Layer Normalization. In Stat.

Satanjeev Banerjee and Alon Lavie. 2005. METEOR:
An Automatic Metric for MT Evaluation with Im-
proved Correlation with Human Judgments. In ACL
Workshop MTSumm.

Piotr Bojanowski, Edouard Grave, Armand Joulin, and
Tomas Mikolov. 2016. Enriching Word Vectors with
Subword Information. In TACL.

Joon Son Chung, Arsha Nagrani, and Andrew Zisser-
man. 2018. VoxCeleb2: Deep Speaker Recognition.
In Interspeech.

Steven B Davis and Paul Mermelstein. 1980. Com-
parison of Parametric Representations for Mono-
syllabic Word Recognition in Continuously Spoken
Sentences. In TASSP.

Jesse Engel, Cinjon Resnick, Adam Roberts, Sander
Dieleman, Mohammad Norouzi, Douglas Eck, and
Karen Simonyan. 2017. Neural Audio Synthesis
of Musical Notes with WaveNet Autoencoders. In
ICML.

Ariel Ephrat, Inbar Mosseri, Oran Lang, Tali Dekel,
Kevin Wilson, Avinatan Hassidim, William T Free-
man, and Michael Rubinstein. 2018. Looking to
Listen at the Cocktail Party: A Speaker-Independent
Audio-Visual Model for Speech Separation. In SIG-
GRAPH.

Eduardo Fonseca, Jordi Pons Puig, Xavier Favory,
Frederic Font Corbera, Dmitry Bogdanov, Andres
Ferraro, Sergio Oramas, Alastair Porter, and Xavier
Serra. 2017. Freesound Datasets: A Platform for the
Creation of Open Audio Datasets. In ISMIR.

Ruohan Gao, Rogerio Feris, and Kristen Grauman.
2018. Learning to Separate Object Sounds by
Watching Unlabeled Video. In ECCV.

Jort F Gemmeke, Daniel PW Ellis, Dylan Freedman,
Aren Jansen, Wade Lawrence, R Channing Moore,
Manoj Plakal, and Marvin Ritter. 2017. Audio Set:
An Ontology and Human-labeled Dataset for Audio
Events. In ICASSP.

Xavier Glorot and Yoshua Bengio. 2010. Understand-
ing the Difficulty of Training Deep Feedforward
Neural Networks. In AISTATS.

Sergio Guadarrama, Niveda Krishnamoorthy, Girish
Malkarnenkar, Subhashini Venugopalan, Raymond
Mooney, Trevor Darrell, and Kate Saenko. 2013.
YouTube2Text: Recognizing and Describing Ar-
bitrary Activities Using Semantic Hierarchies and
Zero-Shot Recognition. In ICCV.

John R Hershey, Zhuo Chen, Jonathan Le Roux, and
Shinji Watanabe. 2016. Deep Clustering: Discrim-
inative Embeddings for Segmentation and Separa-
tion. In ICASSP.

Shawn Hershey, Sourish Chaudhuri, Daniel PW Ellis,
Jort F Gemmeke, Aren Jansen, R Channing Moore,
Manoj Plakal, Devin Platt, Rif A Saurous, Bryan
Seybold, et al. 2017. CNN Architectures for Large-
Scale Audio Classification. In ICASSP.

Sepp Hochreiter and Jürgen Schmidhuber. 1997. Long
Short-Term Memory. Neural Computation.

Chiori Hori, Huda Alamri, Jue Wang, Gordon Wich-
ern, Takaaki Hori, Anoop Cherian, Tim K. Marks,
Vincent Cartillier, Raphael Gontijo Lopes, Abhishek
Das, Irfan Essa, Dhruv Batra, and Devi Parikh. 2018.
End-to-End Audio Visual Scene-Aware Dialog us-
ing Multimodal Attention-based Video Features. In
arXiv:1806.08409.

Chiori Hori, Takaaki Hori, Teng-Yok Lee, Ziming
Zhang, Bret Harsham, John R Hershey, Tim K
Marks, and Kazuhiko Sumi. 2017. Attention-based
Multimodal Fusion for Video Description. In ICCV.

Keith Ito. 2017. The LJ Speech Dataset. https://
keithito.com/LJ-Speech-Dataset/.

Justin Johnson, Andrej Karpathy, and Li Fei-Fei. 2016.
DenseCap: Fully Convolutional Localization Net-
works for Dense Captioning. In CVPR.

Andrej Karpathy, George Toderici, Sanketh Shetty,
Thomas Leung, Rahul Sukthankar, and Li Fei-Fei.
2014. Large-Scale Video Classification with Con-
volutional Neural Networks. In CVPR.

Diederik Kingma and Jimmy Ba. 2015. Adam: A
Method for Stochastic Optimization. In ICLR.

Ranjay Krishna, Kenji Hata, Frederic Ren, Li Fei-Fei,
and Juan Carlos Niebles. 2017. Dense-Captioning
Events in Videos. In ICCV.

Natsuda Laokulrat, Naoaki Okazaki, and Hideki
Nakayama. 2018. Incorporating Semantic Attention
in Video Description Generation. In LREC.

Chin-Yew Lin. 2004. ROUGE: A Package for Auto-
matic Evaluation of Summaries. In TSBO.

Tsung-Yi Lin, Michael Maire, Serge Belongie, James
Hays, Pietro Perona, Deva Ramanan, Piotr Dollár,
and C Lawrence Zitnick. 2014. Microsoft COCO:
Common objects in Context. In ECCV.

128



Xiang Long, Chuang Gan, and Gerard de Melo.
2018. Video Captioning with Multi-Faceted Atten-
tion. TACL.

Thang Luong, Hieu Pham, and Christopher D Man-
ning. 2015. Effective Approaches to Attention-
based Neural Machine Translation. In EMNLP.

Brian McFee, Colin Raffel, Dawen Liang, Daniel El-
lis, Matt McVicar, Eric Battenberg, and Oriol Nieto.
2015. librosa: Audio and Music Signal Analysis in
Python. In SCIPY.

Annamaria Mesaros, Toni Heittola, Aleksandr Diment,
Benjamin Elizalde, Ankit Shah, Emmanuel Vincent,
Bhiksha Raj, and Tuomas Virtanen. 2017. DCASE
2017 Challenge Setup: Tasks, Datasets and Baseline
System. In DCASE.

Annamaria Mesaros, Toni Heittola, and Tuomas Virta-
nen. 2016. TUT Database for Acoustic Scene Clas-
sification and Sound Event Detection. In EUSIPCO.

Mozilla. 2017. Mozilla Common Voice. https://
voice.mozilla.org/.

Arsha Nagrani, Joon Son Chung, and Andrew Zisser-
man. 2017. VoxCeleb: A Large-Scale Speaker Iden-
tification Dataset. In Interspeech.

Andrew Owens and Alexei A. Efros. 2018. Audio-
Visual Scene Analysis with Self-Supervised Multi-
sensory Features. In ECCV.

Vassil Panayotov, Guoguo Chen, Daniel Povey, and
Sanjeev Khudanpur. 2015. Librispeech: An ASR
Corpus Based on Public Domain Audio Books. In
ICASSP.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. BLEU: A Method for Automatic
Evaluation of Machine Translation. In ACL.

Karol J Piczak. 2015. ESC: Dataset for Environmental
Sound Classification. In ACM MM.

Cyrus Rashtchian, Peter Young, Micah Hodosh, and
Julia Hockenmaier. 2010. Collecting Image Annota-
tions Using Amazon’s Mechanical Turk. In NAACL-
HLT.

Anna Rohrbach, Atousa Torabi, Marcus Rohrbach,
Niket Tandon, Christopher Pal, Hugo Larochelle,
Aaron Courville, and Bernt Schiele. 2017. Movie
Description. In IJCV.

Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause,
Sanjeev Satheesh, Sean Ma, Zhiheng Huang, An-
drej Karpathy, Aditya Khosla, Michael Bernstein,
Alexander Berg, and Li Fei-Fei. 2015. ImageNet
Large Scale Visual Recognition Challenge. IJCV.

Justin Salamon, Christopher Jacoby, and Juan Pablo
Bello. 2014. A Dataset and Taxonomy for Urban
Sound Research. In ACM MM.

Arda Senocak, Tae-Hyun Oh, Junsik Kim, Ming-Hsuan
Yang, and In So Kweon. 2018. Learning to Localize
Sound Source in Visual Scenes. In CVPR.

Minjoon Seo, Aniruddha Kembhavi, Ali Farhadi, and
Hannaneh Hajishirzi. 2017. Bidirectional Attention
Flow for Machine Comprehension. In ICLR.

Piyush Sharma, Nan Ding, Sebastian Goodman, and
Radu Soricut. 2018. Conceptual Captions: A
Cleaned, Hypernymed, Image Alt-text Dataset For
Automatic Image Captioning. In ACL.

Karen Simonyan and Andrew Zisserman. 2015. Very
Deep Convolutional Networks for Large-Scale Im-
age Recognition. In ICLR.

Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky,
Ilya Sutskever, and Ruslan Salakhutdinov. 2014.
Dropout: A Simple Way to Prevent Neural Networks
from Overfitting. In JMLR.

Dan Stowell, Dimitrios Giannoulis, Emmanouil Bene-
tos, Mathieu Lagrange, and Mark D Plumbley. 2015.
Detection and Classification of Acoustic Scenes and
Events. In IEEE Transactions on Multimedia.

Du Tran, Lubomir D Bourdev, Rob Fergus, Lorenzo
Torresani, and Manohar Paluri. 2015. Learning Spa-
tiotemporal Features with 3D Convolutional Net-
works. In ICCV.

Ramakrishna Vedantam, C Lawrence Zitnick, and Devi
Parikh. 2015. CIDEr: Consensus-based Image De-
scription Evaluation. In CVPR.

Xin Wang, Yuan-Fang Wang, and William Yang Wang.
2018. Watch, Listen, and Describe: Globally and
Locally Aligned Cross-Modal Attentions for Video
Captioning. In NAACL-HLT.

Pete Warden. 2018. Speech Commands: A Dataset
for Limited-Vocabulary Speech Recognition. In
arXiv:1804.03209.

Jun Xu, Tao Mei, Ting Yao, and Yong Rui. 2016.
MSR-VTT: A Large Video Description Dataset for
Bridging Video and Language. In CVPR.

Yong Xu, Qiuqiang Kong, Wenwu Wang, and Mark D
Plumbley. 2018. Large-Scale Weakly Supervised
Audio Classification using Gated Convolutional
Neural Network. In ICASSP.

Li Yao, Atousa Torabi, Kyunghyun Cho, Nicolas Bal-
las, Christopher Pal, Hugo Larochelle, and Aaron
Courville. 2016. Describing Videos by Exploiting
Temporal Structure. In ICCV.

Quanzeng You, Hailin Jin, Zhaowen Wang, Chen Fang,
and Jiebo Luo. 2016. Image Captioning with Se-
mantic Attention. In CVPR.

Peter Young, Alice Lai, Micah Hodosh, and Julia
Hockenmaier. 2014. From Image Descriptions to
Visual Denotations: New Similarity Metrics for Se-
mantic Inference over Event Descriptions. In TACL.

129



Youngjae Yu, Hyungjin Ko, Jongwook Choi, and Gun-
hee Kim. 2017. End-to-End Concept Word Detec-
tion for Video Captioning, Retrieval, and Question
Answering. In CVPR.

Hang Zhao, Chuang Gan, Andrew Rouditchenko, Carl
Vondrick, Josh McDermott, and Antonio Torralba.
2018. The Sound of Pixels. In ECCV.

Appendix

In the supplemental material, we enlist the fol-
lowing which may shed further insights:

• Additional related work [section A]

• Additional dataset analysis [section B]

• Training Details [section C]

A Related Work

Audio-Visual correspondence. Over the past
year, a great interest has been shone to the inter-
connection of auditory and visual senses. The task
of localizing the sound source within the visual in-
put have been actively explored (Nagrani et al.,
2017; Chung et al., 2018; Senocak et al., 2018;
Afouras et al., 2018; Gao et al., 2018; Arand-
jelovic and Zisserman, 2018; Zhao et al., 2018),
along with blind source separation aided by vi-
sual features (Ephrat et al., 2018) and learning of
audio-visual multisensory representation (Owens
and Efros, 2018). These previous studies com-
pensate the lack of information in the auditory in-
put with visual information, whereas this work fo-
cuses solely on the auditory input to generate in-
formative descriptions.

B Dataset

The full ontology of selected labels is outlined in
Figure 7.

Figure 8 shows the number of clips per word
label. The original AudioSet has an extreme la-
bel bias. For instance, a difference of 660,282 be-
tween the average of top 3 most common and aver-
age of top 3 most uncommon classes. Whereas our
dataset at the moment has a difference of 971. No-
tice the label bias is significantly reduced in com-
parison to the original AudioSet. We plan to re-
duce this further in the upcoming releases.

Table 5 compares our audio captioning dataset
with some representative benchmarks of video
captioning: MSR-VTT (Xu et al., 2016) and
LSMDC (Rohrbach et al., 2017). One interesting

Sound of Things
• Alarm
- Siren
- Vehicle horn, car horn, honking
- Train horn
- Beep, bleep (source ambiguous)
- Telephone
- Bell

• Mechanical Sound
- Truck
- Motorboat, speedboat
- Motorcycle
- Idling
- Race car, auto racing
- Aircraft
- Bus
- Helicopter
- Drill
- Sewing machine
- Engine starting

• Domestic, Home Sound
- Tick-tock
- Water tap, faucet
- Door
- Toilet flush
- Typing
- Dishes, pots, pans
- Frying (food)

• Etc
- Gunshot, gunfire
- Car passing by
- Hiss
- Spray
- Rub
- Burst, pop
- Tire squeal
- Whoosh, swoosh, swish
- Trickle, dribble

Source Ambiguous
- Hiss
- Rub 
- Whoosh, swoosh, swish
- Crumpling, crinkling
- Sizzle

Animal
- Pigeon dove
- Bird vocalization, Chirp, tweet
- Bow-wow (dog)
- Clip-clop
- Insect
- Horse
- Hiss
- Duck
- Sheep
- Goat
- Bee wasp
- Whimper (dog)
- Meow
- Oink
- Frog

Natural Sound
- Wind
- Rain
- Wood
- Stream
- Gurgling
- Thunder
- Trickle, dribble
- Waves, surf
- Rustling leaves
- Gurgling
- Hiss

Human
- Male speech, man speaking
- Child speech, kid speaking
- Female speech, woman speaking
- Laughter
- Snoring
- Baby cry, infant cry
- Whistling
- Applause
- Crying, sobbing
- Burping, eructation
- Sneeze

Figure 7: The curated ontology for AudioCaps on the
basis of AudioSet.

property of our dataset is that the portion of verbs
in the vocabularies are larger than the others. This
may imply that the captions describe what is hap-
pening rather than what is in the content.

C Training Details

All the parameters are initialized with Xavier
method (Glorot and Bengio, 2010). We apply
the Adam optimizer (Kingma and Ba, 2015) with
β1 = 0.9, β2 = 0.999 and ε = 1e− 8.
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Dataset Clips Sentences Unique clips Tokens Vocabs Nouns Verbs Adjectives Adverbs Duration(h)
MSR-VTT 10,000 200,000 7,180 1,856,523 29,316 16,437 6,379 3,761 872 41.2
LSMDC 128,085 128,118 200 1,157,155 22,500 12,181 3,394 5,633 1,292 147

AudioCaps 39,106 43,022 39,106 567,927 4,506 2,747 1,825 766 353 108.6

Table 5: Comparison of AudioCaps with MSR-VTT (Xu et al., 2016), LSMDC (Rohrbach et al., 2017).

Audio class

Number of examples

Figure 8: The frequencies of annotated instances per category (i.e. word labels) for AudioCaps.
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12/11/2018 Natural Audio Captioning

http://147.46.219.13:3999/tasks/render?id=4 1/1

If First Time, Click to Show Instructions
Natural Audio Captioning

For each audio below, write a one sentence description (caption) for the given audio with the given
word hint & when unsure a video hint.
Do not describe events that may have happened in the past or future. i.e., describe the audio clip as it is
(all instruction examples do this in the link above).
Use Present Tense.
We provide Word-labels. Feel free to actively use them in your description. Their purpose is to aid you in
choosing the vocab of the sound sources. (Hover over them to obtain their definitions)
Do not give speaker proper names, but rather give gender and maybe approximate age if salient. e.g., old;
young; little; adult; kid; she; he; male; female. They cannot be presenters; broadcasters; announcers.

Try to be Detailed and Expressive (Instruction example 3).
If video hint is used, DO NOT include visuals in the video that are not present in the sound (Instruction
example 1).
Do not start the caption containing "this is", "there is", "this is the sound of", "this sounds like", "you

can hear", "in this video".. etc. Get straight to the point.
Ignore speech semantics (Instruction example 4). This includes no direction of speech!(Instruction
example 4.2)
If youtube link is broken, notify us via email, or type "video unavailable" and submit.
Experts will be checking through each of your answers to block and or reject any malicious

workers.

Common mistake: Simply separating the sounds by multiple commas. It needs to be a connected
coherent sentence! try conjunctions(immediately, shortly after, leading up to, followed by, and, along with,
together with, concurrently, etc!).
for Higher Acceptance Rate: Distance, Frequency (if sound is repeated Instruction 7), Speed, Volume

of the sounds included in the descriptions are some of the best ways for the experts to accept the Hit.
Common mistake: when we state describe the audio clip as is above, we mean low-level audio sounds.
Be less abstract whenever possible. Have a look at Instruction 8

The Audio & Hint video

N  D  A
Word Hints (not always accurate): 
sizzle stir  
67221-audio Description:

DO NOT INCLUDE VISUAL INFO YOU CANNOT HEAR.

Video Hint. If Unsure of Source.

You must ACCEPT the HIT before you can submit the results.

Figure 9: The AMT interface for sentence annotation with instructions.
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Abstract

We introduce, release, and analyze a new
dataset, called Humicroedit, for research in
computational humor. Our publicly available
data consists of regular English news head-
lines paired with versions of the same head-
lines that contain simple replacement edits de-
signed to make them funny. We carefully
curated crowdsourced editors to create funny
headlines and judges to score a to a total of
15,095 edited headlines, with five judges per
headline. The simple edits, usually just a
single word replacement, mean we can apply
straightforward analysis techniques to deter-
mine what makes our edited headlines humor-
ous. We show how the data support classic the-
ories of humor, such as incongruity, superior-
ity, and setup/punchline. Finally, we develop
baseline classifiers that can predict whether or
not an edited headline is funny, which is a first
step toward automatically generating humor-
ous headlines as an approach to creating topi-
cal humor.

1 Introduction

Humor detection and generation continue to be
challenging AI problems. While there have been
some advances in automatic humor recognition
(Khodak et al., 2017; Davidov et al., 2010; Bar-
bieri and Saggion, 2014; Reyes et al., 2012; Cat-
tle and Ma, 2018; Bertero and Fung, 2016; Yang
et al., 2015), computerized humor generation has
seen less progress (Binsted et al., 1997; Stock and
Strapparava, 2003; Petrović and Matthews, 2013).
This is not surprising, given that humor involves
in-depth world-knowledge, common sense, and
the ability to perceive relationships across enti-
ties and objects at various levels of understanding.
Even humans often fail at being funny or recog-
nizing humor.

A big hindrance to progress on humor re-
search is the scarcity of public datasets. Further-

(a) The Headline Editing Task.

(b) The Headline Grading Task.

Figure 1: Snapshots of the headline editing and grading
interfaces. Only the underlined tokens are replaceable.

more, the existing datasets address specific hu-
mor templates, such as funny one-liners (Mihal-
cea and Strapparava, 2006) and filling in Mad
Libs R© (Hossain et al., 2017). Creating a humor
corpus is non-trivial, however, because it requires
(i) human annotation, and (ii) a clear definition of
humor to achieve good inter-annotator agreement.

We introduce Humicroedit, a novel dataset for
research in computational humor. First, we collect
original news headlines from news media posted
on Reddit (reddit.com). Then, we qualify ex-
pert annotators from Amazon Mechanical Turk
(mturk.com) to (i) generate humor by applying
small edits to these headlines, and to (ii) judge the
humor in these edits. Our resulting dataset con-
tains 15,095 edited news headlines and their nu-
merically assessed humor. Screenshots of our two
annotation tasks are shown in Figure 1, and Ta-
ble 1 shows some of these annotated headlines.

This new dataset enables various humor tasks,
such as: (i) understanding what makes an edited
headline funny, (ii) predicting whether an edited
headline is funny, (iii) ranking multiple edits of the
same headline on a funniness scale, (iv) generating
humorous news headlines, and (v) recommending
funny headlines personalized to a reader.

Our dataset presents several opportunities for
computational humor research since:
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• Headlines do not have specific templates.
• Headlines contain very few words, but convey a

lot of information.
• A deeper understanding of world-knowledge

and common-sense is needed to completely un-
derstand what makes a headline funny.
• Humorous headlines are often generated using

several layers of cognition and reasoning.
• Despite us carefully qualifying annotators, their

knowledge, preferences, bias and stance to-
wards information presented in headlines influ-
ence whether they perceive a potentially funny
headline as humorous, offensive, confusing, etc.

The presence of these factors suggests that thor-
ough humor comprehension in our dataset requires
the development of NLP tools that are not only
robust at pattern recognition but also capable of
deeper semantic understanding and reasoning. As
an initial exploration of this proposition, we per-
form various data analysis against the background
of humor theories, and we train and examine clas-
sifiers to detect humorous edited headlines in our
data.

2 The Humor Dataset

In this section, we describe how we gathered our
set of original headlines, directed editors to make
them funny, employed graders to assess the level
of humor in the modified headlines, and created
the Humicroedit dataset.

2.1 Task Description
Our goal is to study how humor is generated by
applying short edits to headlines. News headlines
are ripe for humor, since they convey rich informa-
tion using only a few words. While the short form
may seem to limit context, readers have rich back-
ground information in the form of their existing
world knowledge, which helps them understand
the headline. Allowing only short edits means we
can apply focused analysis on the tipping point be-
tween regular and funny.

Therefore, our task is to edit a headline to make
it funny, where an edit is defined as the insertion of
a single-word noun or verb to replace an existing
entity or single-word noun or verb. Note that our
rules do not allow:

• Addition/removal of a whole noun/verb phrase,
except removal of noun phrases that are entities
(e.g., One World, Virtual Reality).

• Removal of sub-tokens within entities (e.g., re-
placing only “States” in “United States”).

The decision to strictly avoid edits of other parts-
of-speech (POS) words was motivated by the ob-
servation in our pilot experiments that those edits
did not provide enough variety of humor. For ex-
ample, when substituting adjectives and adverbs,
our editors mostly used antonyms or superlatives.
Switching nouns and verbs, on the other hand, en-
ables the introduction of diverse novel connections
between entities and actions.

To identify the replaceable entities, we apply
named entity recognition (NER) and POS tag-
ging using the Stanford CoreNLP toolkit (Man-
ning et al., 2014). We allow for replacement of
only those entities that are well-known, according
to the Microsoft Knowledge Base1. This improves
the likelihood that the terms are familiar to both
headline editors and humor judges. We allow a
noun (or verb) to be replaced if it is an unambigu-
ous noun (or verb) in WordNet (Fellbaum, 1998)
(i.e., has a single WordNet POS). Editors are only
allowed to replace one of the selected replaceable
words/entities in the headline.

We refer to a single-term substitution of this
type as a “micro-edit”, and we will use this term
interchangeably with “edit” in the remainder of
this paper. Micro-edits approach the smallest
change that can induce humor in text, letting us
focus intently on what causes humor.

2.2 Collecting Headlines

We build our dataset from popular news headlines
posted on the social media site Reddit. This strat-
egy steers us towards a set of headlines that is part
of general discourse, rather than being only of spe-
cialized interest, which would make editing them
for humor difficult.

We obtain all Reddit posts from the popular sub-
reddits r/worldnews and r/politics from
January 2017 to May 2018 using Google Big-
Query2. Each of these posts is a headline from a
news source. We remove duplicate headlines and
headlines that have fewer than 4 words or more
than 20 words. Finally, we keep only the headlines
from the 25 English news sources that contribute
the most headlines in the Reddit data, resulting in
a total of 287,076 news headlines.

1http://blogs.bing.com/search/2013/03/21/understand-
your-world-with-bing/

2https://cloud.google.com/bigquery
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ID Original Headline Substitute Grade Prediction
1 Kushner to visit Mexico following latest Trump tirades therapist 2.8 8

2 Trump wants you to take his tweets seriously. His aides don’t hair 2.8 4

3 Essential Politics: California’s hottest congressional races, ranked mistresses 2.8 8

4 Hillary Clinton Staffers Considered Campaign Slogan ‘Because It’s Her Turn’ fault 2.8 8

5 Trump Vows North Korea Could be Met With ‘Fire and Fury’ marshmallows 2.6 4

6 Here’s how Wall Street is reacting to Trump’s tax plan sesame 2.4 4

7 Swedish prosecutor says truck attack suspect has not spoken mime 2.4 8

8 Steve Bannon questioned by special counsel kindergarteners 2.4 8

9 New survey shows majority of US troops has ‘unfavorable’ view of Obama’s years ears 2.2 8

10 The Latest: BBC cuts ties with Myanmar TV station pies 1.8 N/A (train)
11 Bill Maher: “I doubt that Trump will be president the full term” hope 0.2 8

12 Malawi arrests 140 in clampdown after ‘vampirism’ killings rumors 0.2 8

13 Rising Dem star announces engagement to same-sex partner gay 0.0 8

14 Taylor Swift claims Denver DJ sexually assaulted her back in 2013 hen 0.0 8

15 4 soldiers killed in Nagorno-Karabakh fighting: Officials rabbits 0.0 4

Table 1: Some headlines in our dataset and their edits, mean funniness grades, and accuracy of funniness prediction
by LSTM. We acknowledge that some of these are offensive, but we use them for analysis in Section 4.1.

2.3 Annotation

For our data annotation tasks, we use Mechanical
Turk workers who (i) are located in the U.S., (ii)
have a HIT approval rate greater than 97%, and
(iii) have more than 10,000 HITs approved. To en-
sure high data quality, we further qualify distinct
sets of (i) turker judges for recognizing humor in
an edited headline, and (ii) editors adept at editing
headlines to generate humor.

2.3.1 Qualifying Humor Judges
We manually collected a set of 20 original news
headlines and edited each of them such that some
edits are funny and some are not. We asked several
members of our research group to assess the fun-
niness of each edited headline using the following
integer scale developed by Hossain et al. (2017):

0 - Not funny 1 - Slightly funny
2 - Moderately funny 3 - Funny

We instructed internal and turker judges (i) to
grade objectively regardless of their own stance to-
wards issues, entities and information expressed in
the headline, and (ii) to grade an edited headline as
funny if they believed it would be funny to a large
audience. Further, we instructed judges to grade
an edited headline as funny if either the headline
was funny by itself regardless of the original head-
line, or the headline was only funny when consid-
ering how the original headline was changed.

We labeled the ground truth funniness of each
of these 20 edited qualifier headlines as its mean
internal judge grade. For the qualification task,
we classified as funny any edited headline with a
mean grade of 1.0 or above.

Next, we launched the same task on Mechanical

Turk until we found 150 qualified judges (60% of
the candidates). Turkers were qualified if (i) they
had 3 or fewer classification errors according to
our 1.0 threshold, and (ii) on average, their grades
were within 0.6 of the mean internal judge grades.

We calculated the inter-annotator agreement
for assigning headline funniness grades using the
Krippendorff’s α interval metric (Krippendorff,
1970) — a real number in the range [−1, 1],
with -1, 0 and 1, respectively, implying complete
disagreement, no consensus and full agreement.
The α for the internal judges and qualified turker
judges were, respectively, 0.57 and 0.64.

2.3.2 Qualifying Humor Editors
For editor qualification, we randomly sampled 60
headlines, split into 6 separate Mechanical Turk
tasks of 10 headlines each. Candidate editors were
asked to complete one of these tasks, which was to
make each headline as funny as possible to a gen-
eral audience using a micro-edit. Task participants
were instructed not to apply the following edits:

• Cheap humor generation techniques: add pro-
fanity, slang, bathroom/potty humor, crude sex-
ual references or informal language.
• Squeeze multiple words into one (e.g., House-

cat, JumpedOverWall).

Next, we used 7 qualified judges to assess the fun-
niness of each edited headline of each candidate.
We qualified all candidates whose mean funniness
of edited headlines was above 0.8 or the task’s av-
erage headline’s funniness grade, whichever was
higher. In total, we obtained 100 qualified editors
(57.5% of the candidates) who met our expecta-
tions in their ability to create funny headlines.
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2.4 Data Collection and Quality Control

For our final dataset, we randomly sampled a total
of 5,170 news headlines from our Reddit dataset,
obtaining roughly an equal number of headlines
from each news source. We asked 3 editors to edit
each headline and 5 judges to grade each edited
headline. Multiple micro-edits of the same head-
line allow us to compare different edits in terms
of their effectiveness for generating humor, which
we leave for future work.

To avoid turker exhaustion and decision fatigue,
we performed the annotation task over a series of
mini-batches launched at least 24 hours apart. Af-
ter each round of editing, we applied tools to (i)
check the edits for spelling mistakes which we
manually corrected, and (ii) to find and eliminate
inserted tokens that were a concatenation of two or
more words (e.g., selftanner). To allow diversity
in annotations, we applied a maximum HIT limit
for annotators per batch. After each batch was
completed, we temporarily suspended those edi-
tors and judges who had done significantly more
HITs than the rest, until the others caught up.

Lastly, as we obtained more and more anno-
tated data, the editors started employing the same
humor generation strategies (e.g., inserting words
from a small vocabulary). Consequently, judges
saw repeated, identical edits, so the element of
surprise was gone, and the judges were grading
fewer humorous edited headlines as funny. We
addressed this by randomly sampling a set of edi-
tors and judges for each batch, obtaining new ed-
itors and judges over time, and removing those
editors who had done a majority of the HITs but
whose edits’ average funniness grade fell below a
threshold (=0.7) after they participated in a batch.
We also removed judges who repeatedly assigned
very low funniness grades compared to the 4 other
judges for the same edit. The judges’ agree-
ment score based on α was 0.20, showing modest
agreement considering the factors above and oth-
ers such as judges’ personal preferences, bias, po-
litical stance, etc. which make consensus difficult.

Our Humicroedit dataset includes 15,095
unique edited headlines graded for funniness. For
annotating a single headline, we paid 10 US cents
to editors and 2.5 US cents to judges. There were
also small costs for qualification. Our total cost
for obtaining the dataset is about USD 4,5003.

3Dataset: cs.rochester.edu/u/nhossain/humicroedit.html.
Total cost is USD 4,500, not USD 4, 5003 (joke!)

Figure 2: Histograms of humor potentials of headlines
and mean funniness of unique edited headlines. The
humor potential of a headline is the mean funniness
score over all edits, shown as the red curve. The blue
curve shows the histogram of the mean score of each
distinct edited headline.

3 Humor Analysis

In this section, we analyze what types of micro-
edits are effective at creating humor in our dataset,
and we discuss our findings against the back-
ground of humor theories.

Figure 2 shows the histogram of the mean rat-
ing of each edited headline. While the majority
of the headlines achieve slight to moderate lev-
els of humor, some of them appear inherently dif-
ficult to make humorous by micro-editing. We
noticed that editors encountered difficulty making
headlines funny when the headlines had very neg-
ative themes, such as shootings, death, etc., and
when they focused on information less likely to be
known by a general audience (e.g., relatively un-
known person, an insignificant political issue).

3.1 Humor Generation Strategies
By manual inspection, we can gain insights into
humor generation strategies employed by our edi-
tors, which we discuss with references to Table 1:

1. Using a word that forms a meaningful n-gram
with the adjacent words (e.g., ID 5: Fire and
Fury marshmallows; ID 6: Wall sesame street).

2. Connection between replaced word and the re-
placement: replacements that are semantically
distant from (e.g., ID 1: Mexico therapist) or
similar in pronunciation to (e.g., ID 10: ties
pies) to the replaced word.

3. Using a word that makes a strong connection
with an entity in the headline (e.g., ID 2: Trump
and hair; ID 9: Obama and ears).

4. Creating sarcasm (ID: 11).
5. Belittling an entity or noun in the headline

(e.g., ID 4: Hillary Clinton’s turn fault; ID 9:
Obama’s years ears).
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6. Tension suppression4: making a serious head-
line silly (e.g., IDs 5 and 9).

7. Inserting words that generate incongruity
(common among most examples in Table 1).

8. Setup and punchline: let the headline build up
towards an expected ending, and then change
words towards the end to produce a coherent
but surprising ending (e.g., IDs 3, 4 and 5).

3.2 Clusters of Replacement Words

Each micro-edit used a new replacement word to
change the headline. We clustered these replace-
ment words using their GloVe word vectors (Pen-
nington et al., 2014) and k-means clustering, with
k = 20. Our manually-generated cluster names
are shown in Table 2, where the clusters are or-
dered by the mean funniness score of the edited
headlines whose replacement word is in the clus-
ter. For each cluster, we show the frequency with
which the cluster was used for replacement words
and frequent sample words from the cluster.

We can compare our automatically generated
clusters with those of Westbury and Hollis (2018).
They manually created six clusters from the 200
funniest, single words in Engelthaler and Hills
(2018) and then they added more words algorith-
mically. Four of their six manually curated classes
have direct correspondences to our automatically
curated classes: sex, insults, bodily functions, and
animals. We did not find an equivalent to their
profanity class, because we instructed our editors
to avoid profanity. There is also a party class that
we do not have. Overall, though, we find good
agreement between their manually curated classes
and some of our automatically generated clusters,
leading us to believe that our clusters are meaning-
fully representative of humor generation strategies
for our task.

3.3 Support for Theories of Humor

Our rated headlines give us an opportunity to ex-
plore theories of humor in a systematic way. We
find, in general, that these theories are supported
by our data.

3.3.1 Length of Joke
Although some linguists argue that jokes should
make economical use of words (Tomoioagă,
2015), Ritchie (2004) argues that jokes often have
extra information, which can make a joke funnier.

4This is also known as the relief theory of humor.

Figure 3: Short headlines did not lend themselves to
high humor scores, while longer headlines generally
had more potential for humor. The blue line shows the
raw distribution of headline lengths in our data, and the
red line shows the mean funniness score over different
lengths.

While humorous headlines form a special niche of
jokes, we observed that longer headlines generally
had higher humor potential.

Figure 3 shows that the population of our col-
lected headlines from Reddit has a length distri-
bution with a peak at 10 words and a long tail to
the right. The least funny edited headlines are the
shortest, and the most funny are the longest. This
makes sense since very short headlines (4-5 words
long) barely have enough contextual information
to exploit to make a humorous edit, whereas head-
lines that have very rich contexts generally allow
editors more flexibility to generate humor. We
note that Dunbar et al. (2016) also found that
longer jokes are funnier, but that some jokes could
be too complicated to be funny.

We can also examine the number and propor-
tion of replaceable words and how these num-
bers affect funniness. In our dataset, the number
of replaceable words ranged between 1 and 12,
and funniness grades of micro-edits were signifi-
cantly lower at the two extremes. Editors appar-
ently had difficulty generating humor when they
were severely constrained in choosing a word to
replace, or when they had too many choices for
replacement. However, edited headlines with a
higher proportion of replaceable words were gen-
erally funnier, as shown in Table 3. This suggests
that allowing editors more freedom in choosing
words from the headline to edit results in better
humor, or that high proportion of nouns, entities
and verbs in the headline increases the chance of
successful humor generation.

3.3.2 Incongruity for Humor
We see evidence for the incongruity theory of hu-
mor (Morreall, 2016). Jokes that use incongruity
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Class Label Funniness Frequency % 5 Frequent Sample Words

clothes and fashion 1.213 5.77 hair, pants, haircut, fashion, underwear
sex 1.209 3.52 orgy, spank, mistress, porn, striptease
food (savory) 1.113 3.89 cheese, sandwich, chicken, potato, tacos
eating 1.048 4.18 food, pizza, dinner, restaurant, eat
fantasy characters 1.036 4.94 clown, aliens, penguin, robot, ghost
music and shows 1.023 3.85 dance, circus, music, sings, mime
bodily functions 1.021 3.11 diet, brain, odor, dandruff, pimple
food (snacks) 1.017 5.36 pumpkin, cake, vodka, cookies, candy
animals 1.000 9.22 dog, monkey, puppy, cats, duck
various nouns (1) 0.935 5.82 toupee, hoedown, jaywalking, barbers, seance
jobs and roles 0.890 4.95 children, wife, baby, mother, barber
insults 0.876 3.36 clowns, tantrum, trolls, racist, whining
emotional 0.868 7.74 love, hug, jokes, fights, cry
leisure 0.862 6.01 vacation, shopping, tanning, hotel, pool
sports 0.856 3.03 horse, game, bowling, golf, wrestling
various nouns (2) 0.850 4.90 water, nose, balloon, gas, smoke
human deficiencies 0.803 4.21 lies, ignorance, humor, boredom, stupidity
media 0.787 4.20 tweet, movie, book, video, television
aspirations 0.726 7.28 party, date, people, money, model
corrupted 0.712 4.48 president, bribes, politicians, destroy, prison

Table 2: Twenty clusters of replacement words with manually determined cluster labels.

Repl. Words Prop. 0.2 0.4 0.6 0.8 1.0
Mean Funniness 0.87 0.92 0.95 0.94 1.0

Table 3: Edited headlines were judged funnier when
they had a larger proportion of replaceable words.

aim to violate an expectation, with the expectation
normally set up by the joke itself. We test in-
congruity by examining the relationship between
the replacement words chosen by our editors and
words in the original headline using cosine dis-
tances between their GloVe vectors. If incongruity
is important, we expect the replacement word to be
distant from the headline’s original words.

The results of this analysis are shown in Fig-
ure 4. Our approach involved computing the cor-
relations between mean funniness scores of edited
headlines and different GloVe distances between
their replacement words and the other words in the
headline serving as context. In order to sharpen
the analysis, we looked at subsets of headlines
with extreme funniness scores. For instance, the
left-most data points in Figure 4 pertain only to
those edited headlines that are in the top and bot-
tom 5% of mean scores, which filters out headlines
whose scores are in the middle.

The four curves higher on the plot show a
relatively high correlation between humor scores

Figure 4: Correlations of word vector based cosine dis-
tances with mean funniness at various dataset sizes. We
measure distance (and its absolute value) between the
replaced word(s) and the added word, and also their
minimum, maximum and average distances with the set
of other words in the headline.

and the cosine distance between the added word
(“add” in legend) and the replaced word (“repl” in
legend) or the other words in the headline (“cntx”
in legend). This suggests that incongruity leads
to humor. The three lower curves show there is
not a strong correlation between humor and the
distance between the original, replaced word the
other words in the headline. Finally, smaller, less
humor-ambiguous data leads to stronger positive
correlations, which suggests that higher incon-
gruity leads to more quality humor.
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Figure 5: The joke profile graph for setup and punch-
line humor, showing that word substitutions toward the
end of the headline normally lead to better humor.

3.3.3 Setup and Punchline

We specifically studied whether the “setup and
punchline” (Rochmawati, 2017) approach is used
in funny headline generation, where the humor
comes toward the end of the joke after a setup
at the beginning. This has been verified numeri-
cally for funny cartoon captions by Shahaf et al.
(2015). For our analysis, we construct the joke
profile graph, shown in Figure 5. It shows the
proportion of time the editors substituted a word
at each relative word position bin compared to if
they randomly chose a word to substitute. Specif-
ically, the red curve in the plot shows the propor-
tion of replacement word locations if they were
chosen randomly from those available in the edit-
ing task. The green curve shows the proportion of
word locations actually chosen by our editors, and
the blue curve shows the difference. We see that
the blue line rises monotonically toward the end
of the headline, meaning that editors tend to pre-
fer replacing words later in the headline. The plot
also shows the average funniness grade as a dotted
line as a function of the position of the replace-
ment word. It rises dramatically toward the end,
showing that the funniest headlines were generally
those with a replacement word toward the end.

3.3.4 Superiority for Humor

Jokes often express our feelings of superiority over
someone else (Morreall, 2016). This can lead to
frequent use of negative sentiment in jokes, as
found by Mihalcea and Pulman (2007) in their
analysis of humorous texts. We find similar sup-
port in our clusters of replacement words in Ta-
ble 2, where the clusters labeled insults, human
deficiencies, and corrupted are all comprised of
words that tend to denigrate other people, account-
ing for about 12% of the substitute words inserted
by our editors.

4 Humorous Headline Detection

In this section, we develop baseline classifiers to
infer whether an edited headline is funny. Given
our dataset, there are three possible combinations
of information that we can use to detect humor:

1. Using only the edited headline to predict
whether it is funny or not.

2. Using only the original headline to predict its
potential for funniness.

3. Using both original and edited headlines to
jointly predict resulting funniness.

We address the first of these scenarios. A classi-
fier of this type could be used in a generate-and-
test setting to create humorous headlines by trying
different micro-edits.

To map the range of observed funniness grades
(see Figure 2) to the funny/not-funny classes, we
sort our full dataset in decreasing order of mean
funniness5 scores, and we take the top X% of the
data from each end, at size intervals of 10%. Note
that each train/test split has an equal number of
funny and not-funny headlines, establishing a 50%
majority class baseline for accuracy.

We first trained a number of non-neural clas-
sifiers (logistic regression, random forest, SVM),
using two feature sets: n-gram features (1, 2 and
3-grams combined) and features based on GloVe
embeddings6 as shown in Figure 4. We use 80% of
the data for training and 20% for testing. We op-
timized hyperparameters for accuracy on 10-fold
cross validation on the training set. The random
forest classifier consistently performed best, so we
only report its test set performance.

We also applied a neural baseline model us-
ing a single-layer bi-directional LSTM (Hochre-
iter and Schmidhuber, 1997) with 16 hidden units,
a dropout of 0.5, and GloVe pre-trained embed-
ding of the sequence of words in the edited head-
line. The training set was further split into 80%-
20% splits for training and validation. We used a
mini-batch size of 32 with up to 25 epochs to train
our model, optimizing for cross-entropy.

Table 5 shows the results obtained with our clas-
sifiers. LSTM performs better than random forest
with either n-gram (Rf-ngram) or GloVe features
(Rf-Glv), achieving our best accuracy of 68.54%

5We then sort by increasing standard deviations of grades
to further rank headlines which tie on funniness, as lower
standard deviation indicates stronger judge agreement.

6This is our only feature set that uses the replaced word.
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Bin 0-.4 .4-.8 .8-1.2 1.2-1.6 1.6-2.0 2.0-2.4 2.4-3.0
Acc. 71.5 61.1 52.0 61.0 68.6 68.3 76.2

Table 4: LSTM accuracy for distinct grade bins (upper-
bounds are inclusive) on the test set for X = 40.

using X = 10. We suspect that the reason for the
LSTM’s superior performance is that it learns pre-
dictive interactions between the semantics of the
headline’s words (via the GloVe embeddings) that
trigger the humor7.

Table 5 also shows that accuracy generally de-
creases as X increases, which is expected since
higher X implies a smaller separation between
funny and not-funny classes, making classifica-
tion harder. This is further corroborated by the
observation that annotator-agreement scores (also
shown in Table 5) decrease similarly with increas-
ing X , indicating that funny and not-funny classes
are easier to distinguish at the extreme ends of the
dataset for both humans and machines alike.

4.1 LSTM Classification Analysis
We now investigate the test-set performance of
the LSTM trained on the dataset obtained using
X = 40, the largest of our experimental datasets
for which the class boundaries are distinct.

To analyze how well the classifier predicts the
extremes in the test set, we obtained classifica-
tion accuracy on distinct mean grade bins, pre-
sented in Table 4. The LSTM is able to distinguish
the far extremes (≤0.4 and >1.6) of the test set
much more convincingly than the headlines with
mean grades in the interval (0.4,1.6]. We found a
slightly negative correlation between classification
accuracy and standard deviation of grades. Using
additional judges for headlines with high standard
deviation of grades would possibly improve anno-
tator agreement and classification accuracy.

The LSTM achieved a significantly lower accu-
racy when an entity (61.8%) was replaced by the
micro-edit compared to when a noun (64.5%) or
a verb (65.5%) was replaced. For 5 of the 7 bins
in Table 4, the entity-replaced headline classifica-
tion accuracy was lower than when the other two
types were replaced, with the LSTM only achiev-
ing an accuracy of 47.9% on the (0.8,1.2] bin for
entity-replaced headlines. Although the classifier
is never shown what has been replaced, it is bet-

7Using only words in the original headline produced ac-
curacy in the mid-50% range, suggesting that the LSTM cap-
tures some humor impact of the replacement word as input
and that some headlines have high potential for funniness.

ter at assessing humor when the replaced word is
not an entity. Our judges did have access to the
replaced word, so we speculate this knowledge is
important when the replaced word is an entity, es-
pecially when the entity triggers the judge’s recol-
lection of their world knowledge surrounding the
entity, which the LSTM does not have. Another
potential reason is that the pretrained GloVe vec-
tors are trained on web data (840 billion tokens ob-
tained from Common Crawl) no more recent than
2014, which may not appropriately represent com-
mon entities in our 2017-2018 headline data.

Next, we qualitatively analyzed the LSTM’s
classification accuracy towards the two extremes
of the dataset, some of which are shown in Ta-
ble 1. Overall, the LSTM seems to suffer from a
relatively high level of brittleness (possibly arising
from the unusual writing style in headlines), where
correct predictions could be obtained by very little
modification to the text. For example, changing
“Trump→ Trump’s” in ID 1 and deleting “Essen-
tial Politics:” in ID 3 fix their classification errors.
Quotes in headlines also confused the LSTM (e.g.,
ID 4) since it is sometimes non-trivial to discern
the speaker of the quote in a headline.

The classifier often had difficulty figuring out
humorous replacements that involve common-
sense knowledge (e.g., IDs 7 and 8). Not sur-
prisingly, it also failed to detect offensive replace-
ments as in IDs 13 and 14, where the model prob-
ably recognized the incongruity and marked these
as funny. World knowledge and cultural refer-
ences were other challenges (e.g., IDs 4, 9 and 14).

The LSTM was able to figure out some of the
obvious negative sentiments which were common
in unfunny headlines (e.g., ID 15), and it detected
some humor patterns resulting from using words
that form a common (but funny in the context) n-
gram with the adjacent words (e.g., IDs 5 and 6).

Overall, our results show that there is a dis-
cernible signal separating funny and and not-funny
headlines, even when using relatively shallow fea-
tures that only take the content of the headline
into account (modulo GloVe embeddings which
are pretrained and hence contain semantic infor-
mation gleaned from a larger corpus). We expect
that further work, which could examine deeper
relationships to current events, historical context,
and common sense knowledge, will improve the
ability to distinguish funny from not-funny beyond
the baselines provided here.
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X MaxUF MinF α Rf-Glv Rf-ngram Lstm-Glv
10 0.2 1.8 0.66 60.27 65.56 68.54
20 0.4 1.4 0.49 61.67 63.41 67.21
30 0.6 1.2 0.37 59.43 62.96 66.11
40 0.8 1.0 0.27 57.45 59.35 64.07
50 0.8 0.8 0.20 55.63 56.52 60.63

Table 5: Classification accuracy for various funniness-
sorted dataset proportions and classifiers/feature sets.
MaxUF is the highest score for the not-funny class,
MinF is the lowest score for the funny class, and we
also provide Krippendorff’s α for judge agreement.

5 Related Work

Previous research on automated humor can be di-
vided into work on datasets, analysis, detection,
and generation. We will give examples of each.

Datasets are important for automated under-
standing of humor and for training models. Start-
ing at the simplest linguistic level, Engelthaler
and Hills (2018) gathered almost 5,000 English
words with funniness ratings for each one. Fila-
tova (2012) found 1,905 Amazon product reviews
classified as either regular or ironic/sarcastic,
and Khodak et al. (2017) collected 1.3 million sar-
castic statements from Reddit and a much larger
set of non-sarcastic statements. Mihalcea and
Strapparava (2005) collected about 24,000 one-
liner jokes, Potash et al. (2017) shared a dataset to
rank funny tweets for certain hashtags, and Miller
et al. (2017) created a task for pun detection.

Humor analysis, as we have done, is aimed
at understanding what makes something funny.
Building on the word-level corpus of Engelthaler
and Hills (2018), Westbury and Hollis (2018) de-
veloped models to predict the funniness of 4,997
words. Looking at multi-word, but still short
text, Shahaf et al. (2015) analyzed cartoon cap-
tions in order to understand what made some fun-
nier than others. The work that is most similar to
ours is from West and Horvitz (2019), who looked
at pairs of funny and normal headlines. While we
employed editors to create funny headlines from
serious ones, they went the other way using a Web-
based game, producing and analyzing 2,801 mod-
ified versions of 1,191 satirical headlines.

Humor detection is characterized by determin-
ing if a given text is funny or not. Examples in-
clude Khodak et al. (2017), detecting sarcasm in
Reddit and Davidov et al. (2010) detecting sar-
casm in Amazon product reviews and Twitter. Bar-
bieri and Saggion (2014) and Reyes et al. (2012)
showed how to detect humorous tweets, and Kid-

don and Brun (2011) detected double entendres.
Generating humor is a difficult problem. Past

work includes Binsted et al. (1997) producing
punning riddles, funny acronyms from Stock and
Strapparava (2003), jokes of the type “I like my
coffee like I like my war, cold” by Petrović
and Matthews (2013), and filling in Mad Libs R©

by Hossain et al. (2017). Our headline work has
the potential to help in humor generation, moving
away from jokes with a strong template to more
free form.

6 Conclusion and Future Work

We have developed and released Humicroedit, a
carefully curated dataset of 15,095 headlines with
simple edits designed to make them funny. The
dataset specifies the edits and also comes with five
funniness scores for each edited headline. The
simple replacement edits facilitate focused analy-
sis on what causes the humor. We showed how our
data supports, in a quantitative way, humor theo-
ries about length of joke, incongruity, superiority,
and setup/punchline. Finally, we developed base-
line classifiers that show how well we can distin-
guish funny edits from non-funny edits using sim-
ple linguistic features.

We expect our dataset will facilitate research in
humor and natural language processing. Head-
lines present unique challenges and opportunities,
because their humor is largely topical, depending
on a knowledge of current events and prominent
people and entities.

Future work with this data could include deeper
features for assessing humor. We expect that hu-
mor detection would likely improve using fea-
tures that incorporate world knowledge and com-
mon sense. Likewise, there may be something
to learn by analyzing topical jokes from profes-
sional comedians. With our single-word edits, this
analysis becomes easier, because we are looking
at the minimal change in a headline to make it
funny. Additionally, if we can better understand
what makes a headline funny, we may be able to
automatically generate funny headlines and even
personalize them to particular readers.
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Abstract

We present an approach for generating clar-
ification questions with the goal of eliciting
new information that would make the given
textual context more complete. We propose
that modeling hypothetical answers (to clarifi-
cation questions) as latent variables can guide
our approach into generating more useful clar-
ification questions. We develop a Generative
Adversarial Network (GAN) where the gener-
ator is a sequence-to-sequence model and the
discriminator is a utility function that models
the value of updating the context with the an-
swer to the clarification question. We eval-
uate on two datasets, using both automatic
metrics and human judgments of usefulness,
specificity and relevance, showing that our
approach outperforms both a retrieval-based
model and ablations that exclude the utility
model and the adversarial training.

1 Introduction

A goal of natural language processing is to de-
velop techniques that enable machines to process
naturally occurring language. However, not all
language is clear and, as humans, we may not
always understand each other (Grice, 1975); in
cases of gaps or mismatches in knowledge, we
tend to ask questions (Graesser et al., 2008). In
this work, we focus on the task of automati-
cally generating clarification questions: questions
that ask for information that is missing from a
given linguistic context. Our clarification ques-
tion generation model builds on the sequence-to-
sequence approach that has proven effective for
several language generation tasks (Sutskever et al.,
2014; Serban et al., 2016; Yin et al., 2016; Du
et al., 2017). Unfortunately, training a sequence-
to-sequence model directly on (context, question)

∗This research performed when the author was still at
University of Maryland, College Park.

pairs yields questions that are highly generic1, cor-
roborating a common finding in dialog systems (Li
et al., 2016b). Our goal is to be able to generate
clarification questions that are useful and specific.

To achieve this, we begin with a recent observa-
tion of Rao and Daumé III (2018), who consider
the task of question reranking: a good clarifica-
tion question is the one whose answer has a high
utility, which they define as the likelihood that this
question would lead to an answer that will make
the context more complete (§2.3). Inspired by this,
we construct a model that first generates a question
given a context, and then generates a hypotheti-
cal answer to that question. Given this (context,
question, answer) triple, we train a utility calcula-
tor to estimate the usefulness of this question. We
then show that this utility calculator can be gen-
eralized using ideas for generative adversarial net-
works (Goodfellow et al., 2014) for text (Yu et al.,
2017), wherein the utility calculator plays the role
of the “discriminator” and the question generator
is the “generator” (§2.2), which we train using the
MIXER algorithm (Ranzato et al., 2015). We eval-
uate our approach on two datasets: Amazon prod-
uct descriptions (Figure 1) and Stack Exchange
posts (Figure 2). Our two main contributions are:

1. An adversarial training approach for gener-
ating clarification questions that models the
utility of updating a context with an answer
to the clarification question. 2

2. An empirical evaluation using both auto-
matic metrics and human judgments to show
that our adversarially trained model generates
questions that are more useful and specific to
the context than all the baseline models.

1For instance, under home appliances, frequently asking
“Is it made in China?” or “What are the dimensions?”

2Code and data: https://github.com/
raosudha89/clarification_question_
generation_pytorch
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Product T-fal Nonstick Cookware Set,
title 18 pieces, Red

Product Easy non-stick 18pc set includes every
description piece for your everyday meals.

Exceptionally durable dishwasher
safe cookware for easy clean up.
Durable non-stick interior.
Oven safe up to 350.F/177.C

Question Are they induction compatible?

Answer They are aluminium so the answer is NO.

Figure 1: Sample product description from Amazon
paired with a clarification question and answer.

2 Training a Clarification Question
Generator

Our goal is to build a model that, given a context,
can generate an appropriate clarification question.
Our dataset consists of (context, question, answer)
triples where the context is an initial textual con-
text, question is the clarification question that asks
about some missing information in the context and
answer is the answer to the clarification question
(details in § 3.1). Representationally, our ques-
tion generator is a standard sequence-to-sequence
model with attention (§2.1). The learning problem
is: how to train the sequence-to-sequence model
to generate good clarification questions.

An overview of our training setup is shown in
Figure 3. Given a context, our question genera-
tor, which is a sequence-to-sequence model, out-
puts a question. In order to evaluate the usefulness
of this question, we then have a second sequence-
to-sequence model called the “answer generator”
that generates a hypothetical answer based on the
context and the question (§ 2.5). This (context,
generated question and generated answer) triple
is fed into a UTILITY calculator, whose initial
goal is to estimate the probability that this (ques-
tion, answer) pair is useful in this context (§2.3).
This UTILITY is treated as a reward, which is
used to update the question generator using the
MIXER (Ranzato et al., 2015) algorithm (§ 2.2).
Finally, we reinterpret the answer-generator-plus-
utility-calculator component as a discriminator
for differentiating between (context, true question,
generated answer) triples and (context, generated
question, generated answer) triples , and optimize
the generator for this adversarial objective using
MIXER (§2.4).

Title Wifi keeps dropping on 5Ghz network

Post Recently my wireless has been iffy at my
university. I notice I am connected to a 5Ghz
network, while I am connected to a 2.4Ghz
everywhere else (where things work fine).
Sometimes it reconnects, but I have to run
‘sudo service network-manager restart’.
Is it possible a kernel update caused this?

Question what is the make of your wifi card ?

Answer intel corporation wireless 7260 ( rev 73 )

Figure 2: Sample post from stackexchange.com paired
with a clarification question and answer.

2.1 Sequence-to-sequence Model for
Question Generation

We use a standard attention based sequence-to-
sequence model (Luong et al., 2015) for our ques-
tion generator. Given an input sequence (context)
c = (c1, c2, ..., cN ), this model generates an out-
put sequence (question) q = (q1, q2, ..., qT ). The
architecture of this model is an encoder-decoder
with attention. The encoder is a recurrent neural
network (RNN) operating over the input word em-
beddings to compute a source context representa-
tion c̃. The decoder uses this source representation
to generate the target sequence one word at a time:

p(q|c̃) =
T∏

t=1

p(qt|q1, q2, ..., qt−1, c̃t)

=
T∏

t=1

softmax(Wsh̃t) ;

where h̃t = tanh(Wc[c̃t;ht])

(1)

In Eq 1, h̃t is the attentional hidden state of the
RNN at time t and Ws and Wc are parameters of
the model.3 The predicted token qt is the token in
the vocabulary that is assigned the highest prob-
ability using the softmax function. The standard
training objective for sequence-to-sequence model
is to maximize the log-likelihood of all (c, q) pairs
in the training data D which is equivalent to mini-
mizing the following loss,

Lmle(D) = −
∑

(c,q)∈D

T∑

t=1

log p(qt|q1, ..., qt−1, c̃t)

(2)

3Details are in Appendix A.
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Figure 3: Overview of our GAN-based clarification question generation model (refer preamble of §2)

2.2 Training the Generator to Optimize
UTILITY

Training sequence-to-sequence models for the
task of clarification question generation (with con-
text as input and question as output) using max-
imum likelihood objective unfortunately leads to
the generation of highly generic questions, such as
“What are the dimensions?” when asking ques-
tions about home appliances. Recently, Rao and
Daumé III (2018) observed that the usefulness of
a question can be better measured as the utility
that would be obtained if the context were updated
with the answer to the proposed question. Follow-
ing this observation, we first use a pretrained an-
swer generator (§2.5) to generate an answer given
a context and a question. We then use a pretrained
UTILITY calculator (§ 2.3 ) to predict the likeli-
hood that the generated answer would increase the
utility of the context by adding useful information
to it. Finally, we train our question generator to
optimize this UTILITY based reward.

Similar to optimizing metrics like BLEU and
ROUGE, this UTILITY calculator also operates
on discrete text outputs, which makes optimiza-
tion difficult due to non-differentiability. A suc-
cessful recent approach dealing with the non-
differentiability while also retaining some advan-
tages of maximum likelihood training is the Mixed
Incremental Cross-Entropy Reinforce (Ranzato
et al., 2015) algorithm (MIXER). In MIXER, the
overall loss L is differentiated as in REINFORCE

(Williams, 1992):

L(θ) = −Eqs∼pθr(qs) ;

∇θL(θ) = −Eqs∼pθr(qs)∇θ log pθ(q
s)

(3)

where qs is a random output sample according to
the model pθ and θ are the parameters of the net-
work. The expected gradient is then approximated
using a single sample qs = (qs1, q

s
2, ..., q

s
T ) from

the model distribution (pθ). In REINFORCE, the
policy is initialized randomly, which can cause
long convergence times. To solve this, MIXER

starts by optimizing maximum likelihood for the
initial ∆ time steps, and slowly shifts to optimiz-
ing the expected reward from Eq 3 for the remain-
ing (T −∆) time steps.

In our model, for the initial ∆ time steps, we
minimize Lmle and for the remaining steps, we
minimize the following UTILITY-based loss:

Lmax-utility = −(r(qp)− r(qb))
T∑

t=1

log p(qt|q1, ..., qt−1, c̃t)

(4)

where r(qp) is the UTILITY based reward on the
predicted question and r(qb) is a baseline reward
introduced to reduce the high variance otherwise
observed when using REINFORCE. To estimate
this baseline reward, we take the idea from the
self-critical training approach Rennie et al. (2017)
where the baseline is estimated using the reward
obtained by the current model under greedy de-
coding during test time. We find that this approach
for baseline estimation stabilizes our model better
than the approach used in MIXER.

2.3 Estimating UTILITY from Data
Given a (context, question, answer) triple, Rao
and Daumé III (2018) introduce a utility calcula-
tor UTILITY(c, q, a) to calculate the value of up-
dating a context c with the answer a to a clarifi-
cation question q. They use the utility calculator
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to estimate the probability that an answer would
be a meaningful addition to a context. They treat
this as a binary classification problem where the
positive instances are the true (context, question,
answer) triples in the dataset whereas the negative
instances are contexts paired with a random (ques-
tion, answer) from the dataset. Following Rao and
Daumé III (2018), we model our UTILITY calcula-
tor by first embedding the words in c and then us-
ing an LSTM (long-short term memory) (Hochre-
iter and Schmidhuber, 1997) to generate a neural
representation c̄ of the context by averaging the
output of each of the hidden states. Similarly, we
obtain neural representations q̄ and ā of q and a re-
spectively using a question and an answer LSTM
models. Finally, we use a feed forward neural net-
work FUTILITY(c̄, q̄, ā) to predict the usefulness of
the question.

2.4 UTILITY GAN for Clarification Question
Generation

The UTILITY calculator trained on true vs random
samples from real data (as described in the previ-
ous section) can be a weak reward signal for ques-
tions generated by a model due to the large dis-
crepancy between the true data and the model’s
outputs. In order to strengthen the reward signal,
we reinterpret the UTILITY calculator (coupled
with the answer generator) as a discriminator in
an adversarial learning setting. That is, instead of
taking the UTILITY calculator to be a fixed model
that outputs the expected quality of a (question,
answer) pair, we additionally optimize it to dis-
tinguish between true (question, answer) pairs and
model-generated ones. This reinterpretation turns
our model into a form of a generative adversarial
network (GAN) (Goodfellow et al., 2014).

GAN is a training procedure for “generative”
models that can be interpreted as a game between
a generator and a discriminator. The generator is a
model g ∈ G that produces outputs (in our case,
questions). The discriminator is another model
d ∈ D that attempts to classify between true out-
puts and model-generated outputs. The goal of the
generator is to generate data such that it can fool
the discriminator; the goal of the discriminator is
to be able to successfully distinguish between real
and generated data. In the process of trying to fool
the discriminator, the generator produces data that
is as close as possible to the real data distribution.

Generically, the GAN objective is:

LGAN(D,G) = max
d∈D

min
g∈G

Ex∼p̂ log d(x)+

Ez∼pz log(1− d(g(z)))
(5)

where x is sampled from the true data distribution
p̂, and z is sampled from a prior defined on input
noise variables pz .

Although GANs have been successfully used
for image tasks, training GANs for text generation
is challenging due to the discrete nature of out-
puts in text. The discrete outputs from the gener-
ator make it difficult to pass the gradient update
from the discriminator to the generator. Recently,
Yu et al. (2017) proposed a sequence GAN model
for text generation to overcome this issue. They
treat their generator as an agent and use the dis-
criminator as a reward function to update the gen-
erative model using reinforcement learning tech-
niques. Our GAN-based approach is inspired by
this sequence GAN model with two main mod-
ifications: a) We use MIXER algorithm as our
generator (§2.2) instead of a purely policy gradi-
ent approach; and b) We use UTILITY calculator
(§2.3) as our discriminator instead of a convolu-
tional neural network (CNN).

Theoretically, the discriminator should be
trained using (context, true question, true answer)
triples as positive instances and (context, gener-
ated question, generated answer) triples as the
negative instances. However, we find that train-
ing a discriminator using such positive instances
makes it very strong since the generator would
have to not only generate real looking questions
but also generate real looking answers to fool the
discriminator. Since our main goal is question
generation and since we use answers only as latent
variables, we instead use (context, true question,
generated answer) as our positive instances where
we use the pretrained answer generator to get the
generated answer for the true question. Formally,
our objective function is:

LGAN-U(U ,M) =max
u∈U

min
m∈M

Eq∼p̂ log u(c, q,A(c, q))+

Ec∼p̂ log(1− u(c,m(c),A(c,m(c))))
(6)

where U is the UTILITY discriminator, M is the
MIXER generator, p̂ is our data of (context, ques-
tion, answer) triples andA is the answer generator.

2.5 Pretraining
Question Generator. We pretrain our question
generator using the sequence-to-sequence model
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(§2.1) to maximize the log-likelihood of all (con-
text, question) pairs in the training data. Parame-
ters of this model are updated during adversarial
training.

Answer Generator. We pretrain our answer
generator using the sequence-to-sequence model
(§2.1) to maximize the log-likelihood of all ([con-
text+question], answer) pairs in the training data.
Parameters of this model are kept fixed during the
adversarial training.4

Discriminator. In our UTILITY GAN model
(§ 2.4), the discriminator is trained to differenti-
ate between true and generated questions. How-
ever, since we want to guide our UTILITY based
discriminator to also differentiate between true
(“good”) and random (“bad”) questions, we pre-
train our discriminator in the same way we trained
our UTILITY calculator. For positive instances, we
use a context and its true question, answer from
the training data and for negative instances, we use
the same context but randomly sample a question
from the training data (and use the answer paired
with that random question).

3 Experimental Results

We base our experimental design on the following
research questions:

1. Do generation models outperform simpler re-
trieval baselines?

2. Does optimizing the UTILITY reward im-
prove over maximum likelihood training?

3. Does using adversarial training improve over
optimizing the pretrained UTILITY?

4. How do the models perform when evaluated
for nuances such as specificity & usefulness?

3.1 Datasets

We evaluate our model on two datasets.
Amazon. In this dataset, context is a prod-

uct description on amazon.com combined with the
product title, question is a clarification question
asked to the product and answer is the seller’s
(or other users’) reply to the question. To ob-
tain these data triples, we combine the Amazon
question-answering dataset (McAuley and Yang,
2016) with the Amazon reviews dataset (McAuley
et al., 2015). We show results on the Home &
Kitchen category of this dataset since it con-
tains a large number of questions and is relatively

4We leave the experimentation of updating parameters of
answer generator during adversarial training to future work.

easier for human-based evaluation. It consists of
19, 119 training, 2, 435 tune and 2, 305 test exam-
ples (product descriptions), with 3 to 10 questions
(average: 7) per description.

Stack Exchange. In this dataset, context is a
post on stackexchange.com combined with the ti-
tle, question is a clarification question asked in the
comments section of the post and answer is ei-
ther the update made to the post in response to the
question or the author’s reply to the question in the
comments section. Rao and Daumé III (2018) cu-
rated a dataset of 61, 681 training, 7, 710 tune and
7, 709 test such triples from three related subdo-
mains on stackexchage.com (askubuntu, unix and
superuser). Additionally, for 500 instances each
from the tune and the test set, their dataset includes
1 to 6 other questions identified as valid questions
by expert human annotators from a pool of candi-
date questions.

3.2 Baselines and Ablated Models

We compare three variants (ablations) of our pro-
posed approach, together with an information re-
trieval baseline:

GAN-Utility is our full model which is a UTIL-
ITY calculator based GAN training (§2.4) includ-
ing the UTILITY discriminator and the MIXER

question generator.5

Max-Utility is our reinforcement learning base-
line where the pretrained question generator
model is further trained to optimize the UTILITY

reward (§2.2) without the adversarial training.
MLE is the question generator model pre-

trained on context, question pairs using maximum
likelihood objective (§2.1).

Lucene6 is our information retrieval baseline
similar to the Lucene baseline described in Rao
and Daumé III (2018). Given a context in the test
set, we use Lucene, which is a TF-IDF based doc-
ument ranker, to retrieve top 10 contexts that are
most similar to the given context in the train set.
We randomly choose a question from the human
written questions paired with these 10 contexts in
the train set to construct our Lucene baseline7.

5Experimental details are in Appendix B.
6https://lucene.apache.org/
7For the Amazon dataset, we ignore questions asked to

products of the same brand as the given product since Ama-
zon replicates questions across same brand allowing the true
question to be included in that set.
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3.3 Evaluation Metrics
We evaluate initially with automated evaluation
metrics, and then more substantially with crowd-
sourced human judgments.

3.3.1 Automatic Metrics
Diversity, which calculates the proportion of
unique trigrams in the output to measure the diver-
sity as commonly used to evaluate dialogue gener-
ation (Li et al., 2016b).
BLEU (Papineni et al., 2002) 8, which evaluates
n-gram precision between the output and the ref-
erences.
METEOR (Banerjee and Lavie, 2005), which is
similar to BLEU but includes stemmed and syn-
onym matches to measure similarity between the
output and the references.

3.3.2 Human Judgements
We use Figure-Eight9, a crowdsourcing platform,
to collect human judgements. Each judgement10

consists of showing the crowdworker a context
and a generated question and asking them to eval-
uate the question along following axes:
Relevance: We ask “Is the question on topic?”
and let workers choose from: Yes (1) and No (0)
Grammaticality: We ask “Is the question gram-
matical?” and let workers choose from: Yes (1)
and No (0)
Seeking new information: We ask “Does the
question ask for new information currently not
included in the description?” and let workers
choose from: Yes (1) and No (0)
Specificity: We ask “How specific is the ques-
tion?” and let workers choose from:
4: Specific pretty much only to this product (or

same product from different manufacturer)
3: Specific to this and other very similar products
2: Generic enough to be applicable to many other

products of this type
1: Generic enough to be applicable to any prod-

uct under Home and Kitchen
0: N/A (Not applicable) i.e. Question is not on

topic OR is incomprehensible
Usefulness: We ask “How useful is the question to
a potential buyer (or a current user) of the prod-
uct?” and let workers choose from:

8https://github.com/moses-smt/
mosesdecoder/blob/master/scripts/
generic/multi-bleu.perl

9https://www.figure-eight.com
10We paid crowdworkers 5 cents per judgment and col-

lected five judgments per question.

Criteria Agreement

Relevance 0.92
Grammaticality 0.92
Seeking new information 0.84
Usefulness 0.65
Specificity 0.72

Table 1: Inter-annotator agreement on the five criteria
used in human-based evaluation.

4: Useful enough to be included in the product
description

3: Useful to a large number of potential buyers
(or current users)

2: Useful to a small number of potential buyers
(or current users)

1: Useful only to the person asking the question
0: N/A (Not applicable) i.e. Question is not on

topic OR is incomprehensible OR is not seek-
ing new information

3.3.3 Inter-annotator Agreement
Table 1 shows the inter-annotator agreement (re-
ported by Figure-Eight as confidence11) on each of
the above five criteria. Agreement on Relevance,
Grammaticality and Seeking new information is
high. This is not surprising given that these crite-
ria are not very subjective. On the other hand, the
agreement on usefulness and specificity is quite
moderate since these judgments can be very sub-
jective.

Since the inter-annotator agreement on the use-
fulness criteria was particularly low, in order to re-
duce the subjectivity involved in the fine grained
annotation, we convert the range [0-4] to a more
coarse binary range [0-1] by mapping the scores 4
and 3 to 1 and the scores 2, 1 and 0 to 0.

3.4 Automatic Metric Results
Table 2 shows the results on the two datasets when
evaluated according to automatic metrics.

In the Amazon dataset, GAN-Utility outper-
forms all ablations on DIVERSITY, suggesting that
it produces more diverse outputs. Lucene, on the
other hand, has the highest DIVERSITY since it
consists of human written questions, which tend
to be more diverse because they are much longer
compared to model generated questions. This
comes at the cost of lower match with the refer-
ence as visible in the BLEU and METEOR scores.

11https://success.figure-eight.com/
hc/en-us/articles/201855939-How-to-
Calculate-a-Confidence-Score
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Amazon StackExchange
Model DIVERSITY BLEU METEOR DIVERSITY BLEU METEOR

Reference 0.6934 — — 0.7509 — —
Lucene 0.6289 4.26 10.85 0.7453 1.63 7.96

MLE 0.1059 17.02 12.72 0.2183 3.49 8.49
Max-Utility 0.1214 16.77 12.69 0.2508 3.89 8.79
GAN-Utility 0.1296 15.20 12.82 0.2256 4.26 8.99

Table 2: DIVERSITY as measured by the proportion of unique trigrams in model outputs. Bigrams and unigrams
follow similar trends. BLEU and METEOR scores using up to 10 references for the Amazon dataset and up to
six references for the StackExchange dataset. Numbers in bold are the highest among the models. All results for
Amazon are on the entire test set whereas for StackExchange they are on the 500 instances of the test set that have
multiple references.

In terms of BLEU and METEOR, there is incon-
sistency. Although GAN-Utility outperforms all
baselines according to METEOR, the fully ablated
MLE model has a higher BLEU score. This is be-
cause BLEU score looks for exact n-gram matches
and since MLE produces more generic outputs, it
is much more likely that it will match one of 10
references compared to the specific/diverse out-
puts of GAN-Utility, since one of those ten is
highly likely to itself be generic.

In the StackExchange dataset GAN-Utility out-
performs all ablations on both BLEU and ME-
TEOR. Unlike in the Amazon dataset, MLE does
not outperform GAN-Utility in BLEU. This is
because the MLE outputs in this dataset are not
as generic as in the amazon dataset due to the
highly technical nature of contexts in StackEx-
change. As in the Amazon dataset, GAN-Utility
outperforms MLE on DIVERSITY. Interestingly,
the Max-Utility ablation achieves a higher DIVER-
SITY score than GAN-Utility. On manual analysis
we find that Max-Utility produces longer outputs
compared to GAN-Utility but at the cost of being
less grammatical.

3.5 Human Judgements Analysis

Table 3 shows the numeric results of human-based
evaluation performed on the reference and the sys-
tem outputs on 300 random samples from the
test set of the Amazon dataset.12 All approaches
produce relevant and grammatical questions. All
models are all equally good at seeking new infor-
mation, but are weaker than Lucene, which per-
forms better at seeking new information but at the

12We could not ask crowdworkers evaluate the StackEx-
change data due to its highly technical nature.

cost of much lower specificity and lower useful-
ness.

Our full model, GAN-Utility, performs signifi-
cantly better at the usefulness criteria showing that
the adversarial training approach generates more
useful questions. Interestingly, all our models pro-
duce questions that are more useful than Lucene
and Reference, largely because Lucene and Ref-
erence tend to ask questions that are more of-
ten useful only to the person asking the question,
making them less useful for potential other buyers
(see Figure 4). GAN-Utility also performs signifi-
cantly better at generating questions that are more
specific to the product (see details in Figure 5),
which aligns with the higher DIVERSITY score
obtained by GAN-Utility under automatic metric
evaluation.

Table 5 contains example outputs from different
models along with their usefulness and specificity
scores. MLE generates questions such as “is it
waterproof?” and “what is the wattage?”, which
are applicable to many other products. Whereas
our GAN-Utility model generates more specific
question such as “is this shower curtain mildew
resistant?”. Appendix C includes further analy-
sis of system outputs on both Amazon and Stack
Exchange datasets.

4 Related Work

Question Generation. Most previous work on
question generation has been on generating read-
ing comprehension style questions i.e. questions
that ask about information present in a given text
(Heilman, 2011; Rus et al., 2010, 2011; Duan
et al., 2017). Our goal, on the other hand, is to
generate questions whose answer cannot be found
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Model Relevant [0-1] Grammatical [0-1] New Info [0-1] Useful [0-1] Specific [0-4]

Reference 0.96 0.99 0.93 0.72 3.38

Lucene 0.90 0.99 0.95 0.68 2.87
MLE 0.92 0.96 0.85 0.91 3.05
Max-Utility 0.93 0.96 0.88 0.91 3.29
GAN-Utility 0.94 0.96 0.87 0.96 3.52

Table 3: Results of human judgments on model generated questions on 300 sample Home & Kitchen product
descriptions. Numeric range corresponds to the options described in §3.3. The difference between the bold and the
non-bold numbers is statistically significant with p <0.05. Reference is excluded in the significance calculation.

Figure 4: Human judgements on the usefulness criteria. Figure 5: Human judgements on the specificity criteria.

in the given text. Outside reading comprehen-
sion questions, Liu et al. (2010) use templated
questions to help authors write better related
work sections whereas we generate questions
to fill information gaps. Labutov et al. (2015)
use crowdsourcing to generate question tem-
plates whereas we learn from naturally occurring
questions. Mostafazadeh et al. (2016, 2017)
generate natural and engaging questions, given
an image (and some initial text). Whereas, we
generate questions specifically for identifying
missing information. Stoyanchev et al. (2014)
generate clarification questions to resolve am-
biguity caused by speech recognition failures
during dialog, whereas we generate clarification
questions to resolve ambiguity caused by missing
information. The recent work most relevant to
our work is by Rao and Daumé III (2018). They
build a model which given a context and a set of
candidate clarification questions, ranks them in a
way that more useful clarification questions would
be higher up in the ranking. In our work, we build
on their ideas to propose a model that generates
(instead of ranking) clarification questions given a
context.

Neural Models and Adversarial Training for
Text Generation. Neural network based models
have had significant success at a variety of text
generation tasks, including machine translation
(Bahdanau et al., 2015; Luong et al., 2015), sum-
marization (Nallapati et al., 2016), dialog (Bor-
des et al., 2016; Li et al., 2016a; Serban et al.,
2017), textual style transfer (Jhamtani et al., 2017;
Rao and Tetreault, 2018) and question answering
(Yin et al., 2016; Serban et al., 2016). Our task
is most similar to dialog, in which a wide vari-
ety of possible outputs are acceptable, and where
lack of specificity in generated outputs is com-
mon. We addresses this challenge using an adver-
sarial network approach (Goodfellow et al., 2014),
a training procedure that can generate natural-
looking outputs, which have been effective for
natural image generation (Denton et al., 2015).
Due to the challenges in optimizing over dis-
crete output spaces like text, Yu et al. (2017) in-
troduced a Seq(uence)GAN approach where they
overcome this issue by using REINFORCE to op-
timize. Our GAN-Utility model is inspired by the
SeqGAN model where we replace their policy gra-
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Title Raining Cats and Dogs Vinyl Bathroom Shower Curtain

Product This adorable shower curtain measures 70 by 72
Description inches and is sure to make a great gift!

Usefulness [0-4] Specificity [0-4]

Reference does the vinyl smells? 3 4
Lucene other than home sweet home, what other sayings on the curtain? 2 4
MLE is it waterproof ? 4 2
Max-Utility is this shower curtain mildew ? 0 0
GAN-Utility is this shower curtain mildew resistant ? 4 4

Title PURSONIC HF200 Pedestal Bladeless Fan & Humidifier All-in-one

Product The first bladeless fan to incoporate a humidifier! This product
Description operates solely as a fan, a humidifier or both simultaneously.

Atomizing function via ultrasonic. 5.5L tank lasts up to 12 hours.

Usefulness [0-4] Specificity [0-4]

Reference i can not get the humidifier to work 1 2
Lucene does it come with the vent kit 3 3
MLE what is the wattage of this fan ? 4 2
Max-Utility is this battery operated ? 3 2
GAN-Utility does this fan have an automatic shut off ? 4 4

Table 4: Example outputs from each of the systems for two product descriptions along with the usefulness and the
specificity score given by human annotators.

dient based generator with a MIXER model and
their CNN based discriminator with our UTILITY

calculator. Li et al. (2017) train an adversarial
model similar to SeqGAN for generating next ut-
terance in a dialog given a context. However, un-
like our work, their discriminator is a binary clas-
sifier trained only to distinguish between human
and machine generated utterances.

5 Conclusion

In this work, we describe a novel approach to
the problem of clarification question generation.
We use the observation of Rao and Daumé III
(2018) that the usefulness of a clarification ques-
tion can be measured by the value of updating a
context with an answer to the question. We use a
sequence-to-sequence model to generate a ques-
tion given a context and a second sequence-to-
sequence model to generate an answer given the
context and the question. Given the (context, gen-
erated question, generated answer) triple, we cal-
culate the utility of this triple and use it as a re-
ward to retrain the question generator using rein-
forcement learning based MIXER model. Further,
to improve upon the utility calculator, we reinter-
pret it as a discriminator in an adversarial setting
and train both the utility calculator and the MIXER

model in a minimax fashion. We find that our ad-
versarial training approach produces more useful
and specific questions compared to both a model

trained using maximum likelihood objective and a
model trained using utility reward based reinforce-
ment learning.

There are several avenues of future work. Fol-
lowing Mostafazadeh et al. (2016), we could com-
bine text input with image input in the Amazon
dataset (McAuley and Yang, 2016) to generate
more relevant and useful questions. One signif-
icant research challenge in the space of free text
generation problems when the set of possible out-
puts is large, is that of automatic evaluation (Lowe
et al., 2016): in our results we saw some corre-
lation between human judgments and automatic
metrics, but not enough to trust the automatic met-
rics completely. Lastly, we hope to integrate such
a question generation model into a real world plat-
form like StackExchange or Amazon to under-
stand the real utility of such models and to unearth
additional research questions.
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A Sequence-to-sequence model details

In this section, we describe some of the details of
the attention based sequence-to-sequence model
introduced in Section 2.1 of the main paper. In
equation 1, h̃t is the attentional hidden state of the
RNN at time t obtained by concatenating the target
hidden state ht and the source-side context vector
c̃t, and Ws is a linear transformation that maps ht
to an output vocabulary-sized vector. Each atten-
tional hidden state h̃t depends on a distinct input
context vector c̃t computed using a global atten-
tion mechanism over the input hidden states as:

c̃t =

N∑

n=1

anthn (7)

ant = align(hn, ht) (8)

= exp
[
hTt Wahn

]/∑

n′
exp

[
hTt Wahn′

]

(9)
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The attention weights ant is calculated based on
the alignment score between the source hidden
state hn and the current target hidden state ht.

B Experimental Details

In this section, we describe the details of our ex-
perimental setup.

We tokenize and lowercase all inputs (context,
question and answers). We set the max length of
context to be 100, question to be 20 and answer to
be 20. We find that increasing the length of con-
texts (to 150 or 200) of question/ answer (to 40)
yields similar results according to automatic met-
rics with increased experimentation time.

Our sequence-to-sequence model (Section 2.1)
operates on word embeddings which are pre-
trained on in domain data using Glove (Penning-
ton et al., 2014). As frequently used in previous
work on neural network modeling, we use an em-
beddings of size 200 and a vocabulary with cut
off frequency set to 10. During train time, we use
teacher forcing (Williams and Zipser, 1989). Dur-
ing test time, we use beam search decoding with
beam size 5.

We use a hidden layer of size two for both
the encoder and decoder recurrent neural network
models with size of hidden unit set to 100. We use
a dropout of 0.5 and learning ratio of 0.0001. In
the MIXER model, we start with ∆ = T and de-
crease it by 2 for every epoch (we found decreas-
ing ∆ to 0 is ineffective for our task, hence we stop
at 2).

C Analysis of System Outputs

C.1 Amazon Dataset
First half of Table 5 shows the system gener-
ated questions for three product descriptions in the
Amazon dataset.

In the first example, the product is a shower cur-
tain. The Reference question is specific and highly
useful. Lucene, on the other hand, picks a moder-
ately specific (“how to clean it?”) but useful ques-
tion. MLE model generates a generic but useful
“is it waterproof?”. Max-Utility generates com-
paratively a much longer question but in doing so
loses out on relevance. This behavior of gener-
ating two unrelated sentences is observed quite a
few times in both Max-Utility and GAN-Utility
models. This suggests that these models, in trying
to be very specific, end up losing out on relevance.
In the same example, GAN-Utility also generates

a fairly long question which, although awkwardly
phrase, is quite specific and useful.

In the second example, the product is a Du-
vet Cover Set. Both Reference and Lucene ques-
tions here are examples of questions that are pretty
much useful only to the person asking the ques-
tion. We find many such questions in both Ref-
erence and Lucene outputs which is the main rea-
son for the comparatively lower usefulness scores
for their outputs. All three of our models generate
irrelevant questions since the product description
explicitly says that the set is full size.

In the last example, the product is a set of mop-
ping clothes. Reference question is quite specific
but has low usefulness. Lucene picks an irrel-
evant question. MLE and Max-Utility generate
highly specific and useful questions. GAN-Utility
generates an ungrammatical question by repeating
the last word many times. We observe this be-
havior quite a few times in the outputs of both
Max-Utility and GAN-Utility models suggesting
that our sequence-to-sequence models are not very
good at maintaining long range dependencies.

C.2 Stack Exchange Dataset
Second half of Table 5 shows the system generated
questions for three posts from the Stack Exchange
dataset.

The first example is of a post where someone
describes their issue of not being able to recover
from their boot. Reference and Lucene questions
are useful. MLE generates a generic question that
is not very useful. Max-Utility generates a use-
ful question but has slight ungrammaticality in it.
GAN-Utility, on the other hand, generates a spe-
cific and an useful question.

In the second example, again Reference and
Lucene questions are useful. MLE generates a
generic question. Max-Utility and GAN-Utility
both generate fairly specific question but contain
unknown tokens. The Stack Exchange dataset
contains several technical terms leading to a long
tail in the vocabulary. Owing to this, we find that
both Max-Utility and GAN-Utility models gener-
ate many instances of questions with unknown to-
kens.

In the third example, the Reference question
is very generic. Lucene asks a relevant ques-
tion. MLE again generates a generic question.
Both Max-Utility and GAN-Utility generate spe-
cific and relevant questions.
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Amazon Dataset
Title Extra Wide Shower Curtain for a Clawfoot Tub/opaque with Magnets

Description Approximately 180” Wide 70” Long. Extra Wide to keep the water and heat in.
Opaque in color to let the light in. Can be used as a liner or the curtain itself.

Usefulness [0-4] Specificity [0-4]

Reference does this curtain come with hooks? 4 4
Lucene how to clean it ? i had it over 10 months now . 3 3

and some mildew grow on it
MLE is it waterproof ? 1 2
Max-Utility what is the diameter of the bottom of the shower ? 0 0

i have a kohler shower curtain .
GAN-Utility does this curtain have suction feet on the bottom of the shower curtain ? 3 4

Title Chezmoi Collection 7-piece Chic Ruched White Duvet Cover Set, Full Size (with Throw Pillows)

Description Create a world of romance with the elegantly-styled, ruching,and luxurious all white duvet cover set.

Usefulness [0-4] Specificity [0-4]

Reference How long will it take to ship this to my pin code? 1 1
Lucene and can you use the duvet as is ? 1 4

if not what shall i purchase to put in it for winter or fall ?
MLE what are the dimensions of the king size ? 0 0
Max-Utility what are the dimensions of the king size ? 0 0
GAN-Utility does the king size come with a duvet cover 0 0

or do you have to buy a king duvet ?

Title Microfiber 3-Pack, Pro-Clean Mopping Cloths for Braava Floor Mopping Robot

Description Braavas textured Pro-Clean microfiber mopping cloths remove dirt and hair from your floors. The cloths
can be washed and used hundreds of times. They are compatible with all Braava models, including
the Pro-Clean Reservoir Pad. Each cloth is easy to attach and remove from the magnetic cleaning pad.

Usefulness [0-4] Specificity [0-4]

Reference do i have to use a new cloth every time i want to clean my floor? 2 4
$5/$6 seems expensive per clean

Lucene do they remove pet odor ? 0 0
MLE will these work with the scooba ? 3 3
Max-Utility do these cloths work on hardwood floors ? 3 4
GAN-Utility will this work with the scooba mop mop mop mop mop mop mop 0 0

StackExchange Dataset
Title how can i recover my boot ?

Post since last week i am trying to recover my boot . after the last update for ubuntu 12.04
i lost it and nobody could help me , i used boot-repair but there are problems
with dependences , which can’t be fix . i will be very grateful if somebody could help me .

Reference what happens when you try to boot ?
Lucene can you get into bios ?
MLE how much ram do you have ?
Max-Utility do you have a swap partition partition ?
GAN-Utility what happens when you try to boot into safe mode ?

Title packages have unmet dependencies when trying to install anything

Post i ’m running ubuntu 14.04 lts . ive recently run into this problem with several applications , it seems to
happen to anything i need to update or install . ive tried a lot of solutions and nothing seems to work.

Reference sudo dpkg -reconfigure all ? ?
Lucene if you use the graphical package manager , does n’t add the required packages automatically ?
MLE how long did you wait ?
Max-Utility can you post the output of ‘apt-cache policy UNK ?
GAN-Utility can you post a screenshot of the output of ‘sudo apt-get install UNK

Title full lubuntu installation on usb ( uefi capable )

Post i want to do a full lubuntu installation on a usb stick that can be booted in uefi mode. i do not want
persistent live usb but a full lubuntu installation and that can boot fromanyuefi-capable computer ...

Reference hello and welcome on askubuntu . could you please clarify what you want ?
Lucene so , ubuntu was installed to the pen drive ?
MLE which version of ubuntu ?
Max-Utility do you have a live cd or usb stick ?
GAN-Utility what is the model of the usb stick ?

Table 5: Example outputs from each of the systems for three product descriptions from the Home & Kitchen
category of the Amazon dataset and for three posts of StackExchange dataset.155
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Abstract

Neural machine translation systems have be-
come state-of-the-art approaches for Gram-
matical Error Correction (GEC) task. In this
paper, we propose a copy-augmented archi-
tecture for the GEC task by copying the un-
changed words from the source sentence to
the target sentence. Since the GEC suffers
from not having enough labeled training data
to achieve high accuracy. We pre-train the
copy-augmented architecture with a denoising
auto-encoder using the unlabeled One Billion
Benchmark and make comparisons between
the fully pre-trained model and a partially pre-
trained model. It is the first time copying
words from the source context and fully pre-
training a sequence to sequence model are ex-
perimented on the GEC task. Moreover, We
add token-level and sentence-level multi-task
learning for the GEC task. The evaluation re-
sults on the CoNLL-2014 test set show that our
approach outperforms all recently published
state-of-the-art results by a large margin. The
code and pre-trained models are released at
https://github.com/zhawe01/fairseq-gec.

1 Introduction

Grammatical Error Correction (GEC) is a task
of detecting and correcting grammatical errors in
text. Due to the growing number of language
learners of English, there has been increasing at-
tention to the English GEC, in the past decade.

The following sentence is an example of the
GEC task, where the word in bold needs to be cor-
rected to its adverb form.

Nothing is [absolute→ absolutely] right or
wrong.

Although machine translation systems have be-
come state-of-the-art approaches for GEC, GEC
is different from translation since it only changes
several words of the source sentence. In Table 1,

Corpus Sent. Tok. Same %
CoNLL-2013 1,381 28,944 96.50%
JFELG 754 14,240 84.23%
Lang-8 4,936 73,705 83.22%

Table 1: The ratio of unchanged words in the target
sentence to the source sentence. “Sent.” means the
sentence number. “Tok.” means the token number of
the target sentence. “Same %” means the same word
percentage.

we list the ratio of unchanged words of the target
sentence to the source sentence in three different
datasets. We can observe that more than 80% of
the words can be copied from the source sentence.

Considering the percentage of unchanged words
is high in the GEC task, a more proper neural ar-
chitecture is needed for it. We enhance the current
neural architecture by enabling it to copy the un-
changed words and the out-of-vocabulary words
directly from the source sentence, just as what
humans do when they correct sentences. To our
knowledge, this is the first time that neural copy-
ing mechanism is used on GEC.

Progresses have been made thanks to large-
scale training corpus, including NUS Corpus
of Learner English (NUCLE) (Dahlmeier et al.,
2013) and the large-scale Lang-8 corpus(Tajiri
et al., 2012). However, even with millions of
labeled sentences, automatic GEC is challenging
due to the lack of enough labeled training data to
achieve high accuracy.

To alleviate the problem of insufficient labeled
data, we propose a method to leverage the unla-
beled data. The concrete way is to pre-train our
copy-augmented model with the unlabeled One
Billion Benchmark (Chelba et al., 2013) by lever-
aging denoising auto-encoders.

We also add two multi-tasks for the copy-
augmented architecture, including a token-level
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labeling task and a sentence-level copying task, to
further improve the performance of the GEC task.

The copying mechanism is for the first time
used on the GEC task, which was used on text
summarization tasks. On the GEC task, copy-
ing mechanism enables training a model with a
small vocabulary since it can straightly copy the
unchanged and out-of-vocabulary words from the
source input tokens. Besides, by separating the
constant part of the work from the GEC task, copy-
ing makes the generating portion of the architec-
ture more powerful. In the experiment section of
this paper, we show that copying does more than
just solving the “UNK problem”, and it can also
recall more edits for the GEC problem.

The copy-augmented architecture outperforms
all the other architectures on the GEC task, by
achieving a 56.42 F0.5 score on the CoNLL
2014 test data set. Combined with denoising
auto-encoders and multi-tasks, our architecture
achieves 61.15 F0.5 on the CoNLL-2014 test data
set, improving +4.9 F0.5 score than state-of-the-art
systems.

In summary, our main contributions are as
follows. (1) We propose a more proper neu-
ral architecture for the GEC problem, which en-
ables copying the unchanged words and out-of-
vocabulary words directly from the source in-
put tokens. (2) We pre-train the copy-augmented
model with large-scale unlabeled data using de-
noising auto-encoders, alleviating the problem of
the insufficient labeled training corpus. (3) We
evaluate the architecture on the CoNLL-2014 test
set, which shows that our approach outperforms
all recently published state-of-the-art approaches
by a large margin.

2 Our Approach

2.1 Base Architecture

Neural machine translation systems have become
the state-of-the-art approaches for Grammatical
Error Correction (GEC), by treating the sentence
written by the second language learners as the
source sentence and the grammatically corrected
one as the target sentence. Translation models
learn the mapping from the source sentence to the
target sentence.

We use the attention based Transformer
(Vaswani et al., 2017) architecture as our baseline.
The Transformer encodes the source sentence with
a stack of L identical blocks, and each of them

applies a multi-head self-attention over the source
tokens followed by position-wise feedforward lay-
ers to produce its context-aware hidden state. The
decoder has the same architecture as the encoder,
stacking L identical blocks of multi-head attention
with feed-forward networks for the target hidden
states. However, the decoder block has an extra
attention layer over the encoder’s hidden states.

The goal is to predict the next word indexed by
t in a sequence of word tokens (y1, ..., yT ), given
the source word tokens (x1, ..., xN ), as follows:

hsrc1...N = encoder(Lsrcx1...N ) (1)

ht = decoder(Ltrgyt−1...1, hsrc1...N ) (2)

Pt(w) = softmax(Ltrght) (3)

The matrix L ∈ Rdx×|V | is the word embedding
matrix, where dx is the word embedding dimen-
sion and |V | is the size of the vocabulary. hsrc1...N

is the encoder’s hidden states and ht is the target
hidden state for the next word. Applying softmax
operation on the inner product between the tar-
get hidden state and the embedding matrix, we get
the generation probability distribution of the next
word.

lce = −
T∑

t=1

log(pt(yt)) (4)

The loss lce of each training example is an accu-
mulation of the cross-entropy loss of each position
during decoding.

2.2 Copying Mechanism

Copying mechanism was proved effective on text
summarization tasks (See et al., 2017; Gu et al.,
2016) and semantic parsing tasks (Jia and Liang,
2016). In this paper, we apply the copying mecha-
nism on GEC task, for the first time, enabling the
model to copy tokens from the source sentence.

As illustrated in Figure 1, besides generat-
ing words from a fixed vocabulary, our copy-
augmented network allows copying words from
the source input tokens. Defined in Equation 5,
the final probability distribution Pt is a mix of
the generation distribution P gent and the copy dis-
tribution P copyt . As a result, the fixed vocabu-
lary is extended by all the words appearing in the
source sentence. The balance between the copying
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Figure 1: Copy-Augmented Architecture.

and generating is controlled by a balancing factor
αcopyt ∈ [0, 1] at each time step t.

pt(w) = (1−αcopyt )∗pgent (w)+(αcopyt )∗pcopyt (w)
(5)

The new architecture outputs the generation
probability distribution as the base model, by gen-
erating the target hidden state. The copying score
over the source input tokens is calculated with a
new attention distribution between the decoder’s
current hidden state htrg and the encoder’s hidden
states Hsrc (same as hsrc1...N ). The copy attention is
calculated the same as the encoder-decoder atten-
tions, listed in Equation 6, 7, 8 :

qt,K, V = htrgt W T
q , H

srcW T
k , H

srcW T
v (6)

At = qTt K (7)

P copyt (w) = softmax(At) (8)

The qt, K and V are the query, key, and value
that needed to calculate the attention distribution
and the copy hidden state. We use the normalized
attention distribution as the copy scores and use
the copy hidden states to estimate the balancing
factor αcopyt .

αcopyt = sigmoid(W T
∑

(ATt · V )) (9)

The loss function is as described in Equation 4,
but with respect to our mixed probability distribu-
tion yt given in Equation 5.

3 Pre-training

Pre-training is shown to be useful in many tasks
when lacking vast amounts of training data. In
this section, we propose denoising auto-encoders,
which enables pre-training our models with large-
scale unlabeled corpus. We also introduce a par-
tially pre-training method to make a comparison
with the denoising auto-encoder.

3.1 Denoising Auto-encoder

Denoising auto-encoders (Vincent et al., 2008) are
commonly used for model initialization to extract
and select features from inputs. BERT (Devlin
et al., 2018) used a pre-trained bi-directional trans-
former model and outperformed existing systems
by a wide margin on many NLP tasks. In contrast
to denoising auto-encoders, BERT only predicts
the 15% masked words rather than reconstructing
the entire input. BERT denoise the 15% of the
tokens at random by replacing 80% of them with
[MASK], 10% of them with a random word and
10% of them unchanged.

Inspired by BERT and denoising auto-encoders,
we pre-traine our copy-augmented sequence to se-
quence model by noising the One Billion Word
Benchmark (Chelba et al., 2013), which is a large
sentence-level English corpus. In our experiments,
the corrupted sentence pairs are generated by the
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following procedures.

• Delete a token with a probability of 10%.

• Add a token with a probability of 10%.

• Replace a word with a randomly picked word
from the vocabulary with a probability of
10%.

• Shuffle the words by adding a normal distri-
bution bias to the positions of the words and
re-sort the words by the rectified positions
with a standard deviation 0.5.

With a large amount of the artificial training
data, the sequence to sequence model learns to re-
construct the input sentence, by trusting most of
the input tokens but not always. A sentence pair
generated by the corruption process is a GEC sen-
tence pair to some degree, since both of them are
translating a not “perfect” sentence to a “perfect”
sentence by deleting, adding, replacing or shuf-
fling some tokens.

3.2 Pre-training Decoder
In nature language processing (NLP), pre-training
part of the model also improves many tasks’ per-
formance. Word2Vec and GloVe (Pennington
et al., 2014; Mikolov et al., 2013) pre-trained word
embeddings. CoVe (McCann et al., 2017) pre-
trained a encoder. ELMo (Peters et al., 2018) pre-
trained a deep bidirectional architecture, and etc.
All of them are shown to be effective in many NLP
tasks.

Following (Ramachandran et al., 2016;
Junczys-Dowmunt et al., 2018), we experiment
with pre-training the decoder of the copy-
augmented sequence-to-sequence architecture
as a typical language model. We initialize the
decoder of the GEC model with the pre-trained
parameters, while initializing the other parameters
randomly. Since we use the tied word embeddings
between encoder and decoder, most parameters of
the model are pre-trained, except for those of the
encoder, the encoder-decoder’s attention and the
copy attention.

4 Multi-Task Learning

The Multi-Task Learning (MTL) solves problems
by jointly training multiple related tasks, and
has shown its advantages in many tasks, ranging
from computer vision (Zhang et al., 2014; Dai

et al., 2016) to NLP (Collobert and Weston, 2008;
Søgaard and Goldberg, 2016). In this paper, we
explore two different tasks for GEC to improve the
performance.

4.1 Token-level Labeling Task
We propose a token-level labeling task for the
source sentence, and assign each token in the
source sentence a label indicating whether this to-
ken is right/wrong.

Assuming that each source token xi can be
aligned with a target token yj , we define that the
source token is right if xi = yj , and wrong oth-
erwise. Each token’s label is predicted by pass-
ing the final state hsrci of the encoder through a
softmax after an affine transformation, as shown
in Equation 10.

p(labeli|x1...N ) = softmax(W Thsrci ) (10)

This token-level labeling task explicitly aug-
ment the input tokens’ correctness to the encoder,
which can later be used by the decoder.

4.2 Sentence-level Copying Task
The primary motivation behind the sentence-level
copying task is to make the model do more copy-
ing when the input sentence looks entirely correct.

During training, we send equal number of sam-
pled correct sentence pairs and the edited sentence
pairs to the model. When inputting the right sen-
tences, we remove the decoder’s attention over
the outputs of the encoder. Without the encoder-
decoder attention, the generating work gets hard.
As a result, the copying part of the model will be
boosted for the correct sentences.

5 Evaluations

5.1 Datasets
As previous studies, we use the public NUCLE
(Dahlmeier et al., 2013), Lang-8 (Tajiri et al.,
2012) and FCE (Yannakoudakis et al., 2011)
corpus as our parrallel training data. The un-
labeled dataset we use is the well-known One
Billion Word Benchmark (Chelba et al., 2013).
We choose the test set of CoNLL-2014 shared
task as our test set and CoNLL-2013 test data
set (Dahlmeier et al., 2013) as our development
benchmark. For the CoNLL data sets, the Max-
Match (M2) scores (Dahlmeier and Ng, 2012)
were reported, and for the JFLEG (Napoles et al.,
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Corpus Sent. Public Type
Lang-8 1,097,274 Yes Labeled
NUCLE 57,119 Yes Labeled
FCE 32,073 Yes Labeled
One-Billion 30,178,573 Yes Unlabeled

Table 2: Training Corpus

Corpus Sent. Annot. Metric
CoNLL-2013 1,381 1 M2

CoNLL-2014 1,312 2 M2

JFLEG 747 4 GLEU

Table 3: Evaluation Corpus

2017) test set, the GLEU metric (Sakaguchi et al.,
2016) were reported.

To make our results comparable to state-of-the-
art results in the field of GEC, we limit our training
data strictly to public resources. Table 2 and Table
3 list all the data sets that we use in this paper.

We build a statistical-based spell error correc-
tion system and correct the spell errors in our train-
ing data. Following (Ge et al., 2018; Junczys-
Dowmunt et al., 2018; Chollampatt and Ng, 2018)
and etc., we apply spell correction before evalua-
tion for our dev/test datasets. A 50,000-word dic-
tionary is extracted from the spell-corrected Lang-
8 data corpus. Like previous works, we remove
the unchanged sentence pairs in the Lang-8 corpus
before training.

5.2 Model and Training Settings

In this paper, we use the Transformer implemen-
tation in the public FAIR Sequence-to-Sequence
Toolkit 1 (Gehring et al., 2017) codebase.

For the transformer model, we use token em-
beddings and hidden size of dimension 512, and
the encoder and decoder have 6 layers and 8 at-
tention heads. For the inner layer in the position-
wise feed-forward network, we use 4096. Similar
to previous models we set the dropout to 0.2. A
50,000 vocabulary for the input and output tokens
are collected from the training data. In total, this
model has 97M parameters.

Models are optimized with Nesterovs Acceler-
ated Gradient (Nesterov, 1983). We set the learn-
ing rate with 0.002, the weight decay 0.5, the pa-
tience 0, the momentum 0.99 and minimum learn-

1https://github.com/pytorch/fairseq

ing rate 10-4. During training, we evaluate the per-
formance on the development set for every epoch.

We also use edit-weighted MLE objective as
(Junczys-Dowmunt et al., 2018), by scaling the
loss of the changed words with a balancing factor
Λ.

Almost the same architecture and hyper-
parameters are used when pre-training using un-
labeled data, except the Λ parameter for edit-
weighted loss. We set Λ = 3 when we train the
denoising auto-encoder, and set Λ ∈ [1, 1.8] when
we train GEC models.

During decoding, we use a beam-size of 12 and
normalize model scores by length. We do not use
reranking when evaluating the CoNLL-2014 data
sets. But we rerank the top 12 hypothesizes us-
ing the language model trained on Common Crawl
(Junczys-Dowmunt and Grundkiewicz, 2016) for
the JFLEG test sets.

5.3 Experimental Results

We compare our results with the well-known GEC
systems, as shown in Table 4. Rule, classification,
statistical machine translation (SMT), and neural
machine translation (NMT) based systems were
built for the GEC task. We list the well-known
models on the top section of Table 4 and our re-
sults in the middle. Almost all the previous sys-
tems reranked their top 12 results using a big lan-
guage model and some of them used partially pre-
trained parameters, which improve their results by
1.5 to 5 F0.5 score. Our copy-augmented archi-
tecture achieve a 56.42 F0.5 score on the CoNLL-
2014 dataset and outperforms all the previous ar-
chitectures even without reranking or pre-training.

Combined with denoising auto-encoders and
multi-tasks, our model achieve a 61.15 F0.5 score
on the CoNLL-2014 data set. This result ex-
ceeds the previous state-of-the-art system +4.9
F0.5 points.

In the bottom section of Table 4, we list the
results of (Ge et al., 2018). No direct compari-
son can be made between us, because they used
the non-public Cambridge Learner Corpus (CLC)
(Nicholls, 2003) and their own collected non-
public Lang-8 corpus, making their labeled train-
ing data set 3.6 times larger than ours. Even so,
our results on the CoNLL 2014 test data set and
JFLEG test data set are very close to theirs.

In Table 4, “SMT (with LM)” refers to
(Junczys-Dowmunt and Grundkiewicz, 2014);

160



Model Year CoNLL-14 JFELEG DictPre. Rec. F0.5 GLEU
SMT (with LM) 2014 41.72 22.00 35.38 - word
SMT Rule-Based Hybird (with LM) 2014 39.71 30.10 37.33 - word
SMT Classification Hybird (with LM) 2016 60.17 25.64 47.40 - word
Neural Hybird MT (with LM) 2017 - - 45.15 53.41 char/word
CNN + EO (4 ens. with LM) 2018 65.49 33.14 54.79 57.47 bpe
Transformer + MIMs (4 ens. with LM) 2018 63.00 38.90 56.10 59.90 bpe
NMT SMT Hybrid (4 ens. with LM) 2018 66.77 34.49 56.25 61.50 bpe
Our Model
Copy-augmented Model (4 ens.) - 68.48 33.10 56.42 59.48∗ word
+ DA, Multi-tasks (4 ens.) - 71.57 38.65 61.15 61.00∗ word
Model Trained with Large Non-public Training Data
CNN + FB Learning (4 ens. with LM) 2018 74.12 36.30 61.34 61.41 bpe

Table 4: Comparison of GEC systems on CoNLL-2014 and JFLEG test set. The M2 score for CoNLL-2014 test
dataset and the GLEU for the JFLEG test set are reported. DA refers to the ”Denoising Auto-encoder”. (with LM)
refers to the usage of an extra language model. (4 ens.) refers to the ensemble decoding of 4 independently trained
models. We re-rank the results of the top 12 hypothesizes for the JFLEG test set with an extra language model and
marked them with ∗.

“SMT Rule-Based Hybird” refers to (Felice et al.,
2014); “SMT Classification Hybird” refers to (Ro-
zovskaya and Roth, 2016); “Neural Hybird MT”
refers to (Ji et al., 2017); “CNN + EO” refers
to (Chollampatt and Ng, 2018) and “EO” means
rerank with edit-operation features; “Transformer
+ MIMs” refers to (Junczys-Dowmunt et al., 2018)
and “MIMs” means model indepent methods;
“NMT SMT Hybrid” refers to (Grundkiewicz and
Junczys-Dowmunt, 2018); “CNN + FB Learning”
refers to (Ge et al., 2018).

5.4 Ablation Study

5.4.1 Copying Ablation Results

In this section, we compare the Transformer archi-
tecture’s results with and without copying mech-
anism on the GEC task. As illustrated in Table
5, copy-augmented model increases the F0.5 score
from 48.07 to 54.67, with a +6.6 absolute increase.
Most of the improvements come from the words
that are out of the fixed vocabulary, which will
be predicted as a UNK word in the base model
but will be copied as the word itself in the copy-
augmented model.

Copying is generally known as good at handling
the UNK words. To verify if copying is more than
copying UNK words, we do experiments by ig-
noring all UNK edits. From Table 5, we can see
that even ignoring the UNK benefits, the copy-
augmented model is still 1.62 F0.5 points higher

than the baseline model, and most of the benefit
comes from the increased recall.

5.4.2 Pre-training Ablation Results
From Table 5, we can observe that by partially pre-
training the decoder, the F0.5 score is improved
from 54.67 to 57.21 (+2.54). It is an evident
improvment compared to the un-pre-trained ones.
However, the denoising auto-encoder improves
the single model from 54.67 to 58.8 (+4.13). We
can also see that both the precision and recall are
improved after pre-training.

To further investigate how good the pre-trained
parameters are, we show the results of the
early stage with and without the denoising auto-
encoder’s pre-trained parameters in Table 6. The
results show, if we finetune the model for 1 epoch
with the labeled training data, the pre-trained
model beats the un-pretrained one with a big gap
(48.89 vs 17.19). Even without finetune, the pre-
trained model can get a F0.5 score of 31.33. This
proves that pre-training gives the models much
better initial parameters than the randomly picked
ones.

5.4.3 Sentence-level Copying Task Ablation
Results

We add the sentence-level copying task to encour-
age the model outputs no edits when we input a
correct sentence. To verify this, we create a cor-
rect sentence set by sampling 500 sentences from
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Model Pre. Rec. F0.5 Imp.
Transformer 55.96 30.73 48.07 -
+ Copying 65.23 33.18 54.67 +6.60
Ignoring UNK words as edits
Transformer 65.26 30.63 53.23 -
+ Copying 65.54 33.18 54.85 +1.62
+ Pre-training
Copy-Augmented Transformer 65.23 33.18 54.67 -
+ Pre-training Decoder (partially pre-trained) 68.02 34.98 57.21 +2.54
+ Denosing Auto-encoder (fully pre-trained) 68.97 36.98 58.80 +4.13
+ Multi-tasks
Copy-Augmented Transformer 67.74 40.62 59.76 -

Table 5: Single Model Ablation Study on CoNLL 2014 Test Data Set.

Finetune Pre. Rec. F0.5

with the denoising auto-encoder
no finetune 36.61 19.87 31.33
finetune 1 epoch 68.58 22.76 48.89
without the denoising auto-encoder
finetune 1 epoch 32.55 05.96 17.19

Table 6: Denoising Auto-encoder’s Results on
CoNLL-2014 Test Data Set.

Wikipedia. Also, we generate an error sentence set
by sampling 500 sentences from CoNLL-2013 test
data set, which is an error-annotated dataset. Then
we calculate the average value of the balance fac-
tor αcopy of the two sets.

Before we add the sentence-level copying task,
the αcopy is 0.44/0.45 for the correct and error sen-
tence sets. After adding the sentence-level copy-
ing task, the value changed to 0.81/0.57. This
means that 81% of the final score comes from
copying on the correct sentence set, while only
57% on the error sentence set. By adding the
sentence-level copying task, models learn to dis-
tinguish correct sentences and error sentences.

5.5 Attention Visualization

To analyze how copying and generating divide
their work. We visualized the copying atten-
tion alignment and the encoder-decoder attention
alignment in Figure 2. In Figure 2(a), copying
focus their weights on the next word in good or-
der, while in Figure 2(b), generating moves its at-
tention more on the other words, e.g., the nearby
words, and the end of the sentence. As explained
in (Raganato et al., 2018), this means that the gen-

Error Type % Recall
Article Or Determiner 14.31% 44.54%
Wrong Collocation/Idiom 12.75% 10.38%
Spelling, Punctuation, etc. 12.47% 45.66%
Preposition 10.38% 49.03%
Noun number 9.38% 72.65%
Verb Tense 5.41% 28.15%
Subject-Verb Agreement 4.93% 61.79%
Verb form 4.69% 57.26%
Redundancy 4.65% 25.86%
Others 20.99% 23.28%

Table 7: Recall on Different Error Types. % is the
percentage of this error type in the test data set. Recall
is the percentage of the fixed errors in each error type.

erating part tries to find long dependencies and at-
tend more on global information.

By separating the copying work from the gen-
eration work, the generation part of the model can
focus more on the “creative” works.

6 Discussion

6.1 Recall on Different Error Types

Automatic grammatical error correction is a com-
plicated task since there are different kinds of er-
rors and various correction ways. In this section,
we analyze our systems’ performance on different
grammatical error types. (Ng et al., 2014) labeled
CoNLL-2014 test set with 28 error types, and we
list the recall percentage on the top 9 error types.
We summarize the other 19 types in the last line of
the table.

Our approach recalls 72.65% errors on the
“Noun number” type and 61.79% on the “Subject-
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Besides , we trycan to reduce the bad effect cause by the newtechnology . <eos>

Besides , we trycan to reduce the bad effects caused by the new technology .<bos>

(a) Copy Alignment

Besides , we trycan to reduce the bad effect cause by the newtechnology . <eos>

Besides , we trycan to reduce the bad effects caused by the new technology .<bos>

(b) Encoder-Decoder Atttention Alignment

Figure 2: An example of the different behaviors between the copy and encoder-decoder attention. In each figure,
the above line is the source sentence, where the error words are in italic. The bottom line is the corrected sentence,
where the corrected words are in bold italic. The arrow means which source token the copy and encoder-decoder
attention mainly focus on, when predicting the current word. “〈bos〉” refers to the begin of the sentence and “〈eos〉”
refers to the end of the sentence.

Verb Agreement” type. However, only 10.38%
errors are recalled on the “Wrong Colloca-
tion/Idiom” type.

Computers are good at the definite and mechan-
ical errors, but still have a big gap with humans on
the error types that are subjective and with cultural
characteristics.

7 Related Work

Early published works in GEC develop specific
classifiers for different error types and then use
them to build hybrid systems. Later, leveraging the
progress of statistical machine translation(SMT)
and large-scale error corrected data, GEC systems
are further improved treated as a translation prob-
lem. SMT systems can remember phrase-based
correction pairs, but they are hard to generalize
beyond what was seen in training. The CoNLL-
14 shared task overview paper (Ng et al., 2014)
provides a comparative evaluation of approaches.
(Rozovskaya and Roth, 2016) detailed classifica-
tion and machine translation approaches to gram-
matical error correction problems, and combined
the strengths for both methods.

Recently, neural machine translation ap-
proaches have been shown to be very powerful.
(Yannakoudakis et al., 2017) developed a neural
sequence-labeling model for error detection
to calculate the probability of each token in a
sentence as being correct or incorrect, and then
use the error detecting model’s result as a feature
to re-rank the N best hypotheses. (Ji et al., 2017)

proposed a hybrid neural model incorporating
both the word and character-level information.
(Chollampatt and Ng, 2018) used a multilayer
convolutional encoder-decoder neural network
and outperforms all prior neural and statistical
based systems on this task. (Junczys-Dowmunt
et al., 2018) tried deep RNN (Barone et al., 2017)
and transformer (Vaswani et al., 2017) encoder-
decoder models and got a higher result by using
transformer and a set of model-independent
methods for neural GEC.

The state-of-the-art system on GEC task is
achieved by (Ge et al., 2018), which are based
on the sequence-to-sequence framework and flu-
ency boost learning and inference mechanism.
However, the usage of the non-public CLC cor-
pus (Nicholls, 2003) and self-collected non-public
error-corrected sentence pairs from Lang-8 made
their training data 3.6 times larger than the others
and their results hard to compare.

8 Conclusions

We present a copy-augmented architecture for
GEC, by considering the characteristics of this
problem. Firstly, we propose an enhanced
copy-augmented architecture, which improves
the sequence-to-sequence model’s ability by di-
rectly copying the unchanged words and out-
of-vocabulary words from the source input to-
kens. Secondly, we fully pre-train the copy-
augmented architecture using large-scale unla-
beled data, leveraging denoising auto-encoders.
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Thirdly, we introduce two auxiliary tasks for
multi-task learning. Finally, we outperform the
state-of-the-art automatic grammatical error cor-
rection system by a large margin. However, due to
the complexity of the GEC problem, there is still
a long way to go to make the automatic GEC sys-
tems as reliable as humans.
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Abstract

We propose a topic-guided variational au-
toencoder (TGVAE) model for text genera-
tion. Distinct from existing variational au-
toencoder (VAE) based approaches, which as-
sume a simple Gaussian prior for the latent
code, our model specifies the prior as a Gaus-
sian mixture model (GMM) parametrized by
a neural topic module. Each mixture com-
ponent corresponds to a latent topic, which
provides guidance to generate sentences un-
der the topic. The neural topic module and
the VAE-based neural sequence module in our
model are learned jointly. In particular, a se-
quence of invertible Householder transforma-
tions is applied to endow the approximate pos-
terior of the latent code with high flexibility
during model inference. Experimental results
show that our TGVAE outperforms alterna-
tive approaches on both unconditional and con-
ditional text generation, which can generate
semantically-meaningful sentences with vari-
ous topics.

1 Introduction

Text generation plays an important role in vari-
ous natural language processing (NLP) applica-
tions, such as machine translation (Cho et al., 2014;
Sutskever et al., 2014), dialogue generation (Li
et al., 2017a), and text summarization (Nallapati
et al., 2016; Rush et al., 2015). As a competitive
solution to this task, the variational autoencoder
(VAE) (Kingma and Welling, 2013; Rezende et al.,
2014) has been widely used in text-generation sys-
tems (Bowman et al., 2015; Hu et al., 2017; Serban
et al., 2017). In particular, VAE defines a gen-
erative model that propagates latent codes drawn
from a simple prior through a decoder to mani-
fest data samples. The generative model is further
augmented with an inference network, that feeds
observed data samples through an encoder to yield
a distribution on the corresponding latent codes.

Compared with other potential methods, e.g.,
those based on generative adversarial networks
(GANs) (Yu et al., 2017; Guo et al., 2017; Zhang
et al., 2017b, 2018; Chen et al., 2018), VAE is of
particular interest when one desires not only text
generation, but also the capacity to infer meaning-
ful latent codes from text. Ideally, semantically-
meaningful latent codes can provide high-level
guidance while generating sentences. For exam-
ple, when generating text, the vocabulary could
potentially be narrowed down if the input latent
code corresponds to a certain topic (e.g., the word
“military” is unlikely to appear in a sports-related
document).

However, in practice this desirable property is
not fully achieved by existing VAE-based text gen-
erative models, because of the following two chal-
lenges. First, the sentences in documents may as-
sociate with different semantic information (e.g.,
topic, sentiment, etc.) while the latent codes of ex-
isting VAE-based text generative models often em-
ploy a simple Gaussian prior, which cannot indicate
the semantic structure among sentences and may re-
duce the generative power of the decoder. Although
some variants of VAE try to impose some struc-
ture on the latent codes (Jiang et al., 2016; Dilok-
thanakul et al., 2016), they are often designed with
pre-defined parameter settings without incorporat-
ing semantic meanings into the latent codes, which
may lead to over-regularization (Dilokthanakul
et al., 2016).

The second issue associated with VAE-based
text generation is “posterior collapse,” first iden-
tified in Bowman et al. (2015). With a strong
auto-regressive decoder network (e.g., LSTM), the
model tends to ignore the information from the
latent code and merely depends on previous gen-
erated tokens for prediction. Several strategies are
proposed to mitigate this problem, including mak-
ing the decoder network less auto-regressive (i.e.,
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<latexit sha1_base64="hbgBFf+tPeK6WpkQRVFCQT6n2xY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FL16ECsYW2lA220m7dLMJuxuhhP4GLx5UvPqHvPlv3LY5aOuDgcd7M8zMC1PBtXHdb6e0srq2vlHerGxt7+zuVfcPHnWSKYY+S0Si2iHVKLhE33AjsJ0qpHEosBWObqZ+6wmV5ol8MOMUg5gOJI84o8ZK/riX30161Zpbd2cgy8QrSA0KNHvVr24/YVmM0jBBte54bmqCnCrDmcBJpZtpTCkb0QF2LJU0Rh3ks2Mn5MQqfRIlypY0ZKb+nshprPU4Dm1nTM1QL3pT8T+vk5noMsi5TDODks0XRZkgJiHTz0mfK2RGjC2hTHF7K2FDqigzNp+KDcFbfHmZ+Gf1q7p3f15rXBdplOEIjuEUPLiABtxCE3xgwOEZXuHNkc6L8+58zFtLTjFzCH/gfP4AaReOnQ==</latexit><latexit sha1_base64="hbgBFf+tPeK6WpkQRVFCQT6n2xY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FL16ECsYW2lA220m7dLMJuxuhhP4GLx5UvPqHvPlv3LY5aOuDgcd7M8zMC1PBtXHdb6e0srq2vlHerGxt7+zuVfcPHnWSKYY+S0Si2iHVKLhE33AjsJ0qpHEosBWObqZ+6wmV5ol8MOMUg5gOJI84o8ZK/riX30161Zpbd2cgy8QrSA0KNHvVr24/YVmM0jBBte54bmqCnCrDmcBJpZtpTCkb0QF2LJU0Rh3ks2Mn5MQqfRIlypY0ZKb+nshprPU4Dm1nTM1QL3pT8T+vk5noMsi5TDODks0XRZkgJiHTz0mfK2RGjC2hTHF7K2FDqigzNp+KDcFbfHmZ+Gf1q7p3f15rXBdplOEIjuEUPLiABtxCE3xgwOEZXuHNkc6L8+58zFtLTjFzCH/gfP4AaReOnQ==</latexit><latexit sha1_base64="hbgBFf+tPeK6WpkQRVFCQT6n2xY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FL16ECsYW2lA220m7dLMJuxuhhP4GLx5UvPqHvPlv3LY5aOuDgcd7M8zMC1PBtXHdb6e0srq2vlHerGxt7+zuVfcPHnWSKYY+S0Si2iHVKLhE33AjsJ0qpHEosBWObqZ+6wmV5ol8MOMUg5gOJI84o8ZK/riX30161Zpbd2cgy8QrSA0KNHvVr24/YVmM0jBBte54bmqCnCrDmcBJpZtpTCkb0QF2LJU0Rh3ks2Mn5MQqfRIlypY0ZKb+nshprPU4Dm1nTM1QL3pT8T+vk5noMsi5TDODks0XRZkgJiHTz0mfK2RGjC2hTHF7K2FDqigzNp+KDcFbfHmZ+Gf1q7p3f15rXBdplOEIjuEUPLiABtxCE3xgwOEZXuHNkc6L8+58zFtLTjFzCH/gfP4AaReOnQ==</latexit><latexit sha1_base64="hbgBFf+tPeK6WpkQRVFCQT6n2xY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FL16ECsYW2lA220m7dLMJuxuhhP4GLx5UvPqHvPlv3LY5aOuDgcd7M8zMC1PBtXHdb6e0srq2vlHerGxt7+zuVfcPHnWSKYY+S0Si2iHVKLhE33AjsJ0qpHEosBWObqZ+6wmV5ol8MOMUg5gOJI84o8ZK/riX30161Zpbd2cgy8QrSA0KNHvVr24/YVmM0jBBte54bmqCnCrDmcBJpZtpTCkb0QF2LJU0Rh3ks2Mn5MQqfRIlypY0ZKb+nshprPU4Dm1nTM1QL3pT8T+vk5noMsi5TDODks0XRZkgJiHTz0mfK2RGjC2hTHF7K2FDqigzNp+KDcFbfHmZ+Gf1q7p3f15rXBdplOEIjuEUPLiABtxCE3xgwOEZXuHNkc6L8+58zFtLTjFzCH/gfP4AaReOnQ==</latexit>

yM�1
<latexit sha1_base64="R3rac+CwYmQS8s7vxV1IB1+5n9I=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4sSQiqLeiFy9CBWMLbSib7aZdutmE3YlQQn+EFw8qXv0/3vw3btsctPXBwOO9GWbmhakUBl3321laXlldWy9tlDe3tnd2K3v7jybJNOM+S2SiWyE1XArFfRQoeSvVnMah5M1weDPxm09cG5GoBxylPIhpX4lIMIpWao66+d2pN+5Wqm7NnYIsEq8gVSjQ6Fa+Or2EZTFXyCQ1pu25KQY51SiY5ONyJzM8pWxI+7xtqaIxN0E+PXdMjq3SI1GibSkkU/X3RE5jY0ZxaDtjigMz703E/7x2htFlkAuVZsgVmy2KMkkwIZPfSU9ozlCOLKFMC3srYQOqKUObUNmG4M2/vEj8s9pVzbs/r9avizRKcAhHcAIeXEAdbqEBPjAYwjO8wpuTOi/Ou/Mxa11yipkD+APn8wdE448P</latexit><latexit sha1_base64="R3rac+CwYmQS8s7vxV1IB1+5n9I=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4sSQiqLeiFy9CBWMLbSib7aZdutmE3YlQQn+EFw8qXv0/3vw3btsctPXBwOO9GWbmhakUBl3321laXlldWy9tlDe3tnd2K3v7jybJNOM+S2SiWyE1XArFfRQoeSvVnMah5M1weDPxm09cG5GoBxylPIhpX4lIMIpWao66+d2pN+5Wqm7NnYIsEq8gVSjQ6Fa+Or2EZTFXyCQ1pu25KQY51SiY5ONyJzM8pWxI+7xtqaIxN0E+PXdMjq3SI1GibSkkU/X3RE5jY0ZxaDtjigMz703E/7x2htFlkAuVZsgVmy2KMkkwIZPfSU9ozlCOLKFMC3srYQOqKUObUNmG4M2/vEj8s9pVzbs/r9avizRKcAhHcAIeXEAdbqEBPjAYwjO8wpuTOi/Ou/Mxa11yipkD+APn8wdE448P</latexit><latexit sha1_base64="R3rac+CwYmQS8s7vxV1IB1+5n9I=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4sSQiqLeiFy9CBWMLbSib7aZdutmE3YlQQn+EFw8qXv0/3vw3btsctPXBwOO9GWbmhakUBl3321laXlldWy9tlDe3tnd2K3v7jybJNOM+S2SiWyE1XArFfRQoeSvVnMah5M1weDPxm09cG5GoBxylPIhpX4lIMIpWao66+d2pN+5Wqm7NnYIsEq8gVSjQ6Fa+Or2EZTFXyCQ1pu25KQY51SiY5ONyJzM8pWxI+7xtqaIxN0E+PXdMjq3SI1GibSkkU/X3RE5jY0ZxaDtjigMz703E/7x2htFlkAuVZsgVmy2KMkkwIZPfSU9ozlCOLKFMC3srYQOqKUObUNmG4M2/vEj8s9pVzbs/r9avizRKcAhHcAIeXEAdbqEBPjAYwjO8wpuTOi/Ou/Mxa11yipkD+APn8wdE448P</latexit><latexit sha1_base64="R3rac+CwYmQS8s7vxV1IB1+5n9I=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4sSQiqLeiFy9CBWMLbSib7aZdutmE3YlQQn+EFw8qXv0/3vw3btsctPXBwOO9GWbmhakUBl3321laXlldWy9tlDe3tnd2K3v7jybJNOM+S2SiWyE1XArFfRQoeSvVnMah5M1weDPxm09cG5GoBxylPIhpX4lIMIpWao66+d2pN+5Wqm7NnYIsEq8gVSjQ6Fa+Or2EZTFXyCQ1pu25KQY51SiY5ONyJzM8pWxI+7xtqaIxN0E+PXdMjq3SI1GibSkkU/X3RE5jY0ZxaDtjigMz703E/7x2htFlkAuVZsgVmy2KMkkwIZPfSU9ozlCOLKFMC3srYQOqKUObUNmG4M2/vEj8s9pVzbs/r9avizRKcAhHcAIeXEAdbqEBPjAYwjO8wpuTOi/Ou/Mxa11yipkD+APn8wdE448P</latexit>

yM
<latexit sha1_base64="hbgBFf+tPeK6WpkQRVFCQT6n2xY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FL16ECsYW2lA220m7dLMJuxuhhP4GLx5UvPqHvPlv3LY5aOuDgcd7M8zMC1PBtXHdb6e0srq2vlHerGxt7+zuVfcPHnWSKYY+S0Si2iHVKLhE33AjsJ0qpHEosBWObqZ+6wmV5ol8MOMUg5gOJI84o8ZK/riX30161Zpbd2cgy8QrSA0KNHvVr24/YVmM0jBBte54bmqCnCrDmcBJpZtpTCkb0QF2LJU0Rh3ks2Mn5MQqfRIlypY0ZKb+nshprPU4Dm1nTM1QL3pT8T+vk5noMsi5TDODks0XRZkgJiHTz0mfK2RGjC2hTHF7K2FDqigzNp+KDcFbfHmZ+Gf1q7p3f15rXBdplOEIjuEUPLiABtxCE3xgwOEZXuHNkc6L8+58zFtLTjFzCH/gfP4AaReOnQ==</latexit><latexit sha1_base64="hbgBFf+tPeK6WpkQRVFCQT6n2xY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FL16ECsYW2lA220m7dLMJuxuhhP4GLx5UvPqHvPlv3LY5aOuDgcd7M8zMC1PBtXHdb6e0srq2vlHerGxt7+zuVfcPHnWSKYY+S0Si2iHVKLhE33AjsJ0qpHEosBWObqZ+6wmV5ol8MOMUg5gOJI84o8ZK/riX30161Zpbd2cgy8QrSA0KNHvVr24/YVmM0jBBte54bmqCnCrDmcBJpZtpTCkb0QF2LJU0Rh3ks2Mn5MQqfRIlypY0ZKb+nshprPU4Dm1nTM1QL3pT8T+vk5noMsi5TDODks0XRZkgJiHTz0mfK2RGjC2hTHF7K2FDqigzNp+KDcFbfHmZ+Gf1q7p3f15rXBdplOEIjuEUPLiABtxCE3xgwOEZXuHNkc6L8+58zFtLTjFzCH/gfP4AaReOnQ==</latexit><latexit sha1_base64="hbgBFf+tPeK6WpkQRVFCQT6n2xY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FL16ECsYW2lA220m7dLMJuxuhhP4GLx5UvPqHvPlv3LY5aOuDgcd7M8zMC1PBtXHdb6e0srq2vlHerGxt7+zuVfcPHnWSKYY+S0Si2iHVKLhE33AjsJ0qpHEosBWObqZ+6wmV5ol8MOMUg5gOJI84o8ZK/riX30161Zpbd2cgy8QrSA0KNHvVr24/YVmM0jBBte54bmqCnCrDmcBJpZtpTCkb0QF2LJU0Rh3ks2Mn5MQqfRIlypY0ZKb+nshprPU4Dm1nTM1QL3pT8T+vk5noMsi5TDODks0XRZkgJiHTz0mfK2RGjC2hTHF7K2FDqigzNp+KDcFbfHmZ+Gf1q7p3f15rXBdplOEIjuEUPLiABtxCE3xgwOEZXuHNkc6L8+58zFtLTjFzCH/gfP4AaReOnQ==</latexit><latexit sha1_base64="hbgBFf+tPeK6WpkQRVFCQT6n2xY=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FL16ECsYW2lA220m7dLMJuxuhhP4GLx5UvPqHvPlv3LY5aOuDgcd7M8zMC1PBtXHdb6e0srq2vlHerGxt7+zuVfcPHnWSKYY+S0Si2iHVKLhE33AjsJ0qpHEosBWObqZ+6wmV5ol8MOMUg5gOJI84o8ZK/riX30161Zpbd2cgy8QrSA0KNHvVr24/YVmM0jBBte54bmqCnCrDmcBJpZtpTCkb0QF2LJU0Rh3ks2Mn5MQqfRIlypY0ZKb+nshprPU4Dm1nTM1QL3pT8T+vk5noMsi5TDODks0XRZkgJiHTz0mfK2RGjC2hTHF7K2FDqigzNp+KDcFbfHmZ+Gf1q7p3f15rXBdplOEIjuEUPLiABtxCE3xgwOEZXuHNkc6L8+58zFtLTjFzCH/gfP4AaReOnQ==</latexit>

y1
<latexit sha1_base64="QlpJwAve1KURFhYQWfK18h100tg=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsToQQ+hu8eFDx6h/y5r9x2+ag1QcDj/dmmJkXplIYdN0vp7Kyura+Ud2sbW3v7O7V9w8eTJJpxn2WyER3Q2q4FIr7KFDybqo5jUPJO+HkZuZ3Hrk2IlH3mKc8iOlIiUgwilby80HhTQf1htt05yB/iVeSBpRoD+qf/WHCspgrZJIa0/PcFIOCahRM8mmtnxmeUjahI96zVNGYm6CYHzslJ1YZkijRthSSufpzoqCxMXkc2s6Y4tgsezPxP6+XYXQZFEKlGXLFFouiTBJMyOxzMhSaM5S5JZRpYW8lbEw1ZWjzqdkQvOWX/xL/rHnV9O7OG63rMo0qHMExnIIHF9CCW2iDDwwEPMELvDrKeXbenPdFa8UpZw7hF5yPbz6njoE=</latexit><latexit sha1_base64="QlpJwAve1KURFhYQWfK18h100tg=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsToQQ+hu8eFDx6h/y5r9x2+ag1QcDj/dmmJkXplIYdN0vp7Kyura+Ud2sbW3v7O7V9w8eTJJpxn2WyER3Q2q4FIr7KFDybqo5jUPJO+HkZuZ3Hrk2IlH3mKc8iOlIiUgwilby80HhTQf1htt05yB/iVeSBpRoD+qf/WHCspgrZJIa0/PcFIOCahRM8mmtnxmeUjahI96zVNGYm6CYHzslJ1YZkijRthSSufpzoqCxMXkc2s6Y4tgsezPxP6+XYXQZFEKlGXLFFouiTBJMyOxzMhSaM5S5JZRpYW8lbEw1ZWjzqdkQvOWX/xL/rHnV9O7OG63rMo0qHMExnIIHF9CCW2iDDwwEPMELvDrKeXbenPdFa8UpZw7hF5yPbz6njoE=</latexit><latexit sha1_base64="QlpJwAve1KURFhYQWfK18h100tg=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsToQQ+hu8eFDx6h/y5r9x2+ag1QcDj/dmmJkXplIYdN0vp7Kyura+Ud2sbW3v7O7V9w8eTJJpxn2WyER3Q2q4FIr7KFDybqo5jUPJO+HkZuZ3Hrk2IlH3mKc8iOlIiUgwilby80HhTQf1htt05yB/iVeSBpRoD+qf/WHCspgrZJIa0/PcFIOCahRM8mmtnxmeUjahI96zVNGYm6CYHzslJ1YZkijRthSSufpzoqCxMXkc2s6Y4tgsezPxP6+XYXQZFEKlGXLFFouiTBJMyOxzMhSaM5S5JZRpYW8lbEw1ZWjzqdkQvOWX/xL/rHnV9O7OG63rMo0qHMExnIIHF9CCW2iDDwwEPMELvDrKeXbenPdFa8UpZw7hF5yPbz6njoE=</latexit><latexit sha1_base64="QlpJwAve1KURFhYQWfK18h100tg=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsToQQ+hu8eFDx6h/y5r9x2+ag1QcDj/dmmJkXplIYdN0vp7Kyura+Ud2sbW3v7O7V9w8eTJJpxn2WyER3Q2q4FIr7KFDybqo5jUPJO+HkZuZ3Hrk2IlH3mKc8iOlIiUgwilby80HhTQf1htt05yB/iVeSBpRoD+qf/WHCspgrZJIa0/PcFIOCahRM8mmtnxmeUjahI96zVNGYm6CYHzslJ1YZkijRthSSufpzoqCxMXkc2s6Y4tgsezPxP6+XYXQZFEKlGXLFFouiTBJMyOxzMhSaM5S5JZRpYW8lbEw1ZWjzqdkQvOWX/xL/rHnV9O7OG63rMo0qHMExnIIHF9CCW2iDDwwEPMELvDrKeXbenPdFa8UpZw7hF5yPbz6njoE=</latexit>

y2
<latexit sha1_base64="Oc+V6QQqcSK5Yo3AhEKYafaRFnk=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjxWMLbQhrLZTtqlm03Y3Qgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0qJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbyJ/28Me1Xa27dnYOsEq8gNSjQ6le/eoOEZTFKwwTVuuu5qQlyqgxnAqeVXqYxpWxMh9i1VNIYdZDPj52SM6sMSJQoW9KQufp7Iqex1pM4tJ0xNSO97M3E/7xuZqKrIOcyzQxKtlgUZYKYhMw+JwOukBkxsYQyxe2thI2ooszYfCo2BG/55VXiN+rXde/+ota8KdIowwmcwjl4cAlNuIMW+MCAwzO8wpsjnRfn3flYtJacYuYY/sD5/AFAK46C</latexit><latexit sha1_base64="Oc+V6QQqcSK5Yo3AhEKYafaRFnk=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjxWMLbQhrLZTtqlm03Y3Qgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0qJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbyJ/28Me1Xa27dnYOsEq8gNSjQ6le/eoOEZTFKwwTVuuu5qQlyqgxnAqeVXqYxpWxMh9i1VNIYdZDPj52SM6sMSJQoW9KQufp7Iqex1pM4tJ0xNSO97M3E/7xuZqKrIOcyzQxKtlgUZYKYhMw+JwOukBkxsYQyxe2thI2ooszYfCo2BG/55VXiN+rXde/+ota8KdIowwmcwjl4cAlNuIMW+MCAwzO8wpsjnRfn3flYtJacYuYY/sD5/AFAK46C</latexit><latexit sha1_base64="Oc+V6QQqcSK5Yo3AhEKYafaRFnk=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjxWMLbQhrLZTtqlm03Y3Qgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0qJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbyJ/28Me1Xa27dnYOsEq8gNSjQ6le/eoOEZTFKwwTVuuu5qQlyqgxnAqeVXqYxpWxMh9i1VNIYdZDPj52SM6sMSJQoW9KQufp7Iqex1pM4tJ0xNSO97M3E/7xuZqKrIOcyzQxKtlgUZYKYhMw+JwOukBkxsYQyxe2thI2ooszYfCo2BG/55VXiN+rXde/+ota8KdIowwmcwjl4cAlNuIMW+MCAwzO8wpsjnRfn3flYtJacYuYY/sD5/AFAK46C</latexit><latexit sha1_base64="Oc+V6QQqcSK5Yo3AhEKYafaRFnk=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjxWMLbQhrLZTtqlm03Y3Qgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0qJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbyJ/28Me1Xa27dnYOsEq8gNSjQ6le/eoOEZTFKwwTVuuu5qQlyqgxnAqeVXqYxpWxMh9i1VNIYdZDPj52SM6sMSJQoW9KQufp7Iqex1pM4tJ0xNSO97M3E/7xuZqKrIOcyzQxKtlgUZYKYhMw+JwOukBkxsYQyxe2thI2ooszYfCo2BG/55VXiN+rXde/+ota8KdIowwmcwjl4cAlNuIMW+MCAwzO8wpsjnRfn3flYtJacYuYY/sD5/AFAK46C</latexit>

y0
<latexit sha1_base64="B5TiSo82PjIhie7nADau34mRpN8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsN+3SzSbsToQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXFtRKIecJzyIKYDJSLBKFrpftxze9WaW3dnIMvEK0gNCjR71a9uP2FZzBUySY3peG6KQU41Cib5pNLNDE8pG9EB71iqaMxNkM9OnZATq/RJlGhbCslM/T2R09iYcRzazpji0Cx6U/E/r5NhdBnkQqUZcsXmi6JMEkzI9G/SF5ozlGNLKNPC3krYkGrK0KZTsSF4iy8vE/+sflX37s5rjesijTIcwTGcggcX0IBbaIIPDAbwDK/w5kjnxXl3PuatJaeYOYQ/cD5/AHl3jXQ=</latexit><latexit sha1_base64="B5TiSo82PjIhie7nADau34mRpN8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsN+3SzSbsToQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXFtRKIecJzyIKYDJSLBKFrpftxze9WaW3dnIMvEK0gNCjR71a9uP2FZzBUySY3peG6KQU41Cib5pNLNDE8pG9EB71iqaMxNkM9OnZATq/RJlGhbCslM/T2R09iYcRzazpji0Cx6U/E/r5NhdBnkQqUZcsXmi6JMEkzI9G/SF5ozlGNLKNPC3krYkGrK0KZTsSF4iy8vE/+sflX37s5rjesijTIcwTGcggcX0IBbaIIPDAbwDK/w5kjnxXl3PuatJaeYOYQ/cD5/AHl3jXQ=</latexit><latexit sha1_base64="B5TiSo82PjIhie7nADau34mRpN8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsN+3SzSbsToQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXFtRKIecJzyIKYDJSLBKFrpftxze9WaW3dnIMvEK0gNCjR71a9uP2FZzBUySY3peG6KQU41Cib5pNLNDE8pG9EB71iqaMxNkM9OnZATq/RJlGhbCslM/T2R09iYcRzazpji0Cx6U/E/r5NhdBnkQqUZcsXmi6JMEkzI9G/SF5ozlGNLKNPC3krYkGrK0KZTsSF4iy8vE/+sflX37s5rjesijTIcwTGcggcX0IBbaIIPDAbwDK/w5kjnxXl3PuatJaeYOYQ/cD5/AHl3jXQ=</latexit><latexit sha1_base64="B5TiSo82PjIhie7nADau34mRpN8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsN+3SzSbsToQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXFtRKIecJzyIKYDJSLBKFrpftxze9WaW3dnIMvEK0gNCjR71a9uP2FZzBUySY3peG6KQU41Cib5pNLNDE8pG9EB71iqaMxNkM9OnZATq/RJlGhbCslM/T2R09iYcRzazpji0Cx6U/E/r5NhdBnkQqUZcsXmi6JMEkzI9G/SF5ozlGNLKNPC3krYkGrK0KZTsSF4iy8vE/+sflX37s5rjesijTIcwTGcggcX0IBbaIIPDAbwDK/w5kjnxXl3PuatJaeYOYQ/cD5/AHl3jXQ=</latexit>

y1
<latexit sha1_base64="QlpJwAve1KURFhYQWfK18h100tg=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsToQQ+hu8eFDx6h/y5r9x2+ag1QcDj/dmmJkXplIYdN0vp7Kyura+Ud2sbW3v7O7V9w8eTJJpxn2WyER3Q2q4FIr7KFDybqo5jUPJO+HkZuZ3Hrk2IlH3mKc8iOlIiUgwilby80HhTQf1htt05yB/iVeSBpRoD+qf/WHCspgrZJIa0/PcFIOCahRM8mmtnxmeUjahI96zVNGYm6CYHzslJ1YZkijRthSSufpzoqCxMXkc2s6Y4tgsezPxP6+XYXQZFEKlGXLFFouiTBJMyOxzMhSaM5S5JZRpYW8lbEw1ZWjzqdkQvOWX/xL/rHnV9O7OG63rMo0qHMExnIIHF9CCW2iDDwwEPMELvDrKeXbenPdFa8UpZw7hF5yPbz6njoE=</latexit><latexit sha1_base64="QlpJwAve1KURFhYQWfK18h100tg=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsToQQ+hu8eFDx6h/y5r9x2+ag1QcDj/dmmJkXplIYdN0vp7Kyura+Ud2sbW3v7O7V9w8eTJJpxn2WyER3Q2q4FIr7KFDybqo5jUPJO+HkZuZ3Hrk2IlH3mKc8iOlIiUgwilby80HhTQf1htt05yB/iVeSBpRoD+qf/WHCspgrZJIa0/PcFIOCahRM8mmtnxmeUjahI96zVNGYm6CYHzslJ1YZkijRthSSufpzoqCxMXkc2s6Y4tgsezPxP6+XYXQZFEKlGXLFFouiTBJMyOxzMhSaM5S5JZRpYW8lbEw1ZWjzqdkQvOWX/xL/rHnV9O7OG63rMo0qHMExnIIHF9CCW2iDDwwEPMELvDrKeXbenPdFa8UpZw7hF5yPbz6njoE=</latexit><latexit sha1_base64="QlpJwAve1KURFhYQWfK18h100tg=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsToQQ+hu8eFDx6h/y5r9x2+ag1QcDj/dmmJkXplIYdN0vp7Kyura+Ud2sbW3v7O7V9w8eTJJpxn2WyER3Q2q4FIr7KFDybqo5jUPJO+HkZuZ3Hrk2IlH3mKc8iOlIiUgwilby80HhTQf1htt05yB/iVeSBpRoD+qf/WHCspgrZJIa0/PcFIOCahRM8mmtnxmeUjahI96zVNGYm6CYHzslJ1YZkijRthSSufpzoqCxMXkc2s6Y4tgsezPxP6+XYXQZFEKlGXLFFouiTBJMyOxzMhSaM5S5JZRpYW8lbEw1ZWjzqdkQvOWX/xL/rHnV9O7OG63rMo0qHMExnIIHF9CCW2iDDwwEPMELvDrKeXbenPdFa8UpZw7hF5yPbz6njoE=</latexit><latexit sha1_base64="QlpJwAve1KURFhYQWfK18h100tg=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsToQQ+hu8eFDx6h/y5r9x2+ag1QcDj/dmmJkXplIYdN0vp7Kyura+Ud2sbW3v7O7V9w8eTJJpxn2WyER3Q2q4FIr7KFDybqo5jUPJO+HkZuZ3Hrk2IlH3mKc8iOlIiUgwilby80HhTQf1htt05yB/iVeSBpRoD+qf/WHCspgrZJIa0/PcFIOCahRM8mmtnxmeUjahI96zVNGYm6CYHzslJ1YZkijRthSSufpzoqCxMXkc2s6Y4tgsezPxP6+XYXQZFEKlGXLFFouiTBJMyOxzMhSaM5S5JZRpYW8lbEw1ZWjzqdkQvOWX/xL/rHnV9O7OG63rMo0qHMExnIIHF9CCW2iDDwwEPMELvDrKeXbenPdFa8UpZw7hF5yPbz6njoE=</latexit>

GRU

GRU

�(�T )
<latexit sha1_base64="9DhBjRKF/pa55Rch5C95tzAgp6c=">AAACEHicbVC7TsMwFHV4lvIKMLJYVEhlqRKEBGwVLIxFamilJoocx22t2nFkO0hV1F9g4VdYGACxMrLxNzhtBtpyJMtH59yre++JUkaVdpwfa2V1bX1js7JV3d7Z3du3Dw4flMgkJh4WTMhuhBRhNCGeppqRbioJ4hEjnWh0W/idRyIVFUlbj1MScDRIaJ9ipI0U2nU/EixWY24+6Cs64AjOaxHRKGyfhXbNaThTwGXilqQGSrRC+9uPBc44STRmSKme66Q6yJHUFDMyqfqZIinCIzQgPUMTxIkK8ulFE3hqlBj2hTQv0XCq/u3IEVfFgqaSIz1Ui14h/uf1Mt2/CnKapJkmCZ4N6mcMagGLeGBMJcGajQ1BWFKzK8RDJBHWJsSqCcFdPHmZeOeN64Z7f1Fr3pRpVMAxOAF14IJL0AR3oAU8gMETeAFv4N16tl6tD+tzVrpilT1HYA7W1y9+VZz+</latexit><latexit sha1_base64="9DhBjRKF/pa55Rch5C95tzAgp6c=">AAACEHicbVC7TsMwFHV4lvIKMLJYVEhlqRKEBGwVLIxFamilJoocx22t2nFkO0hV1F9g4VdYGACxMrLxNzhtBtpyJMtH59yre++JUkaVdpwfa2V1bX1js7JV3d7Z3du3Dw4flMgkJh4WTMhuhBRhNCGeppqRbioJ4hEjnWh0W/idRyIVFUlbj1MScDRIaJ9ipI0U2nU/EixWY24+6Cs64AjOaxHRKGyfhXbNaThTwGXilqQGSrRC+9uPBc44STRmSKme66Q6yJHUFDMyqfqZIinCIzQgPUMTxIkK8ulFE3hqlBj2hTQv0XCq/u3IEVfFgqaSIz1Ui14h/uf1Mt2/CnKapJkmCZ4N6mcMagGLeGBMJcGajQ1BWFKzK8RDJBHWJsSqCcFdPHmZeOeN64Z7f1Fr3pRpVMAxOAF14IJL0AR3oAU8gMETeAFv4N16tl6tD+tzVrpilT1HYA7W1y9+VZz+</latexit><latexit sha1_base64="9DhBjRKF/pa55Rch5C95tzAgp6c=">AAACEHicbVC7TsMwFHV4lvIKMLJYVEhlqRKEBGwVLIxFamilJoocx22t2nFkO0hV1F9g4VdYGACxMrLxNzhtBtpyJMtH59yre++JUkaVdpwfa2V1bX1js7JV3d7Z3du3Dw4flMgkJh4WTMhuhBRhNCGeppqRbioJ4hEjnWh0W/idRyIVFUlbj1MScDRIaJ9ipI0U2nU/EixWY24+6Cs64AjOaxHRKGyfhXbNaThTwGXilqQGSrRC+9uPBc44STRmSKme66Q6yJHUFDMyqfqZIinCIzQgPUMTxIkK8ulFE3hqlBj2hTQv0XCq/u3IEVfFgqaSIz1Ui14h/uf1Mt2/CnKapJkmCZ4N6mcMagGLeGBMJcGajQ1BWFKzK8RDJBHWJsSqCcFdPHmZeOeN64Z7f1Fr3pRpVMAxOAF14IJL0AR3oAU8gMETeAFv4N16tl6tD+tzVrpilT1HYA7W1y9+VZz+</latexit><latexit sha1_base64="9DhBjRKF/pa55Rch5C95tzAgp6c=">AAACEHicbVC7TsMwFHV4lvIKMLJYVEhlqRKEBGwVLIxFamilJoocx22t2nFkO0hV1F9g4VdYGACxMrLxNzhtBtpyJMtH59yre++JUkaVdpwfa2V1bX1js7JV3d7Z3du3Dw4flMgkJh4WTMhuhBRhNCGeppqRbioJ4hEjnWh0W/idRyIVFUlbj1MScDRIaJ9ipI0U2nU/EixWY24+6Cs64AjOaxHRKGyfhXbNaThTwGXilqQGSrRC+9uPBc44STRmSKme66Q6yJHUFDMyqfqZIinCIzQgPUMTxIkK8ulFE3hqlBj2hTQv0XCq/u3IEVfFgqaSIz1Ui14h/uf1Mt2/CnKapJkmCZ4N6mcMagGLeGBMJcGajQ1BWFKzK8RDJBHWJsSqCcFdPHmZeOeN64Z7f1Fr3pRpVMAxOAF14IJL0AR3oAU8gMETeAFv4N16tl6tD+tzVrpilT1HYA7W1y9+VZz+</latexit>

�(�1)
<latexit sha1_base64="ZnSZL6YAI0t2EL87t1428X7nafk=">AAACEHicbVC7TsMwFHXKq5RXgJHFokIqS5UgJGCrYGEsEqGVmihyXKe1aseR7SBVUX+BhV9hYQDEysjG3+C0GWjLkSwfnXOv7r0nShlV2nF+rMrK6tr6RnWztrW9s7tn7x88KJFJTDwsmJDdCCnCaEI8TTUj3VQSxCNGOtHopvA7j0QqKpJ7PU5JwNEgoTHFSBsptBt+JFhfjbn5oK/ogCM4r0VEo9A9De2603SmgMvELUkdlGiH9rffFzjjJNGYIaV6rpPqIEdSU8zIpOZniqQIj9CA9AxNECcqyKcXTeCJUfowFtK8RMOp+rcjR1wVC5pKjvRQLXqF+J/Xy3R8GeQ0STNNEjwbFGcMagGLeGCfSoI1GxuCsKRmV4iHSCKsTYg1E4K7ePIy8c6aV0337rzeui7TqIIjcAwawAUXoAVuQRt4AIMn8ALewLv1bL1aH9bnrLRilT2HYA7W1y9JSZzb</latexit><latexit sha1_base64="ZnSZL6YAI0t2EL87t1428X7nafk=">AAACEHicbVC7TsMwFHXKq5RXgJHFokIqS5UgJGCrYGEsEqGVmihyXKe1aseR7SBVUX+BhV9hYQDEysjG3+C0GWjLkSwfnXOv7r0nShlV2nF+rMrK6tr6RnWztrW9s7tn7x88KJFJTDwsmJDdCCnCaEI8TTUj3VQSxCNGOtHopvA7j0QqKpJ7PU5JwNEgoTHFSBsptBt+JFhfjbn5oK/ogCM4r0VEo9A9De2603SmgMvELUkdlGiH9rffFzjjJNGYIaV6rpPqIEdSU8zIpOZniqQIj9CA9AxNECcqyKcXTeCJUfowFtK8RMOp+rcjR1wVC5pKjvRQLXqF+J/Xy3R8GeQ0STNNEjwbFGcMagGLeGCfSoI1GxuCsKRmV4iHSCKsTYg1E4K7ePIy8c6aV0337rzeui7TqIIjcAwawAUXoAVuQRt4AIMn8ALewLv1bL1aH9bnrLRilT2HYA7W1y9JSZzb</latexit><latexit sha1_base64="ZnSZL6YAI0t2EL87t1428X7nafk=">AAACEHicbVC7TsMwFHXKq5RXgJHFokIqS5UgJGCrYGEsEqGVmihyXKe1aseR7SBVUX+BhV9hYQDEysjG3+C0GWjLkSwfnXOv7r0nShlV2nF+rMrK6tr6RnWztrW9s7tn7x88KJFJTDwsmJDdCCnCaEI8TTUj3VQSxCNGOtHopvA7j0QqKpJ7PU5JwNEgoTHFSBsptBt+JFhfjbn5oK/ogCM4r0VEo9A9De2603SmgMvELUkdlGiH9rffFzjjJNGYIaV6rpPqIEdSU8zIpOZniqQIj9CA9AxNECcqyKcXTeCJUfowFtK8RMOp+rcjR1wVC5pKjvRQLXqF+J/Xy3R8GeQ0STNNEjwbFGcMagGLeGCfSoI1GxuCsKRmV4iHSCKsTYg1E4K7ePIy8c6aV0337rzeui7TqIIjcAwawAUXoAVuQRt4AIMn8ALewLv1bL1aH9bnrLRilT2HYA7W1y9JSZzb</latexit><latexit sha1_base64="ZnSZL6YAI0t2EL87t1428X7nafk=">AAACEHicbVC7TsMwFHXKq5RXgJHFokIqS5UgJGCrYGEsEqGVmihyXKe1aseR7SBVUX+BhV9hYQDEysjG3+C0GWjLkSwfnXOv7r0nShlV2nF+rMrK6tr6RnWztrW9s7tn7x88KJFJTDwsmJDdCCnCaEI8TTUj3VQSxCNGOtHopvA7j0QqKpJ7PU5JwNEgoTHFSBsptBt+JFhfjbn5oK/ogCM4r0VEo9A9De2603SmgMvELUkdlGiH9rffFzjjJNGYIaV6rpPqIEdSU8zIpOZniqQIj9CA9AxNECcqyKcXTeCJUfowFtK8RMOp+rcjR1wVC5pKjvRQLXqF+J/Xy3R8GeQ0STNNEjwbFGcMagGLeGCfSoI1GxuCsKRmV4iHSCKsTYg1E4K7ePIy8c6aV0337rzeui7TqIIjcAwawAUXoAVuQRt4AIMn8ALewLv1bL1aH9bnrLRilT2HYA7W1y9JSZzb</latexit>

µ(�1)
<latexit sha1_base64="cTHblGTiW5xjL8aMGw/iZVUvPEk=">AAACDXicbVC7TsMwFHXKq5RXgJHFoqpUlipBSMBWwcJYJEIrNVHkOG5r1Y4j20Gqon4BC7/CwgCIlZ2Nv8FpM0DLkSwfnXOv7r0nShlV2nG+rcrK6tr6RnWztrW9s7tn7x/cK5FJTDwsmJC9CCnCaEI8TTUjvVQSxCNGutH4uvC7D0QqKpI7PUlJwNEwoQOKkTZSaDf8SLBYTbj5oM8z2PwjRESj0D0J7brTcmaAy8QtSR2U6IT2lx8LnHGSaMyQUn3XSXWQI6kpZmRa8zNFUoTHaEj6hiaIExXks3OmsGGUGA6ENC/RcKb+7sgRV8WCppIjPVKLXiH+5/UzPbgIcpqkmSYJng8aZAxqAYtsYEwlwZpNDEFYUrMrxCMkEdYmwZoJwV08eZl4p63Llnt7Vm9flWlUwRE4Bk3ggnPQBjegAzyAwSN4Bq/gzXqyXqx362NeWrHKnkPwB9bnD+Ifm44=</latexit><latexit sha1_base64="cTHblGTiW5xjL8aMGw/iZVUvPEk=">AAACDXicbVC7TsMwFHXKq5RXgJHFoqpUlipBSMBWwcJYJEIrNVHkOG5r1Y4j20Gqon4BC7/CwgCIlZ2Nv8FpM0DLkSwfnXOv7r0nShlV2nG+rcrK6tr6RnWztrW9s7tn7x/cK5FJTDwsmJC9CCnCaEI8TTUjvVQSxCNGutH4uvC7D0QqKpI7PUlJwNEwoQOKkTZSaDf8SLBYTbj5oM8z2PwjRESj0D0J7brTcmaAy8QtSR2U6IT2lx8LnHGSaMyQUn3XSXWQI6kpZmRa8zNFUoTHaEj6hiaIExXks3OmsGGUGA6ENC/RcKb+7sgRV8WCppIjPVKLXiH+5/UzPbgIcpqkmSYJng8aZAxqAYtsYEwlwZpNDEFYUrMrxCMkEdYmwZoJwV08eZl4p63Llnt7Vm9flWlUwRE4Bk3ggnPQBjegAzyAwSN4Bq/gzXqyXqx362NeWrHKnkPwB9bnD+Ifm44=</latexit><latexit sha1_base64="cTHblGTiW5xjL8aMGw/iZVUvPEk=">AAACDXicbVC7TsMwFHXKq5RXgJHFoqpUlipBSMBWwcJYJEIrNVHkOG5r1Y4j20Gqon4BC7/CwgCIlZ2Nv8FpM0DLkSwfnXOv7r0nShlV2nG+rcrK6tr6RnWztrW9s7tn7x/cK5FJTDwsmJC9CCnCaEI8TTUjvVQSxCNGutH4uvC7D0QqKpI7PUlJwNEwoQOKkTZSaDf8SLBYTbj5oM8z2PwjRESj0D0J7brTcmaAy8QtSR2U6IT2lx8LnHGSaMyQUn3XSXWQI6kpZmRa8zNFUoTHaEj6hiaIExXks3OmsGGUGA6ENC/RcKb+7sgRV8WCppIjPVKLXiH+5/UzPbgIcpqkmSYJng8aZAxqAYtsYEwlwZpNDEFYUrMrxCMkEdYmwZoJwV08eZl4p63Llnt7Vm9flWlUwRE4Bk3ggnPQBjegAzyAwSN4Bq/gzXqyXqx362NeWrHKnkPwB9bnD+Ifm44=</latexit><latexit sha1_base64="cTHblGTiW5xjL8aMGw/iZVUvPEk=">AAACDXicbVC7TsMwFHXKq5RXgJHFoqpUlipBSMBWwcJYJEIrNVHkOG5r1Y4j20Gqon4BC7/CwgCIlZ2Nv8FpM0DLkSwfnXOv7r0nShlV2nG+rcrK6tr6RnWztrW9s7tn7x/cK5FJTDwsmJC9CCnCaEI8TTUjvVQSxCNGutH4uvC7D0QqKpI7PUlJwNEwoQOKkTZSaDf8SLBYTbj5oM8z2PwjRESj0D0J7brTcmaAy8QtSR2U6IT2lx8LnHGSaMyQUn3XSXWQI6kpZmRa8zNFUoTHaEj6hiaIExXks3OmsGGUGA6ENC/RcKb+7sgRV8WCppIjPVKLXiH+5/UzPbgIcpqkmSYJng8aZAxqAYtsYEwlwZpNDEFYUrMrxCMkEdYmwZoJwV08eZl4p63Llnt7Vm9flWlUwRE4Bk3ggnPQBjegAzyAwSN4Bq/gzXqyXqx362NeWrHKnkPwB9bnD+Ifm44=</latexit>

µ(�T )
<latexit sha1_base64="s1frxKRAsjIeooFr6Od94vp6ocA=">AAACDXicbVC7TsMwFHXKq5RXgJHFoqpUlipBSMBWwcJYpIZWaqLIcZzWqhNHtoNURf0CFn6FhQEQKzsbf4PTZqAtR7J8dM69uveeIGVUKsv6MSpr6xubW9Xt2s7u3v6BeXj0IHkmMHEwZ1z0AyQJowlxFFWM9FNBUBww0gvGt4XfeyRCUp501SQlXoyGCY0oRkpLvtlwA85COYn1B904g80FISAK+d0z36xbLWsGuErsktRBiY5vfrshx1lMEoUZknJgW6nyciQUxYxMa24mSYrwGA3JQNMExUR6+eycKWxoJYQRF/olCs7Uvx05imWxoK6MkRrJZa8Q//MGmYquvJwmaaZIgueDooxBxWGRDQypIFixiSYIC6p3hXiEBMJKJ1jTIdjLJ68S57x13bLvL+rtmzKNKjgBp6AJbHAJ2uAOdIADMHgCL+ANvBvPxqvxYXzOSytG2XMMFmB8/QIXOpux</latexit><latexit sha1_base64="s1frxKRAsjIeooFr6Od94vp6ocA=">AAACDXicbVC7TsMwFHXKq5RXgJHFoqpUlipBSMBWwcJYpIZWaqLIcZzWqhNHtoNURf0CFn6FhQEQKzsbf4PTZqAtR7J8dM69uveeIGVUKsv6MSpr6xubW9Xt2s7u3v6BeXj0IHkmMHEwZ1z0AyQJowlxFFWM9FNBUBww0gvGt4XfeyRCUp501SQlXoyGCY0oRkpLvtlwA85COYn1B904g80FISAK+d0z36xbLWsGuErsktRBiY5vfrshx1lMEoUZknJgW6nyciQUxYxMa24mSYrwGA3JQNMExUR6+eycKWxoJYQRF/olCs7Uvx05imWxoK6MkRrJZa8Q//MGmYquvJwmaaZIgueDooxBxWGRDQypIFixiSYIC6p3hXiEBMJKJ1jTIdjLJ68S57x13bLvL+rtmzKNKjgBp6AJbHAJ2uAOdIADMHgCL+ANvBvPxqvxYXzOSytG2XMMFmB8/QIXOpux</latexit><latexit sha1_base64="s1frxKRAsjIeooFr6Od94vp6ocA=">AAACDXicbVC7TsMwFHXKq5RXgJHFoqpUlipBSMBWwcJYpIZWaqLIcZzWqhNHtoNURf0CFn6FhQEQKzsbf4PTZqAtR7J8dM69uveeIGVUKsv6MSpr6xubW9Xt2s7u3v6BeXj0IHkmMHEwZ1z0AyQJowlxFFWM9FNBUBww0gvGt4XfeyRCUp501SQlXoyGCY0oRkpLvtlwA85COYn1B904g80FISAK+d0z36xbLWsGuErsktRBiY5vfrshx1lMEoUZknJgW6nyciQUxYxMa24mSYrwGA3JQNMExUR6+eycKWxoJYQRF/olCs7Uvx05imWxoK6MkRrJZa8Q//MGmYquvJwmaaZIgueDooxBxWGRDQypIFixiSYIC6p3hXiEBMJKJ1jTIdjLJ68S57x13bLvL+rtmzKNKjgBp6AJbHAJ2uAOdIADMHgCL+ANvBvPxqvxYXzOSytG2XMMFmB8/QIXOpux</latexit><latexit sha1_base64="s1frxKRAsjIeooFr6Od94vp6ocA=">AAACDXicbVC7TsMwFHXKq5RXgJHFoqpUlipBSMBWwcJYpIZWaqLIcZzWqhNHtoNURf0CFn6FhQEQKzsbf4PTZqAtR7J8dM69uveeIGVUKsv6MSpr6xubW9Xt2s7u3v6BeXj0IHkmMHEwZ1z0AyQJowlxFFWM9FNBUBww0gvGt4XfeyRCUp501SQlXoyGCY0oRkpLvtlwA85COYn1B904g80FISAK+d0z36xbLWsGuErsktRBiY5vfrshx1lMEoUZknJgW6nyciQUxYxMa24mSYrwGA3JQNMExUR6+eycKWxoJYQRF/olCs7Uvx05imWxoK6MkRrJZa8Q//MGmYquvJwmaaZIgueDooxBxWGRDQypIFixiSYIC6p3hXiEBMJKJ1jTIdjLJ68S57x13bLvL+rtmzKNKjgBp6AJbHAJ2uAOdIADMHgCL+ANvBvPxqvxYXzOSytG2XMMFmB8/QIXOpux</latexit>

µ1<latexit sha1_base64="GNtLLECxTg9u9MuzKFXqo3mq/M0=">AAAB+XicbVBPS8MwHE3nvzn/dXr0EhyCp9GKoN6GXjxOsG6wlpKm6RaWJiVJlVH3Ubx4UPHqN/HmtzHdetDNByGP934/8vKijFGlHefbqq2srq1v1DcbW9s7u3t2c/9eiVxi4mHBhOxHSBFGOfE01Yz0M0lQGjHSi8bXpd97IFJRwe/0JCNBioacJhQjbaTQbvqRYLGapOaCfpqHbmi3nLYzA1wmbkVaoEI3tL/8WOA8JVxjhpQauE6mgwJJTTEj04afK5IhPEZDMjCUo5SooJhFn8Jjo8QwEdIcruFM/b1RoFSV6cxkivRILXql+J83yHVyERSUZ7kmHM8fSnIGtYBlDzCmkmDNJoYgLKnJCvEISYS1aathSnAXv7xMvNP2Zdu9PWt1rqo26uAQHIET4IJz0AE3oAs8gMEjeAav4M16sl6sd+tjPlqzqp0D8AfW5w9yX5Oq</latexit><latexit sha1_base64="GNtLLECxTg9u9MuzKFXqo3mq/M0=">AAAB+XicbVBPS8MwHE3nvzn/dXr0EhyCp9GKoN6GXjxOsG6wlpKm6RaWJiVJlVH3Ubx4UPHqN/HmtzHdetDNByGP934/8vKijFGlHefbqq2srq1v1DcbW9s7u3t2c/9eiVxi4mHBhOxHSBFGOfE01Yz0M0lQGjHSi8bXpd97IFJRwe/0JCNBioacJhQjbaTQbvqRYLGapOaCfpqHbmi3nLYzA1wmbkVaoEI3tL/8WOA8JVxjhpQauE6mgwJJTTEj04afK5IhPEZDMjCUo5SooJhFn8Jjo8QwEdIcruFM/b1RoFSV6cxkivRILXql+J83yHVyERSUZ7kmHM8fSnIGtYBlDzCmkmDNJoYgLKnJCvEISYS1aathSnAXv7xMvNP2Zdu9PWt1rqo26uAQHIET4IJz0AE3oAs8gMEjeAav4M16sl6sd+tjPlqzqp0D8AfW5w9yX5Oq</latexit><latexit sha1_base64="GNtLLECxTg9u9MuzKFXqo3mq/M0=">AAAB+XicbVBPS8MwHE3nvzn/dXr0EhyCp9GKoN6GXjxOsG6wlpKm6RaWJiVJlVH3Ubx4UPHqN/HmtzHdetDNByGP934/8vKijFGlHefbqq2srq1v1DcbW9s7u3t2c/9eiVxi4mHBhOxHSBFGOfE01Yz0M0lQGjHSi8bXpd97IFJRwe/0JCNBioacJhQjbaTQbvqRYLGapOaCfpqHbmi3nLYzA1wmbkVaoEI3tL/8WOA8JVxjhpQauE6mgwJJTTEj04afK5IhPEZDMjCUo5SooJhFn8Jjo8QwEdIcruFM/b1RoFSV6cxkivRILXql+J83yHVyERSUZ7kmHM8fSnIGtYBlDzCmkmDNJoYgLKnJCvEISYS1aathSnAXv7xMvNP2Zdu9PWt1rqo26uAQHIET4IJz0AE3oAs8gMEjeAav4M16sl6sd+tjPlqzqp0D8AfW5w9yX5Oq</latexit><latexit sha1_base64="GNtLLECxTg9u9MuzKFXqo3mq/M0=">AAAB+XicbVBPS8MwHE3nvzn/dXr0EhyCp9GKoN6GXjxOsG6wlpKm6RaWJiVJlVH3Ubx4UPHqN/HmtzHdetDNByGP934/8vKijFGlHefbqq2srq1v1DcbW9s7u3t2c/9eiVxi4mHBhOxHSBFGOfE01Yz0M0lQGjHSi8bXpd97IFJRwe/0JCNBioacJhQjbaTQbvqRYLGapOaCfpqHbmi3nLYzA1wmbkVaoEI3tL/8WOA8JVxjhpQauE6mgwJJTTEj04afK5IhPEZDMjCUo5SooJhFn8Jjo8QwEdIcruFM/b1RoFSV6cxkivRILXql+J83yHVyERSUZ7kmHM8fSnIGtYBlDzCmkmDNJoYgLKnJCvEISYS1aathSnAXv7xMvNP2Zdu9PWt1rqo26uAQHIET4IJz0AE3oAs8gMEjeAav4M16sl6sd+tjPlqzqp0D8AfW5w9yX5Oq</latexit>

µT<latexit sha1_base64="JTPax7ncV7KsN3liwRKxTzWlHMA=">AAAB+XicbVBPS8MwHE39O+e/To9egkPwNFoR1NvQi8cJqxuspaRpuoWlSUlSZdR9FC8eVLz6Tbz5bUy3HnTzQcjjvd+PvLwoY1Rpx/m2VlbX1jc2a1v17Z3dvX27cXCvRC4x8bBgQvYjpAijnHiaakb6mSQojRjpReOb0u89EKmo4F09yUiQoiGnCcVIGym0G34kWKwmqbmgn+ZhN7SbTsuZAS4TtyJNUKET2l9+LHCeEq4xQ0oNXCfTQYGkppiRad3PFckQHqMhGRjKUUpUUMyiT+GJUWKYCGkO13Cm/t4oUKrKdGYyRXqkFr1S/M8b5Dq5DArKs1wTjucPJTmDWsCyBxhTSbBmE0MQltRkhXiEJMLatFU3JbiLX14m3lnrquXenTfb11UbNXAEjsEpcMEFaINb0AEewOARPINX8GY9WS/Wu/UxH12xqp1D8AfW5w+nSJPN</latexit><latexit sha1_base64="JTPax7ncV7KsN3liwRKxTzWlHMA=">AAAB+XicbVBPS8MwHE39O+e/To9egkPwNFoR1NvQi8cJqxuspaRpuoWlSUlSZdR9FC8eVLz6Tbz5bUy3HnTzQcjjvd+PvLwoY1Rpx/m2VlbX1jc2a1v17Z3dvX27cXCvRC4x8bBgQvYjpAijnHiaakb6mSQojRjpReOb0u89EKmo4F09yUiQoiGnCcVIGym0G34kWKwmqbmgn+ZhN7SbTsuZAS4TtyJNUKET2l9+LHCeEq4xQ0oNXCfTQYGkppiRad3PFckQHqMhGRjKUUpUUMyiT+GJUWKYCGkO13Cm/t4oUKrKdGYyRXqkFr1S/M8b5Dq5DArKs1wTjucPJTmDWsCyBxhTSbBmE0MQltRkhXiEJMLatFU3JbiLX14m3lnrquXenTfb11UbNXAEjsEpcMEFaINb0AEewOARPINX8GY9WS/Wu/UxH12xqp1D8AfW5w+nSJPN</latexit><latexit sha1_base64="JTPax7ncV7KsN3liwRKxTzWlHMA=">AAAB+XicbVBPS8MwHE39O+e/To9egkPwNFoR1NvQi8cJqxuspaRpuoWlSUlSZdR9FC8eVLz6Tbz5bUy3HnTzQcjjvd+PvLwoY1Rpx/m2VlbX1jc2a1v17Z3dvX27cXCvRC4x8bBgQvYjpAijnHiaakb6mSQojRjpReOb0u89EKmo4F09yUiQoiGnCcVIGym0G34kWKwmqbmgn+ZhN7SbTsuZAS4TtyJNUKET2l9+LHCeEq4xQ0oNXCfTQYGkppiRad3PFckQHqMhGRjKUUpUUMyiT+GJUWKYCGkO13Cm/t4oUKrKdGYyRXqkFr1S/M8b5Dq5DArKs1wTjucPJTmDWsCyBxhTSbBmE0MQltRkhXiEJMLatFU3JbiLX14m3lnrquXenTfb11UbNXAEjsEpcMEFaINb0AEewOARPINX8GY9WS/Wu/UxH12xqp1D8AfW5w+nSJPN</latexit><latexit sha1_base64="JTPax7ncV7KsN3liwRKxTzWlHMA=">AAAB+XicbVBPS8MwHE39O+e/To9egkPwNFoR1NvQi8cJqxuspaRpuoWlSUlSZdR9FC8eVLz6Tbz5bUy3HnTzQcjjvd+PvLwoY1Rpx/m2VlbX1jc2a1v17Z3dvX27cXCvRC4x8bBgQvYjpAijnHiaakb6mSQojRjpReOb0u89EKmo4F09yUiQoiGnCcVIGym0G34kWKwmqbmgn+ZhN7SbTsuZAS4TtyJNUKET2l9+LHCeEq4xQ0oNXCfTQYGkppiRad3PFckQHqMhGRjKUUpUUMyiT+GJUWKYCGkO13Cm/t4oUKrKdGYyRXqkFr1S/M8b5Dq5DArKs1wTjucPJTmDWsCyBxhTSbBmE0MQltRkhXiEJMLatFU3JbiLX14m3lnrquXenTfb11UbNXAEjsEpcMEFaINb0AEewOARPINX8GY9WS/Wu/UxH12xqp1D8AfW5w+nSJPN</latexit>

�1
<latexit sha1_base64="I+39O6taaHdy5Zc45b8ziGbrYPw=">AAAB/HicbVDNS8MwHE3n15xf9ePmJTgET6MVQb0NvXicYN1gLSVN0y0saUqSCrMM/xUvHlS8+od4878x3XrQzQchj/d+P/LyooxRpR3n26otLa+srtXXGxubW9s79u7evRK5xMTDggnZi5AijKbE01Qz0sskQTxipBuNrku/+0CkoiK90+OMBBwNUppQjLSRQvvAjwSL1ZibC/qKDjgK3dBuOi1nCrhI3Io0QYVOaH/5scA5J6nGDCnVd51MBwWSmmJGJg0/VyRDeIQGpG9oijhRQTFNP4HHRolhIqQ5qYZT9fdGgbgqA5pJjvRQzXul+J/Xz3VyERQ0zXJNUjx7KMkZ1AKWVcCYSoI1GxuCsKQmK8RDJBHWprCGKcGd//Ii8U5bly339qzZvqraqINDcAROgAvOQRvcgA7wAAaP4Bm8gjfryXqx3q2P2WjNqnb2wR9Ynz/BVpT3</latexit><latexit sha1_base64="I+39O6taaHdy5Zc45b8ziGbrYPw=">AAAB/HicbVDNS8MwHE3n15xf9ePmJTgET6MVQb0NvXicYN1gLSVN0y0saUqSCrMM/xUvHlS8+od4878x3XrQzQchj/d+P/LyooxRpR3n26otLa+srtXXGxubW9s79u7evRK5xMTDggnZi5AijKbE01Qz0sskQTxipBuNrku/+0CkoiK90+OMBBwNUppQjLSRQvvAjwSL1ZibC/qKDjgK3dBuOi1nCrhI3Io0QYVOaH/5scA5J6nGDCnVd51MBwWSmmJGJg0/VyRDeIQGpG9oijhRQTFNP4HHRolhIqQ5qYZT9fdGgbgqA5pJjvRQzXul+J/Xz3VyERQ0zXJNUjx7KMkZ1AKWVcCYSoI1GxuCsKQmK8RDJBHWprCGKcGd//Ii8U5bly339qzZvqraqINDcAROgAvOQRvcgA7wAAaP4Bm8gjfryXqx3q2P2WjNqnb2wR9Ynz/BVpT3</latexit><latexit sha1_base64="I+39O6taaHdy5Zc45b8ziGbrYPw=">AAAB/HicbVDNS8MwHE3n15xf9ePmJTgET6MVQb0NvXicYN1gLSVN0y0saUqSCrMM/xUvHlS8+od4878x3XrQzQchj/d+P/LyooxRpR3n26otLa+srtXXGxubW9s79u7evRK5xMTDggnZi5AijKbE01Qz0sskQTxipBuNrku/+0CkoiK90+OMBBwNUppQjLSRQvvAjwSL1ZibC/qKDjgK3dBuOi1nCrhI3Io0QYVOaH/5scA5J6nGDCnVd51MBwWSmmJGJg0/VyRDeIQGpG9oijhRQTFNP4HHRolhIqQ5qYZT9fdGgbgqA5pJjvRQzXul+J/Xz3VyERQ0zXJNUjx7KMkZ1AKWVcCYSoI1GxuCsKQmK8RDJBHWprCGKcGd//Ii8U5bly339qzZvqraqINDcAROgAvOQRvcgA7wAAaP4Bm8gjfryXqx3q2P2WjNqnb2wR9Ynz/BVpT3</latexit><latexit sha1_base64="I+39O6taaHdy5Zc45b8ziGbrYPw=">AAAB/HicbVDNS8MwHE3n15xf9ePmJTgET6MVQb0NvXicYN1gLSVN0y0saUqSCrMM/xUvHlS8+od4878x3XrQzQchj/d+P/LyooxRpR3n26otLa+srtXXGxubW9s79u7evRK5xMTDggnZi5AijKbE01Qz0sskQTxipBuNrku/+0CkoiK90+OMBBwNUppQjLSRQvvAjwSL1ZibC/qKDjgK3dBuOi1nCrhI3Io0QYVOaH/5scA5J6nGDCnVd51MBwWSmmJGJg0/VyRDeIQGpG9oijhRQTFNP4HHRolhIqQ5qYZT9fdGgbgqA5pJjvRQzXul+J/Xz3VyERQ0zXJNUjx7KMkZ1AKWVcCYSoI1GxuCsKQmK8RDJBHWprCGKcGd//Ii8U5bly339qzZvqraqINDcAROgAvOQRvcgA7wAAaP4Bm8gjfryXqx3q2P2WjNqnb2wR9Ynz/BVpT3</latexit>

�T
<latexit sha1_base64="amphJBIYk0Ji2ImoQqXZCEuCtOw=">AAAB/HicbVDNS8MwHE3n15xf9ePmJTgET6MVQb0NvXicsOpgLSVN0y0saUqSCrMM/xUvHlS8+od4878x3XrQzQchj/d+P/LyooxRpR3n26otLa+srtXXGxubW9s79u7enRK5xMTDggnZi5AijKbE01Qz0sskQTxi5D4aXZf+/QORioq0q8cZCTgapDShGGkjhfaBHwkWqzE3F/QVHXAUdkO76bScKeAicSvSBBU6of3lxwLnnKQaM6RU33UyHRRIaooZmTT8XJEM4REakL6hKeJEBcU0/QQeGyWGiZDmpBpO1d8bBeKqDGgmOdJDNe+V4n9eP9fJRVDQNMs1SfHsoSRnUAtYVgFjKgnWbGwIwpKarBAPkURYm8IapgR3/suLxDttXbbc27Nm+6pqow4OwRE4AS44B21wAzrAAxg8gmfwCt6sJ+vFerc+ZqM1q9rZB39gff4A9j+VGg==</latexit><latexit sha1_base64="amphJBIYk0Ji2ImoQqXZCEuCtOw=">AAAB/HicbVDNS8MwHE3n15xf9ePmJTgET6MVQb0NvXicsOpgLSVN0y0saUqSCrMM/xUvHlS8+od4878x3XrQzQchj/d+P/LyooxRpR3n26otLa+srtXXGxubW9s79u7enRK5xMTDggnZi5AijKbE01Qz0sskQTxi5D4aXZf+/QORioq0q8cZCTgapDShGGkjhfaBHwkWqzE3F/QVHXAUdkO76bScKeAicSvSBBU6of3lxwLnnKQaM6RU33UyHRRIaooZmTT8XJEM4REakL6hKeJEBcU0/QQeGyWGiZDmpBpO1d8bBeKqDGgmOdJDNe+V4n9eP9fJRVDQNMs1SfHsoSRnUAtYVgFjKgnWbGwIwpKarBAPkURYm8IapgR3/suLxDttXbbc27Nm+6pqow4OwRE4AS44B21wAzrAAxg8gmfwCt6sJ+vFerc+ZqM1q9rZB39gff4A9j+VGg==</latexit><latexit sha1_base64="amphJBIYk0Ji2ImoQqXZCEuCtOw=">AAAB/HicbVDNS8MwHE3n15xf9ePmJTgET6MVQb0NvXicsOpgLSVN0y0saUqSCrMM/xUvHlS8+od4878x3XrQzQchj/d+P/LyooxRpR3n26otLa+srtXXGxubW9s79u7enRK5xMTDggnZi5AijKbE01Qz0sskQTxi5D4aXZf+/QORioq0q8cZCTgapDShGGkjhfaBHwkWqzE3F/QVHXAUdkO76bScKeAicSvSBBU6of3lxwLnnKQaM6RU33UyHRRIaooZmTT8XJEM4REakL6hKeJEBcU0/QQeGyWGiZDmpBpO1d8bBeKqDGgmOdJDNe+V4n9eP9fJRVDQNMs1SfHsoSRnUAtYVgFjKgnWbGwIwpKarBAPkURYm8IapgR3/suLxDttXbbc27Nm+6pqow4OwRE4AS44B21wAzrAAxg8gmfwCt6sJ+vFerc+ZqM1q9rZB39gff4A9j+VGg==</latexit><latexit sha1_base64="amphJBIYk0Ji2ImoQqXZCEuCtOw=">AAAB/HicbVDNS8MwHE3n15xf9ePmJTgET6MVQb0NvXicsOpgLSVN0y0saUqSCrMM/xUvHlS8+od4878x3XrQzQchj/d+P/LyooxRpR3n26otLa+srtXXGxubW9s79u7enRK5xMTDggnZi5AijKbE01Qz0sskQTxi5D4aXZf+/QORioq0q8cZCTgapDShGGkjhfaBHwkWqzE3F/QVHXAUdkO76bScKeAicSvSBBU6of3lxwLnnKQaM6RU33UyHRRIaooZmTT8XJEM4REakL6hKeJEBcU0/QQeGyWGiZDmpBpO1d8bBeKqDGgmOdJDNe+V4n9eP9fJRVDQNMs1SfHsoSRnUAtYVgFjKgnWbGwIwpKarBAPkURYm8IapgR3/suLxDttXbbc27Nm+6pqow4OwRE4AS44B21wAzrAAxg8gmfwCt6sJ+vFerc+ZqM1q9rZB39gff4A9j+VGg==</latexit>

z0
<latexit sha1_base64="Y1bbwV2pFQWpA/EELDrX3/o6TyQ=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSOIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/IhktE=</latexit><latexit sha1_base64="Y1bbwV2pFQWpA/EELDrX3/o6TyQ=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSOIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/IhktE=</latexit><latexit sha1_base64="Y1bbwV2pFQWpA/EELDrX3/o6TyQ=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSOIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/IhktE=</latexit><latexit sha1_base64="Y1bbwV2pFQWpA/EELDrX3/o6TyQ=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSOIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/IhktE=</latexit>

z1
<latexit sha1_base64="jO25FijPwOO/lyVm1CvRyTQWwPc=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSuIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/OkktI=</latexit><latexit sha1_base64="jO25FijPwOO/lyVm1CvRyTQWwPc=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSuIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/OkktI=</latexit><latexit sha1_base64="jO25FijPwOO/lyVm1CvRyTQWwPc=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSuIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/OkktI=</latexit><latexit sha1_base64="jO25FijPwOO/lyVm1CvRyTQWwPc=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSuIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/OkktI=</latexit>

zK�1
<latexit sha1_base64="Y/C32pNahBwahObgcWVnDh/VMRY=">AAAB+3icbVBPS8MwHE3nvzn/TXf0EhyCF0crgnobehG8TLBusJWSpukWliYlSYVa5lfx4kHFq1/Em9/GdOtBNx+EPN77/cjLCxJGlbbtb6uytLyyulZdr21sbm3v1Hf37pVIJSYuFkzIXoAUYZQTV1PNSC+RBMUBI91gfFX43QciFRX8TmcJ8WI05DSiGGkj+fXGIBAsVFlsLvjo5zfHzsSvN+2WPQVcJE5JmqBEx69/DUKB05hwjRlSqu/YifZyJDXFjExqg1SRBOExGpK+oRzFRHn5NPwEHholhJGQ5nANp+rvjRzFqshnJmOkR2reK8T/vH6qo3MvpzxJNeF49lCUMqgFLJqAIZUEa5YZgrCkJivEIyQR1qavminBmf/yInFPWhct5/a02b4s26iCfXAAjoADzkAbXIMOcAEGGXgGr+DNerJerHfrYzZascqdBvgD6/MHzi2Uag==</latexit><latexit sha1_base64="Y/C32pNahBwahObgcWVnDh/VMRY=">AAAB+3icbVBPS8MwHE3nvzn/TXf0EhyCF0crgnobehG8TLBusJWSpukWliYlSYVa5lfx4kHFq1/Em9/GdOtBNx+EPN77/cjLCxJGlbbtb6uytLyyulZdr21sbm3v1Hf37pVIJSYuFkzIXoAUYZQTV1PNSC+RBMUBI91gfFX43QciFRX8TmcJ8WI05DSiGGkj+fXGIBAsVFlsLvjo5zfHzsSvN+2WPQVcJE5JmqBEx69/DUKB05hwjRlSqu/YifZyJDXFjExqg1SRBOExGpK+oRzFRHn5NPwEHholhJGQ5nANp+rvjRzFqshnJmOkR2reK8T/vH6qo3MvpzxJNeF49lCUMqgFLJqAIZUEa5YZgrCkJivEIyQR1qavminBmf/yInFPWhct5/a02b4s26iCfXAAjoADzkAbXIMOcAEGGXgGr+DNerJerHfrYzZascqdBvgD6/MHzi2Uag==</latexit><latexit sha1_base64="Y/C32pNahBwahObgcWVnDh/VMRY=">AAAB+3icbVBPS8MwHE3nvzn/TXf0EhyCF0crgnobehG8TLBusJWSpukWliYlSYVa5lfx4kHFq1/Em9/GdOtBNx+EPN77/cjLCxJGlbbtb6uytLyyulZdr21sbm3v1Hf37pVIJSYuFkzIXoAUYZQTV1PNSC+RBMUBI91gfFX43QciFRX8TmcJ8WI05DSiGGkj+fXGIBAsVFlsLvjo5zfHzsSvN+2WPQVcJE5JmqBEx69/DUKB05hwjRlSqu/YifZyJDXFjExqg1SRBOExGpK+oRzFRHn5NPwEHholhJGQ5nANp+rvjRzFqshnJmOkR2reK8T/vH6qo3MvpzxJNeF49lCUMqgFLJqAIZUEa5YZgrCkJivEIyQR1qavminBmf/yInFPWhct5/a02b4s26iCfXAAjoADzkAbXIMOcAEGGXgGr+DNerJerHfrYzZascqdBvgD6/MHzi2Uag==</latexit><latexit sha1_base64="Y/C32pNahBwahObgcWVnDh/VMRY=">AAAB+3icbVBPS8MwHE3nvzn/TXf0EhyCF0crgnobehG8TLBusJWSpukWliYlSYVa5lfx4kHFq1/Em9/GdOtBNx+EPN77/cjLCxJGlbbtb6uytLyyulZdr21sbm3v1Hf37pVIJSYuFkzIXoAUYZQTV1PNSC+RBMUBI91gfFX43QciFRX8TmcJ8WI05DSiGGkj+fXGIBAsVFlsLvjo5zfHzsSvN+2WPQVcJE5JmqBEx69/DUKB05hwjRlSqu/YifZyJDXFjExqg1SRBOExGpK+oRzFRHn5NPwEHholhJGQ5nANp+rvjRzFqshnJmOkR2reK8T/vH6qo3MvpzxJNeF49lCUMqgFLJqAIZUEa5YZgrCkJivEIyQR1qavminBmf/yInFPWhct5/a02b4s26iCfXAAjoADzkAbXIMOcAEGGXgGr+DNerJerHfrYzZascqdBvgD6/MHzi2Uag==</latexit>

zK
<latexit sha1_base64="nUTd1VeURH8KNG6ZFTY7nkGSoj4=">AAAB+XicbVBPS8MwHE3nvzn/dXr0EhyCp9GKoN6GXgQvE6wbbKWkabqFpUlJUmXWfRQvHlS8+k28+W1Mtx5080HI473fj7y8MGVUacf5tipLyyura9X12sbm1vaOXd+9UyKTmHhYMCG7IVKEUU48TTUj3VQSlISMdMLRZeF37olUVPBbPU6Jn6ABpzHFSBspsOv9ULBIjRNzwccgv54EdsNpOlPAReKWpAFKtAP7qx8JnCWEa8yQUj3XSbWfI6kpZmRS62eKpAiP0ID0DOUoIcrPp9En8NAoEYyFNIdrOFV/b+QoUUU6M5kgPVTzXiH+5/UyHZ/5OeVppgnHs4fijEEtYNEDjKgkWLOxIQhLarJCPEQSYW3aqpkS3PkvLxLvuHnedG9OGq2Lso0q2AcH4Ai44BS0wBVoAw9g8ACewSt4s56sF+vd+piNVqxyZw/8gfX5A+iPk/g=</latexit><latexit sha1_base64="nUTd1VeURH8KNG6ZFTY7nkGSoj4=">AAAB+XicbVBPS8MwHE3nvzn/dXr0EhyCp9GKoN6GXgQvE6wbbKWkabqFpUlJUmXWfRQvHlS8+k28+W1Mtx5080HI473fj7y8MGVUacf5tipLyyura9X12sbm1vaOXd+9UyKTmHhYMCG7IVKEUU48TTUj3VQSlISMdMLRZeF37olUVPBbPU6Jn6ABpzHFSBspsOv9ULBIjRNzwccgv54EdsNpOlPAReKWpAFKtAP7qx8JnCWEa8yQUj3XSbWfI6kpZmRS62eKpAiP0ID0DOUoIcrPp9En8NAoEYyFNIdrOFV/b+QoUUU6M5kgPVTzXiH+5/UyHZ/5OeVppgnHs4fijEEtYNEDjKgkWLOxIQhLarJCPEQSYW3aqpkS3PkvLxLvuHnedG9OGq2Lso0q2AcH4Ai44BS0wBVoAw9g8ACewSt4s56sF+vd+piNVqxyZw/8gfX5A+iPk/g=</latexit><latexit sha1_base64="nUTd1VeURH8KNG6ZFTY7nkGSoj4=">AAAB+XicbVBPS8MwHE3nvzn/dXr0EhyCp9GKoN6GXgQvE6wbbKWkabqFpUlJUmXWfRQvHlS8+k28+W1Mtx5080HI473fj7y8MGVUacf5tipLyyura9X12sbm1vaOXd+9UyKTmHhYMCG7IVKEUU48TTUj3VQSlISMdMLRZeF37olUVPBbPU6Jn6ABpzHFSBspsOv9ULBIjRNzwccgv54EdsNpOlPAReKWpAFKtAP7qx8JnCWEa8yQUj3XSbWfI6kpZmRS62eKpAiP0ID0DOUoIcrPp9En8NAoEYyFNIdrOFV/b+QoUUU6M5kgPVTzXiH+5/UyHZ/5OeVppgnHs4fijEEtYNEDjKgkWLOxIQhLarJCPEQSYW3aqpkS3PkvLxLvuHnedG9OGq2Lso0q2AcH4Ai44BS0wBVoAw9g8ACewSt4s56sF+vd+piNVqxyZw/8gfX5A+iPk/g=</latexit><latexit sha1_base64="nUTd1VeURH8KNG6ZFTY7nkGSoj4=">AAAB+XicbVBPS8MwHE3nvzn/dXr0EhyCp9GKoN6GXgQvE6wbbKWkabqFpUlJUmXWfRQvHlS8+k28+W1Mtx5080HI473fj7y8MGVUacf5tipLyyura9X12sbm1vaOXd+9UyKTmHhYMCG7IVKEUU48TTUj3VQSlISMdMLRZeF37olUVPBbPU6Jn6ABpzHFSBspsOv9ULBIjRNzwccgv54EdsNpOlPAReKWpAFKtAP7qx8JnCWEa8yQUj3XSbWfI6kpZmRS62eKpAiP0ID0DOUoIcrPp9En8NAoEYyFNIdrOFV/b+QoUUU6M5kgPVTzXiH+5/UyHZ/5OeVppgnHs4fijEEtYNEDjKgkWLOxIQhLarJCPEQSYW3aqpkS3PkvLxLvuHnedG9OGq2Lso0q2AcH4Ai44BS0wBVoAw9g8ACewSt4s56sF+vd+piNVqxyZw/8gfX5A+iPk/g=</latexit>

v1
<latexit sha1_base64="r8c1mFVn1liQpC/AUa1BpeavmOI=">AAAB93icbVBPS8MwHP11/pvzz6YevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJ0sEs+yRePKh49at489uYbj3o5oOQx3u/H3l5QcqZ0rb9bVXW1jc2t6rbtZ3dvf164+DwUSWZJNQlCU9kL8CKciaoq5nmtJdKiuOA024wvi387oRKxRLxoKcp9WI8FCxiBGsj+Y36IEh4qKaxudDEd/xG027Zc6BV4pSkCSU6fuNrECYki6nQhGOl+o6dai/HUjPC6aw2yBRNMRnjIe0bKnBMlZfPg8/QqVFCFCXSHKHRXP29keNYFdnMZIz1SC17hfif1890dOXlTKSZpoIsHooyjnSCihZQyCQlmk8NwUQykxWREZaYaNNVzZTgLH95lbjnreuWc3/RbN+UbVThGE7gDBy4hDbcQQdcIJDBM7zCm/VkvVjv1sditGKVO0fwB9bnD+2Qks4=</latexit><latexit sha1_base64="r8c1mFVn1liQpC/AUa1BpeavmOI=">AAAB93icbVBPS8MwHP11/pvzz6YevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJ0sEs+yRePKh49at489uYbj3o5oOQx3u/H3l5QcqZ0rb9bVXW1jc2t6rbtZ3dvf164+DwUSWZJNQlCU9kL8CKciaoq5nmtJdKiuOA024wvi387oRKxRLxoKcp9WI8FCxiBGsj+Y36IEh4qKaxudDEd/xG027Zc6BV4pSkCSU6fuNrECYki6nQhGOl+o6dai/HUjPC6aw2yBRNMRnjIe0bKnBMlZfPg8/QqVFCFCXSHKHRXP29keNYFdnMZIz1SC17hfif1890dOXlTKSZpoIsHooyjnSCihZQyCQlmk8NwUQykxWREZaYaNNVzZTgLH95lbjnreuWc3/RbN+UbVThGE7gDBy4hDbcQQdcIJDBM7zCm/VkvVjv1sditGKVO0fwB9bnD+2Qks4=</latexit><latexit sha1_base64="r8c1mFVn1liQpC/AUa1BpeavmOI=">AAAB93icbVBPS8MwHP11/pvzz6YevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJ0sEs+yRePKh49at489uYbj3o5oOQx3u/H3l5QcqZ0rb9bVXW1jc2t6rbtZ3dvf164+DwUSWZJNQlCU9kL8CKciaoq5nmtJdKiuOA024wvi387oRKxRLxoKcp9WI8FCxiBGsj+Y36IEh4qKaxudDEd/xG027Zc6BV4pSkCSU6fuNrECYki6nQhGOl+o6dai/HUjPC6aw2yBRNMRnjIe0bKnBMlZfPg8/QqVFCFCXSHKHRXP29keNYFdnMZIz1SC17hfif1890dOXlTKSZpoIsHooyjnSCihZQyCQlmk8NwUQykxWREZaYaNNVzZTgLH95lbjnreuWc3/RbN+UbVThGE7gDBy4hDbcQQdcIJDBM7zCm/VkvVjv1sditGKVO0fwB9bnD+2Qks4=</latexit><latexit sha1_base64="r8c1mFVn1liQpC/AUa1BpeavmOI=">AAAB93icbVBPS8MwHP11/pvzz6YevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJ0sEs+yRePKh49at489uYbj3o5oOQx3u/H3l5QcqZ0rb9bVXW1jc2t6rbtZ3dvf164+DwUSWZJNQlCU9kL8CKciaoq5nmtJdKiuOA024wvi387oRKxRLxoKcp9WI8FCxiBGsj+Y36IEh4qKaxudDEd/xG027Zc6BV4pSkCSU6fuNrECYki6nQhGOl+o6dai/HUjPC6aw2yBRNMRnjIe0bKnBMlZfPg8/QqVFCFCXSHKHRXP29keNYFdnMZIz1SC17hfif1890dOXlTKSZpoIsHooyjnSCihZQyCQlmk8NwUQykxWREZaYaNNVzZTgLH95lbjnreuWc3/RbN+UbVThGE7gDBy4hDbcQQdcIJDBM7zCm/VkvVjv1sditGKVO0fwB9bnD+2Qks4=</latexit>

v2
<latexit sha1_base64="+IE4LTXqVa0EFz1sz1j6M9MnrU0=">AAAB93icbVBPS8MwHP3Vv3P+WdWjl+AQPI12COpt6MXjBOsGWylpmm5haVqSdDDHPokXDype/Sre/DamWw+6+SDk8d7vR15emHGmtON8W2vrG5tb25Wd6u7e/kHNPjx6VGkuCfVIylPZDbGinAnqaaY57WaS4iTktBOObgu/M6ZSsVQ86ElG/QQPBIsZwdpIgV3rhymP1CQxFxoHzcCuOw1nDrRK3JLUoUQ7sL/6UUryhApNOFaq5zqZ9qdYakY4nVX7uaIZJiM8oD1DBU6o8qfz4DN0ZpQIxak0R2g0V39vTHGiimxmMsF6qJa9QvzP6+U6vvKnTGS5poIsHopzjnSKihZQxCQlmk8MwUQykxWRIZaYaNNV1ZTgLn95lXjNxnXDvb+ot27KNipwAqdwDi5cQgvuoA0eEMjhGV7hzXqyXqx362MxumaVO8fwB9bnD+8Tks8=</latexit><latexit sha1_base64="+IE4LTXqVa0EFz1sz1j6M9MnrU0=">AAAB93icbVBPS8MwHP3Vv3P+WdWjl+AQPI12COpt6MXjBOsGWylpmm5haVqSdDDHPokXDype/Sre/DamWw+6+SDk8d7vR15emHGmtON8W2vrG5tb25Wd6u7e/kHNPjx6VGkuCfVIylPZDbGinAnqaaY57WaS4iTktBOObgu/M6ZSsVQ86ElG/QQPBIsZwdpIgV3rhymP1CQxFxoHzcCuOw1nDrRK3JLUoUQ7sL/6UUryhApNOFaq5zqZ9qdYakY4nVX7uaIZJiM8oD1DBU6o8qfz4DN0ZpQIxak0R2g0V39vTHGiimxmMsF6qJa9QvzP6+U6vvKnTGS5poIsHopzjnSKihZQxCQlmk8MwUQykxWRIZaYaNNV1ZTgLn95lXjNxnXDvb+ot27KNipwAqdwDi5cQgvuoA0eEMjhGV7hzXqyXqx362MxumaVO8fwB9bnD+8Tks8=</latexit><latexit sha1_base64="+IE4LTXqVa0EFz1sz1j6M9MnrU0=">AAAB93icbVBPS8MwHP3Vv3P+WdWjl+AQPI12COpt6MXjBOsGWylpmm5haVqSdDDHPokXDype/Sre/DamWw+6+SDk8d7vR15emHGmtON8W2vrG5tb25Wd6u7e/kHNPjx6VGkuCfVIylPZDbGinAnqaaY57WaS4iTktBOObgu/M6ZSsVQ86ElG/QQPBIsZwdpIgV3rhymP1CQxFxoHzcCuOw1nDrRK3JLUoUQ7sL/6UUryhApNOFaq5zqZ9qdYakY4nVX7uaIZJiM8oD1DBU6o8qfz4DN0ZpQIxak0R2g0V39vTHGiimxmMsF6qJa9QvzP6+U6vvKnTGS5poIsHopzjnSKihZQxCQlmk8MwUQykxWRIZaYaNNV1ZTgLn95lXjNxnXDvb+ot27KNipwAqdwDi5cQgvuoA0eEMjhGV7hzXqyXqx362MxumaVO8fwB9bnD+8Tks8=</latexit><latexit sha1_base64="+IE4LTXqVa0EFz1sz1j6M9MnrU0=">AAAB93icbVBPS8MwHP3Vv3P+WdWjl+AQPI12COpt6MXjBOsGWylpmm5haVqSdDDHPokXDype/Sre/DamWw+6+SDk8d7vR15emHGmtON8W2vrG5tb25Wd6u7e/kHNPjx6VGkuCfVIylPZDbGinAnqaaY57WaS4iTktBOObgu/M6ZSsVQ86ElG/QQPBIsZwdpIgV3rhymP1CQxFxoHzcCuOw1nDrRK3JLUoUQ7sL/6UUryhApNOFaq5zqZ9qdYakY4nVX7uaIZJiM8oD1DBU6o8qfz4DN0ZpQIxak0R2g0V39vTHGiimxmMsF6qJa9QvzP6+U6vvKnTGS5poIsHopzjnSKihZQxCQlmk8MwUQykxWRIZaYaNNV1ZTgLn95lXjNxnXDvb+ot27KNipwAqdwDi5cQgvuoA0eEMjhGV7hzXqyXqx362MxumaVO8fwB9bnD+8Tks8=</latexit>

vK
<latexit sha1_base64="gIqlOOzrBkGuvhgJ+MVKjYhG9v4=">AAAB93icbVBPS8MwHP3Vv3P+WdWjl+AQPI1WBPU29CJ4mWDdYCslTdMtLG1Kkg7m2Cfx4kHFq1/Fm9/GdOtBNx+EPN77/cjLCzPOlHacb2tldW19Y7OyVd3e2d2r2fsHj0rkklCPCC5kJ8SKcpZSTzPNaSeTFCchp+1weFP47RGVion0QY8z6ie4n7KYEayNFNi1Xih4pMaJudAouAvsutNwZkDLxC1JHUq0AvurFwmSJzTVhGOluq6TaX+CpWaE02m1lyuaYTLEfdo1NMUJVf5kFnyKTowSoVhIc1KNZurvjQlOVJHNTCZYD9SiV4j/ed1cx5f+hKVZrmlK5g/FOUdaoKIFFDFJieZjQzCRzGRFZIAlJtp0VTUluItfXibeWeOq4d6f15vXZRsVOIJjOAUXLqAJt9ACDwjk8Ayv8GY9WS/Wu/UxH12xyp1D+APr8wcU7ZLo</latexit><latexit sha1_base64="gIqlOOzrBkGuvhgJ+MVKjYhG9v4=">AAAB93icbVBPS8MwHP3Vv3P+WdWjl+AQPI1WBPU29CJ4mWDdYCslTdMtLG1Kkg7m2Cfx4kHFq1/Fm9/GdOtBNx+EPN77/cjLCzPOlHacb2tldW19Y7OyVd3e2d2r2fsHj0rkklCPCC5kJ8SKcpZSTzPNaSeTFCchp+1weFP47RGVion0QY8z6ie4n7KYEayNFNi1Xih4pMaJudAouAvsutNwZkDLxC1JHUq0AvurFwmSJzTVhGOluq6TaX+CpWaE02m1lyuaYTLEfdo1NMUJVf5kFnyKTowSoVhIc1KNZurvjQlOVJHNTCZYD9SiV4j/ed1cx5f+hKVZrmlK5g/FOUdaoKIFFDFJieZjQzCRzGRFZIAlJtp0VTUluItfXibeWeOq4d6f15vXZRsVOIJjOAUXLqAJt9ACDwjk8Ayv8GY9WS/Wu/UxH12xyp1D+APr8wcU7ZLo</latexit><latexit sha1_base64="gIqlOOzrBkGuvhgJ+MVKjYhG9v4=">AAAB93icbVBPS8MwHP3Vv3P+WdWjl+AQPI1WBPU29CJ4mWDdYCslTdMtLG1Kkg7m2Cfx4kHFq1/Fm9/GdOtBNx+EPN77/cjLCzPOlHacb2tldW19Y7OyVd3e2d2r2fsHj0rkklCPCC5kJ8SKcpZSTzPNaSeTFCchp+1weFP47RGVion0QY8z6ie4n7KYEayNFNi1Xih4pMaJudAouAvsutNwZkDLxC1JHUq0AvurFwmSJzTVhGOluq6TaX+CpWaE02m1lyuaYTLEfdo1NMUJVf5kFnyKTowSoVhIc1KNZurvjQlOVJHNTCZYD9SiV4j/ed1cx5f+hKVZrmlK5g/FOUdaoKIFFDFJieZjQzCRzGRFZIAlJtp0VTUluItfXibeWeOq4d6f15vXZRsVOIJjOAUXLqAJt9ACDwjk8Ayv8GY9WS/Wu/UxH12xyp1D+APr8wcU7ZLo</latexit><latexit sha1_base64="gIqlOOzrBkGuvhgJ+MVKjYhG9v4=">AAAB93icbVBPS8MwHP3Vv3P+WdWjl+AQPI1WBPU29CJ4mWDdYCslTdMtLG1Kkg7m2Cfx4kHFq1/Fm9/GdOtBNx+EPN77/cjLCzPOlHacb2tldW19Y7OyVd3e2d2r2fsHj0rkklCPCC5kJ8SKcpZSTzPNaSeTFCchp+1weFP47RGVion0QY8z6ie4n7KYEayNFNi1Xih4pMaJudAouAvsutNwZkDLxC1JHUq0AvurFwmSJzTVhGOluq6TaX+CpWaE02m1lyuaYTLEfdo1NMUJVf5kFnyKTowSoVhIc1KNZurvjQlOVJHNTCZYD9SiV4j/ed1cx5f+hKVZrmlK5g/FOUdaoKIFFDFJieZjQzCRzGRFZIAlJtp0VTUluItfXibeWeOq4d6f15vXZRsVOIJjOAUXLqAJt9ACDwjk8Ayv8GY9WS/Wu/UxH12xyp1D+APr8wcU7ZLo</latexit>

p(d|✓)
<latexit sha1_base64="idpBhgg0bIskhzqekzHHydbtgwI=">AAACDXicbVC7TsMwFHXKq5RXgJHFoqpUlipBSMBWwcJYJEorNVHlOE5r1XnIvkGqQr+AhV9hYQDEys7G3+C0GUrLkSwfn3OvfO/xEsEVWNaPUVpZXVvfKG9WtrZ3dvfM/YN7FaeSsjaNRSy7HlFM8Ii1gYNg3UQyEnqCdbzRde53HphUPI7uYJwwNySDiAecEtBS36wldceLha/Gob6wjx/x/NuBIQNy0jerVsOaAi8TuyBVVKDVN78dP6ZpyCKggijVs60E3IxI4FSwScVJFUsIHZEB62kakZApN5uuM8E1rfg4iKU+EeCpOt+RkVDl8+nKkMBQLXq5+J/XSyG4cDMeJSmwiM4+ClKBIcZ5NtjnklEQY00IlVzPiumQSEJBJ1jRIdiLKy+T9mnjsmHfnlWbV0UaZXSEjlEd2egcNdENaqE2ougJvaA39G48G6/Gh/E5Ky0ZRc8h+gPj6xcGiZuq</latexit><latexit sha1_base64="idpBhgg0bIskhzqekzHHydbtgwI=">AAACDXicbVC7TsMwFHXKq5RXgJHFoqpUlipBSMBWwcJYJEorNVHlOE5r1XnIvkGqQr+AhV9hYQDEys7G3+C0GUrLkSwfn3OvfO/xEsEVWNaPUVpZXVvfKG9WtrZ3dvfM/YN7FaeSsjaNRSy7HlFM8Ii1gYNg3UQyEnqCdbzRde53HphUPI7uYJwwNySDiAecEtBS36wldceLha/Gob6wjx/x/NuBIQNy0jerVsOaAi8TuyBVVKDVN78dP6ZpyCKggijVs60E3IxI4FSwScVJFUsIHZEB62kakZApN5uuM8E1rfg4iKU+EeCpOt+RkVDl8+nKkMBQLXq5+J/XSyG4cDMeJSmwiM4+ClKBIcZ5NtjnklEQY00IlVzPiumQSEJBJ1jRIdiLKy+T9mnjsmHfnlWbV0UaZXSEjlEd2egcNdENaqE2ougJvaA39G48G6/Gh/E5Ky0ZRc8h+gPj6xcGiZuq</latexit><latexit sha1_base64="idpBhgg0bIskhzqekzHHydbtgwI=">AAACDXicbVC7TsMwFHXKq5RXgJHFoqpUlipBSMBWwcJYJEorNVHlOE5r1XnIvkGqQr+AhV9hYQDEys7G3+C0GUrLkSwfn3OvfO/xEsEVWNaPUVpZXVvfKG9WtrZ3dvfM/YN7FaeSsjaNRSy7HlFM8Ii1gYNg3UQyEnqCdbzRde53HphUPI7uYJwwNySDiAecEtBS36wldceLha/Gob6wjx/x/NuBIQNy0jerVsOaAi8TuyBVVKDVN78dP6ZpyCKggijVs60E3IxI4FSwScVJFUsIHZEB62kakZApN5uuM8E1rfg4iKU+EeCpOt+RkVDl8+nKkMBQLXq5+J/XSyG4cDMeJSmwiM4+ClKBIcZ5NtjnklEQY00IlVzPiumQSEJBJ1jRIdiLKy+T9mnjsmHfnlWbV0UaZXSEjlEd2egcNdENaqE2ougJvaA39G48G6/Gh/E5Ky0ZRc8h+gPj6xcGiZuq</latexit><latexit sha1_base64="idpBhgg0bIskhzqekzHHydbtgwI=">AAACDXicbVC7TsMwFHXKq5RXgJHFoqpUlipBSMBWwcJYJEorNVHlOE5r1XnIvkGqQr+AhV9hYQDEys7G3+C0GUrLkSwfn3OvfO/xEsEVWNaPUVpZXVvfKG9WtrZ3dvfM/YN7FaeSsjaNRSy7HlFM8Ii1gYNg3UQyEnqCdbzRde53HphUPI7uYJwwNySDiAecEtBS36wldceLha/Gob6wjx/x/NuBIQNy0jerVsOaAi8TuyBVVKDVN78dP6ZpyCKggijVs60E3IxI4FSwScVJFUsIHZEB62kakZApN5uuM8E1rfg4iKU+EeCpOt+RkVDl8+nKkMBQLXq5+J/XSyG4cDMeJSmwiM4+ClKBIcZ5NtjnklEQY00IlVzPiumQSEJBJ1jRIdiLKy+T9mnjsmHfnlWbV0UaZXSEjlEd2egcNdENaqE2ougJvaA39G48G6/Gh/E5Ky0ZRc8h+gPj6xcGiZuq</latexit>

q(✓|d)
<latexit sha1_base64="0eZXFw+frfdu4uzSMeXlZ8RUGyo=">AAACDnicbVC7TsMwFHV4lvIKMLJYVKCyVAlCArYKFsYiEVqpjSrHcVqrzgP7BqkK/QMWfoWFARArMxt/g9NmKC1Hsnx0zr269x4vEVyBZf0YC4tLyyurpbXy+sbm1ra5s3un4lRS5tBYxLLlEcUEj5gDHARrJZKR0BOs6Q2ucr/5wKTicXQLw4S5IelFPOCUgJa65tE9rna8WPhqGOoPd6DPgOBHPC36x12zYtWsMfA8sQtSQQUaXfO748c0DVkEVBCl2raVgJsRCZwKNip3UsUSQgekx9qaRiRkys3G94zwoVZ8HMRSvwjwWJ3uyEio8tV0ZUigr2a9XPzPa6cQnLsZj5IUWEQng4JUYIhxHg72uWQUxFATQiXXu2LaJ5JQ0BGWdQj27MnzxDmpXdTsm9NK/bJIo4T20QGqIhudoTq6Rg3kIIqe0At6Q+/Gs/FqfBifk9IFo+jZQ39gfP0CZoyb1Q==</latexit><latexit sha1_base64="0eZXFw+frfdu4uzSMeXlZ8RUGyo=">AAACDnicbVC7TsMwFHV4lvIKMLJYVKCyVAlCArYKFsYiEVqpjSrHcVqrzgP7BqkK/QMWfoWFARArMxt/g9NmKC1Hsnx0zr269x4vEVyBZf0YC4tLyyurpbXy+sbm1ra5s3un4lRS5tBYxLLlEcUEj5gDHARrJZKR0BOs6Q2ucr/5wKTicXQLw4S5IelFPOCUgJa65tE9rna8WPhqGOoPd6DPgOBHPC36x12zYtWsMfA8sQtSQQUaXfO748c0DVkEVBCl2raVgJsRCZwKNip3UsUSQgekx9qaRiRkys3G94zwoVZ8HMRSvwjwWJ3uyEio8tV0ZUigr2a9XPzPa6cQnLsZj5IUWEQng4JUYIhxHg72uWQUxFATQiXXu2LaJ5JQ0BGWdQj27MnzxDmpXdTsm9NK/bJIo4T20QGqIhudoTq6Rg3kIIqe0At6Q+/Gs/FqfBifk9IFo+jZQ39gfP0CZoyb1Q==</latexit><latexit sha1_base64="0eZXFw+frfdu4uzSMeXlZ8RUGyo=">AAACDnicbVC7TsMwFHV4lvIKMLJYVKCyVAlCArYKFsYiEVqpjSrHcVqrzgP7BqkK/QMWfoWFARArMxt/g9NmKC1Hsnx0zr269x4vEVyBZf0YC4tLyyurpbXy+sbm1ra5s3un4lRS5tBYxLLlEcUEj5gDHARrJZKR0BOs6Q2ucr/5wKTicXQLw4S5IelFPOCUgJa65tE9rna8WPhqGOoPd6DPgOBHPC36x12zYtWsMfA8sQtSQQUaXfO748c0DVkEVBCl2raVgJsRCZwKNip3UsUSQgekx9qaRiRkys3G94zwoVZ8HMRSvwjwWJ3uyEio8tV0ZUigr2a9XPzPa6cQnLsZj5IUWEQng4JUYIhxHg72uWQUxFATQiXXu2LaJ5JQ0BGWdQj27MnzxDmpXdTsm9NK/bJIo4T20QGqIhudoTq6Rg3kIIqe0At6Q+/Gs/FqfBifk9IFo+jZQ39gfP0CZoyb1Q==</latexit><latexit sha1_base64="0eZXFw+frfdu4uzSMeXlZ8RUGyo=">AAACDnicbVC7TsMwFHV4lvIKMLJYVKCyVAlCArYKFsYiEVqpjSrHcVqrzgP7BqkK/QMWfoWFARArMxt/g9NmKC1Hsnx0zr269x4vEVyBZf0YC4tLyyurpbXy+sbm1ra5s3un4lRS5tBYxLLlEcUEj5gDHARrJZKR0BOs6Q2ucr/5wKTicXQLw4S5IelFPOCUgJa65tE9rna8WPhqGOoPd6DPgOBHPC36x12zYtWsMfA8sQtSQQUaXfO748c0DVkEVBCl2raVgJsRCZwKNip3UsUSQgekx9qaRiRkys3G94zwoVZ8HMRSvwjwWJ3uyEio8tV0ZUigr2a9XPzPa6cQnLsZj5IUWEQng4JUYIhxHg72uWQUxFATQiXXu2LaJ5JQ0BGWdQj27MnzxDmpXdTsm9NK/bJIo4T20QGqIhudoTq6Rg3kIIqe0At6Q+/Gs/FqfBifk9IFo+jZQ39gfP0CZoyb1Q==</latexit>

Householder Flow

⇡
<latexit sha1_base64="8N/IQbOFaunn9A9UNgPvrjNgVJ8=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wO1jLSNN3C0qYkqTDLPokXDype/Sre/DamWw+6+SDk8d7vR15emHGmtON8W7WV1bX1jfpmY2t7Z7dp7+3fK5FLQj0iuJC9ECvKWUo9zTSnvUxSnIScPoTj69J/eKRSMZHe6UlGgwQPUxYzgrWRBnbTDwWP1CQxF/IzNrBbTtuZAS0TtyItqNAd2F9+JEie0FQTjpXqu06mgwJLzQin04afK5phMsZD2jc0xQlVQTELPkXHRolQLKQ5qUYz9fdGgRNVZjOTCdYjteiV4n9eP9fxRVCwNMs1Tcn8oTjnSAtUtoAiJinRfGIIJpKZrIiMsMREm64apgR38cvLxDttX7bd27NW56pqow6HcAQn4MI5dOAGuuABgRye4RXerCfrxXq3PuajNavaOYA/sD5/ADSJkv0=</latexit><latexit sha1_base64="8N/IQbOFaunn9A9UNgPvrjNgVJ8=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wO1jLSNN3C0qYkqTDLPokXDype/Sre/DamWw+6+SDk8d7vR15emHGmtON8W7WV1bX1jfpmY2t7Z7dp7+3fK5FLQj0iuJC9ECvKWUo9zTSnvUxSnIScPoTj69J/eKRSMZHe6UlGgwQPUxYzgrWRBnbTDwWP1CQxF/IzNrBbTtuZAS0TtyItqNAd2F9+JEie0FQTjpXqu06mgwJLzQin04afK5phMsZD2jc0xQlVQTELPkXHRolQLKQ5qUYz9fdGgRNVZjOTCdYjteiV4n9eP9fxRVCwNMs1Tcn8oTjnSAtUtoAiJinRfGIIJpKZrIiMsMREm64apgR38cvLxDttX7bd27NW56pqow6HcAQn4MI5dOAGuuABgRye4RXerCfrxXq3PuajNavaOYA/sD5/ADSJkv0=</latexit><latexit sha1_base64="8N/IQbOFaunn9A9UNgPvrjNgVJ8=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wO1jLSNN3C0qYkqTDLPokXDype/Sre/DamWw+6+SDk8d7vR15emHGmtON8W7WV1bX1jfpmY2t7Z7dp7+3fK5FLQj0iuJC9ECvKWUo9zTSnvUxSnIScPoTj69J/eKRSMZHe6UlGgwQPUxYzgrWRBnbTDwWP1CQxF/IzNrBbTtuZAS0TtyItqNAd2F9+JEie0FQTjpXqu06mgwJLzQin04afK5phMsZD2jc0xQlVQTELPkXHRolQLKQ5qUYz9fdGgRNVZjOTCdYjteiV4n9eP9fxRVCwNMs1Tcn8oTjnSAtUtoAiJinRfGIIJpKZrIiMsMREm64apgR38cvLxDttX7bd27NW56pqow6HcAQn4MI5dOAGuuABgRye4RXerCfrxXq3PuajNavaOYA/sD5/ADSJkv0=</latexit><latexit sha1_base64="8N/IQbOFaunn9A9UNgPvrjNgVJ8=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wO1jLSNN3C0qYkqTDLPokXDype/Sre/DamWw+6+SDk8d7vR15emHGmtON8W7WV1bX1jfpmY2t7Z7dp7+3fK5FLQj0iuJC9ECvKWUo9zTSnvUxSnIScPoTj69J/eKRSMZHe6UlGgwQPUxYzgrWRBnbTDwWP1CQxF/IzNrBbTtuZAS0TtyItqNAd2F9+JEie0FQTjpXqu06mgwJLzQin04afK5phMsZD2jc0xQlVQTELPkXHRolQLKQ5qUYz9fdGgRNVZjOTCdYjteiV4n9eP9fxRVCwNMs1Tcn8oTjnSAtUtoAiJinRfGIIJpKZrIiMsMREm64apgR38cvLxDttX7bd27NW56pqow6HcAQn4MI5dOAGuuABgRye4RXerCfrxXq3PuajNavaOYA/sD5/ADSJkv0=</latexit>
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(a) The scheme of our method.

Encoder

x0
<latexit sha1_base64="WSTsQoOpjL3bSL2IG0AMBSDfk7I=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsTsQS+hu8eFDx6h/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88mCTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXJtRKLucZzyIKYDJSLBKFrJf+rl7qRXrbl1dwayTLyC1KBAs1f96vYTlsVcIZPUmI7nphjkVKNgkk8q3czwlLIRHfCOpYrG3AT57NgJObFKn0SJtqWQzNTfEzmNjRnHoe2MKQ7NojcV//M6GUaXQS5UmiFXbL4oyiTBhEw/J32hOUM5toQyLeythA2ppgxtPhUbgrf48jLxz+pXde/uvNa4LtIowxEcwyl4cAENuIUm+MBAwDO8wpujnBfn3fmYt5acYuYQ/sD5/AE7nI5/</latexit><latexit sha1_base64="WSTsQoOpjL3bSL2IG0AMBSDfk7I=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsTsQS+hu8eFDx6h/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88mCTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXJtRKLucZzyIKYDJSLBKFrJf+rl7qRXrbl1dwayTLyC1KBAs1f96vYTlsVcIZPUmI7nphjkVKNgkk8q3czwlLIRHfCOpYrG3AT57NgJObFKn0SJtqWQzNTfEzmNjRnHoe2MKQ7NojcV//M6GUaXQS5UmiFXbL4oyiTBhEw/J32hOUM5toQyLeythA2ppgxtPhUbgrf48jLxz+pXde/uvNa4LtIowxEcwyl4cAENuIUm+MBAwDO8wpujnBfn3fmYt5acYuYQ/sD5/AE7nI5/</latexit><latexit sha1_base64="WSTsQoOpjL3bSL2IG0AMBSDfk7I=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsTsQS+hu8eFDx6h/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88mCTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXJtRKLucZzyIKYDJSLBKFrJf+rl7qRXrbl1dwayTLyC1KBAs1f96vYTlsVcIZPUmI7nphjkVKNgkk8q3czwlLIRHfCOpYrG3AT57NgJObFKn0SJtqWQzNTfEzmNjRnHoe2MKQ7NojcV//M6GUaXQS5UmiFXbL4oyiTBhEw/J32hOUM5toQyLeythA2ppgxtPhUbgrf48jLxz+pXde/uvNa4LtIowxEcwyl4cAENuIUm+MBAwDO8wpujnBfn3fmYt5acYuYQ/sD5/AE7nI5/</latexit><latexit sha1_base64="WSTsQoOpjL3bSL2IG0AMBSDfk7I=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsTsQS+hu8eFDx6h/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88mCTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXJtRKLucZzyIKYDJSLBKFrJf+rl7qRXrbl1dwayTLyC1KBAs1f96vYTlsVcIZPUmI7nphjkVKNgkk8q3czwlLIRHfCOpYrG3AT57NgJObFKn0SJtqWQzNTfEzmNjRnHoe2MKQ7NojcV//M6GUaXQS5UmiFXbL4oyiTBhEw/J32hOUM5toQyLeythA2ppgxtPhUbgrf48jLxz+pXde/uvNa4LtIowxEcwyl4cAENuIUm+MBAwDO8wpujnBfn3fmYt5acYuYQ/sD5/AE7nI5/</latexit>

x1
<latexit sha1_base64="Y25RG+R1TcYqcShT+onWYYQeJcE=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvtpF262YTdjVhCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vYfdJIphj5LRKJaIdUouETfcCOwlSqkcSiwGQ6vJ37zEZXmibw3oxSDmPYljzijxkp3T12vW6m6NXcKski8glShQKNb+er0EpbFKA0TVOu256YmyKkynAkclzuZxpSyIe1j21JJY9RBPj11TI6t0iNRomxJQ6bq74mcxlqP4tB2xtQM9Lw3Ef/z2pmJLoKcyzQzKNlsUZQJYhIy+Zv0uEJmxMgSyhS3txI2oIoyY9Mp2xC8+ZcXiX9au6x5t2fV+lWRRgkO4QhOwINzqMMNNMAHBn14hld4c4Tz4rw7H7PWJaeYOYA/cD5/AHl1jXQ=</latexit><latexit sha1_base64="Y25RG+R1TcYqcShT+onWYYQeJcE=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvtpF262YTdjVhCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vYfdJIphj5LRKJaIdUouETfcCOwlSqkcSiwGQ6vJ37zEZXmibw3oxSDmPYljzijxkp3T12vW6m6NXcKski8glShQKNb+er0EpbFKA0TVOu256YmyKkynAkclzuZxpSyIe1j21JJY9RBPj11TI6t0iNRomxJQ6bq74mcxlqP4tB2xtQM9Lw3Ef/z2pmJLoKcyzQzKNlsUZQJYhIy+Zv0uEJmxMgSyhS3txI2oIoyY9Mp2xC8+ZcXiX9au6x5t2fV+lWRRgkO4QhOwINzqMMNNMAHBn14hld4c4Tz4rw7H7PWJaeYOYA/cD5/AHl1jXQ=</latexit><latexit sha1_base64="Y25RG+R1TcYqcShT+onWYYQeJcE=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvtpF262YTdjVhCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vYfdJIphj5LRKJaIdUouETfcCOwlSqkcSiwGQ6vJ37zEZXmibw3oxSDmPYljzijxkp3T12vW6m6NXcKski8glShQKNb+er0EpbFKA0TVOu256YmyKkynAkclzuZxpSyIe1j21JJY9RBPj11TI6t0iNRomxJQ6bq74mcxlqP4tB2xtQM9Lw3Ef/z2pmJLoKcyzQzKNlsUZQJYhIy+Zv0uEJmxMgSyhS3txI2oIoyY9Mp2xC8+ZcXiX9au6x5t2fV+lWRRgkO4QhOwINzqMMNNMAHBn14hld4c4Tz4rw7H7PWJaeYOYA/cD5/AHl1jXQ=</latexit><latexit sha1_base64="Y25RG+R1TcYqcShT+onWYYQeJcE=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWNFYwttKJvtpF262YTdjVhCf4IXDype/Ufe/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vYfdJIphj5LRKJaIdUouETfcCOwlSqkcSiwGQ6vJ37zEZXmibw3oxSDmPYljzijxkp3T12vW6m6NXcKski8glShQKNb+er0EpbFKA0TVOu256YmyKkynAkclzuZxpSyIe1j21JJY9RBPj11TI6t0iNRomxJQ6bq74mcxlqP4tB2xtQM9Lw3Ef/z2pmJLoKcyzQzKNlsUZQJYhIy+Zv0uEJmxMgSyhS3txI2oIoyY9Mp2xC8+ZcXiX9au6x5t2fV+lWRRgkO4QhOwINzqMMNNMAHBn14hld4c4Tz4rw7H7PWJaeYOYA/cD5/AHl1jXQ=</latexit>

xN
<latexit sha1_base64="Wx+RJUeikjNu44xiqxC2DvcDj8o=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxZNUMLbQhrLZbtqlm03YnYgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/naXlldW19dJGeXNre2e3srf/YJJMM+6zRCa6FVLDpVDcR4GSt1LNaRxK3gyH1xO/+ci1EYm6x1HKg5j2lYgEo2gl/6mb3467lapbc6cgi8QrSBUKNLqVr04vYVnMFTJJjWl7bopBTjUKJvm43MkMTykb0j5vW6pozE2QT48dk2Or9EiUaFsKyVT9PZHT2JhRHNrOmOLAzHsT8T+vnWF0EeRCpRlyxWaLokwSTMjkc9ITmjOUI0so08LeStiAasrQ5lO2IXjzLy8S/7R2WfPuzqr1qyKNEhzCEZyAB+dQhxtogA8MBDzDK7w5ynlx3p2PWeuSU8wcwB84nz9pFI6d</latexit><latexit sha1_base64="Wx+RJUeikjNu44xiqxC2DvcDj8o=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxZNUMLbQhrLZbtqlm03YnYgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/naXlldW19dJGeXNre2e3srf/YJJMM+6zRCa6FVLDpVDcR4GSt1LNaRxK3gyH1xO/+ci1EYm6x1HKg5j2lYgEo2gl/6mb3467lapbc6cgi8QrSBUKNLqVr04vYVnMFTJJjWl7bopBTjUKJvm43MkMTykb0j5vW6pozE2QT48dk2Or9EiUaFsKyVT9PZHT2JhRHNrOmOLAzHsT8T+vnWF0EeRCpRlyxWaLokwSTMjkc9ITmjOUI0so08LeStiAasrQ5lO2IXjzLy8S/7R2WfPuzqr1qyKNEhzCEZyAB+dQhxtogA8MBDzDK7w5ynlx3p2PWeuSU8wcwB84nz9pFI6d</latexit><latexit sha1_base64="Wx+RJUeikjNu44xiqxC2DvcDj8o=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxZNUMLbQhrLZbtqlm03YnYgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/naXlldW19dJGeXNre2e3srf/YJJMM+6zRCa6FVLDpVDcR4GSt1LNaRxK3gyH1xO/+ci1EYm6x1HKg5j2lYgEo2gl/6mb3467lapbc6cgi8QrSBUKNLqVr04vYVnMFTJJjWl7bopBTjUKJvm43MkMTykb0j5vW6pozE2QT48dk2Or9EiUaFsKyVT9PZHT2JhRHNrOmOLAzHsT8T+vnWF0EeRCpRlyxWaLokwSTMjkc9ITmjOUI0so08LeStiAasrQ5lO2IXjzLy8S/7R2WfPuzqr1qyKNEhzCEZyAB+dQhxtogA8MBDzDK7w5ynlx3p2PWeuSU8wcwB84nz9pFI6d</latexit><latexit sha1_base64="Wx+RJUeikjNu44xiqxC2DvcDj8o=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxZNUMLbQhrLZbtqlm03YnYgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/naXlldW19dJGeXNre2e3srf/YJJMM+6zRCa6FVLDpVDcR4GSt1LNaRxK3gyH1xO/+ci1EYm6x1HKg5j2lYgEo2gl/6mb3467lapbc6cgi8QrSBUKNLqVr04vYVnMFTJJjWl7bopBTjUKJvm43MkMTykb0j5vW6pozE2QT48dk2Or9EiUaFsKyVT9PZHT2JhRHNrOmOLAzHsT8T+vnWF0EeRCpRlyxWaLokwSTMjkc9ITmjOUI0so08LeStiAasrQ5lO2IXjzLy8S/7R2WfPuzqr1qyKNEhzCEZyAB+dQhxtogA8MBDzDK7w5ynlx3p2PWeuSU8wcwB84nz9pFI6d</latexit>

Decoder
GRU

GRU

GRU

y2
<latexit sha1_base64="nr6NaOHAtWZ4PoYe/PY+yJQc8f4=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KkkR1FvRi8eKxhbaUDbbTbt0swm7E6GE/gQvHlS8+o+8+W/ctjlo64OBx3szzMwLUykMuu63s7K6tr6xWdoqb+/s7u1XDg4fTZJpxn2WyES3Q2q4FIr7KFDydqo5jUPJW+HoZuq3nrg2IlEPOE55ENOBEpFgFK10P+7Ve5WqW3NnIMvEK0gVCjR7la9uP2FZzBUySY3peG6KQU41Cib5pNzNDE8pG9EB71iqaMxNkM9OnZBTq/RJlGhbCslM/T2R09iYcRzazpji0Cx6U/E/r5NhdBnkQqUZcsXmi6JMEkzI9G/SF5ozlGNLKNPC3krYkGrK0KZTtiF4iy8vE79eu6p5d+fVxnWRRgmO4QTOwIMLaMAtNMEHBgN4hld4c6Tz4rw7H/PWFaeYOYI/cD5/AHx9jXY=</latexit><latexit sha1_base64="nr6NaOHAtWZ4PoYe/PY+yJQc8f4=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KkkR1FvRi8eKxhbaUDbbTbt0swm7E6GE/gQvHlS8+o+8+W/ctjlo64OBx3szzMwLUykMuu63s7K6tr6xWdoqb+/s7u1XDg4fTZJpxn2WyES3Q2q4FIr7KFDydqo5jUPJW+HoZuq3nrg2IlEPOE55ENOBEpFgFK10P+7Ve5WqW3NnIMvEK0gVCjR7la9uP2FZzBUySY3peG6KQU41Cib5pNzNDE8pG9EB71iqaMxNkM9OnZBTq/RJlGhbCslM/T2R09iYcRzazpji0Cx6U/E/r5NhdBnkQqUZcsXmi6JMEkzI9G/SF5ozlGNLKNPC3krYkGrK0KZTtiF4iy8vE79eu6p5d+fVxnWRRgmO4QTOwIMLaMAtNMEHBgN4hld4c6Tz4rw7H/PWFaeYOYI/cD5/AHx9jXY=</latexit><latexit sha1_base64="nr6NaOHAtWZ4PoYe/PY+yJQc8f4=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KkkR1FvRi8eKxhbaUDbbTbt0swm7E6GE/gQvHlS8+o+8+W/ctjlo64OBx3szzMwLUykMuu63s7K6tr6xWdoqb+/s7u1XDg4fTZJpxn2WyES3Q2q4FIr7KFDydqo5jUPJW+HoZuq3nrg2IlEPOE55ENOBEpFgFK10P+7Ve5WqW3NnIMvEK0gVCjR7la9uP2FZzBUySY3peG6KQU41Cib5pNzNDE8pG9EB71iqaMxNkM9OnZBTq/RJlGhbCslM/T2R09iYcRzazpji0Cx6U/E/r5NhdBnkQqUZcsXmi6JMEkzI9G/SF5ozlGNLKNPC3krYkGrK0KZTtiF4iy8vE79eu6p5d+fVxnWRRgmO4QTOwIMLaMAtNMEHBgN4hld4c6Tz4rw7H/PWFaeYOYI/cD5/AHx9jXY=</latexit><latexit sha1_base64="nr6NaOHAtWZ4PoYe/PY+yJQc8f4=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4KkkR1FvRi8eKxhbaUDbbTbt0swm7E6GE/gQvHlS8+o+8+W/ctjlo64OBx3szzMwLUykMuu63s7K6tr6xWdoqb+/s7u1XDg4fTZJpxn2WyES3Q2q4FIr7KFDydqo5jUPJW+HoZuq3nrg2IlEPOE55ENOBEpFgFK10P+7Ve5WqW3NnIMvEK0gVCjR7la9uP2FZzBUySY3peG6KQU41Cib5pNzNDE8pG9EB71iqaMxNkM9OnZBTq/RJlGhbCslM/T2R09iYcRzazpji0Cx6U/E/r5NhdBnkQqUZcsXmi6JMEkzI9G/SF5ozlGNLKNPC3krYkGrK0KZTtiF4iy8vE79eu6p5d+fVxnWRRgmO4QTOwIMLaMAtNMEHBgN4hld4c6Tz4rw7H/PWFaeYOYI/cD5/AHx9jXY=</latexit>

yM
<latexit sha1_base64="R2YANiRTZ/qu1LIEVTmqFWbxVyA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FL16EisYW2lA220m7dLMJuxuhhP4ELx5UvPqPvPlv3LY5aPXBwOO9GWbmhang2rjul1NaWl5ZXSuvVzY2t7Z3qrt7DzrJFEOfJSJR7ZBqFFyib7gR2E4V0jgU2ApHV1O/9YhK80Tem3GKQUwHkkecUWOlu3HvpletuXV3BvKXeAWpQYFmr/rZ7Scsi1EaJqjWHc9NTZBTZTgTOKl0M40pZSM6wI6lksaog3x26oQcWaVPokTZkobM1J8TOY21Hseh7YypGepFbyr+53UyE50HOZdpZlCy+aIoE8QkZPo36XOFzIixJZQpbm8lbEgVZcamU7EheIsv/yX+Sf2i7t2e1hqXRRplOIBDOAYPzqAB19AEHxgM4Ale4NURzrPz5rzPW0tOMbMPv+B8fAOlTo2R</latexit><latexit sha1_base64="R2YANiRTZ/qu1LIEVTmqFWbxVyA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FL16EisYW2lA220m7dLMJuxuhhP4ELx5UvPqPvPlv3LY5aPXBwOO9GWbmhang2rjul1NaWl5ZXSuvVzY2t7Z3qrt7DzrJFEOfJSJR7ZBqFFyib7gR2E4V0jgU2ApHV1O/9YhK80Tem3GKQUwHkkecUWOlu3HvpletuXV3BvKXeAWpQYFmr/rZ7Scsi1EaJqjWHc9NTZBTZTgTOKl0M40pZSM6wI6lksaog3x26oQcWaVPokTZkobM1J8TOY21Hseh7YypGepFbyr+53UyE50HOZdpZlCy+aIoE8QkZPo36XOFzIixJZQpbm8lbEgVZcamU7EheIsv/yX+Sf2i7t2e1hqXRRplOIBDOAYPzqAB19AEHxgM4Ale4NURzrPz5rzPW0tOMbMPv+B8fAOlTo2R</latexit><latexit sha1_base64="R2YANiRTZ/qu1LIEVTmqFWbxVyA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FL16EisYW2lA220m7dLMJuxuhhP4ELx5UvPqPvPlv3LY5aPXBwOO9GWbmhang2rjul1NaWl5ZXSuvVzY2t7Z3qrt7DzrJFEOfJSJR7ZBqFFyib7gR2E4V0jgU2ApHV1O/9YhK80Tem3GKQUwHkkecUWOlu3HvpletuXV3BvKXeAWpQYFmr/rZ7Scsi1EaJqjWHc9NTZBTZTgTOKl0M40pZSM6wI6lksaog3x26oQcWaVPokTZkobM1J8TOY21Hseh7YypGepFbyr+53UyE50HOZdpZlCy+aIoE8QkZPo36XOFzIixJZQpbm8lbEgVZcamU7EheIsv/yX+Sf2i7t2e1hqXRRplOIBDOAYPzqAB19AEHxgM4Ale4NURzrPz5rzPW0tOMbMPv+B8fAOlTo2R</latexit><latexit sha1_base64="R2YANiRTZ/qu1LIEVTmqFWbxVyA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FL16EisYW2lA220m7dLMJuxuhhP4ELx5UvPqPvPlv3LY5aPXBwOO9GWbmhang2rjul1NaWl5ZXSuvVzY2t7Z3qrt7DzrJFEOfJSJR7ZBqFFyib7gR2E4V0jgU2ApHV1O/9YhK80Tem3GKQUwHkkecUWOlu3HvpletuXV3BvKXeAWpQYFmr/rZ7Scsi1EaJqjWHc9NTZBTZTgTOKl0M40pZSM6wI6lksaog3x26oQcWaVPokTZkobM1J8TOY21Hseh7YypGepFbyr+53UyE50HOZdpZlCy+aIoE8QkZPo36XOFzIixJZQpbm8lbEgVZcamU7EheIsv/yX+Sf2i7t2e1hqXRRplOIBDOAYPzqAB19AEHxgM4Ale4NURzrPz5rzPW0tOMbMPv+B8fAOlTo2R</latexit>

z0
<latexit sha1_base64="Y1bbwV2pFQWpA/EELDrX3/o6TyQ=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSOIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/IhktE=</latexit><latexit sha1_base64="Y1bbwV2pFQWpA/EELDrX3/o6TyQ=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSOIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/IhktE=</latexit><latexit sha1_base64="Y1bbwV2pFQWpA/EELDrX3/o6TyQ=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSOIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/IhktE=</latexit><latexit sha1_base64="Y1bbwV2pFQWpA/EELDrX3/o6TyQ=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSOIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/IhktE=</latexit>

z1
<latexit sha1_base64="jO25FijPwOO/lyVm1CvRyTQWwPc=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSuIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/OkktI=</latexit><latexit sha1_base64="jO25FijPwOO/lyVm1CvRyTQWwPc=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSuIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/OkktI=</latexit><latexit sha1_base64="jO25FijPwOO/lyVm1CvRyTQWwPc=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSuIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/OkktI=</latexit><latexit sha1_base64="jO25FijPwOO/lyVm1CvRyTQWwPc=">AAAB93icbVBPS8MwHP11/pvzz6oevQSH4Gm0Iqi3oRePE6wbbKWkabqFpWlJUmEb+yRePKh49at489uYbj3o5oOQx3u/H3l5YcaZ0o7zbVXW1jc2t6rbtZ3dvf26fXD4qNJcEuqRlKeyG2JFORPU00xz2s0kxUnIaScc3RZ+54lKxVLxoMcZ9RM8ECxmBGsjBXa9H6Y8UuPEXGgSuIHdcJrOHGiVuCVpQIl2YH/1o5TkCRWacKxUz3Uy7U+x1IxwOqv1c0UzTEZ4QHuGCpxQ5U/nwWfo1CgRilNpjtBorv7emOJEFdnMZIL1UC17hfif18t1fOVPmchyTQVZPBTnHOkUFS2giElKNB8bgolkJisiQywx0aarminBXf7yKvHOm9dN9/6i0bop26jCMZzAGbhwCS24gzZ4QCCHZ3iFN2tivVjv1sditGKVO0fwB9bnD/OkktI=</latexit>

zK�1
<latexit sha1_base64="Y/C32pNahBwahObgcWVnDh/VMRY=">AAAB+3icbVBPS8MwHE3nvzn/TXf0EhyCF0crgnobehG8TLBusJWSpukWliYlSYVa5lfx4kHFq1/Em9/GdOtBNx+EPN77/cjLCxJGlbbtb6uytLyyulZdr21sbm3v1Hf37pVIJSYuFkzIXoAUYZQTV1PNSC+RBMUBI91gfFX43QciFRX8TmcJ8WI05DSiGGkj+fXGIBAsVFlsLvjo5zfHzsSvN+2WPQVcJE5JmqBEx69/DUKB05hwjRlSqu/YifZyJDXFjExqg1SRBOExGpK+oRzFRHn5NPwEHholhJGQ5nANp+rvjRzFqshnJmOkR2reK8T/vH6qo3MvpzxJNeF49lCUMqgFLJqAIZUEa5YZgrCkJivEIyQR1qavminBmf/yInFPWhct5/a02b4s26iCfXAAjoADzkAbXIMOcAEGGXgGr+DNerJerHfrYzZascqdBvgD6/MHzi2Uag==</latexit><latexit sha1_base64="Y/C32pNahBwahObgcWVnDh/VMRY=">AAAB+3icbVBPS8MwHE3nvzn/TXf0EhyCF0crgnobehG8TLBusJWSpukWliYlSYVa5lfx4kHFq1/Em9/GdOtBNx+EPN77/cjLCxJGlbbtb6uytLyyulZdr21sbm3v1Hf37pVIJSYuFkzIXoAUYZQTV1PNSC+RBMUBI91gfFX43QciFRX8TmcJ8WI05DSiGGkj+fXGIBAsVFlsLvjo5zfHzsSvN+2WPQVcJE5JmqBEx69/DUKB05hwjRlSqu/YifZyJDXFjExqg1SRBOExGpK+oRzFRHn5NPwEHholhJGQ5nANp+rvjRzFqshnJmOkR2reK8T/vH6qo3MvpzxJNeF49lCUMqgFLJqAIZUEa5YZgrCkJivEIyQR1qavminBmf/yInFPWhct5/a02b4s26iCfXAAjoADzkAbXIMOcAEGGXgGr+DNerJerHfrYzZascqdBvgD6/MHzi2Uag==</latexit><latexit sha1_base64="Y/C32pNahBwahObgcWVnDh/VMRY=">AAAB+3icbVBPS8MwHE3nvzn/TXf0EhyCF0crgnobehG8TLBusJWSpukWliYlSYVa5lfx4kHFq1/Em9/GdOtBNx+EPN77/cjLCxJGlbbtb6uytLyyulZdr21sbm3v1Hf37pVIJSYuFkzIXoAUYZQTV1PNSC+RBMUBI91gfFX43QciFRX8TmcJ8WI05DSiGGkj+fXGIBAsVFlsLvjo5zfHzsSvN+2WPQVcJE5JmqBEx69/DUKB05hwjRlSqu/YifZyJDXFjExqg1SRBOExGpK+oRzFRHn5NPwEHholhJGQ5nANp+rvjRzFqshnJmOkR2reK8T/vH6qo3MvpzxJNeF49lCUMqgFLJqAIZUEa5YZgrCkJivEIyQR1qavminBmf/yInFPWhct5/a02b4s26iCfXAAjoADzkAbXIMOcAEGGXgGr+DNerJerHfrYzZascqdBvgD6/MHzi2Uag==</latexit><latexit sha1_base64="Y/C32pNahBwahObgcWVnDh/VMRY=">AAAB+3icbVBPS8MwHE3nvzn/TXf0EhyCF0crgnobehG8TLBusJWSpukWliYlSYVa5lfx4kHFq1/Em9/GdOtBNx+EPN77/cjLCxJGlbbtb6uytLyyulZdr21sbm3v1Hf37pVIJSYuFkzIXoAUYZQTV1PNSC+RBMUBI91gfFX43QciFRX8TmcJ8WI05DSiGGkj+fXGIBAsVFlsLvjo5zfHzsSvN+2WPQVcJE5JmqBEx69/DUKB05hwjRlSqu/YifZyJDXFjExqg1SRBOExGpK+oRzFRHn5NPwEHholhJGQ5nANp+rvjRzFqshnJmOkR2reK8T/vH6qo3MvpzxJNeF49lCUMqgFLJqAIZUEa5YZgrCkJivEIyQR1qavminBmf/yInFPWhct5/a02b4s26iCfXAAjoADzkAbXIMOcAEGGXgGr+DNerJerHfrYzZascqdBvgD6/MHzi2Uag==</latexit>

zK
<latexit sha1_base64="nUTd1VeURH8KNG6ZFTY7nkGSoj4=">AAAB+XicbVBPS8MwHE3nvzn/dXr0EhyCp9GKoN6GXgQvE6wbbKWkabqFpUlJUmXWfRQvHlS8+k28+W1Mtx5080HI473fj7y8MGVUacf5tipLyyura9X12sbm1vaOXd+9UyKTmHhYMCG7IVKEUU48TTUj3VQSlISMdMLRZeF37olUVPBbPU6Jn6ABpzHFSBspsOv9ULBIjRNzwccgv54EdsNpOlPAReKWpAFKtAP7qx8JnCWEa8yQUj3XSbWfI6kpZmRS62eKpAiP0ID0DOUoIcrPp9En8NAoEYyFNIdrOFV/b+QoUUU6M5kgPVTzXiH+5/UyHZ/5OeVppgnHs4fijEEtYNEDjKgkWLOxIQhLarJCPEQSYW3aqpkS3PkvLxLvuHnedG9OGq2Lso0q2AcH4Ai44BS0wBVoAw9g8ACewSt4s56sF+vd+piNVqxyZw/8gfX5A+iPk/g=</latexit><latexit sha1_base64="nUTd1VeURH8KNG6ZFTY7nkGSoj4=">AAAB+XicbVBPS8MwHE3nvzn/dXr0EhyCp9GKoN6GXgQvE6wbbKWkabqFpUlJUmXWfRQvHlS8+k28+W1Mtx5080HI473fj7y8MGVUacf5tipLyyura9X12sbm1vaOXd+9UyKTmHhYMCG7IVKEUU48TTUj3VQSlISMdMLRZeF37olUVPBbPU6Jn6ABpzHFSBspsOv9ULBIjRNzwccgv54EdsNpOlPAReKWpAFKtAP7qx8JnCWEa8yQUj3XSbWfI6kpZmRS62eKpAiP0ID0DOUoIcrPp9En8NAoEYyFNIdrOFV/b+QoUUU6M5kgPVTzXiH+5/UyHZ/5OeVppgnHs4fijEEtYNEDjKgkWLOxIQhLarJCPEQSYW3aqpkS3PkvLxLvuHnedG9OGq2Lso0q2AcH4Ai44BS0wBVoAw9g8ACewSt4s56sF+vd+piNVqxyZw/8gfX5A+iPk/g=</latexit><latexit sha1_base64="nUTd1VeURH8KNG6ZFTY7nkGSoj4=">AAAB+XicbVBPS8MwHE3nvzn/dXr0EhyCp9GKoN6GXgQvE6wbbKWkabqFpUlJUmXWfRQvHlS8+k28+W1Mtx5080HI473fj7y8MGVUacf5tipLyyura9X12sbm1vaOXd+9UyKTmHhYMCG7IVKEUU48TTUj3VQSlISMdMLRZeF37olUVPBbPU6Jn6ABpzHFSBspsOv9ULBIjRNzwccgv54EdsNpOlPAReKWpAFKtAP7qx8JnCWEa8yQUj3XSbWfI6kpZmRS62eKpAiP0ID0DOUoIcrPp9En8NAoEYyFNIdrOFV/b+QoUUU6M5kgPVTzXiH+5/UyHZ/5OeVppgnHs4fijEEtYNEDjKgkWLOxIQhLarJCPEQSYW3aqpkS3PkvLxLvuHnedG9OGq2Lso0q2AcH4Ai44BS0wBVoAw9g8ACewSt4s56sF+vd+piNVqxyZw/8gfX5A+iPk/g=</latexit><latexit sha1_base64="nUTd1VeURH8KNG6ZFTY7nkGSoj4=">AAAB+XicbVBPS8MwHE3nvzn/dXr0EhyCp9GKoN6GXgQvE6wbbKWkabqFpUlJUmXWfRQvHlS8+k28+W1Mtx5080HI473fj7y8MGVUacf5tipLyyura9X12sbm1vaOXd+9UyKTmHhYMCG7IVKEUU48TTUj3VQSlISMdMLRZeF37olUVPBbPU6Jn6ABpzHFSBspsOv9ULBIjRNzwccgv54EdsNpOlPAReKWpAFKtAP7qx8JnCWEa8yQUj3XSbWfI6kpZmRS62eKpAiP0ID0DOUoIcrPp9En8NAoEYyFNIdrOFV/b+QoUUU6M5kgPVTzXiH+5/UyHZ/5OeVppgnHs4fijEEtYNEDjKgkWLOxIQhLarJCPEQSYW3aqpkS3PkvLxLvuHnedG9OGq2Lso0q2AcH4Ai44BS0wBVoAw9g8ACewSt4s56sF+vd+piNVqxyZw/8gfX5A+iPk/g=</latexit>

Householder Flow

GRU

GRU

GRU

yM�1
<latexit sha1_base64="R3rac+CwYmQS8s7vxV1IB1+5n9I=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4sSQiqLeiFy9CBWMLbSib7aZdutmE3YlQQn+EFw8qXv0/3vw3btsctPXBwOO9GWbmhakUBl3321laXlldWy9tlDe3tnd2K3v7jybJNOM+S2SiWyE1XArFfRQoeSvVnMah5M1weDPxm09cG5GoBxylPIhpX4lIMIpWao66+d2pN+5Wqm7NnYIsEq8gVSjQ6Fa+Or2EZTFXyCQ1pu25KQY51SiY5ONyJzM8pWxI+7xtqaIxN0E+PXdMjq3SI1GibSkkU/X3RE5jY0ZxaDtjigMz703E/7x2htFlkAuVZsgVmy2KMkkwIZPfSU9ozlCOLKFMC3srYQOqKUObUNmG4M2/vEj8s9pVzbs/r9avizRKcAhHcAIeXEAdbqEBPjAYwjO8wpuTOi/Ou/Mxa11yipkD+APn8wdE448P</latexit><latexit sha1_base64="R3rac+CwYmQS8s7vxV1IB1+5n9I=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4sSQiqLeiFy9CBWMLbSib7aZdutmE3YlQQn+EFw8qXv0/3vw3btsctPXBwOO9GWbmhakUBl3321laXlldWy9tlDe3tnd2K3v7jybJNOM+S2SiWyE1XArFfRQoeSvVnMah5M1weDPxm09cG5GoBxylPIhpX4lIMIpWao66+d2pN+5Wqm7NnYIsEq8gVSjQ6Fa+Or2EZTFXyCQ1pu25KQY51SiY5ONyJzM8pWxI+7xtqaIxN0E+PXdMjq3SI1GibSkkU/X3RE5jY0ZxaDtjigMz703E/7x2htFlkAuVZsgVmy2KMkkwIZPfSU9ozlCOLKFMC3srYQOqKUObUNmG4M2/vEj8s9pVzbs/r9avizRKcAhHcAIeXEAdbqEBPjAYwjO8wpuTOi/Ou/Mxa11yipkD+APn8wdE448P</latexit><latexit sha1_base64="R3rac+CwYmQS8s7vxV1IB1+5n9I=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4sSQiqLeiFy9CBWMLbSib7aZdutmE3YlQQn+EFw8qXv0/3vw3btsctPXBwOO9GWbmhakUBl3321laXlldWy9tlDe3tnd2K3v7jybJNOM+S2SiWyE1XArFfRQoeSvVnMah5M1weDPxm09cG5GoBxylPIhpX4lIMIpWao66+d2pN+5Wqm7NnYIsEq8gVSjQ6Fa+Or2EZTFXyCQ1pu25KQY51SiY5ONyJzM8pWxI+7xtqaIxN0E+PXdMjq3SI1GibSkkU/X3RE5jY0ZxaDtjigMz703E/7x2htFlkAuVZsgVmy2KMkkwIZPfSU9ozlCOLKFMC3srYQOqKUObUNmG4M2/vEj8s9pVzbs/r9avizRKcAhHcAIeXEAdbqEBPjAYwjO8wpuTOi/Ou/Mxa11yipkD+APn8wdE448P</latexit><latexit sha1_base64="R3rac+CwYmQS8s7vxV1IB1+5n9I=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4sSQiqLeiFy9CBWMLbSib7aZdutmE3YlQQn+EFw8qXv0/3vw3btsctPXBwOO9GWbmhakUBl3321laXlldWy9tlDe3tnd2K3v7jybJNOM+S2SiWyE1XArFfRQoeSvVnMah5M1weDPxm09cG5GoBxylPIhpX4lIMIpWao66+d2pN+5Wqm7NnYIsEq8gVSjQ6Fa+Or2EZTFXyCQ1pu25KQY51SiY5ONyJzM8pWxI+7xtqaIxN0E+PXdMjq3SI1GibSkkU/X3RE5jY0ZxaDtjigMz703E/7x2htFlkAuVZsgVmy2KMkkwIZPfSU9ozlCOLKFMC3srYQOqKUObUNmG4M2/vEj8s9pVzbs/r9avizRKcAhHcAIeXEAdbqEBPjAYwjO8wpuTOi/Ou/Mxa11yipkD+APn8wdE448P</latexit>

y0
<latexit sha1_base64="B5TiSo82PjIhie7nADau34mRpN8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsN+3SzSbsToQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXFtRKIecJzyIKYDJSLBKFrpftxze9WaW3dnIMvEK0gNCjR71a9uP2FZzBUySY3peG6KQU41Cib5pNLNDE8pG9EB71iqaMxNkM9OnZATq/RJlGhbCslM/T2R09iYcRzazpji0Cx6U/E/r5NhdBnkQqUZcsXmi6JMEkzI9G/SF5ozlGNLKNPC3krYkGrK0KZTsSF4iy8vE/+sflX37s5rjesijTIcwTGcggcX0IBbaIIPDAbwDK/w5kjnxXl3PuatJaeYOYQ/cD5/AHl3jXQ=</latexit><latexit sha1_base64="B5TiSo82PjIhie7nADau34mRpN8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsN+3SzSbsToQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXFtRKIecJzyIKYDJSLBKFrpftxze9WaW3dnIMvEK0gNCjR71a9uP2FZzBUySY3peG6KQU41Cib5pNLNDE8pG9EB71iqaMxNkM9OnZATq/RJlGhbCslM/T2R09iYcRzazpji0Cx6U/E/r5NhdBnkQqUZcsXmi6JMEkzI9G/SF5ozlGNLKNPC3krYkGrK0KZTsSF4iy8vE/+sflX37s5rjesijTIcwTGcggcX0IBbaIIPDAbwDK/w5kjnxXl3PuatJaeYOYQ/cD5/AHl3jXQ=</latexit><latexit sha1_base64="B5TiSo82PjIhie7nADau34mRpN8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsN+3SzSbsToQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXFtRKIecJzyIKYDJSLBKFrpftxze9WaW3dnIMvEK0gNCjR71a9uP2FZzBUySY3peG6KQU41Cib5pNLNDE8pG9EB71iqaMxNkM9OnZATq/RJlGhbCslM/T2R09iYcRzazpji0Cx6U/E/r5NhdBnkQqUZcsXmi6JMEkzI9G/SF5ozlGNLKNPC3krYkGrK0KZTsSF4iy8vE/+sflX37s5rjesijTIcwTGcggcX0IBbaIIPDAbwDK/w5kjnxXl3PuatJaeYOYQ/cD5/AHl3jXQ=</latexit><latexit sha1_base64="B5TiSo82PjIhie7nADau34mRpN8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsN+3SzSbsToQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzdRvPXFtRKIecJzyIKYDJSLBKFrpftxze9WaW3dnIMvEK0gNCjR71a9uP2FZzBUySY3peG6KQU41Cib5pNLNDE8pG9EB71iqaMxNkM9OnZATq/RJlGhbCslM/T2R09iYcRzazpji0Cx6U/E/r5NhdBnkQqUZcsXmi6JMEkzI9G/SF5ozlGNLKNPC3krYkGrK0KZTsSF4iy8vE/+sflX37s5rjesijTIcwTGcggcX0IBbaIIPDAbwDK/w5kjnxXl3PuatJaeYOYQ/cD5/AHl3jXQ=</latexit>

y1
<latexit sha1_base64="QlpJwAve1KURFhYQWfK18h100tg=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsToQQ+hu8eFDx6h/y5r9x2+ag1QcDj/dmmJkXplIYdN0vp7Kyura+Ud2sbW3v7O7V9w8eTJJpxn2WyER3Q2q4FIr7KFDybqo5jUPJO+HkZuZ3Hrk2IlH3mKc8iOlIiUgwilby80HhTQf1htt05yB/iVeSBpRoD+qf/WHCspgrZJIa0/PcFIOCahRM8mmtnxmeUjahI96zVNGYm6CYHzslJ1YZkijRthSSufpzoqCxMXkc2s6Y4tgsezPxP6+XYXQZFEKlGXLFFouiTBJMyOxzMhSaM5S5JZRpYW8lbEw1ZWjzqdkQvOWX/xL/rHnV9O7OG63rMo0qHMExnIIHF9CCW2iDDwwEPMELvDrKeXbenPdFa8UpZw7hF5yPbz6njoE=</latexit><latexit sha1_base64="QlpJwAve1KURFhYQWfK18h100tg=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsToQQ+hu8eFDx6h/y5r9x2+ag1QcDj/dmmJkXplIYdN0vp7Kyura+Ud2sbW3v7O7V9w8eTJJpxn2WyER3Q2q4FIr7KFDybqo5jUPJO+HkZuZ3Hrk2IlH3mKc8iOlIiUgwilby80HhTQf1htt05yB/iVeSBpRoD+qf/WHCspgrZJIa0/PcFIOCahRM8mmtnxmeUjahI96zVNGYm6CYHzslJ1YZkijRthSSufpzoqCxMXkc2s6Y4tgsezPxP6+XYXQZFEKlGXLFFouiTBJMyOxzMhSaM5S5JZRpYW8lbEw1ZWjzqdkQvOWX/xL/rHnV9O7OG63rMo0qHMExnIIHF9CCW2iDDwwEPMELvDrKeXbenPdFa8UpZw7hF5yPbz6njoE=</latexit><latexit sha1_base64="QlpJwAve1KURFhYQWfK18h100tg=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsToQQ+hu8eFDx6h/y5r9x2+ag1QcDj/dmmJkXplIYdN0vp7Kyura+Ud2sbW3v7O7V9w8eTJJpxn2WyER3Q2q4FIr7KFDybqo5jUPJO+HkZuZ3Hrk2IlH3mKc8iOlIiUgwilby80HhTQf1htt05yB/iVeSBpRoD+qf/WHCspgrZJIa0/PcFIOCahRM8mmtnxmeUjahI96zVNGYm6CYHzslJ1YZkijRthSSufpzoqCxMXkc2s6Y4tgsezPxP6+XYXQZFEKlGXLFFouiTBJMyOxzMhSaM5S5JZRpYW8lbEw1ZWjzqdkQvOWX/xL/rHnV9O7OG63rMo0qHMExnIIHF9CCW2iDDwwEPMELvDrKeXbenPdFa8UpZw7hF5yPbz6njoE=</latexit><latexit sha1_base64="QlpJwAve1KURFhYQWfK18h100tg=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGFtoQ9lsN+3SzSbsToQQ+hu8eFDx6h/y5r9x2+ag1QcDj/dmmJkXplIYdN0vp7Kyura+Ud2sbW3v7O7V9w8eTJJpxn2WyER3Q2q4FIr7KFDybqo5jUPJO+HkZuZ3Hrk2IlH3mKc8iOlIiUgwilby80HhTQf1htt05yB/iVeSBpRoD+qf/WHCspgrZJIa0/PcFIOCahRM8mmtnxmeUjahI96zVNGYm6CYHzslJ1YZkijRthSSufpzoqCxMXkc2s6Y4tgsezPxP6+XYXQZFEKlGXLFFouiTBJMyOxzMhSaM5S5JZRpYW8lbEw1ZWjzqdkQvOWX/xL/rHnV9O7OG63rMo0qHMExnIIHF9CCW2iDDwwEPMELvDrKeXbenPdFa8UpZw7hF5yPbz6njoE=</latexit>

y1
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Attention

(b) The extension to text summarization.

Figure 1: Illustration of the proposed Topic-Guided Variational Autoencoder (TGVAE) for text generation. (a) For
generation (the red arrows), the topics inferred from a neural topic model are used to guide a Gaussian mixture
prior of the latent code, which is further fed into the decoder to generate a sentence. For inference (the black
arrows), the sentence is encoded into a vector and then propagated through the Householder flow to obtain the
approximate posterior. (b) An attention module is further added for text summarization. The same neural topic
model is also applied, but omitted here for simplicity of illustration. “LT” denotes a linear transformation.

using less conditional information while generating
each word) (Yang et al., 2017; Shen et al., 2017a),
or bridging the amortization gap (between the log-
likelihood and the ELBO) using semi-amortized
inference networks (Kim et al., 2018). However,
these methods mitigate the issue by weakening the
conditional dependency on the decoder, which may
fail to generate high-quality continuous sentences.

To overcome the two problems mentioned above,
we propose a topic-guided variational autoencoder
(TGVAE) model, permitting text generation with
designated topic guidance. As illustrated in Fig-
ure 1(a), TGVAE specifies a Gaussian mixture
model (GMM) as the prior of the latent code, where
each mixture component corresponds to a topic.
The GMM is learnable based on a neural topic
model — the mean and diagonal covariance of
each mixture component is parameterized by the
corresponding topic. Accordingly, the degree to
which each component of the GMM is used to
generate the latent code and the corresponding sen-
tence is tied to the usage of the topics. In the in-
ference phase, we initialize the latent code from
a GMM generated via the encoder, and apply the
invertiable Householder transformation (Bischof
and Sun, 1994; Sun and Bischof, 1995) to derive
the latent code with high flexibility and low com-
plexity.

As shown in Figure 1(b), besides unconditional
text generation, the proposed model can be ex-
tended for conditional text generation, i.e., abstrac-
tive text summarization (Nallapati et al., 2016) with
an attention module. By injecting the topics learned
by our model (semantic information), we are able

to make better use of the source document and
improve a sequence-to-sequence summarization
model (Sutskever et al., 2014).

We highlight the contributions of our model as
follows: (i) A new Topic-Guided VAE (TGVAE)
model is proposed for text generation with desig-
nated topic guidance. (ii) For the model inference,
Householder flow is introduced to transform a rela-
tively simple mixture distribution into an arbitrarily
flexible approximate posterior, achieving powerful
approximate posterior inference. (iii) Experiments
for both unconditional and conditional text genera-
tion demonstrate the effectiveness of the proposed
approach.

2 Model

The proposed TGVAE, as illustrated in Figure 1(a),
consists of two modules: a neural topic model
(NTM) and a neural sequence model (NSM). The
NTM aims to capture long-range semantic meaning
across the document, while the NSM is designed to
generate a sentence with designated topic guidance.

2.1 Neural Topic Model
Let d ∈ ZD+ denote the bag-of-words representa-
tion of a document, with Z+ denoting non-negative
integers. D is the vocabulary size, and each ele-
ment of d reflects a count of the number of times
the corresponding word occurs in the document.
Let an represent the topic assignment for word
wn. Following Miao et al. (2017), a Gaussian ran-
dom vector is passed through a softmax function
to parameterize the multinomial document topic
distributions. Specifically, the generative process
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of the NTM is

θ ∼ N (0, I), t = g(θ) , (1)

an ∼ Discrete(t), wn ∼ Discrete(βan) ,

whereN (0, I) is an isotropic Gaussian distribution,
g(·) is a transformation function that maps sample
θ to the topic embedding t, defined here as g(θ) =
softmax(Ŵθ + b̂), where Ŵ and b̂ are trainable
parameters; βan represents the distribution over
words for topic an; n ∈ [1, Nd], and Nd is the
number of words in the document. The marginal
likelihood for document d is:

p(d|β) =
∫

t

p(t)
∏

n

∑
an
p(wn|βan)p(an|t)dt (2)

=

∫

t

p(t)
∏

n
p(wn|β, t)dt

=

∫

t

p(t)p(d|β, t)dt =
∫

θ

p(θ)p(d|β,θ)dθ .

The second equation in (2) holds because we can
marginalize out the sampled topic words an by

p(wn|β, t) =
∑

an
p(wn|βan)p(an|t) = βt , (3)

where β = {βi}Ti=1 are trainable parameters of
the decoder; T is the number of topics and each
βi ∈ RD is a topic distribution over words (all
elements of βi are nonnegative, and sum to one).

2.2 Neural Sequence Model

Our neural sequence model for text generation is
built upon the VAE proposed in Bowman et al.
(2015). Specifically, a continuous latent code z is
first generated from some prior distribution p(z),
based on which the text sequence y is then gen-
erated from a conditional distribution p(y|z) pa-
rameterized by a neural network (often called the
decoder). Since the model incorporates a latent
variable z that modulates the entire generation of
the sentence, it should be able to capture the high-
level source of variation in the data.

Topic-Guided Gaussian Mixture Prior The
aforementioned intuition is hard to be captured
by a standard VAE, simply imposing a Gaussian
prior on top of z, since the semantic information
associated with a document intrinsically contains
different subgroups (such as topics, sentiment, etc.).
In our model, we consider incorporating the topic
information into latent variables. Our model as-
sumes each z is drawn from a topic-dependent

GMM, that is,

p(z|β, t) =
∑T

i=1
tiN (µ(βi),σ

2(βi))

µ(βi) = fµ(βi)

σ2(βi) = diag(exp (fσ(βi))) , (4)

where ti is the usage of topic i in a document and
βi is the i-th topic distribution over words. Both of
them are inherited from the NTM discussed above.
Both fµ(·) and fσ(·) are implemented as feedfor-
ward neural networks, with trainable parameters
Wµ and Wσ, respectively. Compared with a nor-
mal GMM prior that sets each mixture component
to be N (0, I), the proposed topic guided GMM
prior provides semantic meaning for each mixture
component, and hence makes the model more in-
terpretable and controllable for text generation.

Decoder The likelihood of a word sequence y =
{ym}Mm=1 conditioned on the latent code z is de-
fined as:

p(y|z) = p(y1|z)
∏M

m=2
p(ym|y1:m−1, z)

= p(y1|z)
∏M

m=2
p(ym|hm) , (5)

where the conditional probability of each word ym
given all the previous words y1:m−1 and the latent
code z is defined through the hidden state hm:
hm = f(hm−1, ym−1, z), where the function f(·)
is implemented as a Gated Recurrent Unit (GRU)
cell (Cho et al., 2014) in our experiments.

3 Inference

The proposed model (see Figure 1(a)) takes the bag-
of-words as input and embeds a document into a
topic vector. The topic vector is then used to recon-
struct the bag-of-words input, and the learned topic
distribution over words is used to model a topic-
dependent prior to generate a sentence in the VAE
setup. Specifically, the joint marginal likelihood
can be written as:

p(y,d|β) =
∫

θ

∫

z
p(θ)p(d|β,θ)

· p(z|β,θ)p(y|z) dθdz . (6)

Since direct optimization of (6) is intractable, auto-
encoding variational Bayes is employed (Kingma
and Welling, 2013). Denote q(θ|d) and q(z|y)
as the variational distributions for θ and z, re-
spectively. The variational objective function, also
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called the evidence lower bound (ELBO), is con-
structed as

L =Eq(θ|d) [log p(d|β,θ)]− KL (q(θ|d)||p(θ))︸ ︷︷ ︸
neural topic model,Lt

+ (7)

Eq(z|y) [log p(y|z)]− Eq(θ|d) [KL (q(z|y)||p(z|β,θ))]︸ ︷︷ ︸
neural sequence model,Ls

.

By assuming

q(θ|d) = N (θ|gµ(d), diag(exp (gσ(d)))),

where both gµ(·) and gσ(·) are implemented
as feed-forward neural networks, the re-
parameterization trick (Kingma and Welling,
2013) can be applied directly to build an unbiased
and low-variance gradient estimator for the Lt
term in (7). Below, we discuss in detail how
to approximate the Ls term in (7) and infer an
arbitrarily complex posterior for z. Note that z is
henceforth represented as zK in preparation for
the introduction of Householder flows.

3.1 Householder Flow for Approximate
Posterior

Householder flow (Zhang et al., 2017a; Tomczak
and Welling, 2016) is a volume-preserving normal-
izing flow (Rezende and Mohamed, 2015), capable
of constructing an arbitrarily complex posterior
qK(zK |y) from an initial random variable z0 with
distribution q0, by composing a sequence of invert-
ible mappings, i.e., zK = fK ◦ · · · ◦ f2 ◦ f1(z0).
By repeatedly applying the chain rule and using
the property of Jacobians of invertible functions,
qK(zK |y) is expressed as:

log qK(zK |y) = log q0(z0|y)−
∑K

k=1
log
∣∣∣ det ∂fk

∂zk−1

∣∣∣ ,
(8)

where |det ∂fk
∂zk−1

| is the absolute value of the Ja-
cobian determinant. Therefore, the Ls term in (7)
may be rewritten as

Eq0(z0|y)[log p(y|zK)] +
∑K

k=1
log
∣∣∣ det ∂fk

∂zk−1

∣∣∣

−Eq(θ|d) [KL(q0(z0|y)||p(zK |β,θ))] . (9)

Here q0(z0|y) is also specified as a GMM, i.e.,
q0(z0|y) =

∑T
i=1 πi(y)N (µi(y),σ

2
i (y)). As il-

lustrated in Figure 1(a), y is first represented as
a hidden vector h, by encoding the text sequence
with an RNN. Based on this, the mixture proba-
bilities π, the means and diagonal covariances of
all the mixture components are all produced by an
encoder network, which is a linear layer with the

input h. In (9), the first term can be considered as
the reconstruction error, while the remaining two
terms act as regularizers, the tractability of which
is important for the whole framework.

KL Divergence between two GMMs Since
both the prior p(zK |β,θ) and the initial density
q0(z0|y) for the posterior are GMMs, the calcu-
lation of the third term in (9) requires the KL di-
vergence between two GMMs. Though no closed-
form solutions exist, the KL divergence has an
explicit upper bound (Dilokthanakul et al., 2016),
shown in Proposition 1.

Proposition 1. For any two mixture densities
p =

∑n
i=1 πigi and p̂ =

∑n
i=1 π̂iĝi, their KL di-

vergence is upper-bounded by

KL (p||p̂) ≤ KL (π||π̂) +
∑n

i=1
πiKL (gi||ĝi) , (10)

where equality holds if and only if πigi∑n
i=1 πigi

=
π̂ĝi∑n
i=1 π̂ĝi

.

Proof. With the log-sum inequality

KL (p||p̂) =
∫ (∑

i

πigi

)
log

∑
i πigi∑
i π̂ĝi

≤
∫ ∑

i

πigi log
πigi
π̂ĝi

=
∑

i

πi log
πi
π̂

+
∑

i

πi

∫
gi log

gi
ĝi

= KL(π||π̂) +
∑

i

πiKL(gi||ĝi) . (11)

Since the KL divergence between two Gaus-
sian distributions has a closed-form expression, the
upper bound of the KL divergence between two
GMMs can be readily calculated. Accordingly, the
third term in (9) is upper bounded as

UKL = Eq(θ|d)
[
KL (π(y)||t) (12)

+
∑T

i=1
πi(y)KL

(
N (µi(y),σ

2
i (y)||N (µ(βi),σ

2(βi))
)]
,

where the expectation Eq(θ|d)[·] can be approxi-
mated by a sample from q(θ|d).
Householder Flow Householder flow (Tomczak
and Welling, 2016) is a series of Householder trans-
formations, defined as follows. For a given vector
zk−1, the reflection hyperplane can be defined by
a Householder vector vt that is orthogonal to the
hyperplane. The reflection of this point about the
hyperplane is

zk =

(
I− 2

vkv
T
k

||vk||2
)
zk−1 = Hkzk−1 , (13)
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where Hk = I − 2
vkv

T
k

||vk||2 is called the House-
holder matrix. An important property of the
Householder matrix is that the absolute value of
the Jacobian determinant is equal to 1, therefore∑K

k=1 log
∣∣∣det ∂fk

∂zk−1

∣∣∣ =
∑K

k=1 log |detHk| =
0, significantly simplifying the computation of the
lower bound in (9). For k = 1, . . . ,K, the vec-
tor vk is produced by a linear layer with the input
vk−1, where v0 = h is the last hidden vector of
the encoder RNN that encodes the sentence y.

Finally, by combining (7), (9) and (12), the
ELBO can be rewritten as

L ≥ Lt + Eq0(z0|y)[log p(y|zK)]− UKL . (14)

3.2 Extension to text summarization
When extending our model to text sum-
marization, we are interested in modeling
p(y,d|x), where (x,y) denotes the document-
summary pair, and d denotes the bag-of-
words of the input document. The marginal
likelihood can be written as p(y,d|x) =∫
θ

∫
z p(θ)p(d|β,θ)p(z|β,θ)p(y|x, z) dθdz.

Assume the approximate posterior of z is only
dependent on x, i.e., q(z|x) is proposed as the
variational distribution for z. The ELBO is then
constructed as

L =Lt + Eq(z|x) [log p(y|x, z)]
− Eq(θ|d) [KL (q(z|x)||p(z|β,θ))] , (15)

whereLt is the same as used in (7). The main differ-
ence when compared with unconditional text gener-
ation lies in the usage of p(y|x, z) and q(z|x), il-
lustrated in Figure 1(b). The generation of y given
x is not only dependent on a standard Seq2Seq
model with attention (Nallapati et al., 2016), but
also affected by z (i.e., zK), which provides the
high-level topic guidance.

3.3 Diversity Regularizer for NTM
Redundancy in inferred topics is a common issue
existing in general topic models. In order to ad-
dress this, it is straightforward to regularize the
row-wise distance between paired topics to diver-
sify the topics. Following Xie et al. (2015); Miao
et al. (2017), we apply a topic diversity regulariza-
tion while carrying out the inference.

Specifically, the distance between a pair of topics
is measured by their cosine distance a(βi,βj) =

arccos
( |βi·βj |
| βi | 2 | βj | 2

)
. The mean angle of all

pairs of T topics is φ = 1
T 2

∑
i

∑
j a(βi,βj), and

the variance is ν = 1
T 2

∑
i

∑
j(a(βi,βj) − φ)2.

Finally, the topic-diversity regularization is defined
as R = φ− ν.

4 Related Work

The VAE was proposed by Kingma and Welling
(2013), and since then, it has been applied suc-
cessfully in a variety of applications (Gregor et al.,
2015; Kingma et al., 2014; Chen et al., 2017; Wang
et al., 2018b; Shen et al., 2018). Focusing on text
generation, the methods in Miao et al. (2017, 2016);
Srivastava and Sutton (2017) represent texts as
bag-of-words, and Bowman et al. (2015) proposed
the usage of an RNN as the encoder and decoder,
and found some negative results. In order to im-
prove the performance, different convolutional de-
signs (Semeniuta et al., 2017; Shen et al., 2017a;
Yang et al., 2017) have been proposed. A VAE
variant was further developed in Hu et al. (2017) to
control the sentiment and tense of generated sen-
tences. Additionally, the VAE has also been consid-
ered for conditional text generation tasks, including
machine translation (Zhang et al., 2016), image cap-
tioning (Pu et al., 2016), dialogue generation (Ser-
ban et al., 2017; Shen et al., 2017b; Zhao et al.,
2017) and text summarization (Li et al., 2017b;
Miao and Blunsom, 2016). In particular, distinct
from the above works, we propose the usage of
a topic-dependent prior to explicitly incorporate
topic guidance into the text-generation framework.

The idea of using learned topics to improve
NLP tasks has been explored previously, includ-
ing methods combining topic and neural language
models (Ahn et al., 2016; Dieng et al., 2016; Lau
et al., 2017; Mikolov and Zweig, 2012; Wang et al.,
2017), as well as leveraging topic and word embed-
dings (Liu et al., 2015; Xu et al., 2018). Distinct
from them, we propose the use of topics to guide
the prior of a VAE, rather than only the language
model (i.e., the decoder in a VAE setup). This pro-
vides more flexibility in text modeling and also the
ability to infer the posterior on latent codes, which
could be useful for visualization and downstream
tasks.

Neural abstractive summarization was pioneered
in Rush et al. (2015), and it was followed and
extended by Chopra et al. (2016). Currently the
RNN-based encoder-decoder framework with at-
tention (Nallapati et al., 2016; See et al., 2017)
remains popular in this area. Attention models typ-
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ically work as a keyword detector, which is similar
to topic modeling in spirit. This fact motivated
us to extend our topic-guided VAE model to text
summarization.

5 Experiments

We evaluate our TGVAE on text generation and
text summarization, and interpret its improvements
both quantitatively and qualitatively.

5.1 Text Generation

Dataset We conduct experiments on three publicly
available corpora: APNEWS, IMDB and BNC.1

APNEWS2 is a collection of Associated Press news
articles from 2009 to 2016. IMDB is a set of
movie reviews collected by Maas et al. (2011), and
BNC (BNC Consortium, 2007) is the written por-
tion of the British National Corpus, which contains
excerpts from journals, books, letters, essays, mem-
oranda, news and other types of text. For the three
corpora, we tokenize the words and sentences, low-
ercase all word tokens, and filter out word tokens
that occur less than 10 times. For the topic model,
we remove stop words in the documents and ex-
clude the top 0.1% most frequent words and also
words that appear less than 100 documents. A sum-
mary statistics is provided in Table 1.
Evaluation We first compare the perplexity of our
neural sequence model with a variety of baselines.
Further, we evaluate BLEU scores on the generated
sentences, noted as test-BLEU and self -BLEU. test-
BLEU (higher is better) evaluates the quality of
generated sentences using a group of real test-set
sentences as the reference, and self -BLEU (lower is
better) mainly measures the diversity of generated
samples (Zhu et al., 2018).
Setup For the neural topic model (NTM), we con-
sider a 2-layer feed-forward neural network to
model q(θ|d), with 256 hidden units in each layer;
ReLU is used as the activation function. The hyper-
parameter λ for the neural topic model diversity
regularizer is fixed to 0.1 across all the experiments.
All the sentences in the paragraph are used to ob-
tain the bag-of-words presentation d. The max-
imum number of words in a paragraph is set to
300. For the neural sequence model (NSM), we
use bidirectional-GRU as the encoder and a stan-
dard GRU as the decoder. The hidden state of our

1These three datasets can be downloaded from
https://github.com/jhlau/topically-driven-language-model.

2https://www.ap.org/en-gb/

GRU is fixed to 600 across all the three corpora.
For the input sequence, we fix the sequence length
to 30. In order to avoid overfitting, dropout with a
rate of 0.4 is used in each GRU layer.

Baseline We test the proposed method with differ-
ent numbers of topics (components in GMM) and
different numbers of Householder flows (i.e., K),
and compare it with six baselines: (i) a standard
language model (LM); (ii) a standard variational
RNN auto-encoder (VAE); (iii) a Gaussian prior-
based VAE with Householder Flow (VAE+HF); (iv)
a standard LSTM language model with LDA as ad-
ditional feature (LDA+LSTM); (v) Topic-RNN (Di-
eng et al., 2016), a joint learning framework which
learns a topic model and a language model simul-
taneously; (vi) TDLM (Lau et al., 2017), a joint
learning framework which learns a convolutional
based topic model and a language model simulta-
neously.

Results The results in Table 3 show that the models
trained with a VAE and its Householder extension
does not outperform a well-optimized language
model, and the KL term tends to be annealed with
the increase of K. In comparison, our TGVAE
achieves a lower perplexity upper bound, with a
relative larger UKL. We attribute the improvements
to our topic guided GMM model design, which pro-
vides additional topical clustering information in
the latent space; the Householder flow also boosts
the posterior inference for our TGVAE. We also
observe consistent improvements with the number
of topics, which demonstrates the efficiency of our
TGVAE.

To verify the generative power of our TGVAE,
we generate samples from our topic-dependent
prior and compare various methods on the BLEU
scores in Table 2. With the increase of topic num-
bers, our TGVAE yields consistently better self -
BLEU and a boost over test-BLEU relative to stan-
dard VAE models. We also show a group of sam-
pled sentences drawn from a portion of topics in
Table 5. Our TGVAE is able to generate diverse
sentences under topic guidance. When generating
sentences under a mixture of topics, we draw mul-
tiple samples from the GMM and take z as the
averaged sample.

Though this paper focuses on generating coher-
ent topic-specific sentences rather than the learned
topics themselves, we also evaluate the topic coher-
ence (Lau et al., 2017) to show the rationality of our
joint learning framework. We compute topic coher-
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Dataset Vocabulary Training Development Testing
LM TM # Docs # Sents # Tokens # Docs # Sents # Tokens # Docs # Sents # Tokens

APNEWS 32, 400 7, 790 50K 0.7M 15M 2K 27.4K 0.6M 2K 26.3K 0.6M

IMDB 34, 256 8, 713 75K 0.9M 20M 12.5K 0.2M 0.3M 12.5K 0.2M 0.3M

BNC 41, 370 9, 741 15K 0.8M 18M 1K 44K 1M 1K 52K 1M

Table 1: Summary statistics for APNEWS, IMDB and BNC.

Metric Methods
APNEWS IMDB BNC

B-2 B-3 B-4 B-5 B-2 B-3 B-4 B-5 B-2 B-3 B-4 B-5

test-BLEU

VAE 0.564 0.278 0.192 0.122 0.597 0.315 0.219 0.147 0.479 0.266 0.169 0.117
VAE+HF (K=1) 0.566 0.280 0.193 0.124 0.593 0.317 0.218 0.148 0.475 0.268 0.165 0.112
VAE+HF (K=10) 0.570 0.279 0.195 0.123 0.610 0.322 0.221 0.147 0.483 0.270 0.169 0.110

TGVAE (K=0, T=10) 0.582 0.320 0.203 0.125 0.627 0.362 0.223 0.159 0.517 0.282 0.181 0.115
TGVAE (K=1, T=10) 0.581 0.326 0.202 0.124 0.623 0.358 0.224 0.160 0.519 0.282 0.182 0.118
TGVAE (K=10, T=10) 0.584 0.327 0.202 0.126 0.621 0.357 0.223 0.159 0.518 0.283 0.173 0.119
TGVAE (K=10, T=30) 0.627 0.335 0.207 0.131 0.655 0.369 0.243 0.165 0.528 0.291 0.182 0.119
TGVAE (K=10, T=50) 0.629 0.340 0.210 0.132 0.652 0.372 0.239 0.160 0.535 0.290 0.188 0.120

self -BLEU

VAE 0.866 0.531 0.233 - 0.891 0.632 0.275 - 0.851 0.51 0.163 -
VAE+HF (K=1) 0.865 0.533 0.241 - 0.899 0.641 0.278 - 0.854 0.515 0.163 -
VAE+HF (K=10) 0.873 0.552 0.219 - 0.902 0.648 0.262 - 0.854 0.520 0.168 -

TGVAE (K=0, T=10) 0.847 0.499 0.161 - 0.878 0.572 0.234 - 0.832 0.488 0.160 -
TGVAE (K=1, T=10) 0.847 0.495 0.160 - 0.871 0.571 0.233 - 0.828 0.483 0.150 -
TGVAE (K=10, T=10) 0.839 0.512 0.172 - 0.889 0.577 0.242 - 0.829 0.488 0.151 -
TGVAE (K=10, T=30) 0.811 0.478 0.157 - 0.850 0.560 0.231 - 0.806 0.473 0.150 -
TGVAE (K=10, T=50) 0.808 0.476 0.150 - 0.842 0.559 0.227 - 0.793 0.469 0.150 -

Table 2: test-BLEU (higher is better) and self -BLEU (lower is better) scores over three corpora.

Methods
APNEWS IMDB BNC
PPL KL PPL KL PPL KL

LM 62.79 − 70.38 − 100.07 −
LDA+LSTM 57.05 − 69.58 − 96.42 −
Topic-RNN 56.77 − 68.74 − 94.66 −

TDLM 53.00 − 63.67 − 91.42 −
VAE ≤75.89 1.78 86.16 2.78 ≤105.10 0.13

VAE+HF (K=1) ≤72.99 1.32 ≤84.06 1.83 ≤105.13 0.31
VAE+HF (K=10) ≤71.60 0.83 ≤83.67 1.51 ≤104.82 0.17

TGVAE (K=0, T=10) ≤56.12 2.73 ≤62.99 3.99 ≤92.32 3.40
TGVAE (K=1, T=10) ≤56.08 2.70 ≤62.12 3.86 ≤91.17 3.12
TGVAE (K=10, T=10) ≤55.77 2.69 ≤62.22 3.94 ≤91.19 2.99
TGVAE (K=10, T=30) ≤51.27 3.62 ≤59.45 4.62 ≤88.34 3.82
TGVAE (K=10, T=50) ≤48.73 3.55 ≤57.11 5.02 ≤87.86 4.57

Table 3: Perplexity and averaged KL scores over three
corpora. KL in our TGVAE denotes UKL in Eqn. (12).

ence using normalized PMI (NPMI). In practice,
we average topic coherence over the top 5/10/15/20
topic words. To aggregate topic coherence score,
we further average the coherence scores over topics.
Results are summarized in Table 4.

5.2 Text Summarization

Dataset We further test our model for text summa-
rization on two popular datasets. First, we follow
the same setup as in Rush et al. (2015) and con-
sider the GIGAWORDS corpus3, which consists of
3.8M training pair samples, 190K validation sam-
ples and 1,951 test samples for evaluation. An

3https://catalog.ldc.upenn.edu/ldc2012t21

Methods
APNEWS IMDB BNC

T=50 T=50 T=50
LDA (Blei et al., 2003) 0.125 0.084 0.106

TDLM (Lau et al., 2017) 0.149 0.104 0.102
Topic-RNN (Dieng et al., 2016) 0.134 0.103 0.102

TGVAE 0.157 0.105 0.113

Table 4: Topic coherence over APNEWS, IMDB and
BNC.

input-summary pair consists of the first sentence
and the headline of the source articles. We also
evaluate various models on the DUC-2004 test
set4, which has 500 news articles. Different from
GIGAWORDS, each article in DUC-2004 is paired
with four expert-generated reference summaries.
The length of each summary is limited to 75 bytes.
Evaluation We evaluate the performance of our
model with the ROUGE score (Lin, 2004), which
counts the number of overlapping content between
the generated summaries and the reference sum-
maries, e.g., overlapped n-grams. Following prac-
tice, we use F-measures of ROUGE-1 (RF-1),
ROUGE-2 (RF-2) and ROUGE-L (RF-L) for GI-
GAWORDS and Recall measures of ROUGE-1 (RR-
1), ROUGE-2 (RR-2) and ROUGE-L (RR-L) for
DUC-2004.
Setup We have a similar data tokenization as we

4http://duc.nist.gov/duc2004
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Data Topic Sentences

APNEWS

education • the commission has approved a bill that would make state funding available for the city ’s new school .
animal •the feline did n’t survive fence hangars at the lake .

crime
• the jury found the defense was not a <unk> , <unk> ’s ruling and that the state ’s highest court has been convicted of
first-degree murder .

weather • forecasters say they ’re still trying to see the national weather service watch for the latest forecast for friday evening .
lottory • she hopes the jackpot now exceeds $ 9 million .

education+law
• an alabama law professor thomas said monday that the state’s open court claims it takes an emotional matter about
issuing child molesters based on religion.

animal+medicine • the study says the animal welfare department and others are not sure to make similar cases to the virus in the zoo.

IMDB

war • after watching the movie , there is a great documentary about the war in the years of the israeli war .
children • the entire animation was great at times as to the readings of disney favorites .
epsiode • the show would have warranted for 25 episodes and it does help immediately .
name • she steals the other part where norma ’s <unk> husband ( crawford ) ( as at his part , sh*t for the road ) .

detective • holmes shouted just to be as much as the movie ’s last scene where there were <unk> pills to nab the <unk> .
horror + negative • the movie about a zombie is the worst movie i have ever seen.

detective + children • my favorite childhood is that rochester takes the character in jane’s way, playing the one with hamlet.

BNC

medical
• here mistaking ’ causes ’ drugs as the problem although both economically ill patients arising from a local job will be
in traumatic dangers .

education
• he says the sale is given to five students ’ award off : out at a laboratory after the three watts of the hours travelling in
and chairman store the bank of the <unk> sutcliffe .

religion • schoolchildren will either go or back to church in his place every year in the savoy .
entertainment • 100 company and special lace with <unk> garland for tea our garden was filmed after a ceremony

IT • ibm also has shut all the big macs in the 60mhz ncube , represent on the acquisition and mips unix .
environment + crime • the earth’s environmental protection agency said that the government was still being shut down by the police.

education+entertainment • the school is 55 and hosts one of a musician’s theme charities festival.

Table 5: Generated sentences from given topics.

Sample of Summaries
D: a court here thursday sentenced a ##-year-old man to ## years in jail after he
admitted pummelling his baby son to death to silence him while watching television .
R: man who killed baby to hear television better gets ## years.
Seq2Seq: man sentenced to ## years after the son ’s death
Ours: a court sentenced a man ## years in jail
D: european stock markets advanced strongly thursday on some bargain-hunting
and gains by wall street and japanese shares ahead of an expected hike in us
interest rates , dealers said
R: european stocks bounce back UNK UNK with closing levels
Seq2Seq: european stocks advance ahead of us interest rate hike
Ours: european stocks rise on bargain-hunting, dealer said friday
D: the democratic people ’s republic of korea whitewashed south korea in the women
’s team semi-finals at the world table tennis championships here on sunday
R: dpr korea sails into women ’s team final
Seq2Seq: dpr korea whitewash south korea in women ’s team final
Ours: dpr korea beat south korea in table tennis worlds

Table 6: Example generated summaries on GIGAWORDS.
D is the source article, R means the reference sum-
mary, Seq2seq represents the summary generated from the
Seq2Seq model.

finance
crime
disease
stock
politics
auto
sports
law
globalization
terrorist

Figure 2: The t-SNE visualization of 1, 000
samples drawn from the learned topic-guided
Gaussian mixture prior and they can be best
viewed in color.

Methods GIGAWORDS DUC-2004
RF-1 RF-2 RF-L RR-1 RR-2 RR-L

ABS 29.55 11.32 26.42 26.55 7.06 22.05
ABS+ 29.78 11.89 26.97 28.18 8.49 23.81

RAS-LSTM 32.55 14.70 30.03 28.97 8.26 24.06
RAS-Elman 33.78 15.97 31.15 27.41 7.69 23.06
lvt2k-lsent 32.67 15.59 30.64 28.35 9.46 24.59
lvt5k-lsent 35.30 16.64 32.62 28.61 9.42 25.24
ASC+FSC 34.17 15.94 31.92 26.73 8.39 23.88
Seq2Seq 34.03 15.93 31.68 28.39 9.26 24.83

Var-Seq2Seq 34.00 15.97 31.85 28.11 9.24 24.86
Var-Seq2Seq-HF (K=1) 34.04 15.98 31.84 28.18 9.27 24.84
Var-Seq2Seq-HF (K=10) 34.22 16.10 32.13 28.78 9.11 24.96

TGVAE (K=0, T=10) 35.34 16.68 32.69 28.99 9.21 24.89
TGVAE (K=1, T=10) 35.35 16.70 32.64 29.02 9.24 24.93

TGVAE (K=10, T=10) 35.40 16.77 32.71 29.07 9.32 25.17
TGVAE (K=10, T=30) 35.59 17.18 32.89 29.38 9.60 25.22
TGVAE (K=10, T=50) 35.63 17.27 33.02 29.65 9.55 25.38

Table 7: Results on Gigawords and DUC-2004.

have in text generation. Additionally, for the vocab-
ulary, we count the frequency of words in both the
source article the target summary, and maintain the

top 30,000 tokens as the source article and target
summary vocabulary. For the NTM, we further
remove top 0.3% words and infrequent words to
get a topic model vocabulary in size of 8000. For
the NTM, we follow the same setup as our text gen-
eration. In the NSM, we keep using bidirectional-
GRU as the encoder and a standard GRU as the
decoder. The hidden state is fixed to 400. An atten-
tion mechanism (Bahdanau et al., 2015) is applied
in our sequence-to-sequence model.
Baseline We compare our method with the fol-
lowing alternatives: (i) a standard sequence-to-
sequence model with attention (Bahdanau et al.,
2015) (Seq2Seq); (ii) a model similar to our TG-
VAE, but without the usage of the topic-dependent
prior and Householder flow (Var-Seq2Seq); and
(iii) a model similar to our TGVAE, but without the
usage of the topic dependent prior (Var-Seq2Seq-
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Dataset education animal crime weather lottory terrorism law art transportation market

APNEWS

students animals murder weather mega syria lawsuit album airlines zacks
education dogs first-degree corecasters lottery iran appeals music rail cents
schools zoo shooting winds powerball militants justices film transit earnings
math bear sentenced rain gambling afgan constitutional songs bridge revenue

teachers wildlife gunshot snow jackpot korea judge comedy airport income

IMDB

war children epsiode name detective ethic action horror negative japanese
aircraft cinderella season crawford holmes porn batman horror stupid miike

president musical episode stanwyck poirot unfunny king zombie horrible kurosawa
war beatles sandler gable christie sex chan werewolf sucks sadako

military musicals cartoons powell book gay li candyman waste anime
soldiers disney jokes harlow agatha erotic ninja dracula scary takashi

BNC

medical education religion entertainment IT Law facilities crime sports environment
patients award church film unix tax bedrooms police cup nuclear
gastric discipline god video corp coun hotel killed league emission
cells economic art album software lamont restaurant arrested striker dioxide

oesophageal research theological comedy server council rooms soldiers season pollution
mucosa institution religious movie ibm pensioners situated murder goal warming

GIGAWORDS

terrorist crime finance sports law stock auto disease globalization politics
palestinian wounding tael scored sentenced seng motor flu nuclear republican

arafat killed hk rebounds guilty index automaker desease eu mccain
yasser roadside gold points crimes prices toyota virus dpark democrats
abbas injuring cppcc champion court taies auto bird nato barack
israeli crashed cpc beats convicted stock ford health bilateral presidential

Table 8: 10 topics learned from our model on APNEWS, IMDB, BNC and Gigawords.

HF).
Results The results in Table 7 show that our TG-
VAE achieves better performance than a variety of
strong baseline methods on both GIGAWORDS and
DUC-2004, demonstrating the practical value of
our model. It is worthwhile to note that recently
several much more complex CNN/RNN architec-
tures have been proposed for abstract text sum-
marization, such as SEASS (Zhou et al., 2017),
ConvS2S (Gehring et al., 2017), and Reinforced-
ConvS2S (Wang et al., 2018a). In this work, we
focus on a relatively simple RNN architecture for
fair comparison. In such a way, we are able to
conclude that the improvements on the results are
mainly from our topic-guided text generation strat-
egy. As can be seen, though the Var-Seq2Seq
model achieves comparable performance with the
standard Seq2Seq model, the usage of Householder
flow for more flexible posterior inference boosts
the performance. Additionally, by combining the
proposed topic-dependent prior and Householder
flow, we yield further performance improvements,
demonstrating the importance of topic guidance for
text summarization.

To demonstrate the readability and diversity of
the generated summaries, we present typical exam-
ples in Table 6. The words in blue are the topic
words that appear in the source article but do not
exist in the reference, while the words in red are
neither in the reference nor in the source article.
When the topic information is provided, our model
is able to generate semantically-meaningful words
which may not even exist in the reference sum-
maries and the source articles. Additionally, with

our topic-guided model, we can always generate
a summary with meaningful initial words. These
phenomena imply that our model supplies more in-
sightful semantic information to improve the qual-
ity of generated summaries.

Finally, to demonstrate that our TGVAE learns
interpretable topic-dependent GMM priors, we
draw multiple samples from each mixture com-
ponent and visualize them with t-SNE (Maaten and
Hinton, 2008). As can be seen from Figure 2, we
have learned a group of separable topic-dependent
components. Each component is clustered and also
maintains semantic meaning in the latent space,
e.g., the clusters corresponding to the topic “stock”
and “finance” are close to each other, while the clus-
ters for “finance” and “disease” are far away from
each other. Additionally, to understand the topic
model we have learned, we provide the top 5 words
for 10 randomly chosen topics on each dataset (the
boldface word is the topic name summarized by
us), as shown in Table 8.

6 Conclusion

A novel text generator is developed, combining a
VAE-based neural sequence model with a neural
topic model. The model is an extension of con-
ditional VAEs in the framework of unsupervised
learning, in which the topics are extracted from
the data with clustering structure rather than prede-
fined labels. An effective inference method based
on Householder flow is designed to encourage the
complexity and the diversity of the learned top-
ics. Experimental results are encouraging, across
multiple NLP tasks.
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Abstract

Constituent parsing has been studied ex-
tensively in the last decades. Chomsky-
Schützenberger parsing as an approach to con-
stituent parsing has only been investigated the-
oretically, yet. It uses the decomposition of
a language into a regular language, a ho-
momorphism, and a bracket language to di-
vide the parsing problem into simpler subprob-
lems. We provide the first implementation of
Chomsky-Schützenberger parsing. It employs
multiple context-free grammars and incorpo-
rates many refinements to achieve feasibility.
We compare its performance to state-of-the-art
grammar-based parsers.

1 Introduction

The description of the syntax of natural lan-
guages (such as Danish, English, and German)
with the help of formal grammars has been stud-
ied since Chomsky (1956). With a formal gram-
mar, computers can calculate a syntactic represen-
tation (called parse) of a sentence in a natural lan-
guage. Of the grammar classes in the Chomsky hi-
erarchy (Chomsky, 1959), context-free grammars
(short: CFGs) lack the expressive power necessary
to model natural languages (Shieber, 1985) and
parsing with context-sensitive grammars cannot be
done efficiently (i.e. in polynomial time). This led
to the introduction of a series of classes of mildly
context-sensitive grammars (Joshi, 1985) that al-
low parsing in polynomial time but also capture an
increasing amount of phenomena present in nat-
ural languages. Tree adjoining grammars (Joshi
et al., 1975), linear context-free string-rewriting
systems (short: LCFRSs, Vijay-Shanker et al.,
1987), and multiple CFGs (short: MCFGs, Seki
et al., 1991) are among those classes.

Chomsky-Schützenberger (short: CS) parsing
was introduced by Hulden (2011) for CFGs
and extended to MCFGs by Denkinger (2017).

It uses a classical theorem by Chomsky and
Schützenberger (1963, or the generalisation by
Yoshinaka et al., 2010), which states that the lan-
guage L(G) of a CFG (or an MCFG) G can be
represented by a regular language R, a homo-
morphism h, and a Dyck language (resp. multiple
Dyck language) D such that L(G) = h(R ∩ D).
The elements of R∩D correspond to parses in G.
For a sentence w, a CS parser calculates the ele-
ments of h−1(w)∩R∩D and transforms them into
parses. CS parsing can be viewed as a coarse-to-
fine mechanism whereR corresponds to the coarse
grammar and R ∩ D to the fine grammar. The
respective coarse-to-fine pipeline consists of (con-
ceptually) simple operations such as h−1 or the in-
tersection with R, which provides great flexibility.
The flexibility is used to provide a fallback mech-
anism in case a finer stage of the pipeline rejects
all proposals of a coarser stage. It also permits CS
parsing in a broader setting than usual (for pars-
ing) with minimal modification (see sec. 6).

We suspected that the coarse-to-fine view on CS
parsing leads to an efficient implementation. Since
initial tests revealed that the original algorithm
for MCFGs (Denkinger, 2017, alg. 3, recalled in
sec. 2) is not feasible in practice, we explore nu-
merous optimisations (sec. 4), one of which is the
use of a context-free approximation of the multiple
Dyck language D. We introduce component-wise
derivations (sec. 3) to relate this context-free ap-
proximation to D. Employing the optimisations,
we provide the first implementation of a CS parser.
In sec. 5, we compare our parser’s performance to
Grammatical Framework (Angelov and Ljunglöf,
2014), rparse (Kallmeyer and Maier, 2013), and
disco-dop (van Cranenburgh et al., 2016). We re-
strict our comparison to (discontinuous) grammar-
based parsers (excluding e.g. transition systems,
Maier, 2015, Coavoux and Crabbé, 2017) since the
principle of CS parsing requires a grammar.

178



2 Preliminaries

The sets of non-negative integers and positive in-
tegers are denoted by N and N+, respectively. We
abbreviate {1, . . . , n} by [n] for each n ∈ N.

Let A and B be sets. The powerset of A and the
set of (finite) strings over A are denoted by P(A)
and A∗, respectively. The set of possibly infinite
sequences of elements of A is denoted by Aω. A
partition of A is a set P ⊆ P(A) whose elements
(called cells) are non-empty, pairwise disjoint, and
cover A (i.e.

⋃
p∈P p = A). For each a ∈ A and

each equivalence relation ≈ on A, we denoted the
equivalence class of a w.r.t. ≈ by [a]≈. The set
of functions from A to B is denoted by A → B.
Note that (A→ B) ⊆ (A×B). The composition
of two binary relations R1 and R2 is R2 ◦ R1 =
{(a, c) | ∃b: (a, b) ∈ R1, (b, c) ∈ R2}.

Finite state automata. We assume that the
reader is familiar with finite state automata. For
details, we refer to Hopcroft and Ullman (1979).

A finite state automaton (short: FSA) is a tuple
A = (Q,∆, qi, qf, T ) where Q and ∆ are finite
sets (states and terminals, respectively), qi, qf ∈ Q
(initial and final state, respectively), and T ⊆ Q×
∆∗×Q is finite (transitions). We call q the source
and q′ the target of a transition (q, u, q′). A run
is a string θ of transitions such that the target of a
transition is the source of the next transition in θ.
The language of A is denoted by L(A).

Sorts. Sorts are a widespread concept in com-
puter science: one can think of sorts as data types
in a programming language. Let S be a set (of
sorts). An S-sorted set is a tuple (Ω, sort) where
Ω is a set and sort :Ω → S. We abbreviate
(Ω, sort) by Ω and sort−1(s) by Ωs for s ∈ S.

Now let Ω be an (S∗ × S)-sorted set. The
set of trees over Ω is the S-sorted set TΩ where
(TΩ)s = {ω(t1, . . . , tk) | s1, . . . , sk ∈ S, ω ∈
Ω(s1···sk,s), t1 ∈ (TΩ)s1 , . . . , tk ∈ (TΩ)sk} for
each s ∈ S.

Multiple context-free grammars. A rule of a
context-free grammar has the ability to concate-
nate the strings generated by its right-hand side
non-terminals. Multiple context-free grammars
extend this ability to concatenating string-tuples.
This is done with the help of composition func-
tions. Let Σ be a finite set. A composition
function w.r.t. Σ is a function c that takes tu-
ples of strings over Σ as arguments and returns

a tuple of strings over Σ (i.e. there are k ∈ N
and s1, . . . , sk, s ∈ N+ such that c: (Σ∗)s1 ×
. . . × (Σ∗)sk → (Σ∗)s), and is defined by an
equation c((x11, . . . , x

s1
1 ), . . . , (x1k, . . . , x

sk
k )) =

(u1, . . . , us) where u1, . . . , us are strings of xji ’s
and symbols from Σ. We call c linear if each
xji occurs at most once in u1 · · ·us. We some-
times write [u1, . . . , us] instead of c. Furthermore,
setting sort(c) = (s1 · · · sk, s), the composition
functions w.r.t. Σ form a sorted set.

The following example shows how linear com-
position functions are used in the rules of a multi-
ple context-free grammar.

Example 1. Consider G = (N,Σ, S, P ) where
N = {S,A,B} and Σ = {a, b, c, d} are finite
sets (non-terminals and terminals, respectively),
S ∈ N (initial non-terminal) and P is a finite set
(rules) that contains the following five objects:

ρ1 = S → [x11x
1
2x

2
1x

2
2](A,B)

ρ2 = A→ [ax11, cx
2
1](A) ρ4 = A→ [ε, ε]()

ρ3 = B → [bx11,dx
2
1](B) ρ5 = B → [ε, ε]().

We call G a multiple context-free grammar. Con-
sider the rule ρ1. Similar to a rule of a context-
free grammar, ρ1 rule has one left-hand side non-
terminal (S) and zero or more right-hand side
non-terminals (A and B). A derivation of G can
be build by combining rules in P to form a tree
according to their left- and right-hand side non-
terminals. If a derivation starts with the initial
non-terminal (here S), then it is called complete.
Hence, each complete derivation inG has the form
dm,n = ρ1(ρ

m
2 (ρ4), ρ

n
3 (ρ5)) for some m,n ∈ N.

If we replace each rule in a derivation by its com-
position function, we obtain a term of composition
functions which can be evaluated. We call the re-
sulting value the yield of a derivation. A derivation
dm,n has yield yd(dm,n) = ambncmdn. The set of
yields of all complete derivations is the language
of G: L(G) = {ambncmdn | m,n ∈ N}. �

The following definition formalises the notions
of ex. 1 and introduces some additional concepts.

Definition 2 (Seki et al., 1991). A multiple
context-free grammar (short: MCFG) is a tuple
G = (N,Σ, S, P ) where N is a finite N+-sorted
set (non-terminals), Σ is a finite set (terminals),
S ∈ N1 (initial non-terminal), P is a finite
(N∗×N)-sorted set of strings ρ of the form A→
c(B1, . . . , Bk) such that A,B1, . . . , Bk ∈ N , c
is a linear composition function, and sort(c) =
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(sort(B1) · · · sort(Bk), sort(A)). The sort of ρ
is (B1 · · ·Bk, A). The left-hand side (short: lhs)
of ρ is A. The fanout of ρ is fanout(ρ) = sort(A)
and the rank of ρ is rank(ρ) = k. The elements of
P are called rules.

The set of derivations (resp. complete deriva-
tions) of G is DG = TP (resp. Dc

G = (TP )S). Let
w ∈ Σ∗ and d = ρ(d1, . . . , dk) ∈ DG with ρ =
A → c(B1, . . . , Bk). The yield of d is yd(d) =
c(yd(d1), . . . , yd(dk)). The set of derivations of
w inG is Dc

G(w) = yd−1(w)∩Dc
G. The language

of A in G is L(G,A) = {yd(d) | d ∈ (TP )A}.
The language of G is L(G) = L(G,S). Any lan-
guage generated by an MCFG is called multiple
context-free (short: mcf). �

A context-free grammar (short: CFG) is an
MCFG where each non-terminal has sort 1.
Each rule of a CFG has the form A →
[u0x

1
i(1)u1 · · ·x1i(n)un](B1, . . . , Bk). We abbrevi-

ate this rule by A→ u0Bi(1)u1 · · ·Bi(n)un.

Weighted multiple context-free grammars. A
weighted MCFG is obtained by assigning a
weight to each rule of an (unweighted) MCFG.
In this paper, the weights will be taken from a
partially ordered commutative monoid with zero
(short: POCMOZ). A POCMOZ is an algebra
(M,�, 1, 0,�) where � is a partial order on M ;
� is associative, commutative, decreasing (i.e.
m�m′�m), and monotonous (i.e. m1 �m2 im-
pliesm1�m�m2�m); 1 is neutral w.r.t.�; and 0
is absorbing w.r.t.�. We callM factorisable if for
each m ∈ M \ {1}, there are m1,m2 ∈ M \ {1}
with m = m1 � m2. The probability algebra
Pr = ([0, 1], ·, 1, 0,≤) is a factorisable POCMOZ
where r =

√
r · √r for each r ∈ [0, 1).

Example 3 (continues ex. 1). Consider the tu-
ple (G,µ) where µ:P → Pr is a function where
µ(ρ1) = 1, µ(ρ2) = µ(ρ4) = 1/2, µ(ρ3) = 1/3,
and µ(ρ5) = 2/3. We call (G,µ) a weighted
MCFG. The weight of the a derivation dm,n is ob-
tained by multiplying the weights of all rule occur-
rences in it: wt(dm,n) = 1/2m+1 · 2/3n+1. �
Definition 4. A weighted MCFG (short: wMCFG)
is a tuple (G,µ) where G = (N,Σ, S, P ) is an
MCFG (underlying MCFG), µ:P → M \ {0}
(weight assignment), and (M,�, 1, 0,�) is a fac-
torisable POCMOZ.

(G,µ) inherits all objects associated with G.
Let d = ρ(d1, . . . , dk) ∈ DG. The weight of d
is wt(d) = µ(ρ)�⊙k

i=1 wt(di). �

For the rest of this paper, we fix a wMCFG
(G,µ) with underlying MCFG G = (N,Σ, S, P )
and weight assignment µ:P →M .

Chomsky-Schützenberger theorem. In the
Chomsky-Schützenberger theorem for CFGs (cf.
sec. 1), D contains strings of brackets where each
opening bracket is matched by the corresponding
closing bracket. This property can be described
with an equivalence relation. Let ∆ be a set (of
opening brackets) and s∆ be the set (of closing
brackets) that contains sδ for each δ ∈ ∆. We de-
fine≡∆ as the smallest equivalence relation where
u δsδ v ≡∆ uv for each δ ∈ ∆ and u, v ∈ ∆∗. The
Dyck language w.r.t. ∆ is D∆ = [ε]≡∆ .

In the Chomsky-Schützenberger representation
for MCFGs, the brackets fulfil three functions:
(i) terminal brackets JσKσ stand for a terminal
symbol σ, (ii) component brackets J`ρ and K`ρ de-
note beginning and end of substrings produced
by the `-th component of a rule ρ, and (iii) vari-
able brackets Jjρ,i and Kjρ,i denote beginning and
end of substrings produced by variable xji in a
rule ρ. As for CFGs, each opening bracket must
be matched by the corresponding closing bracket.
Furthermore, because applying a rule of an MCFG
produces multiple strings simultaneously, we need
to ensure that the brackets corresponding to the
same application of a rule occur simultaneously.
This is described with another equivalence rela-
tion. Let P be a partition of ∆. Intuitively, each
cell of P is a set of (opening) brackets that oc-
cur simultaneously. We define ≡P as the smallest
equivalence relation on P

(
(∆ ∪ ∆)∗

)
where for

each {δ1, . . . , δs} ∈ P with |{δ1, . . . , δs}| = s,
u0, . . . , us, v1, . . . , vs ∈ D∆, and L ⊆ (∆ ∪∆)∗:

{
u0 δ1v1 sδ1 u1 · · · δsvs sδs us

}
∪ L

≡P

{
u0 · · ·us, v1 · · · vs

}
∪ L.

The multiple Dyck language w.r.t. P is mDP =⋃
(L | L ∈ [{ε}]≡P

). Note that mDP ⊆ D∆.
Theorem 5 provides a representation of each

mcf language by a multiple Dyck language (see
above), a recognisable language (to ensure local
consistency), and a homomorphism (to decode the
bracket sequences into terminal strings). The cor-
responding construction is recalled in def. 6.
Theorem 5 (cf. Yoshinaka et al., 2010, thm. 3).
For every mcf language L ⊆ Σ∗ there are a homo-
morphism h: (∆ ∪ s∆)∗ → Σ∗, a regular language
R ⊆ (∆ ∪ s∆)∗, and a multiple Dyck language
mD ⊆ (∆ ∪ s∆)∗ such that L = h(R ∩mD). �
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Definition 6 (Denkinger, 2017, def. 3.6, 4.9, 5.15).
The multiple Dyck language w.r.t. G is mDG =
mDPG where PG is the smallest set that contains
the cell

{
Jσ
}

for each σ ∈ Σ and the cells
{
J`ρ |

` ∈ [sort(A)]
}

and
{
Jjρ,i | j ∈ [sort(Bi)]

}
for

each ρ = A → c(B1, . . . , Bk) ∈ P and i ∈ [k].
Let ∆G =

⋃
p∈PG p. We denote the elements of

Ě∆G by closing brackets, e.g. sJσ = Kσ, and let
ΩG = ∆G ∪Ě∆G.

The homomorphism w.r.t.G, denoted by homG,
is the unique extension of h:ΩG → Σ ∪ {ε} to
strings where h(δ) = σ if δ is of the form Jσ and
h(δ) = ε otherwise.

The automaton w.r.t. G, denoted by AG, is the
FSA (Q,ΩG, S

1,ĎS1, T ) where Q =
{
A`,ĎA` |

A ∈ N, ` ∈ [sort(A)]
}

and T is the smallest set
such that for each rule ρ ∈ P of the form

A→ [u1,0y1,1u1,1 · · · y1,n1u1,n1 , . . . ,

us,0ys,1us,1 · · · ys,nsus,ns ](B1, . . . , Bk)

where the ys are elements of X and the us
are elements of Σ∗, we have (abbreviating
Jσ1Kσ2 · · · JσkKσk by ˜σ1 · · ·σk) the following tran-
sitions in T :

(i)
(
A`, J`ρũ`,0K`ρ, sA`

)
∈ T for every ` ∈ [s]

with n` = 0,

(ii)
(
A`, J`ρũ`,0Jjρ,i, Bj

i

)
∈ T for every ` ∈ [s]

where n` 6= 0 and y`,1 is of the form xji ,

(iii)
( sBj

i , Kjρ,iũ`,κJj
′
ρ,i′ , B

j′
i′
)
∈ T for every ` ∈

[s] and κ ∈ [n` − 1] where y`,κ is of the form
xji and y`,κ+1 is of the form xj

′
i′ , and

(iv)
( sBj

i , Kjρ,iũ`,n`K`ρ, sA`
)
∈ T for every ` ∈

[s] where n` 6= 0 and y`,n` is of the form xji .

We abbreviate L(AG) byRG. �
Example 7 (continues ex. 1). The automaton w.r.t.
G is shown in fig. 1. An illustration of the applica-
tion of ≡PG is given in the appendix (p. 11). �

The vanilla parser. The vanilla parser (i.e.
alg. 3 from Denkinger, 2017), is shown in fig. 2
(top). Similar to the parser proposed by Hulden
(2011), we divide it in three essential phases:
(i) FSA constructions for the intersection of
hom−1G (w) and RG, (ii) an extraction of (in our
case multiple) Dyck words from the intersection,
and (iii) the conversion of words into derivations.

S1

start

A1
J1ρ1J1ρ1,1

J1ρ2 ãJ1ρ2,1

A1
J1ρ4K1ρ4

K1ρ2,1K1ρ2

B1

K1ρ1,1J1ρ1,2
J1ρ3 b̃J1ρ3,1

B1
J1ρ5K1ρ5

K1ρ3,1K1ρ3

A2
K1ρ1,2J2ρ1,1

J2ρ2 c̃J2ρ2,1

A2

J2ρ4K2ρ4

K2ρ2,1K2ρ2

B2

K2ρ1,1J2ρ1,2

J2ρ3 d̃J2ρ3,1

B2
J2ρ5K2ρ5

K2ρ3,1K2ρ3

S1

K2ρ1,2K1ρ1

Figure 1: Automaton w.r.t. G, cf. ex. 7.

Formally, the vanilla parser is the function
V :Σ∗ → (Dc

G)ω defined as

V = MAP(TODERIV) ◦ FILTER(mDG)

◦ SORT(µ′) ◦ (∩ RG) ◦ hom−1G

where hom−1G (w) ∩RG is represented by an FSA
for each w ∈ Σ∗ (phase (i)). µ′(u) is the prod-
uct of the weights of each occurrence of a bracket
of the form J`ρ or K`ρ in u. These weights are fixed
such that µ′

(
J1ρK1ρ · · · J`ρK`ρ) = µ(ρ) for each ρ ∈ P

with fanout `. SORT(µ′) brings the elements of
its argument, which is a subset of ΩG∗, in some
descending order w.r.t. µ′ and �, returning a (pos-
sibly infinite) sequence of elements ofΩG∗, which
we call candidates. Sequences are implemented as
iterators. FILTER(mDG) removes the candidates
from its argument sequence that are not in mDG

while preserving the order (cf. Denkinger, 2017,
alg. 2). (Both steps, SORT(µ′) and FILTER(mDG),
are phase (ii).) TODERIV returns the derivation in
G that corresponds to its argument (which is from
the set RG ∩ mDG), cf. Denkinger (2017, func-
tion fromBrackets, p. 20). MAP(TODERIV) ap-
plies TODERIV to each candidate in its argument
while preserving the order (phase (iii)).

Denkinger (2017, thm. 5.22) showed that
TAKE(n) ◦ V solves the n-best parsing problem.1

We omit the additional restrictions that he imposed
on the given wMCFG because they are only nec-
essary to show the termination of his algorithm.

1In the following, we will gloss over the distinction be-
tween derivations and parses.
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hom−1
G ∩ RG SORT(µ′) FILTER(mDG) TODERIV

∈ Σ∗ ⊆ ΩG
∗ ⊆ ΩG

∗ ∈ (ΩG
∗)ω ∈ (ΩG

∗)ω ∈ (Dc
G)ω

TOMCFGDERIVEXTRACTDYCK(G,µ′)hom−1
G ∩ RG TOCOWDERIV

∈ Σ∗ ∈ (ΩG
∗)ω ∈ (cowDc

G)ω ∈ (Dc
G)ω

Figure 2: Visualisation of the vanilla parser (top) and the parser with the optimisations from sec. 4 (bottom).

3 Component-Wise Derivations

In sec. 4, we will outline modifications to the
vanilla parser that make the extraction of the
elements of mDG from hom−1G (w) ∩ RG effi-
cient (items 2–4). To facilitate this, we first
decompose FILTER(mDG) into FILTER(mDG) ◦
FILTER(D∆G), which is possible because D∆G ⊇
mDG. Secondly, we implement FILTER(D∆G) ◦
SORT(µ′) with a dynamic programming algo-
rithm (cf. Hulden, 2011, alg. 1, similar to Bar-
Hillel et al., 1961, sec. 8). And lastly, we re-
place FILTER(mDG) by steps that exploit the well-
bracketing of the elements of D∆G .

The elements ofRG ∩D∆G can be represented
as trees over rules of G.2 We label the edges of
those trees to allow us to check if vertices that cor-
respond to the same application of a rule of the
MCFG G match. The resulting objects are called
component-wise derivations. The set RG ∩ D∆G

is characterised in terms a CFG Gcf.

Definition 8. Let ρ ∈ P be a rule of the form
A → [u1, . . . , us](B1, . . . , Bk), ` ∈ [s], and u`
be of the form w0x

j(1)
i(1)w1 · · ·xj(n)i(n)wn for some

w0, . . . , wn ∈ Σ∗. We define the rule

ρ(`) = A` →
q`
ρ
w̃0v1w̃1 · · · vnw̃n

y`
ρ

where each vκ = Jj(κ)ρ,i(κ)B
j(κ)
i(κ) K

j(κ)
ρ,i(κ). The context-

free CS approximation of G (short: CFA), de-
noted byGcf, is the CFG (Ncf, ΩG, S

1, Pcf) where
Ncf = {A` | A ∈ N, ` ∈ [sort(A)]} and
Pcf = {ρ(`) | ρ ∈ P, ` ∈ [fanout(ρ)]}. �
Observation 9. D∆G ∩RG = L(Gcf). �

We introduce component-wise derivations to re-
late the derivations of Gcf with those of G.

Definition 10. Let ` ∈ N+ and t be a tree whose
vertices are labelled with elements of P and whose
edges are labelled with elements of N+ × N+.
The label at the root of t is denoted by root(t).
The set of labels of the outgoing edges from the

2Those trees correspond to the derivations of the guid-
ing grammar in the coarse-to-fine parsing approach of
Barthélemy et al. (2001, sec. 3).

root of t is denoted by out(t). A (i, j)-subtree
of t, is a sub-graph of t consisting of all the ver-
tices (and their edges) reachable from some tar-
get vertex of the outgoing edge from the root that
is labelled with (i, j). If there is a unique (i, j)-
subtree of t, then we denote it by sub(i,j)(t). Now
let root(t) = A → [u1, . . . , us](B1, . . . , Bk).
We call t an (`-)component-wise derivation, short:
(`-)cow derivation, of G if the following four re-
quirements are met: (i) out(t) contains exactly the
pairs (i, j) such that xji occurs in u`, (ii) a unique
(i, j)-subtree of t exists, (iii) root(sub(i,j)(t)) has
lhs Bi, and (iv) sub(i,j)(t) is a j-cow derivation
for each (i, j) ∈ out(t). We denote the set of cow
derivations of G whose root’s lhs is S by cowDc

G.
The set of `-cow derivations whose root’s label has
lhs A is denoted by `-cowDA

G. �
An example of a cow derivation is shown in

fig. 3a. The root is the top-most vertex.

Definition 11. Let ρ = A → c(B1, . . . , Bk) ∈
P , ` ∈ [fanout(ρ)], and the `-th component
of c be u0x

j(1)
i(1)u1 · · ·x

j(n)
i(n)un with u1, . . . , un ∈

Σ∗. Furthermore, for each κ ∈ [n], let tκ ∈
j(κ)-cowD

Bi(κ)
G . By ρ

〈
(i(κ), j(κ))/tκ | κ ∈ [n]

〉
,

we denote the cow derivation t such that root(t) =
ρ, out(t) = {(i(κ), j(κ)) | κ ∈ [n]}, and for each
κ ∈ [n]: sub(i(κ),j(κ))(t) = tκ. �
Lemma 12. There is a bijection toCowD between
L(Gcf) and cowDc

G. �

Proof sketch. We define the partial func-
tion toCowD from ΩG

∗ to cow deriva-
tions of G as follows: toCowD(u) =
ρ
〈
(i(κ), j(κ))/toCowD(vκ) | κ ∈ [n]

〉
if u

is of the form
r`
ρ
ũ0Jj(1)ρ,i(1)v1K

j(1)
ρ,i(1)ũ1 . . . J

j(n)
ρ,i(n)vnK

j(n)
ρ,i(n)ũn

z`
ρ

for some rule ρ = A → c(B1, . . . , Bk) where the
`-th component of c is u0x

j(1)
i(1)u1 · · ·x

j(n)
i(n)un with

u1, . . . , un ∈ Σ∗; otherwise, toCowD(u) is un-
defined. The partial function toCowD is a bijec-
tion between L(Gcf) and cowDc

G (proven in ap-
pendix A.2). �
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Example 13 (continues ex. 1). We construct
Gcf = ({S1, A1, A2, B1, B2}, ΩG, S1, Pcf) where
Pcf contains, among others, the following rules:

ρ
(1)
1 = S1 →

r1

ρ1

q1
ρ1,1

A1
y1
ρ1,1

q1
ρ1,2

B1
y1
ρ1,2

q2
ρ1,1

A2
y2
ρ1,1

q2
ρ1,2

B2
y2
ρ1,2

z1

ρ1
,

ρ
(1)
3 = B1 →

r1

ρ3
b̃

q1
ρ3,1

B1
y1
ρ3,1

z1

ρ3
,

ρ
(1)
4 = A1 → J1ρ4K1ρ4 , ρ

(2)
4 = A2 → J2ρ4K2ρ4 ,

ρ
(1)
5 = B1 → J1ρ5K1ρ5 , . . . .

Figure 3a shows the image of the word
r1

ρ1

r1

ρ1,1

q1
ρ4

y1
ρ4

z1

ρ1,1r1

ρ1,2

q1
ρ3

b̃
q1
ρ3,1

J1ρ5K1ρ5
y1
ρ3,1

y1
ρ3

z1

ρ1,2r2

ρ1,1

q2
ρ4

y2
ρ4

z2

ρ1,1

r2

ρ1,2

q2
ρ5

y2
ρ5

z2

ρ1,2

z1

ρ1

in L(Gcf) under toCowD. �
In the following, we define a property called

consistency to discern those cow derivations that
correspond to derivations of the MCFG G.

Definition 14. Let s ∈ N+ and t1, . . . , ts be cow
derivations of G. We call the set {t1, . . . , ts} con-
sistent if there is a rule ρ = A→ c(B1, . . . , Bk) ∈
P such that root(t1) = . . . = root(ts) = ρ,
s = sort(A), and for each i ∈ [k]: the set
{sub(i,j)(t`) | ` ∈ [s], j ∈ [sort(Bi)]: (i, j) ∈
out(t`)} is consistent. If s = 1, then we also call
t1 consistent. �

The cow derivation shown in fig. 3a is not con-
sistent. If we consider the set of nodes that is
reachable from the root via edges labelled with a
tuple whose first component is 2 (the right dotted
box), then it is easy to see that the rules at these
nodes are not equal. A consistent cow derivation
is shown in the appendix (fig. 6).

Proposition 15. TODERIV ◦ toCowD−1 is a bi-
jection between the consistent cow derivations in
cowDc

G and Dc
G. �

4 Optimisations

In this section, we describe several improvements
to the vanilla parser (cf. end of sec. 2). Since the
definitions ofAG, homG, and mDG do not depend
on the word w, we may compute appropriate rep-
resentations for these objects before the beginning
of the parsing process, and store them persistently.

S → [x11x
1
2x

2
1x

2
2](A,B)

A→ [ε, ε]()

(1, 1)

A→ [ε, ε]()

(1, 2)

B → [bx11,dx
2
1](B)

B → [ε, ε]()
(1, 1)

(2, 1) B → [ε, ε]()

(2, 2)

(a) A cow derivation. The dotted boxes show clusters of
nodes that are reachable from the root via edges labelled with
matching first components.

S → [x11x
1
2x

2
1x

2
2](A,B)

A→ [ε, ε]() B → [bx11, ε](B)

B → [ε, ε]()

(1, 1)

(b) Construction of new rules for each cluster in fig. 3a.
If there were any unused nonterminals in these constructed
rules, they are removed and the indices of variables changed
accordingly. For each cluster, all reachable nodes are clus-
tered via the first component of the labels as in fig. 3a.

S → [x11x
1
2x

2
1x

2
2](A,B)

A→ [ε, ε]() B → [bx11, ε](B)

B → [ε, ε]()

(c) Construction of new rules from the clusters in fig. 3b.

Figure 3: A strategy to convert a non-consistent cow
derivation into a complete derivation of an MCFG.

In the following, we briefly describe each im-
provement that we applied to the vanilla parser:

1. Let us call a rule ρ in G w-consistent if each
string of terminals that occurs in (the com-
position function of) ρ is a substring of w.
A rule is called useful w.r.t. w if it occurs in
some complete derivation ofG in which each
rule is w-consistent. In the construction of
the FSA for RG ∩ hom−1G (w), we only cal-
culate the transitions that relate to rules of G
that are useful w.r.t. w.

2. The function FILTER(mDG) is decomposed
into FILTER(mDG) ◦ FILTER(D∆G) in prepa-
ration for the next two items.

3. FILTER(D∆G) ◦ SORT(µ′) is implemented
with the algorithm EXTRACTDYCK(G,µ′)
that uses dynamic programming to extract
Dyck words from the language of the given
FSA more efficiently. For this, we extend
alg. 1 by Hulden (2011) to use weights such
that it returns the elements in descending or-
der w.r.t. µ′ and � (see appendix A.3, alg. 3).
In our implementation, we change this al-
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Algorithm 1 reads off cow derivations from words
of the CFA of G.
Input: v ∈ L(Gcf)

Output: toCowD(v)

1: function TOCOWDERIV(v)
2: t← empty graph
3: v ← new vertex
4: pd ← ε . pushdown of vertices
5: for all σ in v from left to right do
6: if σ is of the form J`ρ then
7: add vertex v to t with label ρ
8: push vertex v on top of pd
9: else if σ is of the form Jjρ,i then

10: v′ ← top-most vertex on pd
11: v ← new vertex
12: add edge (v′ → v) to twith label (i, j)
13: else if σ is of the form Kjρ,i then
14: remove top-most vertex from pd

15: return t

gorithm even further such that items are ex-
plored in a similar fashion as in the CKY-
algorithm (Kasami, 1966; Younger, 1967;
Cocke and Schwartz, 1970).

4. For FILTER(mDG), instead of isMember ′ by
Denkinger (2017, p. 28–30), which runs in
quadratic time, we use the composition of
two algorithms that run in linear time:

• alg. 1, which reads a cow derivation off
a given word inRG ∩D∆G , and
• an algorithm that checks a given cow

derivation for consistency. (This is sim-
ilar to alg. 2; but instead of derivations,
we return Boolean values. The algo-
rithm is given explicitly in sec. A.3.)

5. Algorithm 2 computes the bijection between
cowDc

G and Dc
G (see prop. 15). Analogously

to def. 14, the function TOMCFGDERIV’
checks a set of cow derivations for equiv-
alence of the root symbol and the function
COLLECTCHILDREN groups the subtrees via
the first component of the successor labels. It
is easy to see that TOMCFGDERIV(t) is only
defined if the cow derivation t is consistent
(cf. item 4). Thus, we use TOMCFGDERIV in
combination with TOCOWDERIV to replace
MAP(TODERIV) ◦ FILTER(mDG).

The time complexity of alg. 2 is linear in the

Algorithm 2 converts a consistent element of
cowDc

G into a complete derivation of G.

Input: t ∈ cowDc
G

Output:





TODERIV
(
toCowD−1(t)

)

if t is consistent

undefined otherwise





1: function TOMCFGDERIV(t)
2: return TOMCFGDERIV’({t})
3: function TOMCFGDERIV’(T )
4: if not

∧
t,t′∈T

(
root(t) = root(t′)

)
then

5: return undefined

6: (T1, . . . , Tk)← COLLECTCHILDREN(T )
7: for i ∈ [k] do
8: ti ← TOMCFGDERIV’(Ti)
9: if ti = undefined then

10: return undefined

11: {σ} ←
{

root(t) | t ∈ T
}

12: return σ(t1, . . . , tk)

13: function COLLECTCHILDREN(T )
14: {k} ←

{
rank(root(t)) | t ∈ T

}

15: for i ∈ [k] do
16: Ti ←

{
sub(i,j)(t)
| t ∈ T, (i, j) ∈ out(t)

}

17: return (T1, . . . , Tk)

number of vertices of the given cow deriva-
tion. This number, in turn, is linear in the
length of the processed candidate.

The parser obtained by applying items 1 to 5 to the
vanilla parser is visualised in fig. 2 (bottom). It is
sound and complete.3 The following two modifi-
cations (items 6 and 7) destroy both soundness and
completeness. Item 6 allows only the best interme-
diate results to be processed further and limits the
results to a subset of those of the vanilla parser. In
item 7, we compensate this by an approximation
we consider useful in practise.

6. EXTRACTDYCK is extended with an optional
implementation of beam search by limit-
ing the amount of items for certain groups
of state spans to a specific number (beam
width), cf. Collins (1999). In our implemen-
tation, we chose these groups of state spans
such that they correspond to equal states in

3A parser is complete if it (eventually) computes all com-
plete derivations of the given word in the given grammar. A
parser is called sound if all computed parses are complete
derivations of the given word in the given grammar.
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the automaton for hom−1G (w). Moreover, we
introduce a variable that limits the number of
candidates that are yielded by Algorithm 3
(candidate count). Both variables are the
meta-parameters of our parser.

7. We introduce a fallback mechanism for the
case that FILTER(mDG) has input candidates
but an empty output. Usually, in that case, we
would suggest there is no derivation for w in
G, yet for robustness, it is preferable to out-
put some parse. Figure 3 illustrates a strategy
to construct a complete derivation from any
complete cow derivation with an example.

5 Evaluation and Conclusion

We implemented the parser with the modifica-
tions sketched in sec. 4 for ε-free and simple
wMCFGs,4 but no problems should arise gener-
alising this implementation to arbitrary wMCFGs.
The implementation is available as a part of Rus-
tomata,5 a framework for weighted automata with
storage written in the programming language Rust.
We used the NeGra corpus (German newspaper
articles, 20,602 sentences, 355,096 tokens; Skut
et al., 1998) to compare our parser to Grammat-
ical Framework (Angelov and Ljunglöf, 2014),
rparse (Kallmeyer and Maier, 2013), and disco-
dop (van Cranenburgh et al., 2016) with respect to
parse time and accuracy.6 Our experiments were
conducted on defoliated trees, i.e. we removed the
leaves from each tree in the corpus. Parsing was
performed on gold part-of-speech tags.

We performed a variant of ten-fold cross val-
idation (short: TFCV; cf. Mosteller and Tukey,
1968), i.e. we split the corpus into ten consec-
utive parts; each part becomes the validation set
in one iteration while the others serve as training
set. We used the first iteration to select suitable
values for our meta-parameters and the remain-
ing nine for validation. In case of Rustomata, a
binarised and markovized grammar was induced
with discodop (head-outward binarisation, v = 1,
h = 2, cf. Klein and Manning, 2003) in each iter-
ation. For all other parsers, we induced a proba-

4A wMCFG G is called ε-free and simple if each compo-
sition function that occurs in the rules of G is either of the
form [u1, . . . , us] for some non-empty strings of variables
u1, . . . , us, or of the form [t] for some terminal symbol t.

5available on https://github.com/tud-fop/
rustomata. We used commit 867a451 for evaluation.

6The evaluation scripts are available on https://
github.com/truprecht/rustomata-eval.
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Figure 4: Median parse times

bilistic LCFRS with the respective default config-
urations (for details, cf. the evaluation scripts). Af-
ter that, we ran our parser on each sentence of the
validation set and recorded the parse time and the
computed 1-best parse. The computed parses were
evaluated against the gold parses of the validation
set w.r.t. precision, recall, and f1-score (according
to the labelled parseval measures, cf. Black et al.,
1991; Collins, 1997, we used the implementation
by van Cranenburgh et al., 2016).

Previous experiments with an implementation
of the vanilla parser already struggled with small
subsets (we used grammars extracted from 250–
1500 parse trees) of the NeGra corpus. Therefore,
we omit evaluation of the vanilla parser.

Meta-parameters. A grid search for meta-
parameters was performed on sentences of up to
20 tokens (see the appendix, tab. 2, for a detailed
listing). The results suggested to set the beam
width to 200 and the candidate count to 10,000.

Comparison to other parsers. The experiments
were performed on sentences with up to 30 to-
kens. We instructed rparse, Grammatical Frame-
work (short: GF) and Rustomata (short: OP) to
stop parsing each sentence after 30 seconds (time-
out). Disco-dop did not permit passing a timeout.
In the case of disco-dop’s LCFRS parser (short:
ddlcfrs), we limited the validation set to sentences
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parser precision recall f1-score coverage

NeGra corpus, |w| ≤ 20

ddctf-dop 81.34 81.44 81.39 100%
ddlcfrs 74.85 73.99 74.42 100%
ddctf-lcfrs 74.78 73.89 74.33 100%
OP 74.38 74.22 74.30 99.20%
GF 70.98 72.17 71.57 98.15%
rparse 71.15 41.67 52.56 76.31%

NeGra corpus, |w| ≤ 30

ddctf-dop 77.91 78.22 78.07 100%
ddctf-lcfrs 70.32 69.70 70.01 100%
OP 68.81 69.27 69.04 99.22%
GF 66.56 68.16 67.35 98.19%
rparse 71.19 23.73 35.59 57.33%

Lassy corpus, |w| ≤ 30

ddctf-dop 73.78 73.37 73.57 100%
ddctf-lcfrs 61.23 59.73 60.52 100%
OP 50.92 51.42 51.17 100%

Table 1: Precision, recall, f1-score, and coverage

of at most 20 tokens, since ddlcfrs frequently ex-
ceeded 30 seconds of parse time for longer sen-
tences in preliminary tests. Disco-dop’s coarse-
to-fine data-oriented parser (short: ddctf-dop) and
disco-dop’s coarse-to-fine LCFRS parser (short:
ddctf-lcfrs) rarely exceeded 30 seconds of parse
time in preliminary tests and we let them run on
sentences of up to 30 tokens without the timeout.

Figure 4a shows the parse times for each sen-
tence length and parser. The parsers ddctf-dop,
ddctf-lcfrs, GF, and OP perform similar for sen-
tences of up to 20 tokens. The parse times of
rparse and ddlcfrs grow rapidly after 10 and 16 to-
kens, respectively. Rparse even exceeds the time-
out for more than half of the test sentences that are
longer than 15 tokens. For sentences with up to
30 tokens, the parse times of ddctf-dop, ddctf-lcfrs
and OP seem to remain almost constant.

Table 1 shows the accuracy (i.e. precision, re-
call, and f1-score) and the coverage (i.e. the per-
centage of sentences that could be parsed) for each
parser on the validation set. We report these scores
to assert a correct implementation of our parser
and to compare the different approximation strate-
gies (and our fallback mechanism) implemented
in the parsers. The low coverage of rparse stems
from the frequent occurrences of timeouts. They
also depress the recall for rparse. For sentences
with at most 20 tokens, ddlcfrs, ddctf-lcfrs and
OP perform very similar. These three parsers are
outperformed by ddctf-dop in all aspects. For
sentences of up to 30 tokens, the scores of all
tested parsers drop similarly. However, ddctf-

dop’s scores drop the least amount.
We repeated a part of the experiments with the

Lassy corpus (Lassy Small, various kinds of writ-
ten Dutch, 65,200 sentences, 975,055 tokens; van
Noord et al., 2013). Since it is considerably larger
than the NeGra corpus, we limited the experiments
to one iteration of TFCV, and we only investigate
OP, ddctf-lcfrs, and ddctf-dop. The results are
shown in fig. 4b (parse time) and at the bottom of
tab. 1 (accuracy). Figure 4b shows the difference
of ddctf-lcfrs, ddctf-dop and OP in terms of parse
times (which is not discernible in fig. 4a). This
plot shows that OP maintains very small parse
times – even for large copora – compared to the
state-of-the-art parser disco-dop.

All in all, our parser performs comparable to
state-of-the-art MCFG parsers (GF, rparse, ddl-
cfrs, ddctf-lcfrs) and, using the NeGra corpus, it
shows excellent results in parse time and good re-
sults in accuracy. Moreover, our parser can deal
with any ε-free and simple MCFG provided by an
external tool, making it more flexible than disco-
dop and rparse. However, we are not able to com-
pete with ddctf-dop in terms of accuracy, since dis-
continuous data-oriented parsing is a more accu-
rate formalism (van Cranenburgh and Bod, 2013).

6 Future Work

We see potential to improve the fallback mecha-
nism explained in sec. 4. For now, we only consid-
ered reporting the first cow derivation. By intro-
ducing some degree of consistency of cow deriva-
tions, we could select a cow derivation that is
closer to a derivation of G.

Since recognisable languages are closed under
inverse homomorphisms, we can use any recog-
nisable language as input for hom−1G (cf. fig. 2)
without changing the rest of the pipeline. This is
useful when the input of the parsing task is am-
biguous, as in lattice-based parsing (e.g. Goldberg
and Tsarfaty, 2008).

Moreover, since weighted recognisable lan-
guages are closed under inverse homomorphisms
and scalar product, we can even use a weighted
recognisable language as input for hom−1G , as in
the setting of Rastogi et al. (2016).
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A Appendices

A.1 Additional Examples

Example 1 (continuing from p. 2). Figure 5
shows graphical representations of a derivation
and the corresponding term over composition
functions. �
Example 7 (continuing from p. 4). The follow-
ing calculation reduces a word of AG to ε us-
ing the equivalence relation ≡PG (abbreviated by
≡) and thereby proves that it is an element of
mDG. In each step, we point out, which cell of

PG was/were used. Note that the set obtained af-
ter two applications of ≡ has two elements.
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y1

ρ4

z1

ρ1,1

r1

ρ1,2

q1

ρ3
b̃
q1

ρ3,1
J1ρ5K1ρ5

y1

ρ3,1

y1

ρ3

z1

ρ1,2

r2

ρ1,1

q2

ρ4

y2

ρ4

z2

ρ1,1

r2

ρ1,2

q2

ρ3
d̃
q2

ρ3,1
J2ρ5K2ρ5

y2

ρ3,1

y2

ρ3

z2

ρ1,2

}

(because
{J1ρ1

}
∈ PG)

≡
{

q1

ρ4

y1

ρ4

q2

ρ4

y2

ρ4
,

r1

ρ1,2

q1

ρ3
b̃
q1

ρ3,1
J1ρ5K1ρ5

y1

ρ3,1

y1

ρ3

z1

ρ1,2

r2

ρ1,2

q2

ρ3
d̃
q2

ρ3,1
J2ρ5K2ρ5

y2

ρ3,1

y2

ρ3

z2

ρ1,2

}

(because
{J1ρ1,1, J2ρ1,1

}
∈ PG)

≡
{
ε,

r1

ρ1,2

q1

ρ3
b̃
q1

ρ3,1
J1ρ5K1ρ5

y1

ρ3,1

y1

ρ3

z1

ρ1,2

r2

ρ1,2

q2

ρ3
d̃
q2

ρ3,1
J2ρ5K2ρ5

y2

ρ3,1

y2

ρ3

z2

ρ1,2

}

(because
{J1ρ4 , J2ρ4

}
∈ PG)

≡
{
ε,

q1

ρ3
b̃
q1

ρ3,1
J1ρ5K1ρ5

y1

ρ3,1

y1

ρ3

q2

ρ3
d̃
q2

ρ3,1
J2ρ5K2ρ5

y2

ρ3,1

y2

ρ3

}

(because
{J1ρ1,2, J2ρ1,2

}
∈ PG)

≡
{
ε, b̃

q1

ρ3,1
J1ρ5K1ρ5

y1

ρ3,1
d̃
q2

ρ3,1
J2ρ5K2ρ5

y2

ρ3,1

}

(because
{J1ρ3 , J2ρ3

}
∈ PG)

≡
{
ε,

q1

ρ3,1
J1ρ5K1ρ5

y1

ρ3,1
d̃
q2

ρ3,1
J2ρ5K2ρ5

y2

ρ3,1

}

(because
{Jb
}
∈ PG and b̃ = JbKb)

≡
{
ε,

q1

ρ3,1
J1ρ5K1ρ5

y1

ρ3,1

q2

ρ3,1
J2ρ5K2ρ5

y2

ρ3,1

}

(because
{Jd
}
∈ PG and d̃ = JdKd)

≡
{
ε, J1ρ5K1ρ5 J2ρ5K2ρ5

}

(because
{J1ρ3,1, J2ρ3,1

}
∈ PG)

≡ {ε} (because
{J1ρ5 , J2ρ5

}
∈ PG) �

A.2 Additional Proofs

Lemma 12. There is a bijection toCowD between
L(Gcf) and cowDc

G.

Proof. For each ` ∈ N+, we define the
partial function f` from (∆G ∪ Ě∆G)∗ to `-
cow derivations of G as follows: f`(u) =
ρ
〈
(i(κ), j(κ))/fj(κ)(vκ) | κ ∈ [n]

〉
if u is of the
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ρ1

ρ2

...

ρ2

ρ4

ρ3

...

ρ3

ρ5

m times n times

[x11x
1
2x

1
2x

2
2]

[ax11, cx
2
1]

...

[ax11, cx
2
1]

[ε, ε]

[bx11,dx
2
1]

...

[bx11,dx
2
1]

[ε, ε]

m times n times

Figure 5: A derivation dm,n (top) together with the cor-
responding term over composition functions (bottom),
cf. ex. 1.

S → [x11x
1
2x

2
1x

2
2](A,B)

A→ [ε, ε]()

(1, 1)

A→ [ε, ε]()

(1, 2)

B → [bx11, dx
2
1](B)

B → [ε, ε]()

(1, 1)

B → [ε, ε]()

(1, 2)

(2, 1)

B → [bx11,dx
2
1](B)

B → [ε, ε]()
(1, 1)

B → [ε, ε]()

(1, 2)

(2, 2)

Figure 6: A consistent cow derivation.

form
r`
ρ
ũ0Jj(1)ρ,i(1)v1K

j(1)
ρ,i(1)ũ1 . . . J

j(n)
ρ,i(n)vnK

j(n)
ρ,i(n)ũn

z`
ρ

for some rule ρ = A → c(B1, . . . , Bk) where the
`-th component of c is u0x

j(1)
i(1)u1 · · ·x

j(n)
i(n)un with

u1, . . . , un ∈ Σ∗; otherwise, f`(u) is undefined.
Note that f1, f2, . . . are pairwise disjoint (in the
set-theoretic sense).

To prove that the function f` is bijective, we
show that it is injective and surjective.

(Injectivity) We show, for each ` ∈ N+, by in-
duction on the structure of cow derivations that
f`(v) = f`(v

′) implies v = v′ for each v, v′ in
the domain of f` (i.e. f`(v) and f`(v′) are both
defined).

Let v, v′ ∈ (∆G ∪ Ě∆G)∗ be in the domain
of f` and let t = f`(v) = f`(v

′). Further-
more, let ρ = A → c(B1, . . . , Bk) = root(t),
t(i,j) = sub(i,j)(t) for each (i, j) ∈ out(t),
and let the `-th component of c be of the form
u0x

j(1)
i(1)u1 · · ·x

j(n)
i(n)un with u1, . . . , un ∈ Σ∗.

By definition of f`, we know that u is the string

r`
ρ
ũ0Jj(1)ρ,i(1)v1K

j(1)
ρ,i(1)ũ1 . . . J

j(n)
ρ,i(n)vnK

j(n)
ρ,i(n)ũn

z`
ρ

for some v1, . . . , vn ∈ (∆G ∪Ě∆G)∗, u′ is the
string

r`
ρ
ũ0Jj(1)ρ,i(1)v

′
1Kj(1)ρ,i(1)ũ1 . . . J

j(n)
ρ,i(n)v

′
nKj(n)ρ,i(n)ũn

z`
ρ

for some v′1, . . . , v
′
n ∈ (∆G ∪ Ě∆G)∗, and

fj(κ)(vκ) = fj(κ)(v
′
κ) = t(i(κ),j(κ)) for each

κ ∈ [n]. By principle of induction, we get
vκ = v′κ for each κ ∈ [n]. Hence v = v′.

(Surjectivity) We show by induction on the
structure of cow derivations that for each A ∈
N , ` ∈ sort(A), and t ∈ `-cowDA

G, there is a
string v ∈ L(Gcf, A

`) such that f`(v) = t.

Let A ∈ N , ` ∈ sort(A), and t ∈ `-cowDA
G.

Furthermore, let ρ = A → c(B1, . . . , Bk) =
root(t), t(i,j) = sub(i,j)(t) for each (i, j) ∈
out(t), and let the `-th component of c be of the
form u0x

j(1)
i(1)u1 · · ·x

j(n)
i(n)un with u1, . . . , un ∈

Σ∗. By principle of induction, we know that
there are vκ ∈ L(Gcf, B

j(κ)
i(κ) ) with fj(κ)(vκ) =

t(i(κ),j(κ)) for each κ ∈ [n]. Now let v be the
string

r`
ρ
ũ0Jj(1)ρ,i(1)v1K

j(1)
ρ,i(1)ũ1 . . . J

j(n)
ρ,i(n)vnK

j(n)
ρ,i(n)ũn

z`
ρ
.

By definition of the rule ρ(`) (def. 8), we know
that v ∈ L(Gcf, A

`). By definition of f`, we
know that f`(v) = t. Hence, f` is surjective.

It is easy to see that toCowD =
⋃
`∈N+

f`. If
we restrict the domain of toCowD to L(Gcf), then
(since each element of L(Gcf) starts with a bracket
of the form J1ρ for some ρ ∈ P ) the resulting func-
tion is a subset of f1. Since f1 is bijective, we
know that toCowD is a bijection between L(Gcf)
and cowDc

G. �

Lemma 16. Let v ∈ L(Gcf). Then

v ∈ mDG ⇐⇒ toCowD(v) is consistent.
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Proof. Let s ∈ N+ and let t1, . . . , ts be cow
derivations in G. We abbreviate the follow-
ing property by C(t1, . . . , ts): (i) {t1, . . . , ts}
is consistent, (ii) s = fanout(root(t1)), and
(iii) t` is an `-cow derivation for each ` ∈ [s].
Now, we show by structural induction that
C(toCowD(v1), . . . , toCowD(vs)) holds iff each
permutation of v1, . . . , vs is in mDG. Let ρ =
A → [c1, . . . , cs](B1, . . . , Bk) be a rule in P . Let
vji ∈ L(G,Bj

i ) for each i ∈ [k] and j ∈ [sort(Bi)]
such that

Per(v1i , . . . , v
sort(Bi)
i ) ⊆ mDG

⇐⇒ C
(
t1i , . . . , t

sort(Bi)
i

) (IH)

for each i ∈ [k] where tji abbreviates toCowD(vji )

and Per(v1i , . . . , v
sort(Bi)
i ) is the set of permuta-

tions of v1i , . . . , v
sort(Bi)
i . For each ` ∈ [s], let v`

be obtained from the right-hand side of ρ(`) by re-
placing each non-terminal of the form Bj

i by vji .
Clearly, for each ` ∈ [s], the sequence v` is an
element of L(G,A`). From now on, we will ab-
breviate toCowD(v`) by t` for each ` ∈ [s]. Now,
letBj(`,1)

i(`,1) , . . . , B
j(`,n`)
i(`,n`)

be the nonterminals on the

rhs of ρ(`), then t` is the cow derivation

ρ
〈
(i(`, κ), j(`, κ))/t

j(`,κ)
i(`,κ) | κ ∈ [n`]

〉
.

Note that ρ is the root symbol of each t1, . . . , ts

and the set of indices {(i(`, κ), j(`, κ)) | ` ∈
[s], κ ∈ [n`]} is the set {(i, j) | i ∈ [k], j ∈
[sort(Bi)]}. We derive

C(t1, . . . , ts)

⇐⇒ {t1, . . . , ts} is consistent (by def. 10)

⇐⇒ ∀i ∈ [k]: {t1i , . . . , tsort(Bi)i } is consistent
(by def. 14)

⇐⇒ ∀i ∈ [k]: Per(v1i , . . . , v
sort(Bi)
i ) ⊆ mDG

(by eq. (IH))

⇐⇒ Per(v1, . . . , vs) ⊆ mDG

(by defs. 6 and 8)

Since the vji s and ρ were selected arbitrarily, we
can obtain any element of L(G,A`) in that man-
ner. In particular, for each v1 ∈ L(Gcf, S

1) =
L(Gcf), the cow derivation toCowD(v1) is con-
sistent iff v1 is in mDG. �

Proposition 15. TODERIV ◦ toCowD−1 is a bi-
jection between the consistent cow derivations in
cowDc

G and Dc
G.

Proof. By lems. 12 and 16, there is a bijec-
tion between the consistent cow derivations in
(1 -cowDG)S and RG ∩ mDG, and there is a bi-
jection between RG ∩mDG and Dc

G (Denkinger,
2017, cor. 3.9). �

A.3 Additional Algorithms
Algorithm 3 is a modification of the algorithm
given by Hulden (2011, alg. 1). The changes in-
volve an introduction of weights in the algorithm;
elements of A are drawn by maximum weight in-
stead of being drawn randomly. In our implemen-
tation, we defined the weight of an item (p, v, q)
as the weight µ′(v) defined in def. 6.

Algorithm 3 extracts Dyck words from an FSA.

Input: a weight assignment wt : Q× (∆∪∆)∗×
Q → M, and an automaton A = (Q,∆ ∪
∆, qinit, qfinal, T )

Output: a sequence v1, v2, . . . of elements in
L(A) ∩ D∆ such that wt(qinit, v1, qfinal) �

wt(qinit, v2, qfinal) � . . .
1: procedure EXTRACTDYCK(wt)(A)
2: (A,C)← (∅,∅)
3: for (p, δ, q), (q, δ, r) ∈ T do
4: A← A ∪ {(p, δδ, r)}
5: for (p, v, q) ∈ argmax�,wt A do
6: if (p, q) = (qinit, qfinal) then yield v
7: A← A \ {(p, v, q)}
8: C ← C ∪ {(p, v, q)}
9: for (r, δ, p), (q, δ, s) ∈ T do

10: A← A ∪ {(r, δvδ, s)}
11: for (q, w, r) ∈ C do
12: A← A ∪ {(p, vw, r)}
13: for (o, u, p) ∈ C do
14: A← A ∪ {(o, uv, q)}

Since the function given in alg. 4 is very similar
to def. 14, we omit further discussions.

Algorithm 4 checks consistency of a set of cow
derivations.
Input: a set T of cow derivations

Output:

{
true if T is consistent

false otherwise

}

1: function ISCONSISTENT(T )
2: if not

∧
t,t′∈T

(
root(t) = root(t′)

)
then

3: return false

4: (T1, . . . , Tk)← COLLECTCHILDREN(T )
5: return

∧k
i=1 ISCONSISTENT’(Ti)
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candidate count
102 103 104 105

be
am

w
id

th

20

median parse time 8.04 ms 8.55 ms 8.52 ms 9.61 ms
mean parse time 8.18 ms 11.48 ms 34.71 ms 256.08 ms
f1-score 67.83 % 68.44 % 68.45 % 68.80 %
coverage (no fallback) 81.20 % 87.49 % 90.40 % 92.10 %
coverage (with fallback) 97.31 % 97.31 % 97.31 % 97.31 %

50

median parse time 13.23 ms 15.26 ms 15.44 ms 15.77 ms
mean parse time 13.11 ms 17.99 ms 53.51 ms 299.63 ms
f1-score 70.54 % 71.82 % 72.17 % 72.46 %
coverage (no fallback) 78.36 % 85.88 % 90.25 % 93.47 %
coverage (with fallback) 98.31 % 98.31 % 98.31 % 98.31 %

100

median parse time 19.68 ms 23.18 ms 24.43 ms 24.67 ms
mean parse time 18.81 ms 25.11 ms 70.12 ms 374.90 ms
f1-score 70.27 % 71.43 % 71.99 % 72.86 %
coverage (no fallback) 76.82 % 84.11 % 88.72 % 92.93 %
coverage (with fallback) 98.93 % 98.93 % 98.93 % 98.93 %

200

median parse time 31.33 ms 36.04 ms 39.75ms 40.05 ms
mean parse time 30.10 ms 35.80 ms 85.94ms 412.16 ms
f1-score 70.50 % 71.50 % 72.13% 72.98 %
coverage (no fallback) 76.66 % 83.57 % 88.33% 92.79 %
coverage (with fallback) 99.00 % 99.00 % 99.00% 99.00 %

500

median parse time 53.16 ms 58.07 ms 68.22 ms 68.86 ms
mean parse time 50.21 ms 56.70 sm 105.94 ms 431.90 ms
f1-score 70.51 % 71.45 % 72.08 % 72.90 %
coverage (no fallback) 76.66 % 83.50 % 88.26 % 92.79 %
coverage (with fallback) 99.00 % 99.00 % 99.00 % 99.00 %

1000

median parse time 53.10 ms 58.59 ms 76.07 ms 77.37 ms
mean parse time 53.53 ms 59.26 ms 109.46 ms 443.56 ms
f1-score 70.51 % 71.45 % 72.08 % 72.90 %
coverage (no fallback) 76.66 % 83.50 % 88.26 % 92.79 %
coverage (with fallback) 99.00 % 99.00 % 99.00 % 99.00 %

Table 2: Results of the grid search for meta-parameters.

A.4 Results of Grid Search for
Meta-Parameters

Table 2 shows the results of the grid search for the
two introduced meta-parameters. For each com-
bination of beam width and candidate count, we
list the median and mean parse times (since medi-
ans hide outliers, those two may differ drastically)
for all sentences of length 20 and f1-score over all
test sentences. Moreover, we show the percentage
of sentences (coverage) that we were able to parse
with and without the fallback mechanism. The re-
sults for the combination of meta-parameters that
was selected for later experiments (i.e. a beam

width of 200 and a candidate count of 104) are
written in bold.
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Abstract
Languages evolve and diverge over time. Their
evolutionary history is often depicted in the
shape of a phylogenetic tree. Assuming pars-
ing models are representations of their lan-
guages grammars, their evolution should fol-
low a structure similar to that of the phylo-
genetic tree. In this paper, drawing inspira-
tion from multi-task learning, we make use
of the phylogenetic tree to guide the learning
of multi-lingual dependency parsers leverag-
ing languages structural similarities. Experi-
ments on data from the Universal Dependency
project show that phylogenetic training is ben-
eficial to low resourced languages and to well
furnished languages families. As a side prod-
uct of phylogenetic training, our model is able
to perform zero-shot parsing of previously un-
seen languages.

1 Introduction
Languages change and evolve over time. A com-
munity that spoke once a single language can
be split geographically or politically, and if the
separation is long enough their language will di-
verge in direction different enough so that at some
point they might not be intelligible to each other.
The most striking differences between related lan-
guages are often of lexical and phonological order
but grammars also change over time.

Those divergent histories are often depicted in
the shape of a tree in which related languages
whose common history stopped earlier branch off
higher than languages that have shared a longer
common trajectory (Jäger, 2015). We hypothe-
size that building on this shared history is bene-
ficial when learning dependency parsing models.
We thus propose to use the phylogenetic structure
to guide the training of multi-lingual graph-based
neural dependency parsers that will tie parameters
between languages according to their common his-
tory.

As our phylogenetic learning induces parsing
models for every inner node in the phylogenetic
tree, it can also perform zero-shot dependency
parsing of unseen languages. Indeed, one can use
the model of the lowest ancestor (in the tree) of a
new language as an approximation of that language
grammar.

We assess the potential of phylogenetic training
with experiments on data from the Universal De-
pendencies project version 2.2. Our results show
that parsers indeed benefit from this multi-lingual
training regime as models trained with the phy-
logenetic tree outperform independently learned
models. The results on zero-shot parsing show that
a number of factors such as the genre of the data
and the writing system have a significant impact on
the quality of the analysis of an unseen language,
with morphological analysis being of great help.

The remaining of this paper is organized as fol-
lows. Section 2 presents both the neural pars-
ing model as well as the phylogenetic training
procedure. Section 3 presents some experiments
over data from UD 2.2. Section 4 presents some
related works on multi-task learning and multi-
lingual parsing. Finally, Section 5 closes the paper
and gives some future perspectives.

2 Model

We propose a multi-task learning framework that
shares information between tasks using a tree
structure. The tree structure allows us to both share
model parameters and training samples between
related tasks. We instantiate it with a graph-based
neural parser and use the language phylogenetic
tree to guide the learning process, but it can in prin-
ciple be used with any tree that encodes tasks re-
lateness and any learning algorithm that supports
fine-tuning.

In this section we first describe the intuition be-
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Proto-Slavic
Proto-East-Slavic

Belarusian (be)
Russian (ru)
Ukranian (uk)

Proto-South-Slavic
Slovenian (sl)
Proto-Serbocroatian

Croatian (hr)
Serbian (sr)

Proto-Southeastern-Slavic
Bulgarian (bg)
Old Church Slavonic (cu)

Proto-West-Slavic
Proto-Czechoslovak

Czech (cs)
Slovak (sk)

Polish (pl)
Upper Sorbian (hsb)

Figure 1: A possible phylogenetic tree for languages in
the Slavic family.

hind phylogenetic training, then the neural parser
and then the phylogenetic training itself.

2.1 Phylogenetic Hypothesis
Languages evolve from earlier stages and some-
times a language will change differently in different
places leading to different languages with a com-
mon ancestor. This evolution process is often de-
picted in the shape of a tree in which leaves are
actual languages and inner nodes can be either at-
tested ancestral languages or their idealized recon-
struction. Figure 1 gives an example of such a tree
for a subset of the Slavic family of Indo-European
languages (Simons and Fennig, 2018).

Just as languages evolve and diverge, so do their
grammars. Assuming a parsing model is a param-
eterized representation of a grammar, then we can
expect those models to evolve in a similar way. We
thus take a multi-task approach to the problem of
multi-lingual dependency parsing. What was once
a single problem (e.g. parsing sentences in Proto-
West-Slavic) becomes a set of distinct but related
problems (parsing sentences in Czech, Polish, Slo-
vak and Sorbian) as Proto-West-Slavic was evolv-
ing into its modern descendants.

We assume that the grammar of the last com-
mon ancestor is a good approximation of those
languages grammars. Thus it should be easier to
learn a language’s grammar starting from its ances-
tor grammar than from scratch. There are however
some issues with this assumption. First, a language
grammar can be very different from its ancestor
one from two millennia earlier. Consider the differ-
ence between modern French and early Classical
Latin for example, in two millennia Latin has wit-

nessed the loss of its case system and a complete
refoundation of its verbal system. And the ”last
common” ancestors can have very different age de-
pending on the languages we consider. We expect
the common ancestor of Tagalog and Indonesian
to be much much older than the common ances-
tor of Portuguese and Galician. Second, a lot of
languages have only started to be recorded very re-
cently thus lacking historical data all together. And
when historical records are available, much work
still needs to be done to render those data usable by
parsers. For example the Universal Dependencies
Project (Nivre et al., 2018) only has annotated cor-
pora for Latin, old Greek, old Church Slavonic and
Sanskrit. And even for those classical languages,
it is not clear to which extent their modern coun-
terparts really descend from them. Thus we need
to find another way to access the ancestor language
grammar than using historical data.

We propose to use all the data from descendent
languages to represent an ancestor language. In
principle, one could give more weight to older lan-
guages or to languages that are known to be more
conservative, but this knowledge is not available
for all languages families. Thus we resort to using
all the available data from descendent languages
without distinction.

Another problem is that the tree view is too sim-
ple to represent the complete range of phenom-
ena involved in language evolution, such as lan-
guage contacts. Furthermore, languages do not
evolve completely randomly, but follow some lin-
guistic universals and have to keep a balance be-
tween speakability, learnability and understand-
ability. Thus, languages can share grammatical
features without necessarily being genetically re-
lated, either by contact or by mere chance. How-
ever, the tree model is still a good starting point
in practice and language families align well with
grammatical similarity as recent works on typolog-
ical analysis of UD treebanks have shown (Chen
and Gerdes, 2017; Schluter and Agić, 2017). We
thus make the simplifying assumption that a lan-
guage grammar evolves only from an older stage
and can be approximated by that previous stage.

2.2 Neural Model

Our scoring model is an edge factored graph-based
neural model in the vein of recent works by Dozat
et al. (Dozat et al., 2017). There are two major
differences here compared to the parser of Dozat
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Figure 2: Bi-LSTM architecture for character based
word representation. The final representation is the con-
catenation of the final cells of each layer.

et al. The first difference is in individual word rep-
resentation, for which we use only the UPOS1 tag,
morphological information provided by UD tree-
banks and a character based word representation,
whilst Dozat et al. use also the XPOS2 tag, holis-
tic word vectors (from Word2Vec (Mikolov et al.,
2013) and their own) and they do not use morpho-
logical information beside what might already be
given by the XPOS. The second difference is the
scoring function proper. While they use biaffine
scoring functions and decouple edge scoring from
label scoring, we use a simple multi-layer percep-
tron to compute label scores and pick the max over
the label as the edge score.

Let x = (w1w2...wl) be a sentence of length l.
Each word wi is represented as the concatenation
of 3 subvectors, one for its part-of-speech, one for
its morphological attributes and one for its form:

wi = posi ⊕morphi ⊕ chari.

The part-of-speech vector (posi) is from a look
up table. The morphological vector (morphi) is
the sum of the representation mm of each morpho-
logical attribute m of the word given by the tree-
banks:

morphi =
∑

m∈morphi
mm.

We add a special dummy attribute representing the
absence of morphological attributes.

The form vector (chari) is computed by a
character BiLSTM (Hochreiter and Schmidhuber,
1997). Characters are fed one by one to the recur-
rent neural network in each direction. The actual
form vector is then the concatenation of the outputs
of the forward character LSTM and of the back-
ward character LSTM as depicted in Figure 2.

1Universal part-of-speech for a set of 17 tags. Does not
encode morphology.

2Language specific part-of-speech. Might include mor-
phological information, but is not available for all languages.

• • • •

• • • •

• • • ⊕ • • •

• • • • • • • • • • • •

• • • • • • • • • • • •

• • • • • • • • • • • •
<ROOT> Cats eat mice

Repr

Deps

Govs

Concat

Rectified

Linear

Figure 3: Neural network architecture for edge scoring.
The contextualised representation of the governor (eat)
and the dependent (Cats) are concatenated and passed
through a rectified linear layer and a final plain linear
layer to get a vector of label scores.

Once, each word has been given a representation
in isolation, those representations are passed to two
other BiLSTMs. Each word is then represented as
the concatenation of its contextualised vector from
the forward and backward layers:

ci = forward(w1, ...,wi)⊕backward(wi, ...,wl).

We actually train two different BiLSTMs, one rep-
resenting words as dependents (c) and one words
as governors (ĉ). An edge score is then computed
as follows. Its governor word vector ĉi and its de-
pendent word vector cj are concatenated and fed
to a two layer perceptron (whose weights are L1

and L2) with a rectifier (noted [...]+) after the first
layer in order to compute the score sijl of the edge
for every possible relation label l:

sij = max
l
sijl = max

l
(L2 · [L1 · (ĉi ⊕ cj)]+)l.

All the neural model parameters θ (part-of-
speech, character and morphological embeddings,
character, dependant and governor BiLSTMs and
the two layer perceptron weights) are trained end
to end via back propagation one sentence at a time.
Given a sentence x, we note j the index of the gov-
ernor of wi and l the relation label of wi, the loss
function is:

loss(x) =
∑

wi

[∑

j
′ 6=j
j
′ 6=i

max(0, sij′ − sij + 1)2

+
∑

l′ 6=l
max(0, sijl′ − sijl + 1)2

]
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For each word, there are two terms. The first term
enforces that for all potential governors that are
neither the word itself nor its actual governor, their
highest score (irrespective of the relation label)
should be smaller than the score of the actual gov-
ernor and actual label by a margin of 1. The sec-
ond term is similar and enforces that for the actual
governor, any label that is not the true label should
have a score smaller than the score of the actual
label again by a margin of 1.

2.3 Phylogenetic Training
Let L = {l1, l2, ..., lnl} be a set of nl languages
and let P = {p1, p2, ..., pnp} be a set of np proto-
languages (hypothesized ancestors of languages in
L). Let T be a tree over L∗ = L∪P such that lan-
guages of L are leaves and proto-languages of P
are inner nodes. This means that we assume no two
languages in L share a direct parenthood relation,
but they at best descend both from a hypothesized
parent. We could in principle have data appearing
only in inner nodes. Tree T has a single root, a
proto-language from P that all grammars descend
from. This ancestor of all languages shall model
linguistic universals3 and ensure we deal with a
well formed tree. We use the notation p > l for
the fact that language/node l descends from lan-
guage/node p.

For each language l ∈ L, we assume access to
a set of n annotated examples Dl. For each proto-
language p ∈ P , we create an annotated set Dp =⋃
p>lDl as the union of its descendent sets.
For each language l ∈ L∗, we want to learn a

parsing model θl.

2.3.1 Model Evolution
The main idea behind phylogenetic training is to
initialize a new model with the model of its parent,
thus effectively sharing information between lan-
guages and letting models diverged and specialize
over time. The training pocedure is summarized in
Algorithm 1.

At the beginning, we initialize a new blank/ran-
dom model that will be the basic parsing model
for all the world languages. Then, we sample sen-
tences (we will discuss sampling issues in next sec-
tion) randomly from all the available languages,
parse them, compute the loss and update the model
accordingly. Since the training sentences are sam-
pled from all the available languages, the model

3It does not imply anything about our belief or not in the
monoglotto genesis hypothesis.

Data: a train set Dl and a dev set D′l per
language, a tree T , two sampling
sizes k, k′ and a maximum number
of reboot r

Result: a model θ per node in T
begin

Instantiate empty queue Q
Q.push(T .root)
while Q is not empty do

l = Q.pop()
if l = T .root then

initialize θ0
T .root randomly

else
θ0
l = θl.parent

reboot = 0, i = 1, a0 = 0
while reboot < r do

θil = train(θi−1l ,Dl, k)
ai = test(θil,D′l, k′)
if ai ≤ ai−1 then

reboot += 1
else

reboot = 0, i += 1

θl = θil
for c in l.children do

Q.push(c)

Algorithm 1: Phylogenetic training procedure.

will learn to be as good as possible for all the lan-
guages at the same time.

When the model θp has reached an optimum
(that we defined hereafter), we pass a copy of it to
each of its children. Thus, for each child c of p, we
initialize θ0

c = θp to its parent (p) final state. Each
model θc is then refined on its own data set Dc
which is a subset ofDp, until it reaches its own op-
timum state and is passed down to its own children.
This process is repeated until the model reaches a
leaf language, where the model θc is eventually re-
fined over its mono-lingual data set Dc.

By passing down optimal models from
older/larger languages sets to newer/smaller
ones, models get the chance to learn relevant
information from many different languages while
specializing as time goes by.

The question now is to find when to pass down
a model to its children. In other words, at which
stage has a model learned the most it could from its
data and should start to diverge to improve again?

Following the principle of cross-validation, we
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propose to let held-out data decide when is the
right time to pass the model down. LetD′p be a set
of held-out sentences from the same languages as
Dp. Then, after every epoch i of k training exam-
ples, we freeze the model θip, and test it on k′ sen-
tences from D′p. This gives a score ai (UAS/LAS)
to the current model. If the score is higher than
the score of the previous model θi−1p then training
goes on, otherwise we discard it and retrain θi−1p

for another k sentences. If after having discarded r
epochs in a raw we have not yet found a better one,
then we assume we have reached an optimal model
θi−1p and pass it on to its children (unless it is a leaf,
in which training is over for that language).

2.3.2 Sentence Sampling
There are a few things we should consider when
drawing examples from a proto-language distribu-
tion. Beside the question of whether some lan-
guages are more conservative than others with re-
spect to their ancestor, which we have decided to
simplify saying that all languages are as represen-
tative of their ancestors, there is the problem of
data unbalance and tree unbalance.

Sampling sentences uniformly across languages
is not a viable option for the size of datasets varies
a lot across languages and that they do not cor-
relate with how close a language is to its ances-
tor. For example, there are 260 Belarusian training
sentences against 48814 Russian ones. The basic
question is thus whether one should draw exam-
ples from languages or branches. Basic linguistic
intuition tells us that drawing should be performed
on branches. Modern languages distribution has
no reason to reflect their proximity to their ances-
tor language. Amongst Indo-European languages,
there are one or two Armenian languages as well
as one or two Albanian languages (depending on
the criteria for being a language), while there are
tens of Slavic languages and Romance languages.
However, there is no reason to believe that Slavic or
Romance languages are better witnesses of proto-
Indo-European than Armenian or Albanian.

Drawing examples from languages would bias
the intermediate models toward families that have
more languages (or more treebanks). It might be
a good bias depending on the way one compute
the overall accuracy of the system. If one uses the
macro-average of the individual language parsers,
then biasing models toward families with many
members should improve the accuracy overall.

In this work, at a given inner node, we decided

to sample uniformly at random over branches span-
ning from this node, then uniformly at random over
languages and then uniformly at random over sen-
tences. It boils down to flattening the subtree be-
low an inner node to have a maximum depth of 2.
For example in Figure 1, at the root (Proto-Slavic)
we pick a branch at random (e.g. Proto-South-
Slavic), then a language at random (e.g. Croatian)
then a sentence at random. Given that we have
picked the Proto-South-Slavic branch, all South-
Slavic languages are then as likely to be chosen.
This biases slightly the model toward bigger sub-
families. In our example, Croatian and Serbian
have the same chances to be sampled than Slove-
nian, therefore their family, Proto-Serbocroatian is
twice as likely to be chosen as Slovenian is, while
being at the same depth in the tree.

We could otherwise sample over branches, then
over sub-branches again and again until we reach
a leaf and only then pick a sentence. In this case,
Proto-Serbocroatian and Slovenian would have the
same probability to be chosen. This would give
much more weight to languages high in the tree
than languages low in the tree. While this would
give more balance to the actual model, it could be
detrimental to the averaged results since the data
distribution is itself unbalanced. It would of course
be possible to try any variation between those two,
picking sub-branches according to a probability
that would depend on the number of languages in
that family for example, therefore mitigating the
unbalance problem.

2.4 Zero-Shot Parsing

An interesting property of the phylogenetic train-
ing procedure is that it provides a model for each
inner node of the tree and thus each intermediary
grammar. If one were to bring a new language with
its position in the tree, then we can use the pre-
trained model of its direct ancestor as an initializa-
tion instead of learning a new model from scratch.
Similarly, one can use this ancestor model directly
to parse the new language, effectively performing
zero-shot dependency parsing. We investigate this
possibility in the experiment section.

3 Experiments

To assess the potential of phylogenetic training
both in terms of multi-task learning and zero-shot
parsing capabilities, we experimented with data
from the Universal Dependencies project version
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2.2 (Nivre et al., 2018). When several corpora are
available for a language, we chose one to keep a
good balance between morphological annotation
and number of sentences. For example, the Por-
tuguese GSD treebank has slightly more sentences
than the Bosque treebank but it is not well morpho-
logically annotated. The zero-shot parsing models
have been directly tested on languages that lack of
training set. The treebanks names are given in the
tree 4 and the result table 1.

3.1 Setting

As some languages have no training data and
unique writing systems making the character
model inefficient for them, we resorted to use
gold parts-of-speech and morphological attributes
rather than predicted ones. For example, Thai has
no training data, no language relative and a unique
script, which altogether make it really hard to parse
(from a phylogenetic perspective).

The phylogenetic tree used for the experiment
is adapted from the Ethnologue (2018). For space
reasons, it is reported in the appendix in Figures 4
and 5. We tried to have a tree as consensual as pos-
sible, but there are still a few disputable choices,
mostly about granularity and consistency. Sanskrit
could have its own branch in the Indic family just as
Latin in the Romance family, but because Sanskrit
has no training data, that would not actually change
the results. Likewise, as Czechoslovak and Dutch-
Afrikaans have their own branches, Scandinavian
languages could also distributed between east and
west Scandinavian. As an English based Creole,
Naija could as well be put in the Germanic family,
but we kept it as a separate (Creole) family.

Regarding model training proper, we used k =
500 training sentences per iteration, k′ = 500
held-out sentences from the developpement set to
compute running LAS and a maximum number of
reboot r = 5. Following Dozat et al (2017), we
use Eisner algorithm (Eisner, 1996) at test time to
ensure outputs are well formed trees. The neu-
ral model is implemented in Dynet (Neubig et al.,
2017) and we use Adadelta with default parame-
ters as our trainer. We averaged the results over
5 random initializations. Independent models are
trained in the same manner but with mono-lingual
data only. We report both labeled and unlabeled
edge prediction accuracy (UAS/LAS). In the ap-
pendix we also report results averaged per family.

3.2 Multi-Task Learning

Table 1 reports parsing results for languages that
have a training set. Note that a few languages do
not have a separate developpement set, then we
used the training set for both training and valida-
tion. The training set size of those languages is
reported in square brackets. This has low to no im-
pact on other languages results but it can be prob-
lematic for the language itself as it can over-fit its
training data especially when they are very few as
is the case of Buryat for example. To be fair, we re-
port two different averages. Avg is the average over
languages that have a separate developpement set,
and Avg No Dev is the average over languages that
do not have a separate developpement set. For each
language, the best UAS/LAS are reported in bold.

On average, phylogenetic training improves
parsing accuracy, both labeled and unlabeled. This
is especially true for languages that have very small
training sets (50 sentences or less) and lack of de-
veloppement set. Those languages show an aver-
aged 7 points improvement and up to 15 points
(hsb, kmr). Since independent mono-lingual mod-
els follow the exact same training procedure but
without phylogenetic initialization and that every
sentence will be seen several times both at train-
ing and validation, the sampling method cannot ex-
plain such a difference. This shows that the ances-
tor’s model is a good initialization and acts as a
form of regularization, slowing down over-fitting.

Phylogenetic training is also beneficial as one
gains information from related languages. Indo-
European languages gain from sharing informa-
tion. This is especially true for Balto-Slavic (sk
+5.82, lt +5.07 UAS) and Indo-Iranian languages
(mr +2.05 UAS). It is less consistent for Romance
and Germanic languages. This might be due to the
tree not representing well typology for those fami-
lies. Typically, English tends to group syntactically
with Scandinavian languages more than with West-
Germanic. Turkic and Uralic languages show the
same benefits overall (ug +2.67, fi +3.39 UAS).

Dravidian and Afro-Asiatic languages are not as
consistent. While Telugu seems to gain from Tamil
data, the reverse is not true. Result variation for
Arabic, Hebrew and Coptic are marginal. This is
likely due to the fact that we only have three quite
different languages from that family and that they
all have their own script.

Similarly, phylogenetic training is not consis-
tently useful for languages that do not have rela-
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Phylogenetic Independent
UAS LAS UAS LAS

ar nuyad 74.81 70.32 75.07 71.08
cop 85.51 79.28 86.03 80.15
he 81.89 75.36 81.59 75.57
bxr [19] 48.72 30.68 37.88 18.09
eu 76.81 69.51 78.61 72.76
af 85.15 80.94 85.44 81.66
da 78.50 72.50 79.16 74.13
de gsd 80.37 73.54 79.48 72.37
en ewt 79.25 74.34 79.27 74.66
got 77.83 71.54 79.91 74.33
nb 84.62 78.78 83.82 78.09
nl alpino 77.19 68.55 76.52 68.40
nn nynorsk 82.39 76.44 82.58 77.32
sv talbanken 80.46 74.62 81.17 75.47
be 80.18 74.11 78.09 72.76
bg 86.01 79.16 86.40 79.79
cs pdt 79.78 71.71 77.45 69.88
cu 82.98 77.19 83.31 78.32
hr 81.70 74.73 81.05 73.95
hsb [23] 74.24 66.01 58.59 50.37
lt 61.42 50.88 56.35 46.14
lv 78.39 70.14 76.69 68.89
pl lfg 92.88 88.53 91.07 86.49
ru syntagrus 77.91 72.72 77.33 72.85
sk 84.91 79.17 79.09 73.20
sl ssj 87.15 83.43 88.39 85.21
sr 85.85 79.86 86.17 80.47
uk 78.16 73.50 74.96 70.91
ca 84.67 78.81 85.69 80.11
es ancora 85.11 79.52 85.61 80.18
fr gsd 84.35 77.59 84.21 77.94
fro 82.32 74.24 78.91 69.95
gl [600] treegal 83.80 78.06 83.60 77.63
it isdt 87.03 81.67 87.10 82.27
la proiel 66.25 58.88 65.07 57.80
pt bosque 84.93 79.37 84.90 79.83
ro rrt 79.83 70.46 79.93 70.88
fa 78.76 72.95 79.93 74.07
hi hdtb 89.32 82.89 88.75 82.60
kmr [20] 69.08 59.64 54.77 45.07
mr 78.65 68.97 76.60 64.04
ur 84.32 77.02 84.82 78.19
el 86.44 83.30 86.88 83.96
grc proiel 73.82 67.88 71.68 66.05
ga [566] 75.91 67.54 76.20 67.72
hy [50] 65.03 51.76 59.27 46.67
id gsd 81.08 74.97 80.83 74.69
ja gsd 91.22 87.31 91.40 87.37
ko kaist 73.38 68.35 74.23 69.81
kk [31] 70.82 55.42 62.81 44.59
tr imst 59.64 50.66 59.00 50.54
ug 66.33 48.20 63.66 46.07
et 75.32 68.13 73.91 66.96
fi ftb 78.05 72.20 74.66 68.22
hu 79.51 72.88 80.15 74.31
sme [2257] 80.13 76.40 78.34 74.25
ta 75.05 66.94 76.19 67.93
te 88.88 74.24 87.01 72.05
vi 65.59 61.15 66.02 61.74
zh 80.36 74.79 80.14 74.52
Avg 80.05 73.35 79.47 73.02
Avg No Dev 70.97 60.69 63.93 53.05

Table 1: Parsing results for languages with a training set
for phylogenetic models and independent models. The
training set size of languages without a developpement
set are reported in brackets.

Lang Model UAS LAS
am Semitic 57.27 26.25
br Celtic∗ 61.36 43.89
fo North-Germanic 52.40 46.52
sa Indic 56.18 40.46
kpv lattice Finno-Permiac∗ 65.16 52.11
pcm World 60.43 43.80
th World 29.14 17.61
tl Austronesian∗ 70.89 50.38
wbp World 87.67 65.66
yo World 56.16 37.51
yue Sino-Tibetan∗ 41.68 25.02
Avg 58.04 40.83

Table 2: Accuracy of languages without a training set.

tives. While Buryat (bxr) that has a very small
training set benefits from universal linguistic in-
formation and gain almost 11 points UAS, Basque
(eu) that has a very different grammatical struc-
ture than other languages and enough training
data (5396 sentences) looses 3.25 LAS. Gains and
losses are marginal for the other five languages (id,
ja, ko, vi, zh).

Overall results are a bit below the state of the
art, but the model is very simple and relies on gold
morphology, so it is not really comparable.

3.3 Zero-Shot Parsing

Table 2 reports parsing results for languages that
do not have a training set. Because of phylogenetic
training and the tree structure that guides it, it can
happen that a language ancestor’s model is in fact
trained on data only accounting for a narrow range
of later stages. For example, while Faroese uses
the North-Germanic model refined on both Nor-
wegians, Swedish and Danish data, Tagalog uses
the Austronesian model only refined with Indone-
sian data thus making it more an Indonesian model
than an actual Austronesian model. Those cases
are marked by an asterisk in the table. Komi (kpv)
model is refined on Finno-Samic data, Breton (br)
model on Irish data, Cantonese (yue) model on
Mandarin data.

Looking at Table 2, we make the following ob-
servations. As expected scores are on average
lower than for languages with training data, how-
ever the UAS/LAS gap is substantially bigger from
6.781 to 17.08 points. It is hard to compare to other
works on zero-shot parsing since they use different
data and scores span a big range, but our results are
comparable to those of Aufrant et al. (2016) and
Naseem et al. (2012), while our zero-shot mod-
els are given for free by the phylogenetic training
method.
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On a language per language basis, we see that
there are a few important factors, the most strik-
ing being genre. Tagalog (tl) and more surpris-
ingly Warlpiri (wbp) have relatively high parsing
accuracy despite being either completely isolated
or having only one relative (Indonesian). This is
likely because their data are well annotated stereo-
typical sentences extracted from grammars, thus
making them easy to parse.

Then we see that Naija (pcm) and Yoruba (yo)
are about 25 points higher than Thai (th) despite
them three having low morphology (in the tree-
banks). As they have different genres (spoken,
bible, news and wiki), without a deeper look at the
trees themselves, our best guess is that this is due
to Thai having a different script. Naija and Yoruba
both use the Latin alphabet, and as such they can
rely to some extent on the character model to share
information with other languages, to at least or-
ganise the character space. This analysis would
also carry for Cantonese (yue). It is a morphologi-
cally simple language, and despite having a relative
(Mandarin), its score is rather low. The genre alone
(spoken) would not explain everything as Naija has
also a spoken treebank and a higher score. The
writing system might be at blame once again. In-
deed, Chinese characters are very different from
alphabetic characters and are much harder to use
in character models because of sparsity. Compar-
ing Mandarin and Cantonese test sets with Man-
darin train set, the amount of out-of-vocabulary
words is 32.47% of types (11.90% of tokens) for
Mandarin and 54.88% of types (56.50% of tokens)
for Cantonese. The results for out-of-vocabulary
characters are even more striking with 3.73% of
types (0.49% of tokens) for Mandarin and 12.97%
of types (34.29% of tokens) for Cantonese. This
shows that not only there are a lot of OOV in Can-
tonese test set, but that those words/characters are
common ones as 12.97% of character types miss-
ing make up for more than a third of all character
tokens missing, where on the contrary Mandarin
OOV are seldom and account for less tokens per-
centage than types. This is one more argument
supporting the importance of the character vector.

Other important factors are typology and mor-
phology. Amharic (am) despite its unique script
has a higher score than Cantonese that actually
shares its scripts (to some extent as we have seen)
with Mandarin. The key point for Amharic score,
is that all its relatives (Hebrew, Arabic and Cop-

tic) have their own scripts and are morphologi-
cally rich, thus the model learns to use morpho-
logical information. The analysis is similar for
Komi which on top of sharing morphology with its
relatives also share the writing system which pro-
vides it an extra gain. However, this might word
in the opposite direction as well, as we can see
with Faroese, Breton and Sanskrit. Faroese (fo) is
morphologically rich and that should help, how-
ever its North-Germanic relatives are morpholog-
ically much simpler. Thus the model does not
learn to rely on morphological attributes nor on
word endings for the character model as much.
The same is true for Sanskrit (sa), which is mor-
phologically richer than its modern Indic relatives,
with an extra layer of specific writing systems.
Eventually, Breton model (br) is refined over Irish
data only and while Irish is a typological outlier
amongst Indo-European languages because of its
Verb-Subject-Object word order, Breton has the
standard Subject-Verb-Object, thus using Irish data
might actually be detrimental.

These arguments show the respective impor-
tance of the writing system, the genre of the
data, the morphological analysis and the typol-
ogy in phylogenetic zero-shot dependency parsing.
Those factors can either work together positively
(Komi) or negatively (Cantonese) or cancel each
other out (Amharic, Faroese).

4 Related Work

The goal of multi-task learning is to learn related
tasks (either sharing their input and/or output space
of participating of the same pipeline) jointly in or-
der to improve their models over independently
learned one (Caruana, 1997). In Søgaard et al.
(2016), task hierarchy is directly encoded in the
neural model allowing tasks with different output
space to share parts of their parameters (POS tag-
ging comes at a lower level than CCG parsing and
only back-propagates to lower layers). Likewise, in
Johnson et al. (2017), the encoder/decoder archi-
tecture allows to learn encoders that target several
output languages and decoders than handle data
from various input languages. However, in multi-
task learning literature, task relationships are of-
ten fixed. In Cavallanti et al. (2010) tasks with
the same output spaces share parameter updates
through a fixed similarity graph. In this work,
changing level in the tree can be seen as splitting
the similarity graph into disjoint sub graphs. It is
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a way to have tasks relationships evolving during
training and to encode information about task evo-
lution that lacks in other multi-task methods.

In multi-lingual parsing, Ammar et al. (2016)
propose to train a single model to parse many lan-
guages using both typological information, cross-
lingual word representations and language specific
information. While their model gives good results,
they only apply it to 7 Germanic and Romance lan-
guages. It would be worth doing the experiment
with 50+ languages and see how the results would
change. However, because of language specific
information their model would probably become
very big. In this work, language specific informa-
tion is not added on the top of the model, but is
just language generic information that refines over
time.

Che et al. (2017; 2018) and Stymne et al. (2018)
propose to train parsers on several concatenated
treebanks either from the same language or from
related languages and to fine-tune the parsers on
individual treebanks afterward to fit specific lan-
guages/domains. The main difference with our
method, is that instead of one step of fine-tuning,
we perform as many fine-tuning as there are ances-
tors in the tree, each time targeting more and more
specific data. This in turn requires that we han-
dle data imbalance therefore using sampling rather
than plain concatenation.

Aufrant et al. (2016) propose to tackle zero-
shot parsing by rewriting source treebanks to bet-
ter fit target language typology. Assuming that ty-
pology is homogeneous in a language family, the
phylogeny should drive models to be typologically
aware. However, as we have seen for Breton and
Irish, that assumption might not always hold.

Eventually, the closest work from our in spirit is
the one of Berg-Kirkpatrick et al. (2010). They
use a phylogenetic tree to guide the training of un-
supervised dependency parsing models of several
languages, using ancestor models to tie descendent
ones. The main difference here beside supervision,
is that we do not use ancestor models as biases but
rather as initialization of descendent models.

5 Conclusion

We have presented a multi-task learning frame-
work that allows one to train models for several
tasks that have diverged over time. Leveraging
their common evolutionary history through a phy-
logenetic tree, models share parameters and train-

ing samples until they need to diverge. As a by
product of this phylogenetic training, we are pro-
vided with intermediary models that can be used
to zero-shot a new related task, given its position
in the evolutionary history.

We have applied this framework to dependency
parsing using a graph-based neural parser and the
phylogenetic tree of the languages from UD 2.2 to
guide the training process. Our results show that
phylogenetic training is beneficial for well popu-
lated families such as Indo-European and Uralic. It
also helps generalization and prevents over-fitting
when very few data are available. For zero-shot
parsing, genre, writing system and morphology are
crucial factors for the quality of parse predictions.

Some works have been done on automatically
learning task relationship in multi-task setting. It
would be interesting to see how the algorithm
could figure out when and how to cluster languages
automatically as phylogenetic trees do not directly
depict grammar evolution.

Our model does not know that Latin came before
Old French and before modern French, or that de-
spite being Germanic, English underwent a heavy
Romance influence. It would be worth investigat-
ing softening the tree constraints and instigating
more evolutionary information in the structure.

Another important point is that we use gold part-
of-speech and morphological information which is
unlikely to be available in real scenarios. However,
our new training procedure can be applied to any
task, so a future work would be to use it to perform
phylogenetic POS tagging.

Other directions for the future are designing bet-
ter sampling methods as well as better ways to mea-
sure training convergence at each level.
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A Appendix

Phylogenetic Independent
UAS LAS UAS LAS

Afro-Asiatic 80.73 74.99 80.90 75.60
Indo-European 80.41 73.73 78.93 72.45

Germanic 80.64 74.58 80.82 75.16
Slavic 80.83 74.37 78.21 72.09
Romance 82.03 75.40 81.67 75.18
Indo-Iranian 80.03 72.29 76.97 68.79
Greek 80.13 75.59 79.28 75.01

Turkic 65.60 51.43 61.82 47.07
Uralic 78.25 72.40 76.76 70.93
Dravidian 81.97 70.59 81.60 69.99
Avg 80.05 73.35 79.47 73.02
Avg No Dev 70.97 60.69 63.93 53.05

Table 3: Parsing results for phylogenetic and indepen-
dent neural models averaged by language family. Fami-
lies are sorted in the same order as they appear in Table
1. Indo-European averages include Armenian (hy) and
Irish (ga). Global averages are repeated for complete-
ness. Best results are reported in bold.
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Proto-World
Proto-Afro-Asiatic

Coptic (cop)
Proto-Semitic

Amharic (am)
Proto-Central-Semitic

Hebrew (he)
Arabic (ar nyuad)

Proto-Austronesian
Indonesian (id gsd)
Tagalog (tl)

Basque (eu)
Buryat (bxr)
Proto-Dravidian

Tamil (ta)
Telugu (te)

Proto-Indo-European (Figure 5)
Japanese (ja gsd)
Korean (ko kaist)
Naija (pcm)
Proto-Sino-Tibetan

Cantonese (yue)
Mandarin (zh gsd)

Thai (th)
Proto-Turkic

Kazakh (kk)
Turkish (tr imst)
Uighur (ug)

Proto-Uralic
Proto-Finno-Permiac

Komi (kpv lattice)
Proto-Finno-Samic

North Sami (sme)
Proto-Fennic

Estonian (et)
Finnish (fi ftb)

Hungarian (hu)
Vietnamese (vi)
Warlpiri (wbp)
Yoruba (yo)

Figure 4: Phylogenetic tree used to guide the training
process of the multi-lingual parser. Underlined lan-
guages are those that do not have a training set. The
code of the language and if necessary the name of the
treebank are given in parentheses. The Indo-European
sub-tree is depicted on the right.

Figures 4 and 5 represent the phylogenetic tree
used for guiding the training process. As we only
use data from the UD project 2.2, we collapse
unique child so that Vietnamese is not an Austro-
Asiatic language, it is just Vietnamese. We also
only use well attested families, thus Buryat, a Mon-
golic language, is alone and not linked to Turkic
languages. Maybe, the most disputable choice is
to put Naija in its own Creole family instead of the
Germanic family.

Proto-Indo-European
Armenian (hy)
Proto-Balto-Slavic

Proto-Baltic
Latvian (lv)
Lithuanian (lt)

Proto-Slavic
Proto-East-Slavic

Belarusian (be)
Russian (ru syntagrus)
Ukranian (uk)

Proto-South-Slavic
Slovenian (sl ssj)
Proto-Serbocroatian

Croatian (hr)
Serbian (sr)

Proto-Southeastern-Slavic
Bulgarian (bg)
Old Church Slavonic (cu)

Proto-West-Slavic
Proto-Czechoslovak

Czech (cs pdt)
Slovak (sk)

Polish (pl lfg)
Upper Sorbian (hsb)

Proto-Celtic
Breton (br)
Irish (ga)

Proto-Germanic
Gothic (got)
Proto-North-Germanic

Bokmal (nb)
Danish (da)
Faroese (fo)
Nynorsk (nn nynorsk)
Swedish (sv talbanken)

Proto-West-Germanic
English (en ewt)
Proto-Frankish

Afrikaans (af)
Dutch (nl alpino)

German (de gsd)
Proto-Greek

Old Greek (grc proiel)
Greek (el)

Proto-Indo-Iranian
Proto-Indic

Hindi (hi hdtb)
Marathi (mr)
Urdu (ur)
Sanskrit (sa)

Proto-Iranian
Farsi (fa)
Kurmanji (kmr)

Proto-Romance
Proto-Italo-Romance

Italian (it isdt)
Proto-West-Romance

Catalan (ca)
Proto-French

Old French (fro)
French (fr gsd)

Proto-Galician-Portuguese
Galician (gl treegal)
Portuguese (pt bosque)

Spanish (es ancora)
Latin (la proiel)
Romanian (ro rrt)

Figure 5: The Indo-European phylogenetic tree.

203



Proceedings of NAACL-HLT 2019, pages 204–217
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Discontinuous Constituency Parsing
with a Stack-Free Transition System and a Dynamic Oracle

Maximin Coavoux∗
Naver Labs Europe

maximin.coavoux@naverlabs.com

Shay B. Cohen
ILCC, School of Informatics

University of Edinburgh
scohen@inf.ed.ac.uk

Abstract

We introduce a novel transition system for dis-
continuous constituency parsing. Instead of
storing subtrees in a stack –i.e. a data structure
with linear-time sequential access– the pro-
posed system uses a set of parsing items, with
constant-time random access. This change
makes it possible to construct any discontinu-
ous constituency tree in exactly 4n − 2 tran-
sitions for a sentence of length n, whereas
existing systems need a quadratic number of
transitions to derive some structures. At each
parsing step, the parser considers every item
in the set to be combined with a focus item
and to construct a new constituent in a bottom-
up fashion. The parsing strategy is based on
the assumption that most syntactic structures
can be parsed incrementally and that the set –
the memory of the parser– remains reasonably
small on average. Moreover, we introduce a
dynamic oracle for the new transition system,
and present the first experiments in discontin-
uous constituency parsing using a dynamic or-
acle. Our parser obtains state-of-the-art results
on three English and German discontinuous
treebanks.

1 Introduction

Discontinuous constituency trees extend standard
constituency trees by allowing crossing branches
to represent long distance dependencies, such as
the wh-extraction in Figure 1. Discontinuous con-
stituency trees can be seen as derivations of Linear
Context-Free Rewriting Systems (LCFRS, Vijay-
Shanker et al., 1987), a class of formal gram-
mars more expressive than context-free grammars,
which makes them much harder to parse. In par-
ticular, exact CKY-style LCFRS parsing has an
O(n3f ) time complexity where f is the fan-out of
the grammar (Kallmeyer, 2010).

∗Work done at the University of Edinburgh.

SBARQ                       
 ┌─────────────┴────┬──────────────────┐  
 │                  SQ                 │ 
 │        ┌─────────┼────┐             │  
 │        │         │    VP            │ 
 │        │    ┌─── │ ───┴─────┐       │  
 │        │    VP   │          │       │ 
 │   ┌─── │ ───┴─── │ ──────── │ ──┐   │  
 │  WHNP  │         NP         │   │   │ 
 │   │    │    ┌────┴────┐     │   │   │  
 RB  WP VBZ   DT   NN   TO  VB  . 
 │   │    │    │         │     │   │   │  
 So what  's   a  parent  to  do  ? 

Figure 1: Discontinuous constituency tree from the
Discontinuous Penn treebank.

A natural alternative to grammar-based chart
parsing is transition-based parsing, that usually re-
lies on fast approximate decoding methods such
as greedy search or beam search. Transition-
based discontinuous parsers construct discontin-
uous constituents by reordering terminals with
the SWAP action (Versley, 2014a,b; Maier, 2015;
Maier and Lichte, 2016; Stanojević and Gar-
rido Alhama, 2017), or by using a split stack and
the GAP action to combine two non-adjacent con-
stituents (Coavoux and Crabbé, 2017a; Coavoux
et al., 2019). These proposals represent the mem-
ory of the parser (i.e. the tree fragments being con-
structed) with data structures with linear-time se-
quential access (either a stack, or a stack coupled
with a double-ended queue). As a result, these
systems need to perform at least n actions to con-
struct a new constituent from two subtrees sepa-
rated by n intervening subtrees. Our proposal aims
at avoiding this cost when constructing discontin-
uous constituents.

We design a novel transition system in which
a discontinuous constituent is constructed in a sin-
gle step, without the use of reordering actions such
as SWAP. The main innovation is that the mem-
ory of the parser is not represented by a stack,
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Initial configuration (∅, null, 0, ∅) : 0
Goal configuration (∅, {0, 1, . . . , n− 1}, n, C) : 4n− 2

Structural actions Input Output Precondition

SHIFT (S, sf , i, C) : j ⇒ (S ∪ {sf}, {i}, i+ 1, C) : j + 1 i < n, j is even
COMBINE-s (S, sf , i, C) : j ⇒ (S − s, sf ∪ s, i, C) : j + 1 s ∈ S, j is even

Labelling actions

LABEL-X (S, sf , i, C) : j ⇒ (S, sf , i, C ∪ {(X, sf )}) : j + 1 j is odd
NO-LABEL (S, sf , i, C) : j ⇒ (S, sf , i, C) : j + 1 i 6= n or S 6= ∅, j is odd

Table 1: Set-based transition system description. Variable j is the number of steps performed since the start of the
derivation.
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Figure 2: In a stack-based system like shift-reduce-
swap (upper part), the parser extracts features from a
local region of the configuration (orange part), to pre-
dict the next action such as: construct a new tree with
label X and children s0 and s1 (REDUCE-X). In our
proposed set-based system (lower part), we consider
every item in the set to be combined bottom-up with
the focus item sf and score independently each possi-
ble transition.

as is usual in shift-reduce systems, but by an un-
ordered random-access set. The parser considers
every constituent in the current memory to con-
struct a new constituent in a bottom-up fashion,
and thus instantly models interactions between
parsing items that are not adjacent. As such, we
describe a left-to-right parsing model that deviates
from the standard stack-buffer setting, a legacy
from pushdown automata and classical parsing al-
gorithms for context-free grammars.

Our contributions are summarized as follows:

• We design a novel transition system for dis-
continuous constituency parsing, based on a
memory represented by a set of items, and

that derives any tree in exactly 4n − 2 steps
for a sentence of length n;
• we introduce the first dynamic oracle for dis-

continuous constituency parsing;
• we present an empirical evaluation of the

transition system and dynamic oracle on two
German and one English discontinuous tree-
banks.

The code of our parser is released as an open-
source project at https://gitlab.com/
mcoavoux/discoparset.

2 Set-based Transition System

System overview We propose to represent the
memory of the parser by (i) a set of parsing items
and (ii) a single focus item. Figure 2 (lower part)
illustrates a configuration in our system. The
parser constructs a tree with two main actions:
shift the next token to make it the new focus item
(SHIFT), or combine any item in the set with the
focus item to make a new constituent bottom-up
(COMBINE action).

Since the memory is not an ordered data struc-
ture, the parser considers equally every pending
parsing item, and thus constructs a discontinuous
constituent in a single step, thereby making it able
to construct any discontinuous tree in O(n) tran-
sitions.

The use of an unordered random-access data
structure to represent the memory of the parser
also leads to a major change for the scoring system
(Figure 2). Stack-based systems use a local view
of a parsing configuration to extract features and
score actions: features only rely on the few top-
most elements on the stack and buffer. The score
of each transition depends on the totality of this
local view. In constrast, we consider equally ev-
ery item in the set, and therefore rely on a global
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Even action Set (S) Focus (sf ) Buffer Odd action

{} none So what ’s a parent to do ?
⇒SH⇒ {} {So} what ’s a parent to do ? ⇒NO-LABEL

⇒SH⇒ {{So}0} {what} ’s a parent to do ? ⇒LABEL-WHNP
⇒SH⇒ {{So}0, {what}1} {’s} a parent to do ? ⇒NO-LABEL

⇒SH⇒ {{So}0, {what}1, {’s}2} {a} parent to do ? ⇒NO-LABEL

⇒SH⇒ {{So}0, {what}1, {’s}2, {a}3} {parent} to do ? ⇒NO-LABEL

⇒COMB-3⇒ {{So}0, {what}1, {’s}2} {a parent} to do ? ⇒LABEL-NP
⇒COMB-2⇒ {{So}0, {what}1} {’s a parent} to do ? ⇒NO-LABEL

⇒SH⇒ {{So}0, {what}1, {’s a parent}2} {to} do ? ⇒NO-LABEL

⇒SH⇒ {{So}0, {what}1, {’s a parent}2, {to}5} {do} ? ⇒NO-LABEL

⇒COMB-1⇒ {{So}0, {’s a parent}2, {to}5} {what do} ? ⇒LABEL-VP
⇒COMB-5⇒ {{So}0, {’s a parent}2} {what to do} ? ⇒LABEL-VP
⇒COMB-2⇒ {{So}0} {what ’s a parent to do} ? ⇒LABEL-SQ
⇒COMB-0⇒ {} {so what ’s a parent to do} ? ⇒NO-LABEL

⇒SH⇒ {{So what ’s a parent to do}0} {?} ⇒NO-LABEL

⇒COMB-0⇒ {} {So what ’s a parent to do ?} ⇒LABEL-SBARQ

Table 2: Full derivation for the sentence in Figure 1. As a convention, we index elements in the set with their
left-index and use COMB-i to denote COMB-si. We also use tokens instead of their indexes for better legibility.

view of the memory (Section 3). However, we
score each possible combinations independently:
the score of a single combination only depends on
the two constituents that are combined, regardless
of the rest of the set.

2.1 System Description

Definitions We first define an instantiated (dis-
continuous) constituent (X, s) as a nonterminal la-
bel X associated with a set of token indexes s.
We call min(s) the left-index of c and max(s) its
right-index. For example in Figure 1, the two VPs
are respectively represented by (VP, {1, 6}) and
(VP, {1, 5, 6}), and they have the same right index
(6) and left index (1).

A parsing configuration is a quadruple
(S, sf , i, C) where:

• S is a set of sets of indexes and represents the
memory of the parser;
• sf is a set of indexes called the focus item,

and satisfies max(sf ) = i− 1;
• i is the index of the next token in the buffer;
• C is a set of instantiated constituents.

Each new constituent is constructed bottom-up
from the focus item and another item in the set S.

Transition set Our proposed transition system is
based on the following types of actions:

• SHIFT constructs a singleton containing the
next token in the buffer and assigns it as the
new focus item. The former focus item is
added to S.

• COMBINE-s computes the union between the
focus item sf and another item s from the set
S, to form the new focus item s ∪ sf .
• LABEL-X instantiates a new constituent
(X, sf ) whose yield is the set of indexes in
the focus item sf .
• NO-LABEL has no effect; its semantics is that

the current focus set is not a constituent.

Following Cross and Huang (2016b), transitions
are divided into structural actions (SHIFT, COM-
BINE-s) and labelling actions (LABEL-X, NO-
LABEL). The parser may only perform a structural
action on an even step and a labelling action on an
odd step. For our system, this distinction has the
crucial advantage of keeping the number of possi-
ble actions low at each parsing step, compared to a
system that would perform a COMBINE action and
a labelling action in a single REDUCE-s-X action.1

Table 1 presents each action as a deduction rule
associated with preconditions. In Table 2, we de-
scribe how to derive the tree from Figure 1.

2.2 Oracles

Training a transition-based parser requires an ora-
cle, i.e. a function that determines what the best
action is in a specific parsing configuration to
serve as a training signal. We first describe a static
oracle that provides a canonical derivation for a
given gold tree. We then introduce a dynamic or-
acle that determines what the best action is in any
parsing configuration.

1In such a case, we would need to score |S| × |N | + 1
actions, whereN is the set of nonterminals, instead of |S|+1
actions for our system.
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2.2.1 Static Oracle

Our transition system exhibits a fair amount of
spurious ambiguity, the ambiguity exhibited by
the existence of many possible derivations for a
single tree. Indeed, since we use an unordered
memory, an n-ary constituent (and more generally
a tree) can be constructed by many different tran-
sition sequences. For example, the set {0, 1, 2}
might be constructed by combining

• {0} and {1} first, and the result with {2}; or
• {1} and {2} first, and the result with {0}; or
• {0} and {2} first, and the result with {1}.

Following Cohen et al. (2012), we elimi-
nate spurious ambiguity by selecting a canonical
derivation for a gold tree. In particular, we design
the static oracle (i) to apply COMBINE as soon as
possible in order to minimize the size of the mem-
ory (ii) to combine preferably with the most recent
set in the memory when several combinations are
possible. The first choice is motivated by proper-
ties of our system: when the memory is smaller,
there are fewer choices, therefore decisions are
simpler and less expensive to score.

2.2.2 Dynamic Oracle

Parsers are usually trained to predict the gold se-
quence of actions, using a static oracle. The lim-
itation of this method is that the parser only sees
a tiny portion of the search space at train time and
only trains on gold input (i.e. configurations ob-
tained after performing gold actions). At test time,
it is in a different situation due to error propaga-
tion: it must predict what the best actions are in
configurations from which the gold tree is proba-
bly no longer reachable.

To alleviate this limitation, Goldberg and Nivre
(2012) proposed to train a parser with a dynamic
oracle, an oracle that is defined for any parsing
configuration and outputs the set of best actions to
perform. In contrast, a static oracle is determinis-
tic and is only defined for gold configurations.

Dynamic oracles were proposed for a wide
range of dependency parsing transition systems
(Goldberg and Nivre, 2013; Gómez-Rodrı́guez
et al., 2014; Gómez-Rodrı́guez and Fernández-
González, 2015), and later adapted to constituency
parsing (Coavoux and Crabbé, 2016; Cross and
Huang, 2016b; Fernández-González and Gómez-
Rodrı́guez, 2018b,a).

In the remainder of this section, we introduce
a dynamic oracle for our proposed transition sys-
tem. It can be seen as an extension of the oracle of
Cross and Huang (2016b) to the case of discontin-
uous parsing.

Preliminary definitions For a parsing configu-
ration c, the relation c ` c′ holds iff c′ can be
derived from c by a single transition. We note
`∗ the reflexive and transitive closure of `. An
instantiated constituent (X, s) is reachable from
a configuration c = (S, sf , i, C) iff there exists
c′ = (S′, s′f , i

′, C ′) such that (X, s) ∈ C ′ and
c `∗ c′. Similarly, a set of constituents t (possibly
a full discontinuous constituency tree) is reachable
iff there exists a configuration c′ = (S′, s′f , i

′, C ′)
such that t ⊆ C ′ and c `∗ c′. We note reach(c, t∗)
the set of constituents that are (i) in the gold set of
constituents t∗ (ii) reachable from c.

We define a total order � on index sets:

s � s′ ⇔





max(s) < max(s′),
or
max(s) = max(s′)
and s ⊆ s′.

This order naturally extends to the constituents of
a tree: (X, s) � (X ′, s′) iff s � s′. If (X, s)
precedes (X ′, s′), then (X, s) must be constructed
before (X ′, s′). Indeed, since the right-index of
the focus item is non-decreasing during a deriva-
tion (as per the transition definitions), constituents
are constructed in the order of their right-index
(first condition). Moreover, since the algorithm is
bottom-up, a constituent must be constructed be-
fore its parent (second condition).

From a configuration c = (S, sf , i, C) at an odd
step, a constituent (X, sg) /∈ C is reachable iff
both the following properties hold:

1. max(sf ) ≤ max(sg);
2. ∀s ∈ S ∪ {sf}, (s ⊆ sg) or (s ∩ sg = ∅).

Condition 1 is necessary because the parser can
only construct new constituents (X, s) such that
sf � s. Condition 2 makes sure that sg can be
constructed from a union of elements from S ∪
{sf}, potentially augmented with terminals from
the bufffer: {i, i+ 1, . . . ,max(sg)}.

Following Cross and Huang (2016b), we de-
fine next(c, t∗) as the smallest reachable gold con-
stituent from a configuration c. Formally:

next(c, t∗) = argmin
�

reach(c, t∗).
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Oracle algorithm We first define the oracle
o for the odd step of a configuration c =
(S, sf , i, C):

oodd(c, t
∗) =

{
{LABEL-X} if ∃(X, sf ) ∈ t∗,
{NO-LABEL} otherwise.

For even steps, assuming next(c, t∗) = (X, sg),
we define the oracle as follows:

oeven(c, t
∗) =





{COMB-s|(sf ∪ s) ⊆ sg}
if max(sg) = max(sf ),

{COMB-s|(sf ∪ s) ⊆ sg} ∪ {SH}
if max(sg) > max(sf ).

We provide a proof of the correctness of the oracle
in Appendix A.

3 A Neural Network based on
Constituent Boundaries

We first present an encoder that computes context-
aware representations of tokens (Section 3.1). We
then discuss how to compute the representation of
a set of tokens (Section 3.2). We describe the ac-
tion scorer (Section 3.3), the POS tagging compo-
nent (Section 3.4), and the objective function (Sec-
tion 3.5).

3.1 Token Representations

As in recent proposals in dependency and con-
stituency parsing (Cross and Huang, 2016a; Kiper-
wasser and Goldberg, 2016), our scoring system
is based on a sentence transducer that constructs a
context-aware representation for each token.

Given a sequence of tokens xn1 = (x1, . . . , xn),
we first run a single-layer character bi-LSTM en-
coder c to obtain a character-aware embedding
c(xi) for each token. We represent a token xi
as the concatenation of a standard word embed-
ding e(xi) and the character-aware embedding:
wxi = [c(xi); e(xi)].

Then, we run a 2-layer bi-LSTM transducer
over the sequence of token representations:

(h
(1)
1 , . . . ,h(1)

n ) = bi-LSTM(wx1 , . . . ,wxn),

(h
(2)
1 , . . . ,h(2)

n ) = bi-LSTM(h
(1)
1 , . . . ,h(1)

n ).

The parser uses the context-aware token represen-
tations h

(2)
i to construct vector representations of

sets or constituents.

3.2 Set Representations
An open issue in neural discontinuous parsing is
the representation of discontinuous constituents.
In projective constituency parsing, it has be-
come standard to use the boundaries of con-
stituents (Hall et al., 2014; Crabbé, 2015; Dur-
rett and Klein, 2015), an approach that proved
very successful with bi-LSTM token representa-
tions (Cross and Huang, 2016b; Stern et al., 2017).

Although constituent boundary features im-
proves discontinuous parsing (Coavoux and
Crabbé, 2017a), relying only on the left-index and
the right-index of a constituent has the limitation
of ignoring gaps inside a constituent. For exam-
ple, since the two VPs in Figure 1 have the same
right-index and left-index, they would have the
same representations. It may also happen that con-
stituents with identical right-index and left-index
do not have the same labels.

We represent a (possibly partial) constituent
with the yield s, by computing 4 indexes from s:
(min(s),max(s),min(s),max(s)). The set s rep-
resents the gap in s, i.e. the tokens between min(s)
and max(s) that are not in the yield of s:

s = {i|min(s) < i < max(s) and i /∈ s}.

Finally, we extract the corresponding token repre-
sentations of the 4 indexes and concatenate them
to form the vector representation r(s) of s:

r(s) = [h
(2)
min(s);h

(2)
max(s);h

(2)
min(s);h

(2)
max(s)].

For an index set that does not contain a gap, we
have s = ∅. To handle this case, we use a param-
eter vector hnil, randomly initialized and learned
jointly with the network, to embed max(∅) =
min(∅) = nil.

For example, the constituents (VP, {1, 6}) and
(VP, {1, 5, 6}) will be respectively vectorized as:

r({1, 6}) = [h
(2)
1 ;h

(2)
6 ;h

(2)
2 ;h

(2)
5 ],

r({1, 5, 6}) = [h
(2)
1 ;h

(2)
6 ;h

(2)
2 ;h

(2)
4 ].

This representation method makes sure that two
distinct index sets have distinct representations, as
long as they have at most one gap each. This prop-
erty no longer holds if one index sets has more
than one gap.

3.3 Action Scorer
For each type of action –structural or labelling– we
use a feedforward network with two hidden layers.
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Structural actions At structural steps, for a
configuration c = (S, sf , i, C), we need to com-
pute the score of |S| COMBINE actions and pos-
sibly a SHIFT action. In our approach, the score
of a combine-s action only depends on s and sf
and is independent of the rest of the configuration
(i.e. other items in the set). We first construct input
matrix M as follows:

M =

(
r(s1) · · · r(sn) r({i})
r(sf ) · · · r(sf ) r(sf )

)
.

Each of the first n columns of matrixM represents
the input for a COMBINE action, whereas the last
column is the input for the SHIFT action. We then
compute the score of each structural action:

P (·|c) = Softmax(FFs(M)),

where FFs is a feedforward network with two hid-
den layers, a tanh activation and a single output
unit. In other words, it outputs a single scalar for
each column vector of matrix M . This part of the
network can be seen as an attention mechanism,
where the focus item is the query, and the context
is formed by the items in the set and the first ele-
ment in the buffer.

Labelling actions We compute the probabilities
of labelling actions as follows:

P (·|sf ) = Softmax(FFl(r(sf ))),

where FFl is a feedforward network with two hid-
den layers activated with the tanh function, and
|N |+1 output units, where N is the set of nonter-
minals.

3.4 POS Tagger

Following Coavoux and Crabbé (2017b), we use
the first layer of the bi-LSTM transducer as input
to a Part-of-Speech (POS) tagger that is learned
jointly with the parser. For a sentence xn1 , we
compute the probability of a sequence of POS tags
tn1 = (t1, . . . , tn) as follows:

P (tn1 |xn1 ) =
n∏

i=1

Softmax(W(t) · h(1)
i + b(t))ti ,

where W(t) and b(t) are parameters.

3.5 Objective Function

In the static oracle setting, for a single sen-
tence xn1 , we optimize the sum of the log-
likelihood of gold POS-tags tn1 and the log-
likelihood of gold parsing actions an1 :

L = Lt + Lp,

Lt = −
n∑

i=1

logP (ti|xn1 ),

Lp = −
4n−2∑

i=1

logP (ai|ai−11 , xn1 ).

We optimize this objective by alternating a
stochastic step for the tagging objective and a
stochastic step for the parsing objective, as is stan-
dard in multitask learning (Caruana, 1997).

In the dynamic oracle setting, instead of opti-
mizing the likelihood of the gold actions (assum-
ing all previous actions were gold), we optimize
the likelihood of the best actions, as computed by
the dynamic oracle, from a configuration sampled
from the space of all possible configurations. In
practice, before each epoch, we sample each sen-
tence from the training corpus with probability p
and we use the current (non-averaged) parameters
to parse the sentence and generate a sequence of
configurations. Instead of selecting the highest-
scoring action at each parsing step, as in a normal
inference step, we sample an action using the soft-
max distribution computed by the parser, as done
by Ballesteros et al. (2016). Then, we use the
dynamic oracle to calculate the best action from
each of these configurations. In case there are
several best actions, we deterministically choose
a single action by favoring a COMBINE over a
SHIFT (to bias the model towards a small mem-
ory), and to COMBINE with the item with the high-
est right-index (to avoid spurious discontinuity in
partial constituents). We train the parser on these
sequences of potentially non-gold configuration-
action pairs.

4 Experiments

We carried out experiments to assess the adequacy
of our system and the effect of training with the
dynamic oracle. We present the three discontin-
uous constituency treebanks that we used (Sec-
tion 4.1), our experimental protocol (Section 4.2),
then we discuss the results (Section 4.3) and the
efficiency of the parser (Section 4.4).
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DPTB Tiger Negra

F1 Disc. F1 POS F1 Disc. F1 POS F1 Disc. F1 POS

static 91.1 68.2 97.2 87.4 61.7 98.3 83.6 51.3 97.9
dynamic 91.4 70.9 97.2 87.6 62.5 98.4 84.0 54.0 98.0

Table 3: Results on development corpora. F1 is the Fscore on all constituents, Disc. F1 is an Fscore computed only
on discontinuous constituents, POS is the accuracy on part-of-speech tags. Detailed results (including precision
and recall) are given in Table 7 of Appendix C.

English (DPTB) German (Tiger) German (Negra)

Model F Disc. F F Disc. F F Disc. F

Predicted POS tags or own tagging

This work, dynamic oracle 90.9 67.3 82.5 55.9 83.2 56.3

Coavoux et al. (2019),∗ GAP, bi-LSTM 91.0 71.3 82.7 55.9 83.2 54.6
Stanojević and Garrido Alhama (2017),∗ SWAP, stack/tree-LSTM 77.0
Coavoux and Crabbé (2017a), SR-GAP, perceptron 79.3
Versley (2016), pseudo-projective, chart-based 79.5
Corro et al. (2017),∗ bi-LSTM, Maximum Spanning Arborescence 89.2
van Cranenburgh et al. (2016), DOP, ≤ 40 87.0 74.8
Fernández-González and Martins (2015), dependency-based 77.3
Gebhardt (2018), LCFRS with latent annotations 75.1

Gold POS tags

Stanojević and Garrido Alhama (2017),∗ SWAP, stack/tree-LSTM 81.6 82.9
Coavoux and Crabbé (2017a), SR-GAP, perceptron 81.6 49.2 82.2 50.0
Maier (2015), SWAP, perceptron 74.7 18.8 77.0 19.8
Corro et al. (2017),∗ bi-LSTM, Maximum Spanning Arborescence 90.1 81.6
Evang and Kallmeyer (2011), PLCFRS, < 25 79†

Table 4: Discontinuous parsing results on the test sets. ∗Neural scoring system. †Does not discount root symbols
and punctuation.

4.1 Datasets

We perform experiments on three discontinuous
constituency corpora. The discontinuous Penn
Treebank was introduced by Evang and Kallmeyer
(2011) who converted the long distance depen-
dencies encoded by indexed traces in the original
Penn treebank (Marcus et al., 1993) to discontinu-
ous constituents. We used the standard split (sec-
tions 2-21 for training, 22 for development and
23 for test). The Tiger corpus (Brants et al., 2004)
and the Negra corpus (Skut et al., 1997) are both
German treebanks natively annotated with discon-
tinuous constituents. We used the SPMRL split for
the Tiger corpus (Seddah et al., 2013), and the split
of Dubey and Keller (2003) for the Negra corpus.

4.2 Implementation and Protocol

We implemented our parser in Python using the
Pytorch library (Paszke et al., 2017). We trained
each model with the ASGD algorithm (Polyak and

Juditsky, 1992) for 100 epochs. Training a single
model takes approximately a week with a GPU.
We evaluate a model every 4 epochs on the val-
idation set and select the best performing model
according to the validation F-score. We refer the
reader to Table 5 of Appendix B for the full list of
hyperparameters.

We evaluate models with the dedicated mod-
ule of discodop2 (van Cranenburgh et al.,
2016). We use the standard evaluation parame-
ters (proper.prm), that ignore punctuations and
root symbols. We report two evaluation metrics: a
standard Fscore (F) and an Fscore computed only
on discontinuous constituents (Disc. F), which
provides a more qualitative evaluation of the abil-
ity of the parser to recover long distance depen-
dencies.

2https://github.com/andreasvc/
disco-dop
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4.3 Results

Effect of Dynamic Oracle We present parsing
results on the development sets of each corpus in
Table 3. The effect of the oracle is in line with
other published results in projective constituency
parsing (Coavoux and Crabbé, 2016; Cross and
Huang, 2016b) and dependency parsing (Goldberg
and Nivre, 2012; Gómez-Rodrı́guez et al., 2014):
the dynamic oracle improves the generalization
capability of the parser.

External comparisons In Table 4, we com-
pare our parser to other transition-based parsers
(Maier, 2015; Coavoux and Crabbé, 2017a; Stano-
jević and Garrido Alhama, 2017; Coavoux et al.,
2019), the pseudo-projective parser of Versley
(2016), grammar-based chart parsers (Evang and
Kallmeyer, 2011; van Cranenburgh et al., 2016;
Gebhardt, 2018) and parsers based on dependency
parsing (Fernández-González and Martins, 2015;
Corro et al., 2017). Note that some of them only
report results in a gold POS tag setting (the parser
has access to gold POS tags and use them as fea-
tures), a setting that is much easier than ours.

Our parser matches the state of the art of
Coavoux et al. (2019). This promising result
shows that it is feasible to design accurate tran-
sition systems without an ordered memory.

4.4 Efficiency

Our transition system derives a tree for a sentence
of n words in exactly 4n − 2 transitions. Indeed,
there must be n SHIFT actions, and n−1 COMBINE

actions. Each of these 2n − 1 transitions must be
followed by a single labelling action.

The statistical model responsible for choosing
which action to perform at each parsing step needs
to score |S| + 1 actions for a structural step and
|N |+1 actions for a labelling step (whereN is the
set of possible nonterminals). Since in the worst
case, |S| contains n− 1 singletons, the parser has
an O(n(|N |+ n)) time complexity.

In practice, the memory of the parser S remains
relatively small on average. We report in Figure 3
the distribution of the size of S across configura-
tions when parsing the development sets of three
corpora. For the German treebanks, the memory
contains 7 or fewer elements for more than 99 per-
cents of configurations. For the Penn treebank, the
memory is slighlty larger, with 98 percents of con-
figuration with 11 or fewer items.
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Figure 3: Distribution of the size of the memory of the
parser S across configurations derived when parsing
the development set of the three corpora. In practice,
we observe that the memory remains small.

We report empirical runtimes in Table 6 of
Appendix C. Our parser compares decently with
other transition-based parsers, despite being writ-
ten in Python.

5 Related Work

Existing transition systems for discontinuous con-
stituency parsing rely on three main strategies for
constructing discontinuous constituents: a swap-
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based strategy, a split-stack strategy, and the use
of non-local transitions.

Swap-based systems Swap-based transition
systems are based on the idea that any discon-
tinuous constituency tree can be transformed
into a projective tree by reordering terminals.
They reorder terminals by swapping them with
a dedicated action (SWAP), commonly used in
dependency parsing (Nivre, 2009). The first
proposals in transition-based discontinuous
constituency parsing used the SWAP action on
top of an easy-first parser (Versley, 2014a,b).
Subsequent proposals relied on a shift-reduce
system (Maier, 2015; Maier and Lichte, 2016)
or a shift-promote-adjoin system (Stanojević and
Garrido Alhama, 2017).

The main limitation of swap-based system is
that they tend to require a large number of tran-
sitions to derive certain trees. The choice of
an oracle that minimizes derivation lengths has
a substantially positive effect on parsing (Maier
and Lichte, 2016; Stanojević and Garrido Alhama,
2017).

Split-stack systems The second parsing strat-
egy constructs discontinuous constituents by al-
lowing the parser to reduce pairs of items that are
not adjacent in the stack. In practice, Coavoux
and Crabbé (2017a) split the usual stack of shift-
reduce parsers into two data structures (a stack and
a double-ended queue), in order to give the parser
access to two focus items: the respective tops of
the stack and the dequeue, that may or may not be
adjacent. A dedicated action, GAP, pushes the top
of the stack onto the bottom of the queue to make
the next item in the stack available for a reduction.

The split stack associated with the GAP action
can be interpreted as a linear-access memory: it is
possible to access the ith element in the stack, but
it requires i operations.

Non-local transitions Non-local transitions
generalize standard parsing actions to non-
adjacent elements in the parsing configurations.
Maier and Lichte (2016) introduced a non-local
transition SKIPSHIFT-i which applies SHIFT to
the ith element in the buffer. Non-local transitions
are also widely used in non-projective dependency
parsing (Attardi, 2006; Qi and Manning, 2017;
Fernández-González and Gómez-Rodrı́guez,
2018).

The key difference between these systems and
ours is that we use an unordered memory. As a
result, the semantics of the COMBINE-s action we
introduce in Section 2 is independent from a spe-
cific position in the stack or the buffer. A sys-
tem with an action such as SKIPSHIFT-i needs to
learn parameters with every possible i, and will
only learn parameters with the SKIPSHIFT-i ac-
tions that are required to derive the training set. In
contrast, we use the same parameters to score each
possible COMBINE-s action.

6 Conclusion

We have presented a novel transition system that
dispenses with the use of a stack, i.e. a mem-
ory with linear sequential access. Instead, the
memory of the parser is represented by an un-
ordered data structure with random-access: a set.
We have designed a dynamic oracle for the re-
sulting system and shown their empirical potential
with state-of-the-art results on discontinuous con-
stituency parsing of one English and two German
treebanks. Finally, we plan to adapt our system to
non-projective dependency parsing and semantic
graph parsing.
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nifer Foster, Iakes Goenaga, Koldo Gojenola Gal-
letebeitia, Yoav Goldberg, Spence Green, Nizar
Habash, Marco Kuhlmann, Wolfgang Maier, Joakim
Nivre, Adam Przepiórkowski, Ryan Roth, Wolfgang
Seeker, Yannick Versley, Veronika Vincze, Marcin
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A Oracle Correctness

The oracle o leads to the reachable tree with the
highest F-score with respect to the gold tree. The
F-score of a predicted tree t̂ (represented as a set
of instantiated constituents) with respect to a gold
tree t∗ is defined as:

precision(t̂, t∗) = p =
|t̂ ∩ t∗|
|t̂| ,

recall(t̂, t∗) = r =
|t̂ ∩ t∗|
|t∗| ,

F1(t̂, t
∗) =

2pr

p+ r
.

By definition, oodd is optimal for precision be-
cause it constructs a constituent only if it is gold,
and optimal for recall because it will construct a
gold constituent if it is possible to do so.

Moreover, oeven is optimal for recall because
any gold constituent reachable from c will still
be reachable after any transition in oeven(c, t

∗).
Assuming a configuration c = (S, sf , i, C) and
next(c, t∗) = sg, we consider separately the SHIFT

case and the COMBINE-s case:

• SHIFT case (max(sg) > max(sf )): con-
stituents (X, s) reachable from c and not
reachable from SHIFT(c) satisfy max(s) = i.
If a gold constituent satisfies this property, we
have s � sg, which contradicts the assump-
tion that sg = next(c, t∗) (see definition of
oracle in Section 2.2.2).
• COMBINE-s case: Let (X, s′) be a reachable

gold constituent. Since it is compatible with
sg, there are three possible cases:

– if (X, s′) is an ascendant of sg, then (s∪
sf ) ⊆ sg ⊂ s′, therefore (X, s′) is still
reachable from COMBINE-s(c).

– if (X, s′) is a descendant of sg then s′ �
sg, which contradicts the definition of
sg.

– if s′ and sg are completely disjoint, we
have s′ ∩ s = s′ ∩ sf = ∅, therefore
s′∩(s∪sf ) = ∅, and s′ is still reachable
from COMBINE-s(c).

Finally, since oeven does not construct new con-
stituents (it is the role of labelling actions), it is
optimal for precision.

B Hyperparameters

The list of hyperparameters is presented in Ta-
ble 5.

• We use learning rate warm-up (linear in-
crease from 0 to t1000 during the first 1000
steps).
• Before the tth update, we add Gaussian

noise to the gradient of every parameter with

mean 0 and variance
0.01

(1 + t)0.55
(Neelakan-

tan et al., 2015).
• All experiments use greedy search decoding

(we did not experiment with beam search).
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Architecture hyperparameters

Dimension of word embeddings 32
Dimension of character embeddings 100
Dimension of character bi-LSTM state 50 for each direction
Dimension of sentence-level bi-LSTM 200 for each direction
Dimension of hidden layers for the action scorer 200
Activation functions tanh for all hidden layers

Optimization hyperparameters

Initial learning rate l0 = 0.01

Learning rate decay lt =
l0

1 + t · 10−7 for step number t

Dropout for tagger input 0.5
Dropout for parser input 0.2
Training epochs 100
Batch size 1 sentence
Optimization algorithm Averaged SGD (Polyak and Juditsky, 1992; Bottou, 2010)
Word and character embedding initialization U([−0.1, 0.1])
Other parameters initialization (including LSTMs) Xavier (Glorot and Bengio, 2010)
Gradient clipping (norm) 100
Dynamic oracle p 0.15

Table 5: Hyperparameters of the model.

Parser Setting Tiger DPTB

tok/s sent/s tok/s sent/s

This work Python, neural, greedy, CPU 978 64 910 38

MTG (Coavoux et al., 2019) C++, neural, greedy, CPU 1934 126 1887 80
MTG (Coavoux and Crabbé, 2017a) C++, perceptron, beam=4, CPU 4700 260
rparse (Maier, 2015) Java, perceptron, beam=8, CPU 80
rparse (Maier, 2015) Java, perceptron, beam=1, CPU 640
Corro et al. (2017) C++, neural, CPU ≈ 7.3

Table 6: Parsing times on development sets in tokens per second (tok/s) and sentences per second (sent/s). The
parsing times are presented as reported by authors, they are not comparable across parsers (since the experiments
were run on different hardware). Our parser is run on a single core of an Intel i7 CPU.

• Before each training step, we replace a word
embedding by an ‘UNK’ pseudo-word em-
bedding with probability 0.3. We only do this
replacement for the least frequent word-types
(23 least frequent word-types). The ‘UNK’
embedding is then used to represent unknown
words.
• We apply dropout at the input of the tagger

and the input of action scorers: each single
prediction has its own dropout mask.

C Detailed Results

We report indicative parsing times in Table 6. De-
tailed parsing results —including precision, recall,
F-score and part-of-speech tag accuracy— are pre-
sented in Table 7.
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All const. Disc. const. POS
Development sets F P R F P R Acc.

English (DPTB) static 91.1 91.1 91.2 68.2 75.3 62.3 97.2
dynamic 91.4 91.5 91.3 70.9 76.1 66.4 97.2

German (Tiger) static 87.4 87.8 87.0 61.7 64.4 59.2 98.3
dynamic 87.6 88.2 87.0 62.5 68.6 57.3 98.4

German (Negra) static 83.6 83.8 83.4 51.3 53.3 49.5 97.9
dynamic 84.0 84.7 83.4 54.0 58.1 50.5 98.0

Test sets F P R F P R Acc.

English (DPTB) dynamic 90.9 91.3 90.6 67.3 73.3 62.1 97.6
German (Tiger) dynamic 82.5 83.5 81.5 55.9 62.4 50.6 98.0
German (Negra) dynamic 83.2 83.8 82.6 56.3 64.9 49.8 98.0

Table 7: Detailed results. Overall, the positive effect of the dynamic oracle on F-score is explained by its effect on
precision.
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Abstract
The performance of Part-of-Speech tagging
varies significantly across the treebanks of
the Universal Dependencies project. This work
points out that these variations may result from
divergences between the annotation of train
and test sets. We show how the annotation va-
riation principle, introduced by Dickinson and
Meurers (2003) to automatically detect errors
in gold standard, can be used to identify incon-
sistencies between annotations ; we also eva-
luate their impact on prediction performance.

1 Introduction

The performance of Part-of-Speech (PoS) tag-
gers significantly degrades when they are applied
to test sentences that depart from training data. To
illustrate this claim, Table 1 reports the error rate
achieved by our in-house PoS tagger on the dif-
ferent combinations of train and test sets of the
French treebanks of the Universal Dependencies
(UD) project (Nivre et al., 2018). 1 It shows that
depending on the train and test sets considered, the
performance can vary by a factor of more than 25.

Many studies (Foster, 2010; Plank et al.,
2014) attribute this drop in accuracy to covariate
shift (Shimodaira, 2000), characterizing the diffe-
rences between domains by a change in the mar-
ginal distribution p(x) of the input (e.g. increase
of out-of-vocabulary words, missing capitaliza-
tion, different usage of punctuation, etc), while as-
suming that the conditional label distribution re-
mains unaffected.

This work adopts a different point of view : we
believe that the variation in tagging performance is
due to a dataset shift (Candela et al., 2009), i.e. a
change in the joint distribution of the features and
labels. We assume that this change mainly results

1. See Section 2 for details regarding our experimental
setting

from incoherences in the annotations between cor-
pora or even within the same corpus. Indeed, en-
suring inter-annotator agreement in PoS tagging
is known to be a difficult task as annotation gui-
delines are not always interpreted in a consistent
manner (Marcus et al., 1993). For instance, Man-
ning (2011) shows that many errors in the WSJ
corpus are just mistakes rather than uncertainties
or difficulties in the task ; Table 2 reports some
of these annotation divergences that can be found
in UD project. The situation is naturally worse in
cross-corpora settings, in which treebanks are an-
notated by different laboratories or groups.

The contribution of this paper is threefold :
— we show that, as already pointed out by

de Marneffe et al. (2017), the variation prin-
ciple of Boyd et al. (2008) can be used
to flag potential annotation discrepancies
in the UD project. Building on this prin-
ciple, we introduce, to evaluate the anno-
tation consistency of a corpus, several me-
thods and metrics that can be used, during
the annotation to improve the quality of the
corpus.

— we generalize the conclusions of Manning
(2011), highlighting how error rates in PoS
tagging are stemming from the poor quality
of annotations and inconsistencies in the re-
sources ; we also systematically quantify the
impact of annotation variation on PoS tag-
ging performance for a large number of lan-
guages and corpora.

— we show that the evaluation of PoS tag-
gers in cross-corpora settings (typically in
domain adaptation experiments) is hindered
by systematic annotation discrepancies bet-
ween the corpora and quantify the impact
of this divergence on PoS tagger evaluation.
Our observations stress the fact that com-
paring in- and out-domain scores as many
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test→ FTB GSD ParTUT SRCMF Sequoia Spoken PUD
↓ train

FTB 2.8% 7.0% 6.5% 45.4% 5.4% 18.7% 12.9%
GSD 6.7% 3.7% 7.2% 45.5% 5.4% 16.3% 10.2%
ParTUT 11.2% 10.9% 5.9% 55.7% 11.3% 22.9% 15.8%
SRCMF 38.8% 37.8% 36.2% 7.5% 37.4% 34.7% 36.1%
Sequoia 7.5% 7.5% 8.4% 48.0% 4.0% 19.3% 13.6%
Spoken 32.1% 30.3% 25.7% 51.8% 29.5% 7.9% 30.1%

Table 1: Error rate (%) achieved by a PoS tagger trained and tested on all possible combinations of the French train
and test sets of the UD project. To mitigate the variability of our learning algorithm, all scores are averaged over
10 training sessions.

works do (e.g. to evaluate the quality of a
domain adaptation method or the measure
the difficulty of the domain adaptation task)
can be flawed and that this metrics has to be
corrected to take into account the annotation
divergences that exists between corpora.

The rest of this paper is organized as follows.
We first present the corpora and the tools used in
our experiments (§ 2). We then describe the anno-
tation variation principle of Dickinson and Meu-
rers (2003) (§ 3) and its application to the tree-
banks of the Universal Dependencies project (§ 4).
We eventually assess the impact of annotation va-
riations on prediction performance (§ 5 and § 6).

The code and annotations of all experiments are
available on the first author website. 2 For the sake
of clarity, we have only reported our observations
for the English treebanks of the UD project and,
sometimes, for the French treebanks (because it
has seven treebanks). Similar results have however
been observed for other languages and corpora.

2 Experimental Setting

Data All experiments presented in this work
use the Universal Dependencies (UD) 2.3 da-
taset (Nivre et al., 2018) that aims at develo-
ping cross-linguistically consistent treebank anno-
tations for a wide array of languages.

This version of the UD project contains
129 treebanks covering 76 languages. Among
those, 97 treebanks define a train set that contains
between 19 sentences and 68,495 sentences and a
test set that contains between 34 and 10,148 sen-
tences. For 21 languages, several test sets are avai-
lable : there are, for instance, 7 test sets for French,

2. https://perso.limsi.fr/wisniews/
recherche/#coherence

6 for English, 5 for Czech and 4 for Swedish, Chi-
nese, Japanese, Russian and Italian. Overall, it is
possible to train and test 290 taggers (i.e. there are
290 possible combinations of a train and a test set
of the same language), 191 of these conditions (i.e.
pairs of a train set and a test set) correspond to a
cross-corpus setting and can be considered for do-
main adaptation experiments.

Many of these corpora 3 result from an automa-
tic transformation (with, for some of them, manual
corrections) from existing dependency or consti-
tuent treebanks (Bosco et al., 2013; Lipenkova and
Souček, 2014). Because most treebanks have been
annotated and/or converted independently by dif-
ferent groups, 4 the risk of inconsistencies and er-
rors in the application of annotation guidelines is
increased. There may indeed be several sources of
inconsistencies in the gold annotations : in addi-
tion to the divergences in the theoretical linguis-
tic principles that governed the design of the ori-
ginal annotation guidelines, inconsistencies may
also result from automatic (pre-)processing, hu-
man post-editing, or human annotation. Actually,
several studies have recently pointed out that tree-
banks for the same language are not consistently
annotated (Vilares and Gómez-Rodríguez, 2017;
Aufrant et al., 2017). In a closely related context,
Wisniewski et al. (2014) have also shown that,
in spite of common annotation guidelines, one of
the main bottleneck in cross-lingual transfer bet-
ween UD corpora is the difference in the annota-
tion conventions across treebanks and languages.

3. For PoS, only 23 treebanks have been manually anno-
tated natively with the Universal PoS tagset.

4. almost 65% of the UD contributors have participated
in the annotation of only one corpus ; for more than 15% of
the treebanks all contributors have annotated a single corpus.
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À �With regard to the effect of the programme on the convergence of high levelADJ training for
trainers , it was not possible to make an assessment as there was not sufficient information on
the link between national strategies and the activities under Pericles .
�With a view to enabling the assessment of the effect of the programme , among others on the
convergence of high levelNOUN training for trainers , the evaluator recommends the preparation
of a strategy document , to be finalised before the new Pericles enters into effect .

Á � NoticeNOUN Regarding Privacy and Confidentiality : PaineWebber reserves the right to
monitor and review the content of all e-mail communications sent and or received by its
employees .
� NoticePROPN Regarding Privacy and Confidentiality : PaineWebber reserves the right to
monitor and review the content of all e-mail communications sent and or received by its
employees .

Â � The above applies to the Work as incorporated in a Collective Work , but this does not require
the Collective Work apart from the Work itself to be made subjectADJ to the terms of this
License.
� The above applies to the Derivative Work as incorporated in a Collective Work , but this does
not require the Collective Work apart from the Derivative Work itself to be made subjectNOUN
to the terms of this License .

Table 2: Examples of annotation divergences in the English Web Treebank (EWT) corpus : these sentences share
some common words (in bold) that do not have the same annotation. Only the labels that differ are represented.

PoS tagger In all our experiments, we use a
history-based model (Black et al., 1992) with a
LaSO-like training method (Daumé III and Marcu,
2005). This model reduces PoS tagging to a se-
quence of multi-class classification problems : the
PoS of the words in the sentence are predicted
one after the other using an averaged perceptron.
We consider the standard feature set for PoS tag-
ging (Zhang and Nivre, 2011) : current word, two
previous and following words, the previous two
predicted labels, etc. This ‘standard’ feature set
has been designed for English and has not been
adapted to the other languages considered in our
experiments.

Our PoS tagger achieves an average precision of
91.10% over all UD treebanks, a result comparable
to the performance of UDPipe 1.2 (Straka and
Straková, 2017), the baseline of CoNLL’17 Shared
Task ‘Multilingual Parsing from Raw Text to Uni-
versal Dependencies’ that achieves an average pre-
cision of 91.22%. When not otherwise specified,
all PoS tagging scores reported below are averaged
over 10 runs (i.e. independent training of a model
and evaluation of the test performance).

3 Annotation variation principle

The annotation variation principle (Boyd et al.,
2008) states that if two identical sequences appear

with different annotations, one of these two label
sequences may be inconsistently annotated. Our
work relies on this principle to identify discrepan-
cies in the PoS annotation of treebanks.

We call repeat a sequence of words that appears
in, at least, two sentences and suspicious repeat
a repeat that is annotated in at least two different
ways. Identifying suspicious repeats requires, first,
to find all sequences of words that appear in two
different sentences ; this is an instance of the maxi-
mal repeat problem : a maximal repeat, is a sub-
string that occurs at least in two different sentences
and cannot be extended to the left or to right to a
longer common substring. Extracting maximal re-
peats allows us to find all sequence of words com-
mon to at least two sentences without extracting all
their substrings. This problem can be solved effi-
ciently using Generalized Suffix Tree (GST) (Gus-
field, 1997) : if the corpus contains n words, ex-
tracting all the maximal repeats takes O (n) to
build the GST and O (n) to list all the repeats. PoS
annotations for these repeats can then be easily ex-
tracted and the ones that are identical can be filte-
red out to gather all suspicious repeats in a set of
corpora. A detailed description of our implemen-
tation can be found in (Wisniewski, 2018).

Filtering heuristics Suspicious repeats can of
course correspond to words or structures that are
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ambiguity � The early voting suggests that this time the Latin Americans will come out toPART
vote in greater numbers , but it is unclear whether the increase will have an impact .
� Keep his cage open and go on your computer , or read a book , etc and maybe he
will come out toADP you .

inconsistency � Trudeau will extend that invitation to the 45th presidentNOUN of the UnitedADJ
StatesNOUN, whoever he or she may be .
� I am GEORGE WALKER BUSH , son of the former presidentPROPN of the Uni-
tedPROPN StatesPROPN of America George Herbert Walker Bush , and currently ser-
ving as President of the United States of America .

Table 3: Example of an actual ambiguity and of an annotation inconsistency between the English EWT and PUD
corpora. Repeated words are in bold and words with different PoS in red.

truly ambiguous. We consider two heuristics to fil-
ter out suspicious repeats. First with the size heu-
ristic, we assume that longer suspicious repeats are
more likely to result from annotation errors than
shorter ones. For instance, Table 2 displays suspi-
cious repeats with at least 10 words that all stem
from an annotation error.

Second, with the disjoint heuristic, we assume
that actual ambiguities will be reflected in intra-
corpus suspicious repeats, whereas errors will li-
kely correspond to cases where differences in labe-
lings are observed in different corpora. Formally,
the disjoint heuristic flags repeats m occurring in
at least two corpora A and B, and such that the set
of labelings of m observed in A are disjoint from
the set of labelings observed in B.

For instance, in French, “la porte” can either
be a determiner and a noun (e.g. in the sentence
“la porte est fermée” — the door is closed) or a
pronoun followed by a verb (e.g. in the sentence
“je la porte” — I carry her). Observing these two
possible labelings in at least two corpora is a good
sign of an actual ambiguity. The disjoint heuris-
tic allows us to detect that this suspicious repeat
is an actual ambiguity. To reiterate, the intuition
beyond the disjoint heuristic is that for ambigui-
ties, the two possible annotations will appear in, at
least, one of the two corpora.

Conversely, systematic divergences in labeling
observed across corpora are likely to be errors : for
instance, in English, depending on the treebank,
cardinal points are labeled as either proper nouns
or as nouns. In this case, the set of labelings of the
repeats in the first corpus is disjoint from the set of
labeling in the second corpus and the the disjoint
heuristic captures the annotation inconsistency.

Analyzing filtering heuristics To further ana-
lyze these two heuristics, we have manually anno-
tated the suspicious repeats between the train set
of the English EWT corpus and the test set of the
English PUD corpus. For each suspicious repeat,
we record whether it is an annotation error or an
actual ambiguity. Examples of annotations are gi-
ven in Table 3.

Results are in Table 4. It appears that, for the
heuristics considered, a large part of the suspicious
repeats correspond to annotation discrepancies ra-
ther than ambiguities. In many cases, these dis-
crepancies result from systematic divergences in
the interpretation of the UD guidelines. 5 For ins-
tance, the contraction “n’t” is always labeled as
a particle in the train set of the EWT corpus, but
either as particle or an adverb in the PUD corpus.
Most of these systematic differences involve dis-
tinction between nouns and proper nouns, auxilia-
ries and verbs and adjectives and verbs (for past
participles).

4 Quantifying Annotation Divergence in
the UD Corpora

4.1 Annotation Variations in the UD
We will first show how the annotation variation

principle allows us to characterize the noise and/or
the difficulty of PoS tagging. Table 5 reports the
number of repeats and suspicious repeats in the
English corpora of the UD project. These numbers
have been calculated by applying the method des-
cribed in the previous section to the concatenation
of train, development and test sets of each tree-
banks. To calibrate these measures, we conducted

5. Discrepancies are not only due to improper interpreta-
tions of the guidelines, but also sometimes to actual ambigui-
ties in the annotation rules.
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heuristic # susp. repeats # inconsistencies

size=4 28 22 78.6%

size=3 214 153 71.5%

disjoint 580 407 70.3%

none 2507 —

Table 4: Percentage of suspicious repeats between the
EWT and PUD corpora that contain an annotation
inconsistency according to a human annotator either
when the disjoint heuristic is used or when only sus-
picious repeats with at least n words are considered.

the same experiments with the Wall Street Jour-
nal (Marcus et al., 1993), 6 the iconic corpus of
PoS tagging for which a thorough manual analysis
of the annotation quality is described in (Manning,
2011).

The observations reported in Table 5 show that
the number of repeats varies greatly from one cor-
pus to another, which is not surprising conside-
ring the wide array of genres covered by the tree-
banks that includes sentences written by journa-
lists or learner of English (the genres with the lar-
gest number of repeats) or sentences generated by
users on social media (that contain far less repea-
ted parts). These observations also show that the
percentage of repeats that are not consistently an-
notated is slightly larger in the UD treebanks than
in the WSJ, a corpus in which a manual inspec-
tion of the corpus reveals that many variations are
‘mistakes’ rather than representing uncertainties or
difficulties in the PoS prediction (Manning, 2011).

More interestingly, Table 6 shows the percen-

Treebank # sent. % sent. repeat % var.

ESL 5,124 79.0 10.4
EWT 16,622 13.1 9.0
GUM 4,399 10.5 8.5
LinES 4,564 10.9 11.8
PUD 1,000 2.7 8.7

ParTUT 2,090 18.8 9.0

WSJ 21,928 66.1 8.4

Table 5: Percentage of sentences with a repeat of at
least three words in the English treebanks (% sent.
repeat) and percentage of these repeats that are not
labeled consistently (% var.).

6. The Penn Treebank tagset has been manually conver-
ted to the Universal PoS tagset using the mapping of (Petrov
et al., 2012) generalized to the extended UD PoS tagset.

tage of repeats that are not consistently annota-
ted for all possible combinations of a train and a
test sets (ignoring sequences of words that do not
appear at least once in both corpora). It appears
that in all cases there are (sometimes significantly)
more variations in annotations in cross-treebank
settings than in situations where the train and the
test sets belong to the same treebank. This obser-
vation suggests that there may be systematic dif-
ferences in the annotations of different treebanks
which could make the domain adaptation setting
artificially more difficult.

4.2 How do treebanks differ?
To characterize the difference between two tree-

banks, we measure the error rate of a binary clas-
sifier deciding from which corpus an annotated
sentence is coming from. 7 Intuitively, the higher
this error rate, the more difficult it is to distin-
guish sentences of the two corpora and the more
similar the treebanks are. More formally, it can
be shown (Ben-David et al., 2010) that this error
rate is an estimation of the H -divergence (Kifer
et al., 2004), a metric introduced in machine lear-
ning theory to quantify the impact of a change in
domains by measuring the divergence between the
distributions of examples sampled from two data-
sets.

In our experiments, we use a Naive Bayes clas-
sifier 8 and three sets of features to describe a sen-
tence pair and their annotation : words, in which
each example is represented by the bag of its
1-gram and 2-gram of words ; labels, in which
examples are represented in the same way, but
this time, considering PoS ; and combi which uses
the same representation after the words of all the
treebanks have been concatenated with their PoS.
The first set aims at capturing a potential covariate
shift, the last two target divergence in annotations.
To reduce the impact of the strong between-class
imbalance, 9 in all our experiments we sub-sample
the largest set to ensure that the two datasets we
try to distinguish always have the same number of
examples. All scores in this experiment are avera-
ged over 20 train-test splits.

7. More precisely, the classifier analyses pairs of sen-
tences and predicts whether they belong to th same corpus
or not.

8. We used the implementation provided by (Pedregosa
et al., 2011) without tuning any hyper-parameters. Experi-
ments with a logistic regression show similar results.

9. The ratio between the number of examples in the two
corpora can be as large as 88.
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↓ train / test→ ESL EWT GUM LinES ParTUT WSJ PUD

ESL 10.0% 11.7% 10.6% 11.1% 10.0% 12.9% 10.9%
EWT 11.8% 8.7% 9.1% 10.1% 8.9% 18.8% 9.2%
GUM 14.3% 9.0% 8.2% 11.6% 8.5% 15.8% 11.1%
LinES 16.9% 12.8% 12.6% 12.4% 12.5% 16.6% 14.2%
ParTUT 13.8% 10.5% 9.9% 12.0% 9.0% 14.9% 12.5%
WSJ 9.0% 9.9% 9.0% 9.5% 8.5% 8.2% 9.6%

Table 6: Percentage of repeats between a train and a test sets that are not annotated consistently. In-domain settings
(i.e. when the train and test sets come from the same treebank) are reported in bold ; for each train set, the most
consistent setting is underlined.

Table 7 reports the results achieved with the dif-
ferent features sets averaged over all combinations
of a train and a test set of the same language and
gives the percentage of conditions for which each
feature set achieved the best results ; Figure 1 de-
tails these results for the English and French tree-
banks. Results for other languages show similar
patterns. These results suggest that, in many cases,
it is possible to accurately identify from which
treebank a sentence and its annotation are coming,
although these raw numbers are difficult to in-
terpret as prediction performances are averaged
over many different experimental conditions. In
more than 50% of the cases, combining words to
their PoS results in the best performance, which is
consistent to the qualitative study reported in Sec-
tion 3 : some words appear in two corpora with dif-
ferent PoS allowing to distinguish these corpora.
This observation strongly suggests that divergence
in annotations across corpora are often genuine.

5 Impact of annotation variation on
prediction performance

To study annotation divergence in the UD pro-
ject, we propose to analyze suspicious repeats (i.e.
sequence of repeated words with different anno-
tations). We start by extracting all the suspicious
repeats that can be found when considering all
the possible combinations of a train set and a test

features median % best

words 78.2 31.0
labels 70.9 13.5
combi 78.8 55.5

Table 7: Precision (%) achieved over all cross-treebank
conditions by a classifier identifying to which treebank
a sentence belongs to.

or development set of a given language. These
matches are then filtered using the heuristics des-
cribed in §3. There are, overall, 357,301 matches
in the UD project, 69,157 of which involve 3
words or more and 14,142 5 words or more ; the
disjoint heuristic selects 122,634 of these matches
(see Table 8 in §A).

To highlight the connection between prediction
errors and annotation divergence, we compute, for
each possible combination of a train and a test set
(considering all languages in the UD project), the
correlation between the error rate achieved on a
corpus B when training our PoS on a corpus A and
the number of suspicious repeats between A and
B normalized by the number of tokens in A and
B. The Spearman correlation coefficient between
these two values is 0.72 indicating a correlation
generally qualified as ‘strong’ following the inter-
pretation proposed by (Cohen, 1988) : the more
there are sequences of words with different an-
notations in the train and test sets, the worse the
tagging performance, which shows that annotation
inconsistencies play an important role in explai-
ning the poor performance of PoS tagger on some
conditions.

For a more precise picture, we also estimate the
number of suspicious repeats that contain a pre-
diction error. Using the disjoint heuristics to fil-
ter suspicious repeats, it appears that 70.2% (resp.
73.0%) of the suspicious repeats for English (resp.
French) contain a prediction error. As expected,
these numbers fall to 51.7% (resp. 49.9%) when
the suspicious repeats are not filtered and therefore
contain more ambiguous words. Figure 2 displays
a similar trend when the suspicious repeats are fil-
tered by their length ; similar results are observed
for all other languages.

These observations suggest that annotation va-
riations often results in prediction errors, espe-
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Figure 1: Precision of a classifier identifying to which French (top) or English (bottom) treebank a sentence belongs
to. Train corpora are on the y-axis and test corpora on the x-axis.

cially when there are good reasons to assume that
the variation actually stems from an inconsistency.

Figure 2: Percentage of suspicious repeats that contain
at least one prediction error in function of their size.

6 Re-Assessing the Performance of PoS
Tagger in Cross-Corpus Setting

To evaluate the impact of annotation errors
on prediction performance, we propose, for each
combination of a train and a test set, to train a PoS
tagger and compare εfull, the error rate achieved on
the full test set to εignoring the error rate achieved
ignoring errors that occur in a suspicious repeat.

More precisely, εignoring is defined as :

εignoring =
#{err}−#{err in suspicious repeats}

#{words}
(1)

where #{err in suspicious repeats} in the number
of errors in the suspicious repeats that have survi-
ved filtering. Intuitively εignoring can be seen as an
‘oracle’ score corresponding to a tagger that would
always predict the labels of suspicious repeat cor-
rectly. In the following, We will consider three dif-
ferent filters : the disjoint heuristic, keeping only
suspicious repeats with more than three words and
keeping all of them.

Figure 3 reports these errors rates for French
and English. Results for other languages show si-
milar results. As expected, ignoring errors in sus-
picious repeats significantly improve prediction
performance. It even appears that εignoring is of-
ten on par with the score achieved on in-domain
sets. Overall, in more than 43% (resp. 25%) of all
the conditions the error rate ignoring errors in sus-
picious repeats filtered with the disjoint heuristic
(resp. minimum heuristic) is lower than the error
rate achieved on in-domain data. These values are
naturally over-estimated as, in these experiments,
we remove all potential annotation errors as well
as words and structures that are ambiguous and
therefore are more difficult to label. They can ho-
wever be considered as lower-bound on the predic-
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Figure 3: Error rate achieved by a PoS tagger on the different English treebanks of the UD project when errors in
suspicious repeats are ignored. The red line indicates the error rate on in-domain data.

tion quality.
To assess their quality, we have manually che-

cked all the suspicious repeats between the train
set of French UD and the test set of the French
FTB correcting inconsistencies and errors (almost
2,000 PoS were modified). 10 When trained on the
original UD corpus, the PoS tagger achieved an er-
ror rate of 6.78% on the FTB corpus (4.51% on in-
domain data). After correcting inconsistencies, the
out-domain error rate falls down to 5.11%. This
value is close to the error rate ignoring suspicious
repeats containing three and more words, showing
the validity of the heuristics we have considered.

7 Conclusion

In this work, we have shown that, for PoS tag-
ging, many prediction errors in cross-corpora set-
tings (which is a typical domain adaptation sce-
nario) stem from divergence between annotations.
We have also described a method to quantify this
divergence. We have only considered here corpora
from the UD project and PoS annotation, but we
consider that our method is very generic and can
be easily applied to other corpora or tasks (e.g. to-
kenization, dependency parsing, etc.) that we will
address in future work. We also plan to see how the
different experiments we have made to identify an-
notation errors and inconsistencies can be used du-
ring the annotation process to reduce the workload

10. The ‘corrected’ corpora will be made available upon
publication. In this experiment, the impact of annotation er-
rors is under-estimated as we have only corrected errors that
appear in a suspicious repeat without trying to ‘generalize’
these corrections to words that appear only in one corpus.

of annotators and help them creating high-quality
corpora.
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A Appendices

# repeated words # repeats # suspicious

2 4,366,885 146,516 3.36%

3 1,977,969 44,800 2.26%

4 622,192 9,684 1.56%

5 183,680 1,998 1.09%

6 60,869 509 0.84%

7 25,697 158 0.61%

8 13,132 123 0.94%

9 7,572 61 0.81%

≥ 10 24,629 264 1.07%

Table 8: Number of repeated sequence of words across
the different combinations of a train set and a test set
(‘repeats’ column) and number of these sequences that
are annotated differently (‘suspicious repeats’ column)
when no filtering is applied.
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Abstract

The main obstacle to incremental sentence
processing arises from right-branching con-
stituent structures, which are present in the
majority of English sentences, as well as from
optional constituents that adjoin on the right,
such as right adjuncts and right conjuncts. In
CCG, many right-branching derivations can
be replaced by semantically equivalent left-
branching incremental derivations.

The problem of right-adjunction is more resis-
tant to solution, and has been tackled in the
past using revealing-based approaches that of-
ten rely either on the higher-order unification
over lambda terms (Pareschi and Steedman,
1987) or heuristics over dependency represen-
tations that do not cover the whole CCGbank
(Ambati et al., 2015).

We propose a new incremental parsing algo-
rithm for CCG following the same revealing
tradition of work but having a purely syntactic
approach that does not depend on access to a
distinct level of semantic representation. This
algorithm can cover the whole CCGbank, with
greater incrementality and accuracy than pre-
vious proposals.

1 Introduction

Combinatory Categorial Grammar (CCG) (Ades
and Steedman, 1982; Steedman, 2000) is a mildly
context sensitive grammar formalism that is at-
tractive both from a cognitive and an engineer-
ing perspective. Compared to other grammar for-
malisms, the aspect in which CCG excels is incre-
mental sentence processing. CCG has a very flex-
ible notion of constituent structure which allows
(mostly) left-branching derivation trees that are
easier to process incrementally. Take for instance
the derivation tree in Figure 1a. If we use a non-
incremental shift-reduce parser (as done in the ma-
jority of transition-based parsers for CCG (Zhang

and Clark, 2011; Xu et al., 2014; Xu, 2016)) we
will be able to establish the semantic connection
between the subject “Nada” and the verb “eats”
only when we reach the end of the sentence. This
is undesirable for several reasons. First, human
sentence processing is much more incremental, so
that the meaning of the prefix “Nada eats” is avail-
able as soon as it is read (Marslen-Wilson, 1973).
Second, if we want a predictive model—either for
better parsing or language modelling—it is crucial
to establish relations between the words in the pre-
fix as early as possible.

To address this problem, a syntactic theory
needs to be able to represent partial constituents
like “Nada eats” and have mechanisms to build
them just by observing the prefix. In CCG solu-
tions for these problems come out of the theory
naturally. CCG categories can represent partial
structures and these partial structures can combine
into bigger (partial) structures using CCG com-
binators recursively. Figure 1b shows how CCG
can incrementally process the example sentence
via a different derivation tree that generates the
same semantics more incrementally by being left-
branching.

This way of doing incremental processing
seems straightforward except for one obstacle: op-
tional constituents that attach from the right, i.e.
right adjuncts. Because they are optional, it is im-
possible to predict them with certainty. This forces
an eager incremental processor to make an unin-
formed decision very early and, if later that deci-
sion turns out to be wrong, to backtrack to repair
the mistake. This behaviour would imply that hu-
man processors have difficulty in processing right
adjuncts, but that does not seem to be the case.
For instance, let’s say that after incrementally pro-
cessing “Nada eats apples” we encounter right ad-
junct “regularly” as in Figure 2a. The parser will
be stuck at this point because there is no way to at-
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Nada eats apples

NP S\NP/NP NP
>

S\NP
<

S

(a) Right-branching derivation.

Nada eats apples

NP S\NP/NP NP
>T

S/(S\NP)
>B

S/NP
>

S

(b) Left-branching derivation.

Figure 1: Semantically equivalent CCG derivations.

Nada eats apples regularly

NP S\NP/NP NP S\NP\(S\NP)
>T

S/(S\NP)
>B

S/NP
>

S

(a) Problem – S\NP that needs to be modified was never
built.

Nada eats apples regularly

NP S\NP/NP NP S\NP\(S\NP)
>T >

S/(S\NP) S\NP
>

S

(b) Incremental tree rotation reveals S\NP.

Nada eats apples regularly

NP S\NP/NP NP S\NP\(S\NP)
>T >

S/(S\NP) S\NP
<

S\NP
>

S

(c) Right adjunct is attached to the revealed node.

Figure 2: Right adjunction.

tach the right adjunct of a verb phrase to a sentence
constituent. A simple solution would be some sort
of limited back-tracking where we would look if
we could extract the verb-phrase, attach its right
adjunct, and then put the derivation back together.
But how do we do the extraction of the verb-phrase
“eats apples” when that constituent was never built
during the incremental left-branching derivation?

Pareschi and Steedman (1987) proposed to re-
veal the constituent that is needed, the verb-phrase
in our example, by having an elegant way of re-
analysing the derivation. This reanalysis does not
repeat parsing from scratch but instead runs a sin-
gle CCG combinatory rule backwards. In the ex-
ample at hand, first we recognise that right adjunc-
tion needs to take place because we have a cat-
egory of shape X\X (concretely (S\NP)\(S\NP)
but in the present CCG notation slashes “associate
to the left”, so we drop the first pair of brackets).
Thanks to the type of the adjunct we know that the

constituent that needs to be revealed is of type X,
in our case S\NP. Now, we take the constituent on
the left of the right adjunct, in our example con-
stituent S, and look for CCG category Y and com-
binatory rule C that satisfies the following relation:
C(Y, S\NP) = S. The solution to this type equation
is Y=NP and C=<.

To confine revealing to delivering constituents
that the parser could have built if it had been less
greedy for incrementality, and exclude revelation
of unsupported types, such as PP in Figure 2a, the
process must be constrained by the actual deriva-
tion. Pareschi and Steedman proposed to do so by
accessing the semantic representation in parallel,
using higher-order unification, which is in general
undecidable and may be unsound unless defined
over a specific semantic representation.

Ambati et al. (2015) propose an alternative
method for revealing where dependencies are used
as a semantic representation (instead of first-order
logic) and special heuristics are used for reveal-
ing (instead of higher order unification). This is
computationally a much more efficient approach
and appears sound, but requires distinct revealing
rules for each constituent type and has specific dif-
ficulties with punctuation.

In this paper we propose a method of reveal-
ing that does not depend on any specific choice
of semantic representation, can discover multi-
ple possible revealing options if they are avail-
able, is sound and complete and computation-
ally efficient, and gives state-of-the-art parsing
results. The algorithm works by building left-
branching derivations incrementally, but, follow-
ing Niv (1993, 1994), as soon as a left branching
derivation is built, its derivation tree is rebalanced
to be right-branching. When all such constituents’
derivation trees are right-branching, revealing be-
comes a trivial operation where we just traverse
the right spine looking for the constituent(s) of the
right type to be modified by the right adjunct.

We call this rebalancing operation tree rota-
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tion since it is a technical term established in
the field of data structures for similar operation
of balanced binary search trees (Adelson-Velskii
and Landis, 1962; Guibas and Sedgewick, 1978;
Okasaki, 1999; Cormen et al., 2009). Figure 2b
shows the right rotated derivation “Nada eats ap-
ples” next to the adjunct. Here we can just look up
the required S\NP and attach the right adjunct to
it as in Figure 2c.

2 Combinatory Categorial Grammar

CCG is a lexicalized grammar formalism where
each lexical item in a derivation has a category as-
signed to it which expresses the ways in which
the lexical item can be used in the derivation.
These categories are put together using combina-
tory rules.
The binary combinatory rules we use are:
X/Y Y ⇒ X (>)
Y X\Y ⇒ X (<)
X/Y Y/Z ⇒ X/Z (>B)
Y \Z X\Y ⇒ X\Z (<B)
Y/Z X\Y ⇒ X/Z (<B×)
Y/Z|W X\Y ⇒ X/Z|W (<B2

×)
X/Y Y/Z|W ⇒ X/Z|W (>B2)

Each binary combinatory rule has one primary and
one secondary category as its inputs. The primary
functor is the one that selects; while the secondary
category is the one that is selected. In forward
combinatory rules the primary functor is always
the left argument, while in the backward combina-
tory rules it is always the right.

It is useful to look at the mentioned combina-
tory rules in a generalised way. For instance, if
we look at forward combinatory rules we can see
that they all follow the same pattern of combin-
ing X/Y with a category that starts with Y . The
only difference among them is how many subcate-
gories follow Y in the secondary category. In case
of forward function application there will be noth-
ing following Y so we can treat forward function
application as a generalised forward composition
combinator of the zeroth order >B0. Standard
forward function composition >B will be a gener-
alised composition of first order >B1 while >B2

will be >B2. Same generalisation can be applied
to backward combinators. There is a low bound
on the order of combinatory rules, around 2 or 3.

Following Hockenmaier and Steedman (2007),
the proclitic character of conjunctions is captured
in a syncategorematic rule combining them with

the right conjunct, with the result later combining
with the left conjunct 1 :
conj X ⇒ X[conj] (>Φ)
X X[conj] ⇒ X (<Φ)

Some additional unary and binary type-changing
rules are also needed to process the derivations
in CCGbank (Hockenmaier and Steedman, 2007).
We use the same type-changing rules as those de-
scribed in (Clark and Curran, 2007).

Among the unary combinatory rules the most
important one is type-raising. The first reason for
that is that it allows CCG to handle constructions
like argument cluster coordination in a straight-
forward way. Second, it allows CCG to be much
more incremental as seen from the example in Fig-
ure 1b. Type-raising rules are expressed in the fol-
lowing way:
X ⇒ Y/(Y \X) (>T)
X ⇒ Y \(Y/X) (<T)

Type-raising, is strictly limited to applying to cat-
egory types that are arguments, such as NP, PP,
etc., making it analogous to grammatical case in
languages like Latin and Japanese, in spite of the
lack of morphological case in English.

3 Parsing

CCG derivations can be parsed with the same
shift-reduce mechanism used for CFG parsing
(Steedman, 2000). In the context of CFG parsing,
the shift-reduce algorithm is not incremental, be-
cause CFG structures are mostly right-branching,
but in CCG by changing the derivation via the
combinatory rules we also change the level of in-
crementality of the algorithm.

As usual, the shift-reduce algorithm consists of
a stack of the constituents built so far and a buffer
with words that are yet to be processed. Parsing
starts with the stack empty and the buffer contain-
ing the whole sentence. The end state is a stack
with only one element and an empty buffer. Tran-
sitions between parser states are:
• shift(X) – moves the first word from the buffer

to the stack and labels it with category X,
• reduceUnary(C) – applies a unary combina-

tory rule C to the topmost constituent on the
stack,
• reduceBinary(C) – applies a binary combina-

tory rule C to the two topmost constituents on

1This notation differs unimportantly from Steedman
(2000) who uses a ternary coordination rule, and more recent
work in which conjunctions are X\X/X .
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the stack.
CCG shift-reduce parsers are often built over

right-branching derivations that obey Eisner nor-
mal form (Eisner, 1996). Processing left-
branching derivations is not any different except
that it requires an opposite normal form.

Our revealing algorithm adds a couple of mod-
ifications to this default shift-reduce algorithm.
First, it guarantees that all the trees stored on the
stack are right-branching – this still allows left-
branching parsing and only adds the requirement
of adjusting newly reduced trees on the stack to be
right leaning. Second, it adds revealing transitions
that exploit the right-branching guarantee to apply
right adjunction. Both tree rotation and revealing
are performed efficiently as described in the fol-
lowing subsections.

3.1 Tree rotation

A naı̈ve way of enforcing right-branching guaran-
tee is to do a complete transformation of the sub-
tree on the stack into a right-branching one. How-
ever, that would be unnecessarily expensive. In-
stead we do incremental tree rotation to right. If
we assume that all the elements on the stack are re-
specting this right-branching form (our inductive
case), this state can be disturbed only by reduceBi-
nary transition (shift just adds a single word which
is trivially right-branching and reduceUnary does
not influence the direction of branching). The re-
duceBinary transition will take two topmost ele-
ments on the stack that are already right-branching
and put them as children of some new binary node.
We need to repair that potential “imperfection” on
top of the tree. This is done by recursively rotating
the nodes as in Figure 3a.2

This figure shows one of the sources of CCG’s
spurious ambiguity: parent-child relation of the
combinatory rules with the same directionality.
Here we concentrate on forward combinators be-
cause they are the most frequent in our data—
most backward combinators disappear with the
addition of forward type-raising and the addition
of special right adjunct transitions—but the same
method can be applied to backward combinatory
rules as a mirror image. Having two combina-
tory rules of the same directionality is necessary

2Although we do not discuss the operations on the se-
mantic predicate-argument structure that correspond to tree-
rotation, the combinatory semantics of the rules themselves
guarantees that such operations can be done uniformly and in
parallel.

>Bx

>By if y 6= 0
=⇒

>B(x + y − 1)

>Bx

α β

γ α

β γ

(a) Rotate to right.

>Bx

>By if x > y
=⇒

>By

>B(x− y + 1)

α

β γ α β

γ

(b) Rotate to left.

Figure 3: Tree rotation operations. The red square sig-
nifies recursion. Variables x and y represent the orders
of the combinatory rules.

but not sufficient condition for spurious ambigu-
ity. As visible on the Figure 3a side condition, the
lower combinator must not be>B0. The tree rota-
tion function assumes that both of the children are
“perfect”—meaning right-branching3— and that
the only imperfection is on the root node. The
method repairs this imperfection on the root by ap-
plying the tree rotation transformation, but it also
creates a new node as a right child and that node
might be imperfect. That is why the method goes
down the right node recursively until all the imper-
fections are removed and the whole tree becomes
fully right-branching. In the worst case the method
will reach the bottom of the tree, but often only
3 or 4 nodes need to be transformed to make the
tree perfectly the right branching The worst case
complexity of repairing the imperfection is O(n)
which makes the complexity of the whole parsing
algorithm O(n2) for building a single derivation.

As a running example we will use a derivation
tree in Figure 4a for which a transition sequence
is given in Figure 4b. Here tree rotation is used
in transitions 6 and 8 that introduce imperfections.
In transition 6 a single tree rotation at the top was
enough to correct the imperfection, while in tran-
sition 8 recursive tree rotation function went to
depth two.

If the upper and lower combinators are both
>B2 the topmost combinator on the right will be-

3By right branching we mean as right branching as it is al-
lowed by CCG formalism and predicate-argument structure.
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Mary might find happiness and forget me

NP S\NP/(S\NP) S\NP/NP NP conj S\NP/NP NP
>T >B0 >B0

S/(S\NP) S\NP S\NP
>B1 >Φ

S/(S\NP) S\NP [conj ]
<Φ

S\NP
>B0

S

(a) Derivation tree.

transition stack
1 shift =⇒ �Mary
2 reduceUnary(>T) =⇒ � >T Mary
3 shift =⇒ � >T Mary � might
4 reduceBinary(>B1) =⇒ � >B1 (>T Mary) might
5 shift =⇒ � >B1 (>T Mary) might � find
6 reduceBinary(>B1) =⇒ � >B1 (>B1 (>T Mary) might) find

rotate to right =⇒ � >B1 (>T Mary) (>B1 might find)
7 shift =⇒ � >B1 (>T Mary) (>B1 might find) � happiness
8 reduceBinary(>B1) =⇒ � >B0 (>B1 (>T Mary) (>B1 might find)) happiness

rotate to right =⇒ � >B0 (>T Mary) (>B0 (>B1 might find) happiness)
rotate to right =⇒ � >B0 (>T Mary) (>B0 might (>B0 find happiness))

9 shift =⇒ � >B0 (>T Mary) (>B0 might (>B0 find happiness)) � and
10 shift =⇒ � >B0 (>T Mary) (>B0 might (>B0 find happiness)) � and � forget
11 shift =⇒ � >B0 (>T Mary) (>B0 might (>B0 find happiness)) � and � forget � me
12 reduceBinary(>B0) =⇒ � >B0 (>T Mary) (>B0 might (>B0 find happiness)) � and � >B0 forget me
13 reduceBinary(>Φ) =⇒ � >B0 (>T Mary) (>B0 might (>B0 find happiness)) � >Φ and (>B0 forget me)
14 reveal =⇒ � two options for right adjunction and both with <Φ combinator:

option 1: >B0 might (>B0 find happiness)
option 2: >B0 find happiness

15 pick option 2 =⇒ � >B0 (>T Mary) (>B0 might (<Φ (>B0 find happiness) (>Φ and (>B0 forget me) ) ) )

(b) Transition sequence for the derivation tree.

Figure 4: Example of the algorithm run over a sentence with tensed VP coordination.

come >B3, a combinatory rule that may be un-
necessary for defining the competence grammar of
human languages, but which is required if pars-
ing performance is to be as incremental as possi-
ble. Fortunately, the configuration with two con-
nected>B2 combinatory rules appears very rarely
in CCGbank.

Many papers have been published on using left-
branching CCG derivations but, to the best of our
knowledge, none of them explains how are they
constructed from right-branching CCGbank trees.
A very simple algorithm for that can be made us-
ing our tree rotation function. Here we use rotation
in the opposite direction i.e. rotation to left (Fig-
ure 3b). We cannot apply this operation from the
top node of the CCGbank tree because that tree
does not satisfy the assumption of the algorithm:
immediate children are not “perfect” (here perfect
means being left-branching). That is why we start
from the bottom of the tree with terminal nodes
that are trivially “perfect” and apply tree transfor-
mation to each node in post-order traversal.

This incremental tree rotation algorithm is in-

spired by the AVL self-balancing binary search
trees (Adelson-Velskii and Landis, 1962) and
Red-Black trees (Guibas and Sedgewick, 1978;
Okasaki, 1999). The main difference is that here
we are trying to do the opposite of AVLs: instead
of making the tree perfectly balanced we are trying
to make it perfectly unbalanced, i.e. leaning to the
right (or left). Also, our imperfections start at the
top and are pushed to the bottom of the tree which
is in contrast to AVLs trees where imperfections
start at the bottom and get pushed to the top.

The last important point about tree rotation con-
cerns punctuation rules. All punctuation is at-
tached to the left of the highest possible node in
case of left-branching derivations (Hockenmaier
and Bisk, 2010), while in the right-branching
derivations we lower the punctuation to the bot-
tom left neighbouring node. Punctuation has no
influence on the predicate-argument structure so it
is safe to apply this transformation.

232



3.2 Revealing transitions

If the topmost element on the stack is of the form
X\X and the second topmost element on the stack
has on its right edge one or more constituents of
a type X|$ we allow reveal transition.4 This is a
more general way of revealing than approaches of
Pareschi and Steedman (1987) and Ambati et al.
(2015) who attempt to reveal only constituents of
type X while we reveal any type that has X as its
prime element (that is the meaning of X|$ nota-
tion).

We also treat X[conj] as right adjuncts of the left
conjunct. Similarly to the previous case, if the top-
most element on the stack is X[conj] and the right
edge of the second topmost element on the stack
has constituent(s) of type X, they are revealed for
possible combination via <Φ combinator.

If reveal transition is selected, as in transition
14 in Figure 4b, the parser enters into a mode
of choosing among different constituents labelled
X|$ that could be modified by the right adjunct
X\X. After particular X|$ node is chosen X\X is
combined with it and the rest of the tree above
X node is rebuilt in the same way. This rebuild
is fully deterministic and is done quickly even
though in principle it could take O(n) to com-
pute. Even in the worst case scenario, it does not
make the complexity of the algorithm go higher
than O(n2).

The ability of our algorithm to choose among
different possible revealing options is unique
among all the proposals for revealing. For transi-
tion 15 in Figure 4b the parser can choose whether
to adjoin (coordinate) to a verb phrase that already
contains a left modifier or without. This is simi-
lar to Selective Modifier Placement strategy from
older Augmented Transition Network (ATN) sys-
tems (Woods, 1973) which finds all the attachment
options that are syntactically legal and then allows
the parser to choose among those using some cri-
teria. Woods (1973) suggests using lexical seman-
tic information for this selection, but in his ATN
system only handwritten semantic selection rules
were used. Here we will also use selection based
on the lexical content but it will be broad coverage
and learned from the data. This ability to seman-
tically select the modifier’s attachment point is es-
sential for good parsing results as will be shown.

4The “$ notation” is from (Steedman, 2000) where $ is
used as a (potentially empty) placeholder variable ranging
over multiple arguments.

4 Neural Model

The neural probabilistic model that chooses which
transition should be taken next conditions on the
whole state of the configuration in a similar way
to RNNG parser (Dyer et al., 2016). The words in
the sentence are first embedded using the concate-
nation of top layers of ELMo embeddings (Peters
et al., 2018) that are normalised to L2 norm and
then refined with two layers of bi-LSTM (Graves
et al., 2005). The neural representation of the ter-
minal is composed of concatenated ELMo embed-
ding and supertag embedding.

The representation of a subtree combines:
• span representation – we subtract representa-

tion of the leftmost terminal from the repre-
sentation of the rightmost terminal as done in
LSTM-Minus architecture (Wang and Chang,
2016),
• combinator and category embeddings,
• head words encoding – because each con-

stituent can have a set of heads, for instance
arising from coordination, we model repre-
sentation of heads with DeepSet architecture
(Zaheer et al., 2017) over representations of
head terminals.

We do not use recursive neural networks like Tree-
LSTM (Tai et al., 2015) to encode subtrees be-
cause of the frequency of tree rotation. These op-
erations are fast, but they would trigger frequent
recomputation of the neural tree representation, so
we opted for a mechanism that is invariant to re-
branching.

The stack representation is encoded using
Stack-LSTM (Dyer et al., 2015). The configu-
ration representation is the concatenation of the
stack representation and the representation of the
rightmost terminal in the stack. The next non-
revealing transition is chosen by a two-layer feed-
forward network.

If the reveal transition is triggered, the system
needs to choose which among the candidate nodes
X|$ to adjoin the right modifier X\X to. The num-
ber of these modifiers can vary so we cannot use
a simple feed-forward network to choose among
them. Instead, we use the mechanism of Pointer
networks (Vinyals et al., 2015), which works in a
similar way to attention (Bahdanau et al., 2014)
except that attention weights are interpreted as
probabilities of selecting any particular node. At-
tention is computed over representations of each
candidate node. Because we expect that there
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Waiting
time

Connect-
edness

Right-branching 4.29 5.01
Left-branching 2.32 3.15
Ambati et al. (2015)* 0.69 2.15
Revealing our 0.46 1.72

Table 1: Train set measure of incrementality. *: taken
from (Ambati et al., 2015)

could be some preference for attaching adjuncts
high or low in the tree we add to the context rep-
resentation of each node two position embeddings
(Vaswani et al., 2017) that encode the candidate
node’s height and depth in the current tree.

We optimize for maximum log-likelihood on
the training set, using only the most frequent su-
pertags and the most important combinators. To
avoid discarding sentences with rare supertags
and type-changing rules we use all supertags and
combinatory rules during training but do not add
their probability to the loss function. The num-
ber of supertags used is 425, as in the Easy-
CCG parser, and the combinatory rules that are
used are the same as in C&C parser. The loss
is minimised for 15 epochs on the training por-
tion of CCGbank (Hockenmaier and Steedman,
2007) using Adam with learning rate 0.001. Di-
mensionality is set to 128 in all cases, except
for ELMo set at 300. Dropout is applied only
to the ELMo input with a rate of 0.2. The
parser is implemented in Scala using the DyNet
toolkit (Neubig et al., 2017) and is available at
https://github.com/stanojevic/Rotating-CCG.

5 Experiments

5.1 How incremental is the Revealing
algorithm?

To measure the incrementality of the proposed al-
gorithm we use two evaluation metrics: waiting
time and connectedness. Waiting time is the aver-
age number of nodes that need to be shifted before
the dependency between two nodes is established.
The minimal value for a fully incremental algo-
rithm is 0 (the single shift that is always necessary
is not counted). Connectedness is defined as the
average stack size before a shift operation is per-
formed (the initial two shifts are forced so they are
not taken in the average). The minimal value for
connectedness is 1. We have computed these mea-
sures on the training portion of the CCGbank for
standard non-incremental right-branching deriva-

heads SMP LF UF
Sup.
Tag

Left yes — 89.2 95.1 95.0
Right yes — 89.1 95.0 95.1
Revealing no yes 89.3 95.2 94.9
Revealing yes no 88.8 94.9 94.9
Revealing yes yes 89.5 95.4 95.1

Table 2: Development set F1 results with greedy de-
coding for CCG dependencies.

tions, the more incremental left-branching deriva-
tions and our revealing derivations. We also put
in the results numbers for the previous proposal of
revealing by Ambati et al. (2015) taken from their
paper but these numbers should be taken with cau-
tion, because it is not clear from the paper whether
the authors computed them in the same way and
on the same portion of the dataset as we did. Ta-
ble 1 results shows that our revealing derivations
are significantly more incremental even in com-
parison to previous revealing proposals, and barely
use more than the minimal amount of stack mem-
ory.

5.2 Which algorithm gives the best parsing
results?

We have tested on the development set which of
the parsing algorithms gives best parsing accuracy.
All the algorithms use the same neural architec-
ture and training method except for the revealing
operations that require additional mechanisms to
choose the node for revealing. This allows us to
isolate machine learning factors and see which of
the parsing strategies works the best.

There are two methods that are often used for
evaluating CCG parsers. They are both based on
“deep” dependencies extracted from the derivation
trees. The first is from (Clark et al., 2002) and is
closer to categorial grammar view of dependen-
cies. The second is from (Clark and Curran, 2007)
and is meant to be more formalism independent
and closer to standard dependencies (Caroll et al.,
1998). We opt for the first option for development
as we find it more robust and reliable but we report
both types on the test set.

Table 2 shows the results on development set.
The heads column shows if the head words repre-
sentation is used for computing the representation
of the nodes in the tree. The SMP column shows if
Selective Modifier Placement is used: whether we
choose where to attach right adjunct based only
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Figure 5: Influence of beam size on the dev results.

on the position embeddings or also on the node’s
lexical content. First we can see that Revealing
approach that uses head representation and does
selective modifier placement outperforms all the
models both on labelled and unlabelled dependen-
cies. Ablation experiments show that SMP was
the crucial component: without it the Revealing
model is much worse. This is a clear evidence
that attachment heuristics are not enough and also
that previous approaches that extract only single
revealing option are sub-optimal.

A possible reason why Revealing model works
better than Left and Right branching models is that
Left and Right models need to commit early on
whether there will be a right adjunct in the future
or not. If they make a mistake during greedy de-
coding there will be no way to repair that mistake.
This is not an issue for the Revealing model be-
cause it can attach right adjuncts at any point and
does not need to forecast them. A natural question
then is if these improvements of Revealing model
will stay if we use a bigger beam. Figure 5 shows
exactly that experiment. We see that the model
that gains the most from the biggest beam is for
the Left-branching condition, which is expected
since that is the model that commits to its predic-
tions the most — it commits with type-raising, un-
like Right model, and it commits with predicting
right adjunction, unlike Revealing model. With an
increased beam Left model equals the Revealing
greedy model. But if all the models use the same
beam the Revealing model remains the best. An
interesting result is that the small beam of size 4
is enough to get the maximal improvement. This
probably reflects the low degree of lexical ambigu-
ity that is unresolved at each point during parsing.

Tag UF LF
Lewis and Steedman (2014) 93.0 88.6 81.3
Ambati et al. (2015) 91.2 89.0 81.4
Hockenmaier (2003) 92.2 92.0 84.4
Zhang and Clark (2011) 93.1 — 85.5
Clark and Curran (2007) 94.3 93.0 87.6
Revealing (beam=1) 95.2 95.5 89.8
Revealing (beam=4) 95.4 95.8 90.2

Table 3: Test set F1 results for prediction of supertags
(Tag), unlabelled (UF) and labelled (LF) CCG de-
pendencies extracted using scripts from Hockenmaier
(2003) parser.

Dev
LF

Test
LF

Clark and Curran (2007) 83.8 85.2
Lewis and Steedman (2014) — 86.1
Yoshikawa et al. (2017) 86.8 87.7
Xu et al. (2016) 87.5 87.8
Lewis et al. (2016) tri-train 87.5 88.1
Vaswani et al. (2016) 87.8 88.3
Lee et al. (2016) tri-train 88.4 88.7
Yoshikawa et al. (2017) tri-train 87.7 88.8
Revealing (beam=1) 90.8 90.5

Table 4: F1 results for labelled dependencies extracted
with generate program of C&C parser (Clark and Cur-
ran, 2007).

5.3 Comparison to other published models

We compute test set results for our Revealing
model and compare it to most of the previous re-
sults on CCGbank using both types of dependen-
cies. Table 3 shows results with (Clark et al.,
2002) style dependencies. Here we get state-of-
the-art results by a large margin, probably mostly
thanks to the machine learning component of our
parser. An interesting comparison to be made is
against EasyCCG parser of Lewis and Steedman
(2014). This parser uses a neural supertagger of
accuracy that is not too far from ours, but the de-
pendencies extracted by our parser are much more
accurate. This shows that a richer probabilistic
model that we use contributes more to the good
results than the exact A? search that EasyCCG
does with a more simplistic model. Another com-
parison of relevance would be with the revealing
model of Ambati et al. (2015) but the compari-
son of the algorithms is difficult since the machine
learning component is very different: Ambati uses
a structured perceptron while our model is a heav-
ily parametrized neural network.
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In Table 4 we show results with the second type
of dependencies used for CCG evaluation. All
the models, except Clark and Curran (2007), are
neural and use external embeddings. From the
presented models only Revealing and Xu et al.
(2016) are transition based. All other models
have a global search either via CKY or A* search.
Our revealing-based parser that does only greedy
search is outperforming all of them including
those trained on large amounts of unlabelled data
using semi-supervised techniques like tri-training
(Lewis et al., 2016; Lee et al., 2016; Yoshikawa
et al., 2017).

In some sense, all the neural models in Table 4
are implicitly trained in semi-supervised way be-
cause they use pretrained embeddings that are es-
timated on unlabelled data. The quality of ELMo
embeddings is probably one of the reasons why
our parser achieves such good results. However,
another semi-supervised training method, namely
tri-training, is particularly attractive because, un-
like ELMo, it is trained on a CCG parsing ob-
jective which is more closely aligned to what we
want to do. All tri-training models are trained
on much larger dataset that in addition to CCG-
bank also includes 43 million word corpus auto-
matically annotated with silver CCG derivations
by Lewis et al. (2016). It is likely that incorporat-
ing tri-training into our training setup will further
increase the improvement over other models.

6 Other relevant work

Recurrent Neural Network Grammar (RNNG)
(Dyer et al., 2016) is a fully incremental top-down
parsing model. Because it is top-down it has no is-
sues with right branching structures, but right ad-
juncts would still make parsing more difficult for
RNNG because they will have to be predicted even
earlier than in Left- and Right- branching deriva-
tions in CCG.

Left-corner parsers (which can be seen as a
more constrained version of CCG Left-branching
parsing strategy) seem more psychologically re-
alistic than top-down parsers (Abney and John-
son, 1991; Resnik, 1992; Stanojević and Stabler,
2018). Some proposals about handling right ad-
junction in left-corner parsing are based on exten-
sion to generalized left-corner parsers (Demers,
1977; Hale, 2014) that can force some grammar
rules (in particular right-adjunction rules) to be
less incremental. Our approach does not decrease

incrementality of the parser in this way. On the
contrary, having a special mechanism for right ad-
junction makes parser both more incremental and
more accurate.

Revealing based on higher order unification by
Pareschi and Steedman (1987) was also proposed
by Steedman (1990) as the basis for CCG ex-
planation of gapping. The present derivation-
based mechanism for revealing does not extend
to gapping, and is targeting to model only deriva-
tions that could be explained with a standard
CCG grammar derived from CCGbank. While
that guarantees that we stay in the safe zone of
sound and complete “standard” CCG derivations,
it would be good as a future work to extend sup-
port for gapping and other types of derivations not
present in CCGbank.

Niv (1993, 1994) proposed an alternative to the
unification-based account of Pareschi and Steed-
man similar to our proposal for online tree rota-
tion. Niv’s parser is mostly a formal treatment of
left-to-right rotations evaluated against psycholin-
guistic garden paths, but lacks the wide coverage
implementation and statistical parsing model as a
basis for resolving attachment ambiguities.

7 Conclusion

We have presented a revealing-based incremental
parsing algorithm that has special transitions for
handling right-adjunction. The parser is neutral
with regard to the particular semantic represen-
tation used. It is computationally efficient, and
can reveal all possible constituents types. It is the
most incremental CCG parser yet proposed, and
has state-of-the-art results against all published
parsers trained on the CCGbank under both de-
pendency recovery measures that are in use for the
purpose.
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Abstract

Variational autoencoders (VAEs) with an auto-
regressive decoder have been applied for many
natural language processing (NLP) tasks. The
VAE objective consists of two terms, (i) re-
construction and (ii) KL regularization, bal-
anced by a weighting hyper-parameter �. One
notorious training difficulty is that the KL
term tends to vanish. In this paper we study
scheduling schemes for �, and show that KL
vanishing is caused by the lack of good latent
codes in training the decoder at the beginning
of optimization. To remedy this, we propose a
cyclical annealing schedule, which repeats the
process of increasing � multiple times. This
new procedure allows the progressive learning
of more meaningful latent codes, by leverag-
ing the informative representations of previ-
ous cycles as warm re-starts. The effectiveness
of cyclical annealing is validated on a broad
range of NLP tasks, including language mod-
eling, dialog response generation and unsuper-
vised language pre-training.

1 Introduction

Variational autoencoders (VAEs) (Kingma and
Welling, 2013; Rezende et al., 2014) have been ap-
plied in many NLP tasks, including language mod-
eling (Bowman et al., 2015; Miao et al., 2016),
dialog response generation (Zhao et al., 2017;
Wen et al., 2017), semi-supervised text classifi-
cation (Xu et al., 2017), controllable text genera-
tion (Hu et al., 2017), and text compression (Miao
and Blunsom, 2016). A prominent component of a
VAE is the distribution-based latent representation
for text sequence observations. This flexible repre-
sentation allows the VAE to explicitly model holis-
tic properties of sentences, such as style, topic, and
high-level linguistic and semantic features. Sam-
ples from the prior latent distribution can produce

⇤Corresponding author †Equal Contribution

diverse and well-formed sentences through simple
deterministic decoding (Bowman et al., 2015).

Due to the sequential nature of text, an auto-
regressive decoder is typically employed in the
VAE. This is often implemented with a recurrent
neural network (RNN); the long short-term mem-
ory (LSTM) (Hochreiter and Schmidhuber, 1997)
RNN is used widely. This introduces one notori-
ous issue when a VAE is trained using traditional
methods: the decoder ignores the latent variable,
yielding what is termed the KL vanishing problem.

Several attempts have been made to ameliorate
this issue (Yang et al., 2017; Dieng et al., 2018;
Zhao et al., 2017; Kim et al., 2018). Among them,
perhaps the simplest solution is monotonic KL an-
nealing, where the weight of the KL penalty term
is scheduled to gradually increase during train-
ing (Bowman et al., 2015). While these techniques
can effectively alleviate the KL-vanishing issue,
a proper unified theoretical interpretation is still
lacking, even for the simple annealing scheme.

In this paper, we analyze the variable depen-
dency in a VAE, and point out that the auto-
regressive decoder has two paths (formally defined
in Section 3.1) that work together to generate text
sequences. One path is conditioned on the latent
codes, and the other path is conditioned on previ-
ously generated words. KL vanishing happens be-
cause (i) the first path can easily get blocked, due
to the lack of good latent codes at the beginning of
decoder training; (ii) the easiest solution that an
expressive decoder can learn is to ignore the latent
code, and relies on the other path only for decod-
ing. To remedy this issue, a promising approach is
to remove the blockage in the first path, and feed
meaningful latent codes in training the decoder, so
that the decoder can easily adopt them to generate
controllable observations (Bowman et al., 2015).

This paper makes the following contributions:
(i) We provide a novel explanation for the KL-
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vanishing issue, and develop an understanding of
the strengths and weaknesses of existing schedul-
ing methods (e.g., constant or monotonic anneal-
ing schedules). (ii) Based on our explanation,
we propose a cyclical annealing schedule. It re-
peats the annealing process multiple times, and
can be considered as an inexpensive approach to
leveraging good latent codes learned in the pre-
vious cycle, as a warm restart, to train the de-
coder in the next cycle. (iii) We demonstrate that
the proposed cyclical annealing schedule for VAE
training improves performance on a large range of
tasks (with negligible extra computational cost),
including text modeling, dialog response genera-
tion, and unsupervised language pre-training.

2 Preliminaries

2.1 The VAE model

To generate a text sequence of length T , x =
[x1, · · · , xT ], neural language models (Mikolov
et al., 2010) generate every token xt conditioned
on the previously generated tokens:

p(x) =
TY

t=1

p(xt|x<t),

where x<t indicates all tokens before t.
The VAE model for text consists of two parts,

generation and inference (Kingma and Welling,
2013; Rezende et al., 2014; Bowman et al., 2015).
The generative model (decoder) draws a continu-
ous latent vector z from prior p(z), and generates
the text sequence x from a conditional distribution
p✓(x|z); p(z) is typically assumed a multivariate
Gaussian, and ✓ represents the neural network pa-
rameters. The following auto-regressive decoding
process is usually used:

p✓(x|z) =
TY

t=1

p✓(xt|x<t, z). (1)

Parameters ✓ are typically learned by maximiz-
ing the marginal log likelihood log p✓(x) =
log
R

p(z)p✓(x|z)dz. However, this marginal
term is intractable to compute for many decoder
choices. Thus, variational inference is considered,
and the true posterior p✓(z|x) / p✓(x|z)p(z)
is approximated via the variational distribution
q�(z|x) is (often known as the inference model
or encoder), implemented via a �-parameterized
neural network. It yields the evidence lower bound

(ELBO) as an objective:

log p✓(x) � LELBO = (2)

Eq�(z|x)

⇥
log p✓(x|z)

⇤
� KL(q�(z|x)||p(z))

Typically, q�(z|x) is modeled as a Gaussian dis-
tribution, and the re-parametrization trick is used
for efficient learning (Kingma and Welling, 2013).

2.2 Training Schedules and KL Vanishing
There is an alternative interpretation of the ELBO:
the VAE objective can be viewed as a regular-
ized version of the autoencoder (AE) (Goodfel-
low et al., 2016). It is thus natural to extend the
negative of LELBO in (2) by introducing a hyper-
parameter � to control the strength of regulariza-
tion:

L� = LE + �LR, with (3)

LE = �Eq�(z|x)

⇥
log p✓(x|z)

⇤
(4)

LR = KL(q�(z|x)||p(z)) (5)

where LE is the reconstruction error (or negative
log-likelihood (NLL)), and LR is a KL regularizer.

The cost function L� provides a unified per-
spective for understanding various autoencoder
variants and training methods. When � = 1,
we recover the VAE in (2). When � = 0, and
q�(z|x) is a delta distribution, we recover the AE.
In other words, the AE does not regularize the
variational distribution toward a prior distribution,
and there is only a point-estimate to represent the
text sequence’s latent feature. In practice, it has
been found that learning with an AE is prone to
overfitting (Bowman et al., 2015), or generating
plain dialog responses (Zhao et al., 2017). Hence,
it is desirable to retain meaningful posteriors in
real applications. Two different schedules for �
have been commonly used for a text VAE.

Constant Schedule The standard approach is to
keep � = 1 fixed during the entire training proce-
dure, as it corresponds to optimizing the true VAE
objective. Unfortunately, instability on text anal-
ysis has been witnessed, in that the KL term LR

becomes vanishingly small during training (Bow-
man et al., 2015). This issue causes two undesir-
able outcomes: (i) an encoder that produces poste-
riors almost identical to the Gaussian prior, for all
observations (rather than a more interesting pos-
terior); and (ii) a decoder that completely ignores
the latent variable z, and a learned model that re-
duces to a simpler language model. This is known
as the KL vanishing issue in text VAEs.
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Figure 1: Illustration of learning parameters {�,✓} in
the two different paradigms. Starting from the obser-
vation x in blue circle, a VAE infers its latent code z
in the green circle, and further generates its reconstruc-
tion in the red circle. (a) Standard VAE learning, with
only one path via {�,✓} from x to its reconstruction;
(b) VAE learning with an auto-regressive decoder. Two
paths are considered from x to its reconstruction: Path
A via {�,✓} and Path B via ✓.

Monotonic Annealing Schedule. A simple
remedy has been proposed in (Bowman et al.,
2015) to alleviate KL collapse. It sets � = 0 at
the beginning of training, and gradually increases
� until � = 1 is reached. In this setting, we do
not optimize the proper lower bound in (2) dur-
ing the early stages of training, but nonetheless
improvements on the value of that bound are ob-
served at convergence in previous work (Bowman
et al., 2015; Zhao et al., 2017).

The monotonic annealing schedule has become
the de facto standard in training text VAEs, and has
been widely adopted in many NLP tasks. Though
simple and often effective, this heuristic still lacks
a proper justification. Further, how to best sched-
ule � is largely unexplored.

3 Cyclical Annealing Schedule

3.1 Identifying Sources of KL Vanishing

In the traditional VAE (Kingma and Welling,
2013), z generates x directly, and the reconstruc-
tion depends only on one path of {�,✓} passing
through z, as shown in Figure 1(a). Hence, z
can largely determine the reconstructed x. In con-
trast, when an auto-regressive decoder is used in
a text VAE (Bowman et al., 2015), there are two
paths from x to its reconstruction, as shown in
Figure 1(b). Path A is the same as that in the
standard VAE, where z is the global representa-
tion that controls the generation of x; Path B leaks

the partial ground-truth information of x at every
time step of the sequential decoding. It generates
xt conditioned on x<t. Therefore, Path B can po-
tentially bypass Path A to generate x, leading to
KL vanishing.

From this perspective, we hypothesize that the
model-collapse problem is related to the low qual-
ity of z at the beginning phase of decoder training.
A lower quality z introduces more difficulties in
reconstructing x via Path A. As a result, the model
is forced to learn an easier solution to decoding:
generating x via Path B only.

We argue that this phenomenon can be easily
observed due to the powerful representation capa-
bility of the auto-regressive decoder. It has been
shown empirically that auto-regressive decoders
are able to capture highly-complex distributions,
such as natural language sentences (Mikolov et al.,
2010). This means that Path B alone has enough
capacity to model x, even though the decoder
takes {x<t, z} as input to produce xt. Zhang
et al. (2017a) has shown that flexible deep neural
networks can easily fit randomly labeled training
data, and here the decoder can learn to rely solely
on x<t for generation, when z is of low quality.

We use our hypothesis to explain the learning
behavior of different scheduling schemes for � as
follows.

Constant Schedule The two loss terms in (2)
are weighted equally in the constant schedule. At
the early stage of optimization, {�,✓} are ran-
domly initialized and the latent codes z are of low
quality. The KL term LR pushes q�(z|x) close
to an uninformative prior p(z): the posterior be-
comes more like an isotropic Gaussian noise, and
less representative of their corresponding observa-
tions. In other words, LR blocks Path A, and thus
z remains uninformative during the entire training
process: it starts with random initialization and
then is regularized towards a random noise. Al-
though the reconstruction term LE can be satisfied
via two paths, since z is noisy, the decoder learns
to discard Path A (i.e., ignores z), and chooses
Path B to generate the sentence word-by-word.

Monotonic Annealing Schedule The mono-
tonic schedule sets � close to 0 in the early stage of
training, which effectively removes the blockage
LR on Path A, and the model reduces to a denois-
ing autoencoder 1. LE becomes the only objective,

1The Gaussian sampling remains for q�(z|x)
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which can be reached by both paths. Though ran-
domly initialized, z is learned to capture useful in-
formation for reconstruction of x during training.
At the time when the full VAE objective is con-
sidered (� = 1), z learned earlier can be viewed
as the VAE initialization; such latent variables are
much more informative than random, and thus are
ready for the decoder to use.

To mitigate the KL-vanishing issue, it is key to
have meaningful latent codes z at the beginning
of training the decoder, so that z can be utilized.
The monotonic schedule under-weights the prior
regularization, and the learned q�(z|x) tends to
collapse into a point estimate (i.e., the VAE re-
duces to an AE). This underestimate can result in
sub-optimal decoder learning. A natural question
concerns how one can get a better distribution es-
timate for z as initialization, while retaining low
computational cost.

3.2 Cyclical Annealing Schedule

Our proposal is to use z ⇠ q�(z|x), which has
been trained under the full VAE objective, as ini-
tialization. To learn to progressively improve la-
tent representation z, we propose a cyclic anneal-
ing schedule. We start with � = 0, increase � at
a fast pace, and then stay at � = 1 for subsequent
learning iterations. This encourages the model to
converge towards the VAE objective, and infers its
first raw full latent distribution.

Unfortunately, Path A is blocked at � = 1. The
optimization is then continued at � = 0 again,
which perturbs the VAE objective, dislodges it
from the convergence, and reopens Path A. Impor-
tantly, the decoder is now trained with the latent
code from a full distribution z ⇠ q�(z|x), and
both paths are considered. We repeat this process
several times to achieve better convergences.

Formally, � has the form:

�t =

⇢
f(⌧), ⌧  R

1, ⌧ > R
with (6)

⌧ =
mod(t� 1, dT/Me)

T/M
, (7)

where t is the iteration number, T is the total num-
ber of training iterations, f is a monotonically
increasing function, and we introduce two new
hyper-parameters associated with the cyclical an-
nealing schedule:

• M : number of cycles (default M = 4);

0

0.5

1

�

Monotonic

0 5K 10K 15K 20K 25K 30K 35K 40K
Iteration

0

0.5

1

�

Cyclical

Figure 2: Comparison between (a) traditional mono-
tonic and (b) proposed cyclical annealing schedules.In
this figure, M = 4 cycles are illustrated, R = 0.5 is
used for increasing within each cycle.

• R: proportion used to increase � within a cy-
cle (default R = 0.5).

In other words, we split the training process into
M cycles, each starting with � = 0 and ending
with � = 1. We provide an example of a cyclical
schedule in Figure 2(b), compared with the mono-
tonic schedule in Figure 2(a). Within one cycle,
there are two consecutive stages (divided by R):

• Annealing. � is annealed from 0 to 1 in the
first R dT/Me training steps over the course
of a cycle. For example, the steps [1, 5K]
in the Figure 2(b). � = f(0) = 0 forces
the model to learn representative z to recon-
struct x. As depicted in Figure 1(b), there is
no interruption from the prior on Path A, z is
forced to learn the global representation of x.
By gradually increasing � towards f(R) = 1,
q(z|x) is regularized to transit from a point
estimate to a distribution estimate, spreading
out to match the prior.

• Fixing. As our ultimate goal is to learn a
VAE model, we fix � = 1 for the rest of
training steps within one cycle, e.g., the steps
[5K, 10K] in Figure 2(b). This drives the
model to optimize the full VAE objective un-
til convergence.

As illustrated in Figure 2, the monotonic sched-
ule increasingly anneals � from 0 to 1 once, and
fixes � = 1 during the rest of training. The cycli-
cal schedules alternatively repeats the annealing
and fixing stages multiple times.

A Practical Recipe The existing schedules can
be viewed as special cases of the proposed cycli-
cal schedule. The cyclical schedule reduces to the
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constant schedule when R = 0, and it reduces to
an monotonic schedule when M = 1 and R is
relatively small 2. In theory, any monotonically
increasing function f can be adopted for the cycli-
cal schedule, as long as f(0) = 0 and f(R) = 1.
In practice, we suggest to build the cyclical sched-
ule upon the success of monotonic schedules: we
adopt the same f , and modify it by setting M and
R (as default). Three widely used increasing func-
tions for f are linear (Fraccaro et al., 2016; Goyal
et al., 2017), Sigmoid (Bowman et al., 2015) and
Consine (Lai et al., 2018). We present the compar-
ative results using the linear function f(⌧) = ⌧/R
in Figure 2, and show the complete comparison for
other functions in Figure 7 of the Supplementary
Material (SM).

3.3 On the impact of �
This section derives a bound for the training
objective to rigorously study the impact of �;
the proof details are included in SM. For nota-
tional convenience, we identify each data sam-
ple with a unique integer index n ⇠ q(n), drawn
from a uniform random variable on {1, 2, · · · , N}.
Further we define q(z|n) = q�(z|xn) and
q(z, n) = q(z|n)q(n) = q(z|n) 1

N . Follow-
ing (Makhzani et al., 2016), we refer to q(z) =PN

n=1 q(z|n)q(n) as the aggregated posterior.
This marginal distribution captures the aggregated
z over the entire dataset. The KL term in (5) can
be decomposed into two refined terms (Chen et al.,
2018; Hoffman and Johnson, 2016):

FR = Eq(n)[KL(q(z|n)||p(z))]

= Iq(z, n)| {z }
F1: Mutual Info.

+ KL(q(z)||p(z))| {z }
F2: Marginal KL

(8)

where F1 is the mutual information (MI) mea-
sured by q. Higher MI can lead to a higher cor-
relation between the latent variable and data vari-
able, and encourages a reduction in the degree of
KL vanishing. The marginal KL is represented by
F2, and it measures the fitness of the aggregated
posterior to the prior distribution.

The reconstruction term in (5) provides a lower
bound for MI measured by q, based on Corollary
3 in (Li et al., 2017):

FE = Eq(n),z⇠q(z|n)(log p(n|z))] + Hq(n)

 Iq(z, n) (9)

where H(n) is a constant.
2In practice, the monotonic schedule usually anneals in

a very fast pace, thus R is small compared with the entire
training procedure.

Analysis of � When scheduled with �, the train-
ing objective over the dataset can be written as:

F = �FE + �FR (10)

� (� � 1)Iq(z, n) + �KL(q(z)||p(z)) (11)

To reduce KL vanishing, we desire an increase
in the MI term I(z, n), which appears in both FE

and FR, modulated by �. It shows that reduc-
ing KL vanishing is inversely proportional with �.
When � = 0, the model fully focuses on maximiz-
ing the MI. As � increases, the model gradually
transits towards fitting the aggregated latent codes
to the given prior. When � = 1, the implemen-
tation of MI becomes implicit in KL(q(z)||p(z)).
It is determined by the amortized inference reg-
ularization (implied by the encoder’s expressiv-
ity) (Shu et al., 2018), which further affects the
performance of the generative density estimator.

4 Visualization of Latent Space

We compare different schedule methods by visu-
alizing the learning processes on an illustrative
problem. Consider a dataset consisting of 10 se-
quences, each of which is a 10-dimensional one-
hot vector with the value 1 appearing in differ-
ent positions. A 2-dimensional latent space is
used for the convenience of visualization. Both
the encoder and decoder are implemented using
a 2-layer LSTM with 64 hidden units each. We
use T = 40K total iterations, and the scheduling
schemes in Figure 2.

The learning curves for the ELBO, reconstruc-
tion error, and KL term are shown in Figure 3. The
three schedules share very similar values. How-
ever, the cyclical schedule provides substantially
lower reconstruction error and higher KL diver-
gence. Interestingly, the cyclical schedule im-
proves the performance progressively: it becomes
better than the previous cycle, and there are clear
periodic patterns across different cycles. This sug-
gests that the cyclical schedule allows the model
to use the previously learned results as a warm-
restart to achieve further improvement.

We visualize the resulting division of the la-
tent space for different training steps in Figure 4,
where each color corresponds to z ⇠ q(z|n), for
n = 1, · · · , 10. We observe that the constant
schedule produces heavily mixed latent codes z
for different sequences throughout the entire train-
ing process. The monotonic schedule starts with a
mixed z, but soon divides the space into a mixture
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(a) ELBO (b) Reconstruction Error (c) KL term

Figure 3: Comparison of the learning curves for the three schedules on an illustrative problem.

Figure 4: Visualization of the latent space along the learning dynamics on an illustrative problem.

of 10 cluttered Gaussians in the annealing process
(the division remains cluttered in the rest of train-
ing). The cyclical schedule behaves similarly to
the monotonic schedule in the first 10K steps (the
first cycle). But, starting from the 2nd cycle, much
more divided clusters are shown when learning on
top of the 1st cycle results. However, � < 1 leads
to some holes between different clusters, making
q(z) violate the constraint of p(z). This is allevi-
ated at the end of the 2nd cycle, as the model is
trained with � = 1. As the process repeats, we
see clearer patterns in the 4th cycle than the 2nd
cycle for both � < 0 and � = 1. It shows that
more structured information is captured in z using
the cyclical schedule, which is beneficial in down-
stream applications as shown in the experiments.

5 Related Work

Solutions to KL vanishing Several techniques
have been proposed to mitigate the KL vanish-
ing issue. The proposed method is most closely
related to the monotonic KL annealing technique
in (Bowman et al., 2015). In addition to intro-
ducing a specific algorithm, we have comprehen-
sively studied the impact of � and its scheduling
schemes. Our explanations can be used to inter-
pret other techniques, which can be broadly cate-
gorized into two classes.

The first category attempts to weaken Path B,
and force the decoder to use Path A. Word drop
decoding (Bowman et al., 2015) sets a certain per-
centage of the target words to zero. It has shown
that it may degrade the performance when the drop
rate is too high. The dilated CNN was considered
in (Yang et al., 2017) as a new type of decoder
to replace the LSTM. By changing the decoder’s
dilation architecture, one can control Path B: the
effective context from x<t.

The second category of techniques improves the
dependency in Path A, so that the decoder uses la-
tent codes more easily. Skip connections were de-
veloped in (Dieng et al., 2018) to shorten the paths
from z to x in the decoder. Zhao et al. (2017)
introduced an auxiliary loss that requires the de-
coder to predict the bag-of-words in the dialog re-
sponse (Zhao et al., 2017). The decoder is thus
forced to capture global information about the tar-
get response. Zhao et al. (2019) enhanced Path
A via mutual information. Concurrent with our
work, He et al. (2019) proposed to update encoder
multiple times to achieve better latent code before
updating decoder. Semi-amortized training (Kim
et al., 2018) was proposed to perform stochastic
variational inference (SVI) (Hoffman et al., 2013)
on top of the amortized inference in VAE. It shares
a similar motivation with the proposed approach,
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in that better latent codes can reduce KL vanish-
ing. However, the computational cost to run SVI
is high, while our monotonic schedule does not re-
quire any additional compute overhead. The KL
scheduling methods are complementary to these
techniques. As shown in experiments, the pro-
posed cyclical schedule can further improve them.

�-VAE The VAE has been extended to �-
regularized versions in a growing body of
work (Higgins et al., 2017; Alemi et al., 2018).
Perhaps the seminal work is �-VAE (Higgins
et al., 2017), which was extended in (Kim and
Mnih, 2018; Chen et al., 2018) to consider � on
the refined terms in the KL decomposition. Their
primary goal is to learn disentangled latent rep-
resentations to explain the data, by setting � >
1. From an information-theoretic point of view,
(Alemi et al., 2018) suggests a simple method to
set � < 1 to ensure that latent-variable models
with powerful stochastic decoders do not ignore
their latent code. However, � 6= 1 results in an
improper statistical model. Further, � is static in
their work; we consider dynamically scheduled �
and find it more effective.

Cyclical schedules Warm-restart techniques are
common in optimization to deal with multimodal
functions. The cyclical schedule has been used to
train deep neural networks (Smith, 2017), warm
restart stochastic gradient descent (Loshchilov and
Hutter, 2017), improve convergence rates (Smith
and Topin, 2017), obtain model ensembles (Huang
et al., 2017) and explore multimodal distributions
in MCMC sampling (Zhang et al., 2019). All these
works applied cyclical schedules to the learning
rate. In contrast, this paper represents the first
to consider the cyclical schedule for � in VAE.
Though the techniques seem simple and similar,
our motivation is different: we use the cyclical
schedule to re-open Path A in Figure 1(b) and
provide the opportunity to train the decoder with
high-quality z.

6 Experiments

The source code to reproduce the experimental re-
sults will be made publicly available on GitHub3.
For a fair comparison, we follow the practical
recipe described in Section 3.2, where the mono-
tonic schedule is treated as a special case of cycli-

3https://github.com/haofuml/cyclical_
annealing

Schedule Rec KL ELBO PPL

VAE
M 101.73 0.907 -102.63 108.09
C 100.51 1.955 -102.46 107.25

SA-VAE
M⇤ 100.75 1.796 -102.54 107.64
M 101.83 1.053 -102.89 109.33
C 100.50 2.261 -102.76 108.71

�m =0.5
M 97.36 9.605 -106.96 132.57
C 95.22 9.484 -104.70 118.78

Table 1: Comparison of language modeling on Penn
Tree Bank (PTB). The last iteration results are reported.
Since SA-VAE tends to overfit, we report its best re-
sults in row M⇤.

cal schedule (while keeping all other settings the
same). The default hyper-parameters of the cycli-
cal schedule are used in all cases unless stated oth-
erwise. We study the impact of hyper-parameters
in the SM, and show that larger M can provide
higher performance for various R. We show the
major results in this section, and put more details
in the SM. The monotonic and cyclical schedules
are denoted as M and C, respectively.

6.1 Language Modeling
We first consider language modeling on the Penn
Tree Bank (PTB) dataset (Marcus et al., 1993).
Language modeling with VAEs has been a chal-
lenging problem, and few approaches have been
shown to produce rich generative models that do
not collapse to standard language models. Ide-
ally a deep generative model trained with varia-
tional inference would pursue higher ELBO, mak-
ing use of the latent space (i.e., maintain a nonzero
KL term) while accurately modeling the underly-
ing distribution (i.e., lower reconstruction errors).
We implemented different schedules based on the
code4 published by Kim et al. (2018).

The latent variable is 32-dimensional, and 40
epochs are used. We compare the proposed cycli-
cal annealing schedule with the monotonic sched-
ule baseline that, following (Bowman et al., 2015),
anneals linearly from 0 to 1.0 over 10 epochs.
We also compare with semi-amortized (SA) train-
ing (Kim et al., 2018), which is considered as the
state-of-the-art technique in preventing KL van-
ishing. We set SVI steps to 10.

Results are shown in Table 1. The perplexity
is reported in column PPL. The cyclical schedule
outperforms the monotonic schedule for both stan-
dard VAE and SA-VAE training. SA-VAE training

4https://github.com/harvardnlp/sa-vae
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(a) ELBO (b) Reconstruction error (c) KL

Figure 5: Learning curves of VAE and SA-VAE on PTB. Under similar ELBO, the cyclical schedule provides
lower reconstruction errors and higher KL values than the monotonic schedule.

Context Alice: yeah you know its interesting especially when my experience has always been at a public university.
Topic: Choose a College Target Bob (statement): yeah that’s right

C

1. yes

M

1. i’m not sure
2. oh really 2. and i’m not sure
3. and there’s a lot of <unk> there’s a lot of people 3. and i’m not sure
4. yeah 4. i’m not sure
5. and i think that’s probably the biggest problem i’ve ever seen in the past 5. i’m not sure

Table 2: Generated dialog responses from the cyclical and monotonic schedules.

can effectively reduce KL vanishing, it takes 472s
per epoch. However, this is significantly more
expensive than the standard VAE training which
takes 30s per epoch. The proposed cyclical sched-
ule adds almost zero cost.

We show the learning curves for VAE and SA-
VAE in Figure 5. Interestingly, the cyclical sched-
ule exhibits periodical learning behaviours. The
performance of the cyclical schedule gets better
progressively, after each cycle. While ELBO and
PPL ar similar, the cyclical schedule improves the
reconstruction ability and KL values for both VAE
and SA-VAE. We observe clear over-fitting is-
sues for the SA-VAE with the monotonic schedule,
while this issue is less severe for SA-VAE with the
cyclical schedule.

Finally, we further investigate whether our im-
provements are from simply having a lower �,
rather than from the cyclical schedule re-opening
Path A for better learning. To test this, we use a
monotonic schedule with maximum � = 0.5. We
observe that the reconstruction and KL terms per-
form better individually, but the ELBO is substan-
tially worse than � = 1, because � = 0.5 yields
an improper model. Even so, the cyclical schedule
improves its performance.

6.2 Conditional VAE for Dialog
We use a cyclical schedule to improve the la-
tent codes in (Zhao et al., 2017), which are key
to diverse dialog-response generation. Follow-

Model CVAE CVAE+BoW
Schedule M C M C
Rec-P # 36.16 29.77 18.44 16.74
KL Loss " 0.265 4.104 14.06 15.55
B4 prec 0.185 0.234 0.211 0.219
B4 recall 0.122 0.220 0.210 0.219
A-bow prec 0.957 0.961 0.958 0.961
A-bow recall 0.911 0.941 0.938 0.940
E-bow prec 0.867 0.833 0.830 0.828
E-bow recall 0.784 0.808 0.808 0.805

Table 3: Comparison on dialog response genera-
tion. Reconstruction perplexity (Rec-P) and BLEU (B)
scores are used for evaluation.

ing (Zhao et al., 2017), Switchboard (SW) Cor-
pus (Godfrey and Holliman, 1997) is used, which
has 2400 two-sided telephone conversations.

Two latent variable models are considered. The
first one is the Conditional VAE (CVAE), which
has been shown better than the encoder-decoder
neural dialog (Serban et al., 2016). The second is
to augment VAE with a bag-of-word (BoW) loss
to tackle the KL vanishing problem, as proposed
in (Zhao et al., 2017).

Table 2 shows the sample outputs generated
from the two schedules using CVAE. Caller Alice
begins with an open-ended statement on choos-
ing a college, and the model learns to generate re-
sponses from Caller Bob. The cyclical schedule
generated highly diverse answers that cover multi-
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ple plausible dialog acts. On the contrary, the re-
sponses from the monotonic schedule are limited
to repeat plain responses, i.e., “i’m not sure”.

Quantitative results are shown in Table 3, using
the evaluation metrics from (Zhao et al., 2017).
(i) Smoothed Sentence-level BLEU (Chen and
Cherry, 2014): BLEU is a popular metric that
measures the geometric mean of modified n-gram
precision with a length penalty. We use BLEU-1
to 4 as our lexical similarity metric and normalize
the score to 0 to 1 scale. (ii) Cosine Distance of
Bag-of-word Embedding (Liu et al., 2016): a sim-
ple method to obtain sentence embeddings is to
take the average or extreme of all the word embed-
dings in the sentences. We used Glove embedding
and denote the average method as A�bow and ex-
treme method as E�bow. The score is normalized
to [0, 1]. Higher values indicate more plausible re-
sponses.

The BoW indeed reduces the KL vanishing is-
sue, as indicated by the increased KL and de-
creased reconstruction perplexity. When applying
the proposed cyclical schedule to CVAE, we also
see a reduced KL vanishing issue. Interestingly,
it also yields the highest BLEU scores. This sug-
gests that the cyclical schedule can generate dialog
responses of higher fidelity with lower cost, as the
auxiliary BoW loss is not necessary. Further, BoW
can be improved when integrated with the cyclical
schedule, as shown in the last column of Table 3.

6.3 Unsupervised Language Pre-training
We consider the Yelp dataset, as pre-processed
in (Shen et al., 2017) for unsupervised language
pre-training. Text features are extracted as the
latent codes z of VAE models, pre-trained with
monotonic and cyclical schedules. The AE is
used as the baseline. A good VAE can learn
to cluster data into meaningful groups (Kingma
and Welling, 2013), indicating that well-structured
z are highly informative features, which usually
leads to higher classification performance. To
clearly compare the quality of z, we build a simple
one-layer classifier on z, and fine-tune the model
on different proportions of labelled data (Zhang
et al., 2017b).

The results are shown in Figure 6. The cyclical
schedule consistently yields the highest accuracy
relative to other methods. We visualize the tSNE
embeddings (Maaten and Hinton, 2008) of z in
Figure 9 of the SM, and observe that the cyclical
schedule exhibits clearer clustered patterns.

Figure 6: Accuracy of fine-tuning on the unsupervised pre-
trained models on the Yelp dataset.

Schedule Rec KL ELBO
Cyc � + Const ⌘ 101.30 1.457 -102.76
Mon � + Const ⌘ 101.93 0.858 -102.78
Cyc � + Cyc ⌘ 100.61 1.897 -102.51
Mon � + Cyc ⌘ 101.74 0.748 -102.49

Table 4: Comparison of cyclical schedules on � and ⌘,
tested with language modeling on PTB.

6.4 Ablation Study
To enhance the performance, we propose to apply
the cyclical schedule to the learning rate ⌘ on real
tasks. It ensures that the optimizer has the same
length of optimization trajectory for each � cycle
(so that each cycle can fully converge). To inves-
tigate the impact of cyclical on ⌘, we perform two
more ablation experiments: (i) We make only �
cyclical, keep ⌘ constant. (ii) We make only ⌘
cyclical, keep � monotonic. The last epoch num-
bers are shown in Table 4, and the learning curves
on shown in Figure 10 in SM. Compared with the
baseline, we see that it is the cyclical � rather than
cyclical ⌘ that contributes to the improved perfor-
mance.

7 Conclusions

We provide a novel two-path interpretation to ex-
plain the KL vanishing issue, and identify its
source as a lack of good latent codes at the be-
ginning of decoder training. This provides an un-
derstanding of various � scheduling schemes, and
motivates the proposed cyclical schedule. By re-
opening the path at � = 0, the cyclical sched-
ule can progressively improve the performance, by
leveraging good latent codes learned in the previ-
ous cycles as warm re-starts. We demonstrate the
effectiveness of the proposed approach on three
NLP tasks, and show that it is superior to or com-
plementary to other techniques.
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Abstract

The current state-of-the-art in neural graph-
based parsing uses only approximate decoding
at the training phase. In this paper aim to un-
derstand this result better. We show how recur-
rent models can carry out projective maximum
spanning tree decoding. This result holds for
both current state-of-the-art models for shift-
reduce and graph-based parsers, projective or
not. We also provide the first proof on the
lower bounds of projective maximum span-
ning tree, DAG, and digraph decoding.

1 Introduction
For several years, the NLP field has seen
widespread investigation into the application of
Neural Networks to NLP tasks, and with this,
much, rather inexplicable progress. A string of
very recent work (for example, Chen et al. (2018);
Weiss et al. (2018); Peng et al. (2018)), has at-
tempted to delve into the formal properties of neu-
ral network topology choices, in attempts to both
motivate, predict, and explain associated research
in the field. This paper aims to further contribute
along this line of research.

We present the results of our study into the
ability of state-of-the-art first-order neural graph-
based parsers, with seemingly simple architec-
tures, to explicitly forego structured learning and
prediction.1 In particular, this is not due to a
significantly faster, simpler, algorithm for pro-
jective maximum spanning tree (MST) decoding
than Eisner (1996)’s algorithm, which we for-
mally prove to be impossible, given the Exponen-
tial Time Hypothesis. But rather, this is due to the
capacity of recurrent components of these archi-
tectures to implicitly discover a projective MST.
We prove this formally by showing how these re-

1For the remainder of this paper, all decoding algorithms
discussed are first-order.

current components can intrinsically simulate ex-
act projective decoding.

The context. The current state-of-the-art for
graph-based syntactic dependency parsing is a
seemingly basic neural model by Dozat and Man-
ning (2017). The parser’s performance is an
improvement on the first, even simpler, rather
engineering-free, neural graph-based parser by
Kiperwasser and Goldberg (2016). This latter
parser updates with respect to an output structure:
projective decoding over a matrix of arc scores
coupled with hinge loss between predicted and
gold arcs, reporting parser performance of, for
example, 93.32% UAS and 91.2% LAS on the
converted Penn Treebank.2 Remarkably, the for-
mer parser by Dozat and Manning (2017) forgoes
entirely any structural learning, employing sim-
ple cross-entropy at training time, and saving (un-
constrained) maximum spanning tree decoding for
test time.

We further optimised Kiperwasser and Gold-
berg (2016)’s parser (Varab and Schluter, 2018)
and extended it for cross-entropy learning, as is
done by Dozat and Manning (2017). At test time,
instead of any explicit decoding algorithm over
the arc score matrix, we simply take the maxi-
mum weighted incoming arc for each word; that
is, the parser is highly streamlined, without any
heavy neural network engineering, but now also
without any structured learning, nor without any
structural decoding at test time. The resulting
neural parser still achieves an impressively com-
petitive UAS of 92.61% evaluated on the con-
verted Penn Treebank data, without recourse to
any pre-trained embeddings, unlike the systems by
Kiperwasser and Goldberg (2016) and Dozat and

2Training is on Sections 2-21, development on Section 22
and testing on Section 23), converted to dependency format
following the default configuration of the Stanford Depen-
dency Converter (version ≥ 3.5.2).
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Manning (2017). Using GloVe 100-dimensional
Wikipedia and Gigaword corpus (6 billion tokens)
pretrained embeddings, without updates, but lin-
early projected through a single linear dense layer
to the same dimension, the structure-less parser
achieves 93.18% UAS.3 With this paper, we shed
light on these surprising results from seemingly
simple architectures. The insights we present here
apply to any neural architecture that first encodes
input words of a sentence using some type of re-
current neural network–i.e., all current state-of-
the-art graph-based or shift reduce neural parsers.
Our contributions. This paper presents results
for understanding the surprisingly superior perfor-
mance of structure-free learning and prediction in
syntactic (tree) dependency parsing.
1. We provide a formal proof that there will never

be an algorithm that carries out projective MST
decoding in sub-cubic time, unless a widely be-
lieved assumption in computational complex-
ity theory, the Exponential Time Hypothesis
(ETH), is false.
Hence, computationally, we provide convinc-
ing evidence that these neural parsing architec-
tures cannot be as simple as they appear. These
results are then extended to projective maxi-
mum spanning DAG and digraph decoding.

2. In particular, we then show how to simulate
Eisner’s algorithm using a single recurrent neu-
ral network. This shows how, in particular, the
LSTM stacked architectures for graph-based
parsing by Dozat and Manning (2017), Cheng
et al. (2016), Hashimoto et al. (2017), Zhang
et al. (2017), and Kiperwasser and Goldberg
(2016), are capable of intrinsically decoding
over arc scores.
This therefore provides one practical appli-
cation where RNNs do not need supplemen-
tary approximation considerations (Chen et al.,
2018).

2 Preliminaries
The Exponential Time Hypothesis (ETH) and
k-Clique. The Exponential Time Hypothesis is a

3Our structure-less but optimised implementation of
the (Kiperwasser and Goldberg, 2016) graph-based parser,
with 100 dimensional generated word embeddings, 50 di-
mensional generated POS-tag embeddings, a stack of 3
BiLSTMs with an output dimension of 225 each (total
450 concatenated), no dropout, MLP mappings for arc
nodes of 400 dimension, and for labels of 100 dimen-
sions. We use DyNet 2.1 (Neubig et al., 2017), and the
parser code is freely available at https://github.com/
natschluter/MaxDecodeParser.

widely held though unproven computational hard-
ness assumption stating that 3-SAT (or any of the
several related NP-complete problems) cannot be
solved in sub-exponential time in the worst case
(Impagliazzo and Paturi, 1999). According to
ETH, if 3-SAT were solvable in sub-exponential
time, then also P = NP . But the ETH assump-
tion is stronger than the assumption that P 6= NP ,
so the converse is not necessarily true. ETH can be
used to show that many computational problems
are equivalent in complexity, in the sense that if
one of them has a subexponential time algorithm
then they all do.

The k-Clique problem is the parameterised ver-
sion of the NP-hard Max-Clique problem. This
canonical intractable problem in parameterised
complexity asks, given an input graph, whether
there exists a clique of size k. A naı̈ve algorithm
for this problem running in O(nk) time checks all
nk combinations of nodes and verifies each com-
bination inO(k2) time to see if they form a clique.
However, Chen et al. (2006) showed that the prob-
lem has no no(k) time algorithm–that is, the prob-
lem has no algorithm that runs in time subexpo-
nential in the exponent k assuming ETH.4.
Recurrent neural networks. Recurrent neural
networks (Rumelhart et al., 1986), as we gener-
ally use them in practise in NLP, take as input
a matrix x, containing a sequence of n vectors
x = x1,x2, . . . ,xn, and apply the following set
of equations recursively, with h0 the initial state:

ht =g(b + Wh(t−1) + Uxt)

Here, g is the activation function. Typically this
activation function is tanh, however the computa-
tional power of the model is theoretically main-
tained with any so-called “squashing” function
(Siegelmann, 1996).

The choice of g, on the other hand, has been
shown to affect the power of the recurrent model
in general, depending on the restrictions involved
in the formal investigation. For the purposes of
this paper, the activation function is a rectified
linear unit, or ReLU. The general computational
power of such RNNs has recently been formally
explored by Chen et al. (2018) (given infinite pre-
cision) and Weiss et al. (2018) (given finite pre-
cision), and empirically investigated for practical
considerations of convergence under training by
Le et al. (2015).

4The problem is said to be W [1]-complete (Flum and
Grohe, 2006)
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LSTMs (Hochreiter and Schmidhuber, 1997)
are RNNs with weighted self-loops (so-called
gates). The recurrence equations take the form:
ft =g1(bf + Wfh(t−1) + Ufxt)

it =g1(bi + Wih(t−1) + Uixt)

ot =g1(bo + Woh(t−1) + Uoxt)

ct =ft ◦ ct−1 + it ◦ g1(bc + Wch(t−1) + Ucxt)

ht =ot ◦ g2(ct)
where g1, g2 are activation functions. Setting all
Wf ,Wi,Wc,Uf ,Ui,Uc to be zero matrices, bf
to be a 0 vector, bi, bc to be 1 vectors, and the acti-
vation function g2 to be ReLUwe see that, in terms
of hidden states, the LSTM model includes that of
the RNN. In this paper, all activation functions are
ReLUs.

3 Related Work
State-of-the-art in neural syntactic dependency
parsing. The graph-based neural architectures
we refer to here have important commonalities.
We focus our discussion on the key contributions
by Kiperwasser and Goldberg (2016) (the simplest
architecture, and the first), and by Dozat and Man-
ning (2017) (the state-of-the-art).

The architectures can be partitioned into three
general components:

1. Word representation generation: Both ar-
chitectures generate word embeddings and
POS-tag embeddings. Pretrained embed-
dings, if they are being used, are added to
the trained embeddings, and concatenated to
corresponding POS-tag embedding. The em-
beddings are sent through a stacked BiLSTM.
Output embeddings are projected to two fur-
ther vector representations: as head node or
as dependent node (specialised representa-
tions).

2. Arc scoring: All (head, dependent) combi-
nations are scored.

3. Decoding: By some decoding process, the
arc score matrix yields a (possibly discon-
nected) graph representation of the input sen-
tence: (n-1) arcs, where no word has more
than one head, as well as their probabilities.

We show in this paper how the second and third
components can be carried out implicitly within
the BiLSTM layers of the first component. Since
currently state-of-the-art shift-reduce parsers also
encode input words of a sentence using some type
of recurrent neural network, this insight also ap-
plies to these non-graph-based models.

Related computational hardness results. To
date there is no known truly sub-cubic algorithm
for Boolean Matrix Multiplication (BMM), nor for
Context-Free Grammar (CFG) parsing. Adapting
Satta (1994)’s lower bound proof for Tree Ad-
joining Grammar parsing, Lee (1997) proved that
BMM can be reduced to finding a valid derivation
a string of length O(n

1
3 ) with respect to a CFG

of size Θ(n2). Lee (1997)’s reduction shows that
there can be a no O(|G|n3−ε) for some constant
ε > 0 (sub-cubic-time) algorithm for CFG-parsing
without implying a significant breakthrough in
BMM, which is widely believed not to be possi-
ble. However, the construction required the gram-
mar size |G| = Θ(n6) to be dependent on the the
input size n, which, as Lee (1997) points out, is
unrealistic in most applications.

Abboud et al. (2015), on the other hand, present
a proof of the unlikelihood of a sub-cubic algo-
rithm for CFG-parsing using ETH and specifically
the k-Clique problem. Given an instance of the
3k-Clique problem (i.e., an undirected graph and
the parameter 3k), they construct a string w of
length nk and a CFG, G of constant size (for any
3k) such that if G derives w in sub-cubic time,
then there is an algorithm running in time no(3k)

for the 3k-Clique problem, which, as we explained
in Section 2, is impossible, assuming ETH.

To date, no truly sub-cubic algorithm for projec-
tive maximum spanning tree decoding is known.
In the next section, we present a proof similar in
spirit to Abboud et al. (2015)’s that also shows that
such an algorithm most likely cannot be found.

4 Lower Bounds for First-Order
Projective Dependency Decoding

Current state-of-the-art neural graph-based parsers
forego structural learning and do not even seem to
require structured prediction. In this section, we
provide evidence that this is indeed not because
the parsers are so seemingly simple. Computation-
ally it is unlikely that some simpler and faster de-
coding method alone is achieving such a competi-
tive performance. We show this with the following
theorem.
Theorem 1. Under the assumption of ETH, there
is no algorithm that carries out projective MST
decoding in time significantly faster than O(n3);
that is, there is no sub-cubic (O(n3−ε) for some
constant ε > 0) time algorithm for finding the
maximally weighted projective spanning tree, T ∗,
over a weighted digraph input.
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Notation and special remarks. We denote by
[n] the set {1, . . . , n}. For lack of a better symbol,
we use � here to signify iterative string concate-
nation, which otherwise is signified by just writ-
ing symbols beside each other, or by the symbol
·. Rather than working over words of a sentence,
given the formal nature of the proof, the projective
MST algorithm must work over symbols of the in-
put word w. Hence the input is a weighted digraph
over the symbols of w and the output is a projec-
tive MST, T ∗, over these symbols. The reduction,
makes use of the weight of T ∗.

Proof (of Theorem 1). Let G = (V,E) be an ar-
bitrary simple undirected graph. We place an ar-
bitrary order on the nodes from V and fix it, so
V := {v1, . . . , vn}.

As in Abboud et al. (2015)’s reduction from 3k-
clique to CFG-parsing, we first generate a string
of length O(nk) to represent the graph for the task
at hand; we do so in O(nk) time. The string
contains a representation of all of the possible
k-cliques in the graph. We can create a listing
of all of these k-cliques using exhaustive search
in at most O(nk) time and space. Let K :=
{{vi1 , . . . , vik} a k-clique in G | ij ∈ [n], vij ∈
V } correspond to the set of k-cliques from G, and
place an arbitrary order on K := {k1, . . . , k|K|}.
So, |K| ∈ O(nk). We define 6 · k · |K| sets of
symbols with respect to V , each with n(= |V |)
elements:
• Unmarked symbols: Ai,t := {ai,j,t | j ∈

[n]} for i ∈ [k], t ∈ [|K|] where ai,j,t corre-
sponds to node vj ∈ V .
Similarly for the sets Bi,t and Ci,t.
• Marked symbols: Ai,t := {ai,j,t | ai,j,t ∈
Ai}. Similarly for the sets Bi,t and Ci,t.

We letA = ∪i∈[k],t∈[|K|](Ai,t∪Ai,t) and similarly
forB andC. Then the vocabulary for constructing
our input word is U := A ∪B ∪ C.

Constructing the input word w. We now con-
struct a word w over the vocabulary U such that if
the projective maximum spanning tree has weight
|w| + 2k − 2 + |K|, then the graph G has a 3k-
clique. We do this by defining the weights of pos-
sible arcs between carefully selected pairs of sym-
bols from the vocabulary. The entire construction
of the word w takes time O(nk) (coinciding with
the upper bound on the word’s length).

The input word is made up of a series of gad-
gets. For each k-clique, we have three types of
gadgets: A-, B-, and C-gadgets. A- and C-gadgets

each correspond both to a particular k-clique in
G, as well as all k-cliques in G. B-gadgets, on the
other hand, only correspond to particular k-cliques
in G. Let kt = {v(t,1), . . . , v(t,k)} ∈ K be the tth
k-clique. Even if each v(t,q) is a node in V (G)
the notation for indices is useful to refer to the qth
node of the tth k-clique. Also, in what follows, we
use the middle index of symbols to simultaneously
refer to the k-clique membership: j(t,q) ∈ [n], and
simultaneously allows us to refer to the qth node
in the tth k-clique from K, for q ∈ [k], t ∈ [|K|].
A-gadgets:
A(t) :=�i∈[k](ai,j(t,1),tai,j(t,2),t · · · ai,j(t,k),t)·

�i∈[k](ai,j(t,1),t · ai,j(t,2),t · · · ai,j(t,k),t)
C-gadgets:
C(t) :=(�i∈[k]ci,j(t,1),tci,j(t,2),t · · · ci,j(t,k),t)

·ck,j(t,k),t · ck−1,j(t,k−1),t · · · c1,j(t,1),t
and B-gadgets:
B(t) :=Ltbk,j(t,k),t · · · b2,j(t,2),tb1,j(t,1),tHtbk,j(t,k),t

·bk−1,j(t,k−1),t · · · b2,j(t,2),tb1,j(t,1),tRt,
We call the symbol Ht the head of the gadget
B(t), and Lt and Rt the gadget’s left and right
boundary symbols respectively.

We then set the word w to be(
�t∈[|K|]A(t)

)
·
(
�t∈[|K|]B(t)

)
·
(
�t∈[|K|]C(t)

)

consisting of an A-gadget region followed by a B-
gadget region, and then a C-gadget region.

Idea of the proof. The idea of the proof is to
allow an optimal projective MST, T ∗, to be built
that matches up one distinct (with respect to the k-
clique) gadget from each region, each represent-
ing different k-cliques whenever there is a 3k-
clique in G. We will deduce the existence of such
a clique by the weight of T ∗. Essentially, a pro-
jective spanning tree of weight |w|−1 will always
be present, but T ∗ having weight superior to this
will indicate a matching up of gadgets. Now, sup-
pose we have a sub-cubic projective MST algo-
rithm A. By our construction, if A returns a T ∗

with weight |w|+2k−2+ |K|, then there is a 3k-
clique. Otherwise, there is no 3k-clique. On input
of length nk, the sub-cubic time algorithm runs in
time O((nk)3−ε) = O(n3k−kε) ∈ no(3k) for some
constant ε > 0. ThusA will have solved 3k-clique
in time no(3k), which is impossible under the ETH
assumption.

Note that by the definition of a 3k-clique, a 3k-
clique can be partitioned arbitrarily into 3 equal
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sized sub-graphs over k nodes that must each form
a k-clique. So, if |K| < k, then there trivially can-
not be any 3k-clique in G. We therefore only con-
sider without loss of generality the argumentation
for the case where |K| ≥ k, since our algorithm
can simply return a negative answer about the ex-
istence of a 3k-clique in G after enumerating the
set K and before computing any projective MST.

The projective MST algorithm takes as input
the description of a weighted digraph, D, whose
nodes are defined by symbols of the input word
w. The digraph need not be explicitly constructed,
since the algorithm can simply use the description
of the digraph that follows instead to check for the
existence of arcs between symbols. This descrip-
tion has constant length.

A description of the input weighted graph D
over w. For the input digraph, arcs can (1) be
missing from the fully complete digraph, (2) have
weight 1, or (3) have weight 2. To construct D,
weights are assigned to arcs by the following rules.

Weight 1 arcs. The following arcs of our input
graph have weight 1.
1. Region connectivity arcs. These arcs ensure

connectivity is possible within respective gad-
get regions.
(a) All arcs (a1,j′,t, ai,j,t−1) and

(a1,j′,t, ai,j,t−1), i.e., the first symbol
of the tth A-gadget attaches to all symbols
of the previous (t− 1th) A-gadget.

(b) All arcs (c1,j′,t, ci,j,t+1) and
(c1,j′,t, ci,j,t+1), i.e., the last symbol
of the tth C-gadget attaches to all symbols
of the next (t+ 1th) C-gadget gadget.

(c) All arcs (bi,j,t, bi+1,j′,t) and
(bi+1,j,t, bi,j′,t) for i ∈ [k − 1].

(d) All arcs (bk,j,t, Lt), (b1,j′,t, Rt).
(e) All arcs (Ht, b1,j,t) and (Ht, bk,j′,t) mak-

ing Ht a possible head of the respective
B-gadget (B-gadget heads) for any MST.

(f) All arcs (Lt+1, Ht), (Rt, Ht+1) for all t ∈
[|K| − 1].

(g) All arcs (ck,j(t,k),t, ck,j,t), i.e., arcs from
the last nonmarked symbol to the first
marked symbol, in every C-gadget. Also,
all arcs (ci+1,j,t, ci,j,t) for i ∈ [k − 1], i.e.,
together forming a path of marked sym-
bols within each C-gadget.
The following arcs are the reversals of (1c)
through (1e).

(h) All arcs (bi+1,j,t, bi,j′,t) and

(bi,j,t, bi+1,j′,t) for i ∈ [k − 1].
(i) All arcs (Lt, bk,j,t), (Rt, b1,j′,t).
(j) All arcs (b1,j,t, Ht) and (bk,j′,t, Ht) mak-

ing Ht the head of the respective B-gadget
(B-gadget heads) for any MST.

2. Boundary connectivity arcs. These arcs en-
sure that the boundaries of regions are con-
nected.
(a) The arcs (L1, ai,j,|K|) and (L1, ai,j,|K|),

i.e., all symbols from the last of the A-
gadgets attach to the first symbol of the B-
gadget region.

(b) The arcs (R|K|, ci,j,1) and (R|K|, ci,j,1),
i.e., all symbols from the first of the C-
gadgets attach to the last symbol of the B-
gadget region.

3. G-induced arcs. These arcs reflect the connec-
tions of the original graphG, and ultimately the
existence of a 3k-clique.
(a) All arcs (bi,j,t, ai,j′,t′), for each i ∈ [k −

1], t 6= t′, if vjvj′ ∈ E(G) (i.e., not for
i = k, which has a weight of 2 rather).

(b) All arcs (bi,j,t, ci,j′,t′), for each i ∈
{2, . . . , k}, t 6= t′, if vjvj′ ∈ E(G) (i.e.,
not for i = 1, which has a weight of 2
rather).

(c) All arcs (ci,j,t, ai,j′,t′) for all i ∈ [k], t 6=
t′, if vjvj′ ∈ E(G) (i.e., this time also for
i = 1).

As we show in Lemma 1.1, with the region con-
nectivity arcs (1a-1g) and boundary connectivity
arcs (2), we ensure that the algorithm can al-
ways return a projective MST with weight at least
|w| − 1. The G-induced arcs and region connec-
tivity arcs (1h-1j, 4) on the other hand will be trig-
gered to use by the algorithm’s prioritisation of the
following arcs.
Weight 2 arcs. We have the following arcs of
weight 2.
4. Region connectivity arcs. (Lt+1, Lt) and

(Rt, Rt+1) for t ∈ [|K| − 1].
5. G-induced arcs.

(a) All arcs (bk,j,t, ak,j′,t′), for each t 6= t′, if
vjvj′ ∈ E(G)

(b) All arcs (b1,j,t, c1,j′,t′), for each t 6= t′, if
vjvj′ ∈ E(G)

There are no other arcs in the input digraph D.

Lemma 1.1. There always exists a projective MST
in D of weight |w| − 1.

Proof. The A-region, together with the symbol L1

from the B-region can form a tree rooted in L1
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using region connectivity arcs (1a) with boundary
connectivity arcs (2a)–all weight 1 arcs. Similarly
for the C-region with the symbol R|K| from the
B-region (arcs (1b) and (2b)). Moreover, these re-
gional sub-trees are trivially projective. If we con-
struct a projective subtree out of the B-region, in
which L1 and R|K| are leaf nodes, then we have
the result.

The combination of weight-1 arcs from
(1c), (1d), and (1e) results in each B-gadget
B(t) being a projective subtree headed by
its head node Ht made up of a combination
of two paths Ht, b1,j1,t, . . . , bk,jk,t, Lt and
Ht, bk,jk,t, . . . , b1,j1,t, Rt. To make a projective
subtree out of the entire B-region, we choose
some arbitrary Ht node as the root and take fur-
ther weight-1 arcs described in (1f): (Lp, Hp−1)
if p ≤ i and (Rp, Hp + 1) otherwise, for
i ∈ [2, |K| − 1]. In all these possible B-regional
projective subtrees, both L1 and R|K| are leaf
nodes, which gives the result.

Lemma 1.2. Let T ∗ be a projective MST over D.
There are at most 2k+(|K|−1) arcs of weight 2 in
T ∗: k from the B- to the A-region, k from the B- to
the C-region, and the rest internal to the B-region.

The number of arcs of weight 2, internal to or
originating from the B-region, will be maximised
if arcs exiting the B-region all originate from the
same B-gadget (instead of 2+ distinct ones).

Moreover, suppose distinct t1, t2, t3 ∈ [|K|]. If
T ∗ includes an arc of weight 2 from gadget B(t2)
to gadget A(t1) and from gadget B(t2) to gad-
get C(t3), then T ∗ must also include arcs charac-
terised by the following
1. all non-marked nodes in A(t1) have non-

marked heads in B(t2),
2. all non-marked nodes in C(t3) have marked

heads in B(t2), and
3. all marked nodes in A(t1) have marked heads

in C(t3).

Proof. There are only arcs of weight 2 in D from
the B-region to both the A- and the C-regions, and
internally in the B-region. We show that there are
at most k weight 2 arcs connecting the A- and B-
regions and C- and B-regions. Then we show that
the maximal number of weight 2 edges internal to
the B-region is (|K| − 1).

Suppose there are more than k arcs of weight
2 from the B-region to the A-region in T ∗. Then
there are at least two of these arcs entering differ-
ent A-gadgets: (b1,j′,t′ , a1,j,t) and (b1,i′,p′ , a1,i,p),

with p < t. Consider the barred symbols in the
tth A-gadget. There are only two possible heads:
(1) the symbol following the gadget (region con-
nectivity arcs (1a) or boundary connectivity arcs
(2a)), which by projectivity is excluded because
these arcs would cross (b1,j′,t′ , a1,j,t), or (2) sym-
bols from the C-region, which by projectivity is
also excluded because they would cross the arc
(b1,i′,p′ , a1,i,p).

The proof that there are at most k arcs of weight
2 from the B-region to the C-region in T ∗ is anal-
ogous.

For the maximal number of arcs of weight 2,
internal to the B-region, we first consider the max-
imum number of weight 2 region connectivity arcs
(4). By projectivity, a B-gadget with arcs entering
an A- or C-gadget cannot have any entering weight
2 region connectivity arc. Also, by projectivity, a
single B-gadget can have at most 1 weight 2 region
connectivity arc. Thus, the number of weight 2
arcs would be maximised by ensuring arcs exiting
the B-region originate from the same B-gadget, so
only one B-gadget does not have weight 2 enter-
ing arcs. Since there are |K| B-gadgets in total,
this means there are at most |K| − 1 weight 2 B-
region internal arcs.

The rest of the proof follows by the similar pro-
jectivity arguments.

Lemma 1.3. T ∗ has weight |w|+2k−1+(|K|−1)
if and only if there is a 3k-clique in G.

Proof. (⇐) Suppose there is a 3k-clique inG con-
sisting of the three k-cliques k1, k2, and k3, and
such that k1 ∪ k2 ∪ k3 is a 3k-clique. In w, there
must be corresponding gadgets in each of its gad-
get regions. We considerA(1) the gadget for k1 in
A, by B(2) the gadget for k2 in B, and by C(3)
the gadget for k3 in C. We build up a set S of
arcs based on these three gadgets. The set S con-
sists of all the possible G-induced (weight 1 and 2)
arcs between these three regions–a disconnected
set where no two arcs cross, by Lemma 1.2. By the
same lemma, S includes exactly 2k + (|K| − 1)
arcs of weight 2. We will add arcs to S to con-
nect the rest of the symbols in w until we form a
tree, and by Lemma 1.2 again we cannot add any
further weight 2 arcs.

We must now supplement S to make a tree. We
first connect the B-region. For t < 2, we connect
B-gadgets internally by making the path from the
Rt to Lt, using weight 1 region connectivity arcs.
We make paths in the opposite direction, from Lt
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to Rt for t > 2. We then add all possible weight
2 region connectivity arcs. This makes A(1) and
B-region connected.

All other A-gadgets are connected as in the
proof of Lemma 1.1. Similarly for the C-gadgets
before and after C(3).

The only nodes that still lack a head node are
the marked nodes from C(3). We connect these
using region connectivity arcs from (1g).

We have now constructed a projective tree of
weight |w| − 1 + 2k+ (|K| − 1). We cannot have
a higher weighted projective tree by Lemma 1.2.
Hence tree is an optimal T ∗.

(⇒) Suppose T ∗ has weight |w| − 1 + 2k +
(|K| − 1). By Lemma 1.2, T ∗ has exactly k arcs
of weight 2 from the B-region to the A-region, and
k from the B-region to the C-region, and that in
this case all possible G-induced arcs between the
three corresponding gadgets are in T ∗. Moreover,
internally to the B-region, there are |K|−1 weight
2 edges.

Let the gadgets be w.l.o.g., A(1), B(2), and
C(3). Each unmarked b symbol in B(2) corre-
sponds to a node in V , and is the head of an un-
marked symbol from A(1) corresponding to every
node in k-clique k1. This means that in G, all pos-
sible connections between nodes in k1 and k2 ex-
ist. The same holds for B(2) with C(3) and C(3)
with A(1). Hence there is a 3k-clique in G.

With Theorem 1, we have shown that the non-
structural graph-based neural parsing systems can-
not be carrying out explicit exact decoding in with
a significantly simpler algorithm. As we show in
the next section, in fact, the LSTM stacks of these
systems alone are powerful enough to simulate all
components.

In our proof, the algorithm consistently makes
a choice between edges of weight 1 and edges
of weight 2 for the result to preserve projectivity.
Possibly more edges of weight 1 may end up in a
maximum spanning projective DAG or digraph, so
we cannot necessarily use the weight in the same
way to deduce the result. The number of edges in
D is less than n2. Hence if we replace the weights
of weight 1 arcs in D by weight 1/(n2), then an
output maximum spanning projective digraph or
DAG with weight superior to 2k+(|K|−1) would
indicate a 3k-clique. By the algorithms to do this
from (Schluter, 2015) in cubic time, we therefore
have the same lower bound for finding a maximum
spanning projective DAG or digraph.

Corollary 1.1. Under the assumption of ETH,
there is no algorithm that carries out projective
maximum spanning DAG or digraph decoding in
sub-cubic time.

5 RNN Simulation of Eisner’s Algorithm

Eisner (1996)’s algorithm on an input sentence of
length n uses an n× n table M and dynamic pro-
gramming to compute for table cell Mi,j the high-
est weighted sub-trees over the span (i, j) of the
input sentence. The algorithm iterates over spans
of increasing length. For Mi,j , the weights of all
possible combinations of sub-spans are considered
as candidate sub-trees over the span, and the max-
imum of these is retained in Mi,j .

For our purposes, the problem with this version
of the algorithm is that the RNN cannot compute
the maximum of the correspondingO(n) values in
either constant space nor in one time-step, and the
corresponding sub-tree weight is required in the
computation of maximum sub-trees over the span
j − i+ 1 at the next recursive step.

In Algorithm 1, we precompute enough of the
comparisons required for finding the maximum
spanning sub-tree combination before the algo-
rithm arrives in that table cell (from line 5). Thus,
instead of taking the maximum across k ∈ O(n)
values, we only ever take the maximum across 2
values at a time. We now explain this algorithm.

A sub-tree over the span (i, j) is said to be com-
plete if it includes some arc between i and j. Oth-
erwise the sub-tree is called incomplete. We use
seven weight matrices (which we extend to 25 ma-
trices later):
• S an n×n matrix of arc scores, where S[i, j] is

the score of the (i, j) arc.
• I an n×nmatrix of incomplete sub-tree scores,

where I[i, j, h] is the incomplete sub-tree for the
span (i, j) with head h ∈ 0, 1. If h = 0, then i
is the root of the sub-tree, and if h = 1, then j
is the root.
• C is defined in the same way as I but for com-

plete sub-trees.
• Ir[i, j, h] (resp. Cr) stores the current “row”-

maximum value for I[i, j, h] across the span
combinations (i, k), (k+ 1, j) for k− i > (k+
1) − j (resp. (i, k), (k, j) for k − i > k − j).
These are the cases where the span (i, k) is the
largest of the two sub-spans (i, j). These table
values are adjusted while the algorithm visits
cells (i, k).
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• Ic[i, j, h] (resp. Cc) stores the current
“column”-maximum value for I[i, j, h] across
the span combinations (i, k), (k + 1, j) for k −
i ≤ k + 1 − j (resp. (i, k), (k, j) for k − i >
k − j). These are the cases where the span
(k + 1, j) (resp. (k, j)) is larger or equal to
the other sub-span of the partitioned span (i, j).
These table values are adjusted while the algo-
rithm visits cells (k + 1, j) (resp. (k, j)).
The pseudocode for this algorithm, which we

refer to as streaming-max-eisner is pre-
sented in Algorithm 1. The main difference with
the original version is that the internal loop parti-
tioning of a span is separated in Algorithm 1 over
several previous iterations of the loop, so that once
the algorithm visits cell (i, j), all that needs to be
computed is the maximum of the two row- and
column-maximum values, from Ir and Ic, or from
Cr and Cc.

It is straightforward to show the correctness of
this algorithm, which we state as Theorem 2. We
omit the proof due to space constraints. The algo-
rithm can also be easily adapted for backtracking.

Theorem 2. Algorithm 1 returns the weight of T ∗.

We make a final adjustment to the algorithm be-
fore stating the simulation construction. For the
simulation, we only have RNN operations at our
disposal: linear combinations and a ReLU activa-
tion function, but no explicit max operation. In
order to use only RNN operations, we replace the
explicit max function.

Replacing the explicit max function. We note
that to find the maximum of the two positive num-
bers a and b, we can use the ReLU function. With-
out loss of generality, suppose that a > b, then

(ReLU(a− b) + ReLU(b− a) + a+ b)

2

=
(a− b+ a+ b)

2
=

2a

2
= a

= max(a, b). (1)

In fact, since all weights are assumed positive,
Equation 1 can be rewritten as

max(a, b) =
1

2
(ReLU(a− b) + ReLU(b− a)

+ReLU(a) + ReLU(b)). (2)

We therefore make a final adjustment to the
original Eisner algorithm, over the version Al-
gorithm 1, replacing all max functions us-
ing Equation 2. Instead of storing only one

value for each matrix Ir, Ic, Cr, Cc, I, C, we
store four, denoted by the fields a, b, ab, ba cor-
responding the four values we need to store:
ReLU(a),ReLU(b),ReLU(a− b), and ReLU(b−
a) respectively. For instance, for the matrix I , we
have Ia, Ib, Iab, Iba. Then, for example, line 6 be-
comes
a← ReLU(

1

2
∗ (Ir[i, j, 0].a+Ir[i, j, 0].b

+Ir[i, j, 0].ab+Ir[i, j, 0].ba))(3)

b← ReLU(
1

2
∗ (Ic[i, j, 0].a+Ic[i, j, 0].b

+Ic[i, j, 0].ab+Ic[i, j, 0].ba))(4)
I[i, j, 0].a← ReLU(a)

I[i, j, 0].b← ReLU(b)

I[i, j, 0].ab← ReLU(a− b)
I[i, j, 0].ba← ReLU(b− a)

where Equations 3 and 4 are wrapped in an extra
ReLU operation which yields no difference to the
parameter, but which will be convenient for our
simulation in Section 5.

Lines 11-14 and 16-19 are adapted in the same
way. We provide the adaption of line 11 to make
this precise:

a←ReLU(
1

2
∗ (I[i, p, 1].a+ I[i, p, 1].b

+I[i, p, 1].ab+ I[i, p, 1].ba))

b←ReLU(
1

2
∗ (C[i, j, 0].a+ C[i, j, 0].b

+C[i, j, 0].ab+ C[i, j, 0].ba

+C[j + 1, p, 1].a+ C[j + 1, p, 1].b

+C[j + 1, p, 1].ab+ C[j + 1, p, 1].ba

+S[p, i]))

Ir[i, p, 1].a ← ReLU(a)

Ir[i, p, 1].b ← ReLU(b)

Ir[i, p, 1].ab← ReLU(a− b)
Ir[i, p, 1].ba← ReLU(b− a).

Algorithm 1 therefore uses 25 matrices on input of
length n–hence, still O(n2) space.

Simulating Algorithm 1. The projective depen-
dency parsing architectureM ′ to be simulated first
sends word embeddings xi, i ∈ [n] through a for-
ward (and backward) LSTM with output word rep-
resentations −→o ′i (and ←−o ′i) of dimension d. The
concatenated result [−→o ′i;←−o ′i] is further specialised
through two unrelated nonlinear dense layers: one
for dependents and one for heads. Then all re-
sulting pairs (dependent,head) of word represen-
tations are sent through a scoring function to gen-
erate a score matrix as input to projective MST de-
coding (Kiperwasser and Goldberg, 2016).
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Algorithm 1 Projective MST algorithm computing the maximum over at most 2 arguments.
1: procedure STREAMING-MAX-EISNER
2: S, I , C, Ir , Ic, Cr , Cc all initialised to 0 matrices
3: for t← 1 to n-1 do . span for-loop
4: for i← 1 to n− t do . diagonal for-loop
5: j ← i+ t . the algorithm is visiting cells (i, j)
6: I[i, j, 0]← max(Ir[i, j, 0], Ic[i, j, 0])
7: I[i, j, 1]← max(Ir[i, j, 0], Ic[i, j, 1])
8: C[i, j, 0]← max(Cr[i, j, 0], Cc[i, j, 0])
9: C[i, j, 1]← max(Cr[i, j, 0], Cc[i, j, 1])

10: for p← j + 1 up to min(j + t+ 1, n) do . streaming-row for-loop, i.e., while p− (j + 1) ≤ t
11: Ir[i, p, 1] = max(I[i, p, 1], C[i, j, 0] + C[j + 1, p, 1] + S[p, i])
12: Ir[i, p, 0] = max(I[i, p, 0], C[i, j, 0] + C[j + 1, p, 1] + S[i, p])
13: Cr[i, p, 1] = max(C[i, p, 1], C[i, j, 1] + I[j + 1, p, 1])
14: Cr[i, p, 0] = max(C[i, p, 0], I[i, j, 0] + C[j + 1, p, 0])

15: for p← i− 1 down to max(i− 1− t, 1) do . streaming-column for-loop, i.e., while (i− 1)− p ≤ t
16: Ic[p, j, 1] = max(I[p, j, 1], C[p, i− 1, 0] + C[i− 1, j, 1] + S[p, i])
17: Ic[i, p, 0] = max(I[i, p, 0], C[i, j, 0] + C[j + 1, p, 1] + S[i, p])
18: Cc[i, p, 1] = max(C[i, p, 1], C[i, j, 1] + I[j + 1, p, 1])
19: Cc[i, p, 0] = max(C[i, p, 0], I[i, j, 0] + C[j + 1, p, 0])

20: Return I, C

The architecture M to simulate M ′ consists of
two components, each being a recurrent layer: a
BiLSTM (for contextual word representations and
word specialisations) and an RNN (for scoring and
to simulate Algorithm 1).

M starts by feeding word embeddings xi into
its first component, the BiLSTM. In the forward
direction, at the tth time step, the contextual rep-
resentation −→o ′t is generated, −→o ′t−1 is specialised
to −→o ht−1 (head) and −→o dt−1 (dependent), and the
previously specialised word representations in −→o t
(i.e., corresponding to −→o ′1, . . . ,−→o ′t−2) are copied
over. We add a single extra (n+ 1)th time step to
each direction, so M can finish specialising con-
textualised word representations within this first
component. Similarly for the backward direction.

There is one single input to M ’s second com-
ponent, an RNN, which also works in n + 1 time
steps. We refer to the inputs for this component as
z1, . . . , z(n+1), where z2 . . . z(n+1) are all dummy
inputs. z1 is the concatenation of the final output
vectors from each direction of M ’s BiLSTM. In
the first time step of this component, M computes
the score matrix and stores it in the hidden state h1.
The hidden state has a dimension large enough to
house the 25 tables (O(n2) space) required by Al-
gorithm 1 for subtree score bookkeeping and com-
puting the maximum of two values using linear
combinations and a ReLU.

The outer loop (the span for-loop with variable
t) of the algorithm corresponds to each time-step
t of the RNN. For the first internal for-loop (the
diagonal for-loop with variable i), we note that, in

lines 6-9, no cells (i, i+ t) whose values are being
computed require information from each other at
this time-step t.

The streaming-row and streaming-column for
loops (lines 11-14, 16-19) on the other hand some-
times requires maximal values (i, i+ t) from lines
6-9 to be computed. This problem is simply solved
by replacing the corresponding expressions ap-
pearing as left-hand sides in lines 6-9 by the right-
hand sides.

The output hn+1 contains the desired maximum
value.

6 Concluding Remarks

Recent state-of-the art neural graph-based parsers
comprising, among other components, a short
stack of BiLSTMs, seem to obviate any explicit
structural learning or prediction. In this paper, un-
der the assumption of ETH, we showed that this
is not due to any possible indirect discovery of
a faster algorithm for finding a projective maxi-
mum spanning tree and extended the result to pro-
jective maximimum spanning DAGs and digraphs.
We further showed how these architectures allow
for simulating decoding, implying that they are in-
deed carrying out implicit structured learning and
prediction.
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Abstract

Ellipsis is a natural language phenomenon
where part of a sentence is missing and its
information must be recovered from its sur-
rounding context, as in “Cats chase dogs and
so do foxes.”. Formal semantics has differ-
ent methods for resolving ellipsis and recov-
ering the missing information, but the prob-
lem has not been considered for distributional
semantics, where words have vector embed-
dings and combinations thereof provide em-
beddings for sentences. In elliptical sentences
these combinations go beyond linear as copy-
ing of elided information is necessary. In
this paper, we develop different models for
embedding VP-elliptical sentences. We ex-
tend existing verb disambiguation and sen-
tence similarity datasets to ones containing el-
liptical phrases and evaluate our models on
these datasets for a variety of non-linear com-
binations and their linear counterparts. We
compare results of these compositional mod-
els to state of the art holistic sentence en-
coders. Our results show that non-linear addi-
tion and a non-linear tensor-based composition
outperform the naive non-compositional base-
lines and the linear models, and that sentence
encoders perform well on sentence similarity,
but not on verb disambiguation.

1 Introduction

Compositional distributional semantics has so far
relied on a tight connection between syntactic and
semantic resources. Based on the assembly prin-
ciple of compositionality, these models assign a
sentence vector by applying a linear map to the in-
dividual word embeddings therein. The meaning
of “cats chase dogs” is as follows in (1) additive,
(2) multiplicative, and (3) tensor-based models:

(1)
−−→
cats+

−−−→
chase+

−−→
dogs

(2)
−−→
cats�−−−→chase�−−→dogs

(3)
−−→
cats> × (chase×−−→dogs)

Some linguistic phenomena, however, rely on
copying resources while computing meaning;
canonical examples thereof are anaphora and el-
lipsis, exemplified below:

(a) Cats clean themselves.
(b) Cats chase dogs, children do too.

More complex examples involve a structural am-
biguity such as the following:

(c) Cats chase their tail, dogs too.

These lend themselves to a strict (dogs chase the
cat’s tail) and a sloppy reading (dogs chase their
own tail). In these examples, the meaning of at
least one part of the sentence is used twice, e.g.
the subject in a, the verb phrase “chase dogs” in b.
Such cases can often be extended to a situation in
which a meaning is used more than twice, e.g. in
“Cats chase their tail, dogs too, and so do foxes”.

In order to develop distributional semantics for
such sentences while respecting the principle of
compositionality, one has a choice between a lin-
ear or a non-linear composition of resources. In
the linear case, no information is copied, resulting
in vector embeddings such as the following one
(when only considering content words):

−−→
cats+

−−−→
chase+

−−→
dogs+

−−−−−→
children

In the non-linear case, the necessary resources are
copied to resolve the ellipsis, resulting in vectors
embeddings such as:

−−→
cats+

−−−→
chase+

−−→
dogs+

−−−−−→
children+

−−−→
chase+

−−→
dogs

One has the same choice when dealing with mul-
tiplicative and tensor-based models. The ques-
tion is which of these composition frameworks,
i.e. linear versus non-linear, provides a better
choice for embedding elliptical sentences. To our
knowledge, this has remained an open question:
although some theoretical work has been done to
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model verb phrase ellipsis in compositional dis-
tributional semantics (Wijnholds and Sadrzadeh,
2018), none of the existing datasets or evaluation
methods for distributional semantics focus on el-
liptical phenomena.

In this paper, we provide some answers. Our
starting point is the lambda logical forms of sen-
tences, e.g. those produced by the approach of
Dalrymple et al. (1991), which uses a higher or-
der unification algorithm to resolve ellipsis. We
apply to these the lambdas-to-vectors mapping of
Muskens and Sadrzadeh (2016, 2017) to homo-
morphically map the lambda terms into concrete
vector embeddings resulting from a multitude of
composition operators, such as addition, multipli-
cation, and tensor-based. We work with four vec-
tor spaces (count-based, Word2Vec, GloVe, Fast-
Text) and three different verb embeddings, and
contrast our compositional models with state of
the art holistic sentence encoders.

We evaluate the sentence embeddings by us-
ing them in a verb disambiguation and in a sen-
tence similarity task, created by extending previ-
ous SVO tasks from Grefenstette and Sadrzadeh
(2011a) and Kartsaklis and Sadrzadeh (2013) to an
elliptical setting, and obtaining new human judge-
ments using the Amazon Mechanical Turk crowd-
sourcing tool. Our experiments show that in both
tasks, the models that use a non-linear form of
composition perform better than the models whose
composition framework is linear, suggesting that
resolving ellipsis contributes to the quality of the
sentence embedding.

2 Background

Single-Word Embeddings: Distributional se-
mantics on the word level relies on the embed-
ding of word meaning in a vectorial form: by tak-
ing context words as the basis of a vector space
one computes the vector components of each word
by considering its distribution among corpus data.
Then a similarity measure is defined on the vector
space via the cosine similarity. In a count-based
model, the context is taken to be a linear win-
dow and the corpus is traversed to collect raw co-
occurrence counts. Then, a weighting scheme is
applied to smooth the raw frequencies in the mean-
ing representation. More discussion on count-
based vector space models can be found in (Tur-
ney and Pantel, 2010), and a systematic study of
the parameters of count-based word embeddings

is given by (Kiela and Clark, 2014).

With the rise of deep learning techniques, much
attention has been given to neural word embed-
dings (Mikolov et al., 2013; Pennington et al.,
2014; Bojanowski et al., 2017), which try to pre-
dict rather than observe, the context of a word
by optimising an objective function based on the
probability of observing a context.

Compositional Models: The key idea of com-
positional models is that the meaning of elemen-
tary constituents can be combined in a structured
way to obtain a representation for larger phrases.
In a distributional setting, having a compositional
operator is imperative: a data-driven model would
not be adequate given the sparsity of full sentences
in a corpus. Moreover, it is not clear that sentences
follow the distributional hypothesis.

Concrete composition operators can roughly be
classified as simple and tensor-based. Simple
models add or multiply the word vectors to obtain
a sentence vector. The work of Mitchell and Lap-
ata (2010) experiments with these models. Tensor-
based models differ in that they represent complex
words as vectors of a higher order: Baroni and
Zamparelli (2010) represents adjectives as matri-
ces which, applied to a word vector produce a vec-
tor representation of the compound adjective-noun
combination. The account of (Coecke et al., 2010,
2013; Clark, 2015) generalises this to higher-order
tensors, e.g. cubes for transitive verbs and hy-
percubes for ditransitive verbs. The benefit of a
type-driven approach over the simple models is
that they respect the grammatical structure of sen-
tences: the meaning of “man bites dog” is distinct
from that of “dog bites man” whereas in an ad-
ditive/multiplicative model they would be identi-
cal. The trade-off is that the tensors themselves
have to be learnt; where Baroni and Zampar-
elli (2010) apply regression learning to learn the
content of adjective matrices, for transitive verbs
there have been several approaches using multi-
step regression learning (Grefenstette et al., 2013),
relational learning (Grefenstette and Sadrzadeh,
2011a), or a combination of co-occurrence infor-
mation with machine learning techniques (Polaj-
nar et al., 2014a,b; Fried et al., 2015). A compara-
tive study between count-based and neural embed-
dings in a compositional setting was carried out by
(Milajevs et al., 2014).

Neural composition turns the problem of com-
positionality around by learning the composition
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operator instead of predicting the result. Examples
are Skip-Thought Vectors (Kiros et al., 2015), the
Distributed Bag of Words model (Le and Mikolov,
2014), InferSent (Conneau et al., 2017), and Uni-
versal Sentence Encoder (Cer et al., 2018).

Ellipsis, Formally: There exists many formal
approaches to ellipsis and anaphora in the litera-
ture. These have generally taken either a syntactic
or a semantic form1. Examples of the syntactic ap-
proaches are in the work of Hendriks and Dekker
(1995); Morrill and Valentı́n (2015); Jäger (2006);
Kubota and Levine (2017); these use directional
extensions of categorial grammars that allow for
the syntactic types at the site of ellipsis be unified
with copies of the types at the antecedent of the el-
liptical phrase. Another approach deletes the syn-
tactic structure at the ellipsis site and reconstruct it
by copying across the antecedent structure (Fiengo
and May, 1994; Merchant, 2004).

Semantic approaches (Dalrymple et al., 1991;
Szabolcsi, 1987; Pulman, 1997) assume that ellip-
sis involves underspecification of content and re-
solve this by producing a predicate via a suitable
abstraction from the antecedent. For instance, the
elliptical phrase (b) “Cats chase dogs, children do
too”, will take an initial logical form (b1); a res-
olution step (b2) provides it with the lambda term
in (b3), which constitutes its final semantic form:

(b1) chase(cats, dogs) ∧ P (children)
(b2) P = λx.chase(x, dogs)

(b3) (b1) ;β chase(cats, dogs)
∧ chase(children, dogs)

The ambiguous example (d) “Cats chase their tails,
dogs too” is treated similarly, but can now obtain
its respective strict and sloppy readings by produc-
ing predicates (d1) and (d2) below:

(d2) P = λx.chase(x, tail(cats))

(d3) P = λx.chase(x, tail(x))

Mixed syntactic/semantic approaches have also
been proposed to cover wider ranges of phenom-
ena; see Kempson et al. (2015) for an overview.

The only existing work attempting to join el-
lipsis analysis with vector embeddings is the pro-
posal of (Kartsaklis et al., 2016), which is prelimi-
nary work and gives unwanted results2. Below, we
develop a new such approach.

1Although pragmatics approaches exist (Merchant, 2010),
we focus here on syntactic and semantic approaches.

2The meaning of “Bill brought apples and John pears” co-
incides with that of “Bill and John brought apples and pears”.

3 Embeddings for Elliptical Phrases

Vectors and their basic operations can be emu-
lated using a lambda calculus with constants for
the relevant operations, as shown in (Muskens and
Sadrzadeh, 2016). They assume a type I (a finite
index set) and R (modelling the real numbers) and
model any vector as a term of type V := IR; that
is, as a function from indices to real numbers. Ma-
trices can then be represented by typesM := IIR
and in general a tensor of rank n will have type
Tn := I1...InR. The standard operations like
scalar multiplication, addition, element wise mul-
tiplication and tensor contraction can be modelled
with lambda terms as follows:
· := λrvi.r · vi : RV V
+ := λvwi.vi + wi : V V V
� := λvwi.vi · wi : V V V
×1 := λmvij.

∑
j
mij · vj :MV V

×2 := λcvijk.
∑

k cijk · vk : T 3VM

The first three definitions above extend the arith-
metic operations of addition and multiplication on
real numbers in R to lists of numbers in IR and
define corresponding definitions on vectors, and
so � defines the pointwise multiplication of two
vectors. The operation×1 defines matrix multipli-
cation; ×2 defines the tensor contraction between
a cube c (in I3R) and a list of numbers v.

c H(c) T (c)
cn cn V

adj λv.(adj×1 v) V V

adv λv.(adv×1 v) V V

itv λv.(itv×1 v) V V

tv λuv.(tv×2 v)×1 u V V V

coord λP.λQ.P∇Q V V V

quant λvZ.Z(quant×1 v) V (V V )V

Table 1: Lambda Vector look up table for a tensor-
based composition model. cn: a common noun, adj:
adjective, adv: adverb, itv: intransitive verb, tv:
transitive verb, coord: coordinator, quant: gener-
alised quantifier; P,Q are variables of type V , and so
are v, u, Z is a variable of type VV,∇ is either � or +.

The vector semantics of a lambda term m is com-
puted by taking a homomorphic image over the set
of its constants c. This image is computed compo-
sitionally from the vector or tensor embeddings of
the constants c of m via their homomorphic im-
agesH(c), whose types are denoted by T (c).

Examples of these are given in Table 1 for a
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tensor-based composition model, where the bold-
face c denotes the vector/tensor embedding of c.

Using this table, we obtain homomorphic im-
ages of any lambda term over the constants. For
instance, the lambda term of our exemplary re-
solved ellipsis phrase (b3) chase(cats, dogs) ∧
chase(children, dogs) is given the following se-
mantic, obtained by computingH(b3):

((chase×2 dogs)×1 cats)∇
((chase×2 dogs)×1 children)

The constituents of theH(c) entries of Table 1 are
only exemplary. Many other interpretations are
possible. For instance, taking vector embeddings
for all words and replacing all tensor contractions
and ∇ by + defines a purely additive model. The
concrete models for transitive sentences that were
evaluated by Milajevs et al. (2014) can all be de-
rived by varying the H(c) entries. Below are
the sentences obtained by using the Copy Object
(CO), Frobenius Additive (FA), Frobenius Multi-
plicative (FM) and Frobenius Outer (FO) instanti-
ations of the verb, respectively:

CO : λos.o� (verb×> s)
FA : λos.s� (verb× o) + o� (verb×> s)

FM : λos.s� (verb× o)� o� (verb×> s)
FO : λos.s� (verb× o)⊗ o� (verb×> s)

The vector semantics of the extensions of transi-
tive sentences with VP elliptical phrases are ob-
tained by taking each of the above as the seman-
tics of each conjunct of the lambda logical form
and interpreting the conjunction operation of ∧ as
either sum or multiplication.

4 Experimental Evaluation

For the evaluation of the model(s) in the previ-
ous section, we built two new datasets and experi-
mented with count based and neural vector spaces,
and sentence encoders.3.

4.1 Building new datasets
In order to experiment with ellipsis, we extended
the verb disambiguation dataset of Grefenstette
and Sadrzadeh (2011a) and the transitive sentence
similarity dataset of Kartsaklis and Sadrzadeh
(2013), henceforth GS2011 and KS2013.

3All models, the new datasets, and evaluation code
are available at github.com/gijswijnholds/
compdisteval-ellipsis

4.1.1 GS2011
The GS2011 verb disambiguation dataset con-
tains 10 verbs, each with two possible interpre-
tations. For each verb v and its two interpreta-
tions v1 and v2, the dataset contains human sim-
ilarity judgments for 10 subject-object combina-
tions. For instance, for the verb meet – ambigu-
ous between visit and satisfy – the dataset contains
the pairs 〈system meet requirements, system sat-
isfy requirements〉 and 〈system meet requirements,
system visit requirements〉. The more likely inter-
pretation is marked as HIGH whereas the unlikely
interpretation is marked LOW.

We extended this dataset as follows: for each
combination of a verb triple (v, v1, v2) and a
subject-object pair (s, o), where 〈s v o, s v1 o〉
is expected to have LOW similarity in the dataset
and 〈s v o, s v2 o〉 is thus expected to have HIGH
similarity, we selected a new subject s∗ from the
list of most frequent subjects for the verb v2 such
that it was significantly more frequent for v2 than
for v14. By doing so we strengthened the disam-
biguating effect of the context for each verb. The
subject was selected such that the resulting ellip-
tical phrase pairs made sense. For each combina-
tion and new subject considered, we added the two
sentence pairs in the elliptical form〈
s v o and s∗ does too, s v1 o and s∗ does too

〉
〈
s v o and s∗ does too, s v2 o and s∗ does too

〉

For example, for the verb triple (draw, depict, at-
tract), and original sentence pairs

〈man draw sword, man depict sword 〉
〈man draw sword, man attract sword 〉

we selected the new subject artist and added two
pairs, comparing man draw sword and artist does
too with

man depict sword and artist does too
man attract sword and artist does too

We selected two new subjects for each combina-
tion, and in this way we obtained a dataset of
roughly 400 entries. New human judgments were
collected through Amazon Mechanical Turk, by
prepending the to each noun and putting the phrase
in the past tense. As with the original dataset,
participants were asked to judge the similarity be-
tween sentence pairs using a discrete number be-
tween 1 and 7; 1 for highly dissimilar, 7 for highly
similar. By inserting gold standard pairs of iden-
tical sentences we checked if participants were

4As found in the combined ukWaC+WackyPedia corpus.
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trustworthy. We collected 25 judgments per sen-
tence pair but excluded participants that annotated
less than 20 entries of the total dataset. We ended
up with 55 different participants who ranked more
than 20 entries of the total dataset, to give a fi-
nal amount of ca. 9200 annotations. As an ex-
ample, the verb show was a very hard case to dis-
ambiguate in the GS2011 dataset: child show sign
had an average score of 2.5 with both child picture
sign and child express sign. In the new dataset,
with the extra subject patient, it got much clearer
that the verb had to be interpreted as express with
an average score of 5.869, versus 4.875 for picture.

4.1.2 KS2013
The KS2013 sentence similarity dataset contains
108 transitive sentence pairs annotated with hu-
man similarity judgments. As opposed to the
GS2011 dataset, subjects and objects of each sen-
tence pair are not the same, so several different
contexts get compared to one another. In this
sense, the KS2013 dataset aims to investigate the
role of content of individual words versus the
role of composition, as the similarity of sentences
might be predictable from the contribution of indi-
vidual words rather than the specific way of com-
posing them.

We extend this dataset to cover VP ellipsis by
following a similar procedure as for GS2011. For
each transitive sentence of the form s v o in the
dataset, we selected a new subject s∗ from a list of
most frequent subjects of the verb5 and built ellip-
tical entries s v o and s∗ does too in such a way
that the meaning of the original transitive sentence
got changed as little as possible and that the re-
sulting elliptical phrase made sense. We then con-
sidered every transitive sentence pair in the dataset
and added the new respective subjects to both sen-
tences. For example, for the pair
〈
school encourage child, employee leave company

〉

we selected parent and student to get the new pair
〈
school encourage child and parent does too,

employee leave company and student does too
〉

We chose two subjects for every original sen-
tence, generating four possibilities for each sen-
tence pair, and a new dataset of 432 entries. This
dataset was also annotated using Amazon Me-
chanical Turk, after putting each verb in the past
tense and prepending the to each noun in the

5Again taken from the ukWaC+Wackypedia corpus.

dataset. Gold standard pairs of identical sentences
were inserted to validate trustworthiness of partic-
ipants. The final dataset contains ca. 9800 annota-
tions by 42 different participants.

4.2 Vector Spaces
To provide a comprehensive study with robust
results, we used four vector spaces: a count
based vector space, and newly trained Word2Vec,
GloVe, and FastText spaces, as detailed below.

Count-Based: We used the combined ukWaC
and Wackypedia corpora6 to extract raw co-
occurrence counts, using as a basis the 2000 most
frequently occurring tokens (after excluding the 50
most frequent ones). When extracting counts, we
disregarded a list of stopwords that do not con-
tribute to the content of the vectors. We used a
context window of 5 around the focus word, and
PPMI as weighting scheme. These settings were
use in the original KS2013 dataset (Kartsaklis and
Sadrzadeh, 2013).

Word2Vec: The Word2Vec embeddings we
used were trained with the continuous bag of
words model of (Mikolov et al., 2013) (CBOW).
We trained this model on the combined and lem-
matised ukWaC and Wackypedia corpora, using
the implementation for Python available in the
gensim package7, with a minimum word fre-
quency of 50, a window of 5, dimensionality 300,
and 5 training iterations.

GloVe: The GloVe model (Pennington et al.,
2014) considers the ratio of co-occurrence prob-
abilities by minimising the least-squares objec-
tive between the dot product of two word embed-
dings and the log-probability of the words’ co-
occurrence. We trained a GloVe space on the
combined and lemmatised ukWaC and Wackype-
dia corpora, using the code provided by the orig-
inal authors8. Similar to the Word2Vec settings
above, we trained 300 dimensional vectors with a
minimum word frequency of 50 and a window of
5, but we trained with 15 iterations.

FastText: The FastText vectors are like
Word2Vec, except the word vector takes into ac-
count subword information: words are represented
as n-grams, for which vectors are trained. The fi-
nal word vector will then be the sum of its con-
stituent n-gram vectors (Bojanowski et al., 2017).
We trained a FastText space with the same settings

6wacky.sslmit.unibo.it
7radimrehurek.com/gensim
8nlp.stanford.edu/projects/glove
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as the Word2Vec space (CBOW, minimum word
frequency 50, dimensions 300, window 5, with 5
iterations), again using gensim.

4.2.1 Verb Matrices
In order to work with tensor-based models we had
to represent verbs as matrices rather than as vec-
tors. We generated verb tensors using two meth-
ods that have been used previously in the litera-
ture (Grefenstette and Sadrzadeh, 2011a; Kartsak-
lis and Sadrzadeh, 2014).

Relational: For each verb, its corresponding
matrix is obtained by summing over the tensor
product of the respective subject and object vec-
tors of the verb (subjects and objects collected
from the corpus):

verb =
∑

i

subji ⊗ obji

Kronecker: For each verb, its corresponding ma-
trix is obtained by taking the tensor product of the
verb vector with itself:

ṽerb =
−−→
verb⊗−−→verb

In the case of the count-based space, we trained
verb matrices of dimensions 2000 × 2000, for
the neural word embeddings the matrices had di-
mensions 300 × 300. We also experimented with
the skip-gram extension of Maillard and Clark
(2015) and the plausibility model of Polajnar et al.
(2014a) but excluded the results because the ob-
tained verb matrices were far below par.

4.3 Concrete Models
For the experiments, we had two main goals in
mind: primarily, we wanted to verify that resolv-
ing ellipsis contributes to the performance of a
compositional model. For this purpose we exper-
imented with non-linear models, i.e. models that
resolve the ellipsis (and thus use the verb and ob-
ject resources twice) versus linear models, which
do not resolve the ellipsis (and thus only use the
verb and object once). Our second goal was to in-
vestigate whether amongst the models that resolve
the ellipsis, the ones that did so in a tensor-based
way, i.e. using tensors instead of vectors to repre-
sent the verbs, performed better than additive and
multiplicative models, and how these compare to
holistic sentence encoders. Hence, we considered
three classes of models: linear vector models, non-
linear vector models and tensor-based models.

Linear Vector Models: These models use
every resource exactly once, following the pat-
tern −→w1 ?

−→w2... ?
−→wn for any sequence of words

w1w2...wn. For an elliptical phrase “subj verb obj
and subj∗ does too” it will compute the vector

−−→
subj ?

−−→
verb ?

−→
obj ?

−−→
and ?

−−−→
subj∗ ?

−−→
does ?

−→
too

where ? denotes either addition or multiplication.
Non-Linear Vector Models: Here, the as-

sumption is that ellipsis is resolved but models do
not respect word order. The meaning of “subj verb
obj and subj∗ does too” now is

−−→
subj ?

−−→
verb ?

−→
obj ?

−−−→
subj∗ ?

−−→
verb ?

−→
obj

Tensor-Based Models: These models all are
assumed to resolve ellipsis and are based on vari-
ous previous models (Grefenstette and Sadrzadeh,
2011b,a; Kartsaklis et al., 2012; Kartsaklis and
Sadrzadeh, 2014). Essentially, the tensor-based
meaning of “subj verb obj and subj∗ does too” is

T (
−−→
subj, verb,

−→
obj) ? T (

−−−→
subj∗, verb,

−→
obj)

where T is a transitive model from (Milajevs et al.,
2014) and ? interprets the conjunction of the two
subclauses. For the verb matrix we used either the
relational verb or the Kronecker verb, and for ?
we tried both addition and multiplication. We did
consider a model which simply adds or multiplies
the second subject without duplicating the verb
phrase, but it performed worse than non-linear ad-
dition and multiplication so we did not include it
in this paper.

Sentence Encoders: To compare the men-
tioned compositional models with state of the art
neural baselines, we carried out our experiments
with a four types of holistic sentence encoders,
that take arbitrary text as input and produce an em-
bedding. To properly compare with the composi-
tional models above, we gave three different inputs
to the encoders: a baseline encoding (Base), a re-
solved encoding (Res), and an encoding without
functional words (Abl), all as below:

Base: “subj verb obj and subj∗ does too”
Res: “subj verb obj and subj∗ verb obj”
Abl: “subj verb obj subj∗”

We used six concrete pretrained encoders, avail-
able online: 4800-dimensional embeddings from
the Skip-Thought model9, 300-dimensional em-
beddings from two Doc2Vec implementations

9github.com/ryankiros/skip-thoughts
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(Lau and Baldwin, 2016)10, 4096-dimensional
embeddings from two InferSent encoders11, and
512-dimensional embeddings from Universal Sen-
tence Encoder12.

5 Results

To validate the quality of the trained word spaces,
we evaluate on several standard word similarity
tasks: we used Rubenstein & Goodenough (RG,
1965), WordSim353 (WS353, 2001), Miller &
Charles (MC, 1991), SimLex-999 (SL999, 2015),
and the MEN dataset (Bruni et al., 2012). The re-
sults are displayed in Table 2, for the spaces de-
scribed in the previous section.

RG WS353 MC SL999 MEN

Count .6081 .3583 .5455 .2593 .5527
Word2Vec .8227 .6983 .7682 .4026 .7810
GloVe .8312 .6180 .7377 .3902 .7727
FastText .7724 .5461 .6961 .4021 .7683

Table 2: Spearman ρ scores on word similarity tasks.

Verb Disambiguation: Table 3 shows the results
of the linear, non-linear and tensor-based models
for this task, compared against a baseline in which
only the verb vector or verb matrix is compared.

Our first observation is that generally, the high-
est performing models were tensor-based. The
highest found correlation score was 0.5385 in the
count based space for a tensor-based model (CO
model above, Kronecker matrix, ∇ = +), with
the Frobenius Additive model giving the second
best result of 0.5263 (FA model above, Kronecker
matrix, ∇ = +). For the neural spaces, the high-
est performing models were mostly tensor-based
as well; they were always the Frobenius Addi-
tive (FA) model and the Frobenius Outer (FO)
model, using the relational tensor and addition
for the coordinator, except in the case of GloVe,
where the Copy Object (CO) model was the sec-
ond best. The only exception to this observation
is the GloVe space, for which the baseline Vector
Only model in fact has a higher correlation than
any other model on that space.
Our second observation is that the non-linear vari-
ants of the additive and multiplicative models
(which resolve ellipsis but in a naive way) show

10github.com/jhlau/doc2vec
11github.com/facebookresearch/InferSent
12tfhub.dev/google/

universal-sentence-encoder

CB W2V GloVe FT

Verb Only Vector .4363 .2406 .4451 .2290
Verb Only Tensor .3295 .4376 .3942 .3876

Add. Linear .4416 .2728 .3046 .1409
Mult. Linear 3250 -.0123 .1821 .2928

Add. Non-Linear .4448 .3275 .3262 .1399
Mult. Non-Linear .5029 .2087 .2446 .0440

Best Tensor .5385 .4621 .3688 .4937
2nd Best Tensor .5263 .4544 .3581 .4652

Table 3: Spearman ρ scores for the ellipsis disambigua-
tion experiment. CB: count based, W2V: Word2Vec,
FT: FastText.

D2V1 D2V2 ST IS1 IS2 USE

Base .1448 .2432 -.1932 .3471 .3841 .2693
Res .2340 .2980 -.1720 .3436 .3373 .2770
Abl .1899 .2423 -.1297 .3525 .3571 .2402

Table 4: Spearman ρ scores for the ellipsis disambigua-
tion experiment. D2V1: Doc2Vec1, D2V2: Doc2Vec
2, ST: Skip-Thought, IS1: InferSent 1, IS2: InferSent
2, USE: Universal Sentence Encoder.

an increased performance over the linear models
(which do not resolve ellipsis). All of this holds
for all the four vector spaces, except for the Fast-
Text space where the linear multiplicative model
achieves significantly higher correlation (0.2928)
than its non-linear counterpart (0.0440).

Overall, these results suggests that a logical re-
solving of ellipsis and further grammatical sensi-
tivity benefits the performance of composition.

One interesting fact about our results is that
the best compositional methods across the board
were those that interpret the coordinator ‘and’ as
addition; in set-theoretic semantics one interprets
this coordinator as set intersection, which corre-
sponds to multiplication rather than addition in a
vectorial setting. We suggest that the feature in-
tersection approach using multiplication leads to
sparsity in the resulting vectorial representation,
which then has a negative effect on the overall
result. This would explain the case of FastText,
since those vectors take into account subword in-
formation one would expect them to be more fine-
grained and therefore conflate more of their fea-
tures under multiplication.

The choice of verb matrix was mixed: for the
count-based models the Kronecker matrix worked
best, for the neural embeddings it was best to use
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the relational matrix.
In comparison, the sentence encoder results of

Table 4 show the same trend that suggests that re-
solving ellipsis improves the quality of the embed-
dings: with the exception of the two InferSent en-
coders, the resolved models gave a higher correla-
tion than their linear baseline. However, none of
the encoder models come near the results achieved
using the compositional models. Since the verb
disambiguation dataset contains pairs of sentence
that only differ in the verb, the task becomes very
much grammar-oriented, and so we argue that the
tensor-based models work better since they explic-
itly emphasise syntactic structure.

Sentence Similarity: For the extension of the
KS2013 sentence similarity dataset, the results are
shown in Table 5. We again wanted to see if re-
solving ellipsis benefits the compositional process.
This was in general true, although we observed a
different pattern to the previous experiment.

In all cases, except for the FastText space, we
saw that non-linear models in fact perform better
than their linear counterparts. But this time the
best tensor-based models only outperformed ad-
dition for the count-based space: the best models
scored 0.7410 and 0.7370 (respectively for the FO
and FA models above, Kronecker matrix,∇ = �).
Both Word2Vec and GloVe worked best with a
non-linear additive model, with Word2Vec achiev-
ing the overall highest correlation score of 0.7617,
and GloVe achieving 0.7103. For FastText, the
highest score of 0.7408 was achieved by linear ad-
dition. What is more, the multiplicative model did
not benefit from a non-linear approach in the case
of GloVe (from 0.3666 to 0.2439), and the addi-
tive model had a similar decline in performance
for the count-based space (from 0.7000 to 0.6808)
and FastText (0.7408 to 0.7387). We can see that
for the neural word embeddings the additive mod-
els work best, with all of them seeing a drop in
performance for the tensor-based models.

Again, the best count-based models use the
Kronecker matrix whereas the neural models ben-
efit the most from using the relational matrix.
However, this time the best count-based models
used multiplication for coordination, the neural
models preferring addition.

The sentence encoders worked a lot better in the
similarity task, with all non-linear resolved mod-
els outperforming the baseline model, and the In-
ferSent model even outperforming non-linear ad-

CB W2V GloVe FT

Verb Only Vector .4562 .5833 .4348 .6513
Verb Only Tensor .3946 .5664 .4426 .5337

Add. Linear .7000 .7258 .6964 .7408
Mult. Linear .6330 .1302 .3666 .1995

Add. Non-Linear .6808 .7617 .7103 .7387
Mult. Non-Linear .7237 .3550 .2439 .4500

Best Tensor .7410 .7061 .4907 .6989
2nd Best Tensor .7370 .6713 .4819 .6871

Table 5: Spearman ρ scores for the ellipsis similarity
experiment.

D2V1 D2V2 ST IS1 IS2 USE

Base .5901 .6188 .5851 .7785 .7009 .6463
Res .6878 .6875 .6039 .8022 .7486 .6791
Abl .1840 .6599 .4715 .7815 .7301 .6397

Table 6: Spearman ρ scores for the ellipsis similarity
experiment. D2V1: Doc2Vec1, D2V2: Doc2Vec 2, ST:
Skip-Thought, IS1: InferSent 1, IS2: InferSent 2, USE:
Universal Sentence Encoder.

dition on a Word2Vec space. We argue this is the
case for two reasons: first, the similarity dataset is
more diffuse than the verb disambiguation dataset
since sentence pairs now differ for every word in
the sentence, giving more opportunity to exploit
semantic similarity rather than syntactic similar-
ity. Second, the embeddings from the sentence
encoder are larger (4096), allowing them to effec-
tively store more information to benefit the simi-
larity score.

Overall we conclude again that resolving ellip-
sis improves the performance of composition, but
this time the InferSent sentence encoder seems
to work best, followed by the non-linear additive
compositional model on Word2Vec, with tensor-
based models only performing well in a count-
based space.

6 Conclusion

In this paper we experimented with vector space
semantics for VP ellipsis, working with a large va-
riety of compositional models. We created two
new datasets and compared the performance of
several compositional methods, both linear and
non-linear, across four vector spaces, and against
state of the art holistic sentence encoders.

Our main conclusion is that resolving ellipsis
improves performance: non-linear models almost
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always performed better than linear ones in both
a verb disambiguation and a sentence similarity
task. The highest performance on the verb dis-
ambiguation task was given by a grammar-driven,
tensor-based model in a count-based vector space,
whereas for the similarity task, the highest per-
formance was achieved by the InferSent sentence
encoder, followed by a non-linear additive model
on a Word2Vec space. Although the neural word
embeddings and sentence encoders were largely
outperformed on the disambiguation dataset that
places more emphasis on syntactic structure than
on semantic similarity, they generally performed
better in the sentence similarity case, where the
distinction between syntactic and semantic simi-
larity is more diffuse.
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Abstract
We introduce neural finite state transducers
(NFSTs), a family of string transduction models
defining joint and conditional probability distri-
butions over pairs of strings. The probability of
a string pair is obtained by marginalizing over
all its accepting paths in a finite state transducer.
In contrast to ordinary weighted FSTs, however,
each path is scored using an arbitrary function
such as a recurrent neural network, which breaks
the usual conditional independence assumption
(Markov property). NFSTs are more powerful
than previous finite-state models with neural fea-
tures (Rastogi et al., 2016). We present training
and inference algorithms for locally and globally
normalized variants of NFSTs. In experiments
on different transduction tasks, they compete
favorably against seq2seq models while offer-
ing interpretable paths that correspond to hard
monotonic alignments.

1 Introduction
Weighted finite state transducers (WFSTs) have been
used for decades to analyze, align, and transduce
strings in language and speech processing (Roche
and Schabes, 1997; Mohri et al., 2008). They form
a family of efficient, interpretable models with well-
studied theory. A WFST describes a function that
maps each string pair (x,y) to a weight—often a
real number representing p(x,y) or p(y | x). The
WFST is a labeled graph, in which each path a
represents a sequence of operations that describes
how some x and some y could be jointly generated,
or how x could be edited into y. Multiple paths for
the same (x,y) pair correspond to different analyses
(labeled alignments) of that pair.

However, WFSTs can only model certain func-
tions, known as the rational relations (Berstel and
Reutenauer, 1988).The weight of a path is simply
the product of the weights on its arcs. This means

s1
ε:εs0 s2<BOS>

ε:ε
<EOS>

a:æ
<i-a><V><o-æ>

b:b
<i-b><C><o-b>

a:!
<i-a>
ε:æ
<o-æ>

th:θ
<i-t><i-h><C><o-θ>

Figure 1: A marked finite-state transducer T . Each arc in
T is associated with input and output substrings, listed
above the arcs in the figure. The arcs are not labeled with
weights as in WFSTs. Rather, each arc is labeled with
a sequence of marks (shown in brown) that featurize
its qualities. The neural scoring model scores a path by
scoring each mark in the context of all marks on the
entire path. The example shown here is from the G2P
application of §4.1; for space, only a few arcs are shown.
ε represents the empty string.

that in a random path of the form a  b  c,
the two subpaths are conditionally independent
given their common state b: a Markov property.

In this paper, we propose neural finite state trans-
ducers (NFSTs), in which the weight of each path is
instead given by some sort of neural network, such
as an RNN. Thus, the weight of an arc can depend
on the context in which the arc is used. By aban-
doning the Markov property, we lose exact dynamic
programming algorithms, but we gain expressiv-
ity: the neural network can capture dependencies
among the operations along a path. For example,
the RNN might give higher weight to a path if it
is “internally consistent”: it might thus prefer to
transcribe a speaker’s utterance with a path that
maps similar sounds in similar contexts to similar
phonemes, thereby adapting to the speaker’s accent.
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Consider a finite-state transducer T as in Figure 1
(see Appendix A for background). Using the com-
position operator ◦, we can obtain a new FST, x◦T ,
whose accepting paths correspond to the accepting
paths of T that have input string x. Similarly, the
accepting paths of T ◦ y correspond to the accept-
ing paths of T that have output string y. Finally,
x◦T ◦y extracts the paths that have both properties.
We define a joint probability distribution over (x,y)
pairs by marginalizing over those paths:

p(x,y) =
∑

a∈x◦T ◦y
p(a) =

1

Z(T )

∑

a∈x◦T ◦y
p̃(a) (1)

where p̃(a) is the weight of path a and Z(T ) =∑
a∈T p̃(a) is a normalization constant.
We define p̃(a) , expGθ(a) with Gθ(a) being

some parametric scoring function. In our experi-
ments, we will adopt a fairly simple left-to-right
RNN architecture (§2.2), but one could easily sub-
stitute fancier architectures. We will also consider
defining Gθ by a locally normalized RNN that
ensures Z(T ) = 1.
In short, we use the finite-state transducer T to

compactly define a set of possible paths a. The
number of paths may be exponential in the size of
T , or infinite if T is cyclic. However, in contrast to
WFSTs, we abandon this combinatorial structure in
favor of neural nets when defining the probability
distribution over a. In the resulting marginal distri-
bution p(x,y) given in equation (1), the path a that
aligns x and y is a latent variable. This is also true
of the resulting conditional distribution p(y | x).
We explore training and inference algorithms

for various classes of NFST models (§3). Classical
WFSTs (Mohri et al., 2008) and BiRNN-WFSTs
(Rastogi et al., 2016) use restricted scoring functions
and so admit exact dynamic programming algo-
rithms. For general NFSTs, however, we must resort
to approximate computation of the model’s training
gradient, marginal probabilities, and predictions.
In this paper, we will use sequential importance
sampling methods (Lin and Eisner, 2018), leaving
variational approximation methods to future work.

Defining models using FSTs has several benefits:

Output-sensitive encoding Currently popular
models of p(y | x) used in machine translation
and morphology include seq2seq (Sutskever
et al., 2014), seq2seq with attention (Bahdanau
et al., 2015; Luong et al., 2015), the Trans-
former (Vaswani et al., 2017). These models

first encode x as a vector or sequence of vec-
tors, and then condition the generation of y on
this encoding. The vector is determined from x
only. This is also the case in the BiRNN-WFST
(Rastogi et al., 2016), a previous finite-state
model to which we compare. By contrast, in
our NFST, the state of the RNN as it reads and
transduces the second half of x is influenced
by the first halves of both x and y and their
alignment.

Inductive bias Typically, a FST is constructed
with domain knowledge (possibly by compil-
ing a regular expression), so that its states
reflect interpretable properties such as syllable
boundaries or linguistic features. Indeed, we
will show below how to make these proper-
ties explicit by “marking” the FST arcs. The
NFST’s path scoring function then sees these
marks and can learn to take them into account.
The NFST also inherits any hard constraints
from the FST: if the FST omits all (x,y) paths
for some “illegal” x,y, then p(x,y) = 0 for
any parameter vector θ (a “structural zero”).

Interpretability Like a WFST, an NFST can
“explain” why it mapped x to y in terms of a
latent path a, which specifies a hard monotonic
labeled alignment. The posterior distribution
p(a | x,y) specifies which paths a are the best
explanations (e.g., Table 5).

We conduct experiments on three tasks:
grapheme-to-phoneme, phoneme-to-grapheme, and
action-to-command (Bastings et al., 2018). Our
results on these datasets show that our best models
can improve over neural seq2seq and previously
proposed hard alignment models.

2 Neuralizing Finite-State Transducers
2.1 Neuralized FSTs
An NFST is a pair (T , Gθ), where T is an un-
weighted FST with accepting paths A and Gθ :
A → R is a function that scores these paths. As ex-
plained earlier, we then refer to p̃(a) = expGθ(a)
as the weight of path a ∈ A. A weighted relation
between input and output strings is given by p̃(x,y),
which is defined to be the total weight of all paths
with input string x ∈ Σ∗ and output string y ∈ ∆∗,
where where Σ and ∆ are the input and output
alphabets of T . The real parameter vector θ can be
adjusted to obtain different weighted relations. We
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Model Training Algorithms Long-Term Output-Output Dependency Left-to-Right Factorization

WFSTs Dynamic Programming 7 3

BiRNN-WFSTs Dynamic Programming 7 3

Local NFSTs Importance Sampling 3 3

Global NFSTs Importance Sampling 3 7

Table 1: Comparison between WFSTs, BiRNN-WFSTs (Rastogi et al., 2016), and NFSTs.

can normalize p̃ to get a probability distribution as
shown in equation (1).

2.2 A basic scoring architecture

Weighted FST. AWFST over the (+,×) semir-
ing can be regarded as the special case in which
Gθ(a) ,

∑|a|
t=1 gθ(at). This is a sum of scores

assigned to the arcs in a = a1a2 · · · .

Marked FST. Our innovation is to allow the arcs’
scores to depend on their context in the path. Now
θ no longer associates a fixed score with each
arc. Rather, we assume that each arc a in the FST
comes labeled with a sequence of marks from
a mark alphabet Ω, as illustrated in Figure 1.
The marks reflect the FST constructor’s domain
knowledge about what arc a does (see §4.2 be-
low). We now define Gθ(a) = Gθ(ω(a)), where
ω(a) = ω(a1)ω(a2) · · · ∈ Ω∗ is the concatenated
sequence of marks from the arcs along path a.
It is sometimes helpful to divide marks into dif-

ferent classes. An arc can be regarded as a possible
“edit” that aligns an input substring with an out-
put substring in the context of transitioning from
one FST state to another. The arc’s input marks
describe its input substring, its output marks de-
scribe its output substring, and the remaining marks
may describe other properties of the arc’s aligned
input-output pair or the states that it connects.
Recall that an FST encodes domain knowledge.

Its paths represent alignments between input and
output strings, where each alignment specifies a
segmentation of x and y into substrings labeled
with FST states. Decorating the arcs with marks
furnishes the path scoring model with domain-
specific information about the alignments.

RNN scoring. Ifθmerely associated a fixed score
with each mark, then the marked FST would be no
more powerful than the WFST. To obtain contextual
mark scores as desired, one simple architecture is a

recurrent neural network:

Gθ(ω) ,
|ω|∑

t=1

gθ(st−1, ωt) (2)

st = fθ(st−1, ωt), with s0 = 0 (3)

where st−1 ∈ Rd is the hidden state vector of the
network after reading ω1 · · ·ωt−1. The gθ function
defines the score of reading ωt in this left context,
and fθ defines how doing so updates the state.
In our experiments, we chose fθ to be the GRU

state update function (Cho et al., 2014). We defined
gθ(s, ωt) , (Ws + b)>emb(ωt). The parameter
vector θ specifies the GRU parameters,W,b, and
the mark embeddings emb(ω).
One could easily substitute much fancier archi-

tectures, such as a stacked BiLSTM with attention
(Tilk and Alumäe, 2016), or a Transformer (Vaswani
et al., 2017).

2.3 Partitioned hidden vectors
In hopes of improving the inductive bias of the
learner, we partitioned the hidden state vector into
three sub-vectors: st = [sat ; s

x
t ; s

y
t ]. The mark scor-

ing function fθ(st−1, ωt) was as before, but we
restricted the form of gθ, the state update function.
sat encodes all past marks and depends on the full
hidden state so far: sat = gaθ(st−1, ωt). However,
we make sxt encode only the sequence of past input
marks, ignoring all others. Thus, sxt = gxθ(sxt−1, ωt)
if ωt is an input mark, and sxt = sxt−1 otherwise.
Symmetrically, syt encodes only the sequence of
past output marks. This architecture is somewhat
like Dyer et al. (2016), which also uses different
sub-vectors to keep track of different aspects of the
history.

2.4 Local normalization
A difficulty with the general model form in equa-
tion (1) is that the normalizing constant Z(T ) =∑

a∈T p̃(a) must sum over a large set of paths—in
fact, an infinite set if T is cyclic. This sum may
diverge for some values of the parameter vector θ,
which complicates training of the model (Dreyer,
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2011). Even if the sum is known to converge, it is
in general intractable to compute it exactly. Thus,
estimating the gradient of Z(T ) during training
involves approximate sampling from the typically
high-entropy distribution p(a). The resulting es-
timates are error-prone because the sample size
tends to be too small and the approximate sampler
is biased.
A standard solution in the WFST setting (e.g.

Cotterell et al., 2014) is to use a locally normalized
model, in which Z(T ) is guaranteed to be 1.1 The
big summation over all paths a is replaced by small
summations—which can be computed explicitly—
over just the outgoing edges from a given state.
Formally, we define the unnormalized score of

arc ai in the context of path a in the obvious way, by
summing over the contextual scores of its marks:

g̃θ(ai) ,
k∑

t=j+1

gθ(st−1, ωt) (4)

where j = |ω(a1) · · ·ω(ai−1)| and k =
|ω(a1) · · ·ω(ai)|. Its normalized score is then

gθ,T (ai) , log
(

exp g̃θ(ai)/
∑

a′
exp g̃θ(a′)

)

where a′ ranges over all arcs in T (including ai
itself) that emerge from the same state as ai does.
We can now score the paths in T using

Gθ,T (a) =

|a|∑

i=1

gθ,T (ai) (5)

This gives rise to a proper probability distribution
p(a) , p̃(a) = expGθ,T (a) over the paths of
T . No global normalization constant is necessary.
However, note that the scoring function now requires
T as an extra subscript, because it is necessary when
scoring a to identify the competitors in T of each arc
ai. Thus,when p(x,y) is found as usual by summing
up the probabilities of all paths in x ◦ T ◦ y, each
path is still scored using its arcs’ competitors from
T . This means that each state in x ◦ T ◦ y must
record the state in T from which it was derived.

3 Sampling, Training, and Decoding
3.1 Sampling from conditioned distributions

with amortized inference
Many algorithms for working with probability
distributions—including our training and decoding

1Provided that every state in T is co-accessible, i.e., has a
path to a final state.

algorithms below—rely on conditional sampling.
In general, we would like to sample a path of T
given the knowledge that its input and output strings
fall into sets X and Y respectively.2 If X and Y
are regular languages, this is equivalent to defining
T ′ = X ◦ T ◦ Y and sampling from

p(a | T ′) , p̃(a)∑
a′∈T ′ p̃(a

′)
, (6)

Due to the nonlinearity of Gθ, the denominator
of equation (6) is generally intractable. If T ′ is
cyclic, it cannot even be computed by brute-force
enumeration. Thus, we fall back on normalized
importance sampling, directly adopting the ideas
of Lin and Eisner (2018) in our more general FST
setting. We employ a proposal distribution q:

p(a | T ′) = Ea∼q[
p(a | T ′)
q(a)

], (7)

≈
M∑

m=1

p̃(a(m))

q(a(m)) · Ẑ
· I(a = a(m))

= p̂(a | T ′),

where Ẑ =
∑M

m′=1
p̃(a(m′))
q(a(m′))

, and q is a locally
normalized distribution over paths a ∈ T ′. In this
paper we further parametrize q as

qφ(a; T ′) =
T∏

t=1

qt(at | a1...t−1;φ, T ′),

(8)
qt(a | a:t−1;φ, T ′) ∝ exp(g(st−1, at;θ, T ) + Cφ),

where Cφ , C(s′t, X, Y,φ) ∈ R, s′t ,
f(st−1,ω(a)) is a compatibility function that is
typically modeled using a neural network. In this
paper, one the following three cases are encountered:

• X = x, is a string, and Y = ∆∗:
in this case T ′ = x ◦ T . We let
Cφ = Cx(s′t,RNNx(x, i,φ);φ), where i
is the length of the input prefix in a1...t.a,
RNNx(x, i,φ) is the hidden state of the i-th
position after reading x (not a nor ω) back-
wards, and Cx(·, ·) is a feed-forward network
that takes the concatenated vector of all argu-
ments, and outputs a real scalar. We describe
the parametrization of Cx in Appendix C.1.

2WhenX or Y is larger than a single string, it is commonly
all of Σ∗ or ∆∗ respectively, in which case conditioning on it
gives no information.
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• X = Σ∗, and Y = y is a string: in
this case T ′ = T ◦ y. We let Cφ =
Cy(s′t,RNNy(y, j,φ);φ), where j is the
length of the output prefix in a1...t.a, and
RNNy, Cy are similarly defined as in RNNx

and Cx.

• X and Y are both strings — X =
x, Y = y: in this case we let Cφ =
Cxy(s′t,RNNx(x, i,φ),RNNy(y, j,φ);φ).

Given a path prefix a:t−1, qt(a | a:t−1;φ, T ′)
is defined over arcs a such that a:t−1.a is a valid
path prefix in T ′. To optimize φ with regard to
qφ, we follow (Lin and Eisner, 2018) and seek
to find φ∗ = argminφKL[p̂||qφ], where p̂ is the
approximate distribution defined in equation (7),
which is equivalent tomaximizing the log-likelihood
of qφ(a) when a is distributed according to the
approximation p̂.

3.2 Training

In this paper, we consider joint training. The loss
function of our model is defined as the negative log
joint probability of string pair (x,y):

L(x,y) = − log p(x,y) = − log
∑

a∈x◦T ◦y
p(a).

(9)
Since p is an exponential family distribution, the
gradients of L can be written as (Bishop, 2006)

∇L(x,y) = −Ea∼p(·|x◦T ◦y)[∇ log p(a)], (10)

where p(· | x ◦ T ◦ y) is a conditioned distribution
over paths. Computing equation (10) requires sam-
pling from p(· | x ◦ T ◦ y), which, as we discuss in
§3.1, is often impractical. We therefore approximate
it with

∇θL(x,y) = −Ea∼p(·|x◦T ◦y)[∇θ log p(a)]

≈ −Ea∼p̂(·|x◦T ◦y)[∇θ log p(a)]

(11)

= −
M∑

m=1

w(m)∇θGθ(a(m)), (12)

where q is a proposal distribution parametrized as
in equation (8) (discussed in §3.1,) a(1) . . .a(M) ∼
q are i.i.d. samples of paths in x ◦ T ◦ y, and
w(m) is the importance weight of them-th sample
satisfying w(m) ∝ expGθ(a

(m))

q(a(m))
,
∑M

m=1w
(m) = 1.

Pseudocode for calculating equation (12) is listed
in Algorithm 1.

Algorithm 1 Compute approximate gradient for
updating Gθ
Require: Gθ : A → R is an NFST scoring func-

tion, q is a distribution over paths,M ∈ N is
the sample size

1: function Get-Gradient(Gθ,M , q)
2: for m in 1 . . .M do
3: a(m) ∼ q
4: w̃(m) ← expGθ(a

(m))
q(a)

5: end for
6: Ẑ ←∑M

m=1 w̃
(m)

7: for m in 1 . . .M do
8: w(m) ← w̃(m)

Ẑ
9: end for
10: return −∑M

m=1w
(m)∇θGθ(a(m))

11: end function

3.3 Decoding most probable strings
Besides finding good paths in a conditioned dis-
tribution as we discuss in §3.1, we are also often
interested in finding good output strings, which is
conventionally referred to as the decoding problem,
which we define to be finding the best output string
y∗ , argmaxy∈L(Y ) pY(y | T ′), where

pY(y | T ′) ,
∑

a∈T ′◦y p̃(a)∑
a′∈T ′ p̃(a

′)
. (13)

ŷ∗ , argmaxy P̂Y(y | T ′) is a consistent estima-
tor of y∗, which can directly be used to find the
best string. However, making this estimate accu-
rate might be expensive: it requires sampling many
paths in the machine T ′, which is usually cyclic,
and therefore has infinitely many more paths, than
T ′ ◦ yk, which has finitely many paths when A is
acyclic. On the other hand, for the task of finding
the best string among a pool candidates, we do not
need to compute (or approximate) the denominator
in equation (13), since

y∗ = argmax
y∈L(Y )

∑

a∈T ′◦y
p̃(a). (14)

As in the case for paths, the language L(Y ) is
usually infinitely large. However given an output
candidate yk ∈ L′ ⊆ L(Y ), we can approximate
the summation in equation (14) using importance
sampling:
∑

a∈T ′◦yk
p̃(a) = Ea∼q(·|T ′◦yk)[

p̃(a)

q(a | T ′ ◦ yk)
],

(15)
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Algorithm 2 Training procedure for Gθ. See Appendix C.2 for implementation details.
Require: (T , Gθ) is an NFST, D = {(x1,y1) . . . (x|D|,y|D|)} is the training dataset, LR : N→ R is a

learning rate scheduler, θ0 are the initial parameters of Gθ,M is a given sample size, maxEpoch ∈ N
is the number of epochs to train for

1: procedure Train(T , Gθ, D, LR, θ0,M , maxEpochs)
2: for epoch ∈ [1 . . .maxEpochs] do
3: for (xi,yi) ∈ shuffle(D) do
4: T ′ ← xi ◦ T ◦ yi
5: Construct distribution q(· | T ′) according to equation (8)
6: u← Get-Gradient(Gθ,M, q) (listed in Algorithm 1)
7: θ ← θ − LR(epoch)× u
8: (Optional) update the parameters of q(· | T ′).
9: end for
10: end for
11: end procedure

where q(· | T ′ ◦ yk) is a proposal distribution
over paths in T ′ ◦ yk. In this paper we parametrize
q(· | T ′◦yk) following the definition in equation (8).
When L′ is finitely large, we reduce the decoding
task into a reranking task.

To populate L′, one possibility is to marginalize
over paths in the approximate distribution p̂(a | T ′)
discussed in §3.1 to obtain an estimate p̂Y(y | T ′),
and use its support as L′. Note that it’s possible
to populate the candidate pool in other ways, each
with its advantages and drawbacks: for example,
one can use a top-k path set from a weighted
(Markovian) FST. This approach guarantees exact
computation, and the pool quality would no longer
depend on the qualities of the smoothing distribution
qφ. However it is also a considerably much weaker
model and may yield uninspiring candidates. In
the common case where the conditioned machine
T ′ = X ◦ T ◦ Y has X = x ∈ Σ∗ as the input
string, and Y is the universal acceptor that accepts
∆∗, one can obtain a candidate pool from seq2seq
models: seq2seq models can capture long distance
dependencies between input and output strings,
and are typically fast to train and decode from.
However they are not applicable in the case where
L(Y ) 6= ∆∗. Experimental details of decoding are
further discussed in §4.3.

4 Experiments

Our experiments mainly aim to: (1) show the effec-
tiveness of NFSTs on transduction tasks; (2) illus-
trate that howprior knowledge can be introduced into
NFSTs and improve the performance; (3) demon-
strate the interpretability of our model. Through-
out, we experiment on three tasks: (i) grapheme-

to-phoneme, (ii) phoneme-to-grapheme, and (iii)
actions-to-commands. We compare with compet-
itive string transduction baseline models in these
tasks.

4.1 Tasks and datasets

We carry out experiments on three string transduc-
tion tasks:

Grapheme-to-phoneme and phoneme-to-
grapheme (G2P/P2G) refer to the transduction
between words’ spelling and phonemic transcrip-
tion. English has a highly irregular orthography
(Venezky, 2011), which necessitates the use of
rich models for this task. We use a portion of the
standard CMUDict dataset: the Sphinx-compatible
version of CMUDict (Weide, 2005). As for metrics,
we choose widely used exact match accuracy and
edit distance.

Action-to-command (A2C) refers to the transduc-
tion between an action sequence and imperative
commands. We use NACS (Bastings et al., 2018) in
our experiment. As for metrics, we use exact match
accuracy (EM). Note that the in A2C setting, a
given input can yield different outputs, e.g. I_JUMP
I_WALK I_WALK corresponds to both “jump and
walk twice” and “walk twice after jump”. NACS is
a finite set of action-command pairs; we consider
a predicted command to be correct if it is in the
finite set and its corresponding actions is exactly the
input. We evaluate on the length setting proposed
by Bastings et al. (2018), where we train on shorter
sequences and evaluate on longer sequences.
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4.2 FST designs
NFSTs require an unweighted FST T which defines
a scaffold for the relation it recognizes. In this paper
we experiment with two versions of T : the first is
a simple ‘general’ design T0, which contains only
three states s{0,1,2}, where the only arc between
q0 and q1 consumes the mark <BOS>; and the only
arc between q1 and q2 consumes the mark <EOS>.
T0 has exactly one accepting state, which is q2. To
ensure that T0 defines relation for all possible string
pairs (x,y) ∈ Σ∗×∆∗, we add all arcs of the form
a = (s1, s1,ω, σ, δ), ∀(σ, δ) ∈ Σ×∆ to T .
To recognize transduction rules defined in the

Wikipedia English IPA Help page, we define TIPA,
which has all states and arcs of T0, and additional
states and arcs to handle multi-grapheme and multi-
phoneme transductions defined in the IPA Help:3 for
example, the transduction th→ T is encoded as two
arcs (s1, s3,ω, t, T) and (s3, s1,ω, h, ε). Because
of the lack of good prior knowledge that can be
added to A2C experiments, we only use general
FSTs in those experiments for such experiments.
Nor do we encode special marks that we are going
to introduce below.4

4.2.1 Design of mark sequences
As with regular WFSTs, the arcs can often be hand-
engineered to incorporate prior knowledge. Recall
that aswe describe in §2.2,eacharc is associatedwith
a mark sequence. In this paper,we will always derive
the mark sequence on an arc a = (s′, s,ω′, σ, δ)
of the transducer T as ω = [σ,ω′, δ, s], where
ω′ ∈ Ω∗ can be engineered to reflect FST- and
application-specific properties of a path, such as
the IPA Help list we mentioned earlier. One way to
encode such knowledge into mark sequences is to
have special mark symbols in mark sequences for
particular transductions. In this paperwe experiment
with two schemes of marks:

• IPA Help (IPA). We define the IPA mark
ωIPA = {C | V}, where the symbol C indicates
that this arc is part of a transduction rule listed
in the consonant section of the Wikipedia
English IPA Help page. Similarly, the mark V
indicates that the transduction rule is listed in
the vowel section.

3https://en.wikipedia.org/wiki/Help:
IPA/English

4The NACS dataset was actually generated from a regular
transducer, which we could in principle use, but doing so would
make the transduction fully deterministic and probably not
interesting/hard enough.

• PhonemeClasses (Phone).Wedefine Phone
marks ωPhone = Φ(δ), where Φ is a lookup
function that returns the phoneme class of δ
defined by the CMUDict dataset.5

In this paper we experiment with the following
three FST and mark configurations for G2P/P2G
experiments:

• -IPA-Phone in which case ω′ = ∅ for all
arcs. T = T0.

• +IPA-Phone in which caseω′ = [ωIPA] when
the transduction rule is found in the IPA Help
list, otherwise ω′ = ∅. T = TIPA.

• +IPA+Phone in which case ω′ =
[ωIPAωPhone] when the transduction rule is
found in the IPA Help list, otherwise ω′ =
[ωPhone]. T = TIPA.

As we said earlier, we only use T = T0 with no
special marks for A2C experiments. Experimental
results on these different configurations are in §5.3.

4.3 Decoding methods
Weexperimentwith the followingmethods to decode
the most probable strings:

• Approximate Posterior (AP). We approx-
imate the posterior distribution over out-
put strings p̂Y(y | T ′), and pick ŷ∗ =
argmaxy p̂Y(y | T ′) as the output.

• Reranking AP.As we discuss in §3.3, improv-
ing ŷ∗ by taking more path samples in T ′ may
be expensive. The reranking method uses the
support of p̂Y as a candidate pool L′, and for
each yk ∈ L′ we estimate equation (15) using
path samples in T ′ ◦ yk.

• Reranking External. This decoding method
uses k-best lists from external models. In this
paper, we make use of sequence-to-sequence
baseline models as the candidate pool L′.

• Reranking AP + External. This decoding
method uses the union of the support of p̂Y
and k-best lists from the sequence-to-sequence
baseline models as the candidate pool L′.

In this paper,we take 128 path samples per candidate
for all Reranking methods.

5https://github.com/cmusphinx/cmudict/blob/
master/cmudict.phones
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5 Results

5.1 Baselines

We compare NFSTs against the following baselines:

BiRNN-WFSTs proposed by Rastogi et al.
(2016),were weighted finite-state transducers whose
weights encode input string features by the use of re-
current neural networks. As we note in Table 1, they
can be seen as a special case of NFSTs, where the
Markov property is kept, but where exact inference
is still possible.

Seq2seq models are the standard toolkit for trans-
duction tasks. We make use of the attention mech-
anism proposed by Luong et al. (2015), which
accomplishes ‘soft alignments’ that do not enforce
a monotonic alignment constraint.

Neuralized IBMModel 1 is a character transduc-
tion model recently proposed by Wu et al. (2018),
which marginalizes over non-monotonic hard align-
ments between input and output strings. Like (Luong
et al., 2015), they did not enforce monotonic align-
ment constraints; but unlike them, they did not
make use of the input feeding mechanism,6 where
past alignment information is fed back into the
RNN decoder. This particular omission allows (Wu
et al., 2018) to do exact inference with a dynamic
programming algorithm.

All baseline systems are tuned on the validation
sets. The seq2seq models employ GRUs, with word
and RNN embedding size = 500 and a dropout rate
of 0.3. They are trained with the Adam optimizer
(Kingma and Ba, 2014) over 50 epochs. The Neu-
ralized IBMModel 1 models are tuned as described
in (Wu et al., 2018).

5.2 The effectiveness of NFSTs

5.2.1 Does losing the Markov property help?

Table 2 indicates that BiRNN-WFST models (Ras-
togi et al., 2016) perform worse than other models.
Their Markovian assumption helps enable dynamic
programming, but restricts their expressive power,
which greatly hampers the BiRNN-WFST’s per-
formance on the P2G/G2P task. The NACS task
also relies highly on output-output interactions, and
BiRNN-WFST performs very poorly there.

6We discuss this further in Appendix B.1.

G2P / P2G NACS

EM Accuracy Edit Distance EM Accuracy

Dev Test Dev Test Test

BiRNN-WFST 16.9 15.9 1.532 1.645 5.6
Seq2seq 30.7 28.9 1.373 1.426 9.0
Neuralized IBM Model 1 31.6 30.2 1.366 1.398 —

Local NFSTs 32.7 31.8 1.319 1.332 15.64

Table 2: Average exact match accuracy (%, higher the
better) and edit distance (lower the better) on G2P
and P2G as well as exact match accuracy on NACS.
Comparison between our models with baselines. For
NFST models, we make use of the Reranking AP
decoding method described in §4.2.

5.2.2 Effectiveness of proposed decoding
methods

Table 3 shows results from different decoding
methods on the G2P/P2G tasks, configuration
+IPA+Phone. AP performs significantly worse
than Reranking AP, suggesting that the estimate
ŷ∗ suffers from the variance problem. Interestingly,
of decoding methods that employ external models,
Reranking External performs better thanRerank-
ing AP + External, despite having a smaller candi-
date pool. We think there is some product-of-experts
effect in Reranking External since the external
model may not be biased in the same way as our
model is. But such benefits vanish when candidates
from AP are also in the pool — our learned approxi-
mation learns the bias in the model— and hence the
worse performance in Reranking AP + External.
This suggests an interesting regularization trick
in practice: populating the candidate pool using
external models to hide our model bias. However
when we compare our method against non-NFST
baseline methods we do not make use of such tricks,
to ensure a more fair comparison.

EM Accuracy Edit Distance

Dev Test Dev Test

AP 28.2 28.2 1.513 1.467
Reranking AP 32.7 31.8 1.319 1.332
Reranking External 33.3 32.7 1.297 1.298
Reranking AP + External 32.9 32.0 1.309 1.303

Table 3: Average exact match accuracy (%, higher the
better) and edit distance (lower the better) on G2P and
P2G. The effectiveness of different decoding methods.

5.3 Prior knowledge: does it help?
In Table 4 we see that combining both +IPA and
+Phone improves model generalizability over the
general FST (-IPA -Phone). We also note that using
only the IPA marks leads to degraded performance
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EM Accuracy Edit Distance

Dev Test Dev Test

-IPA -Phone 31.8 29.3 1.38 1.373
+IPA -Phone 31.3 29.2 1.367 1.431
+IPA +Phone 32.7 31.8 1.319 1.332

Table 4: Average exact match accuracy (%, higher the
better) and edit distance (lower the better) on G2P and
P2G. The effectiveness of different FST designs.

compared to the general FST baseline. This is a
surprising result — one explanation is the IPA
marks are not defined on all paths that transduce
the intended input-output pairs: NFSTs are capable
of recognizing phoneme-grapheme alignments in
different paths,7 but only one such path is marked
by +IPA. But we leave a more thorough analysis to
future work.

6 Related Work

Recently, there has been work relating finite-state
methods and neural architectures. For example,
Schwartz et al. (2018) and Peng et al. (2018) have
shown the equivalence between some neural models
and WFSAs. The most important differences of
our work is that in addition to classifying strings,
NFSTs can also transduce strings. Moreover, NFSTs
also allow free topology of FST design, and breaks
the Markovian assumption. In addition to models
we compare against in §4, we note that (Aharoni
and Goldberg, 2017; Deng et al., 2018) are also
similar to our work; in that they also marginalize
over latent alignments, although they do not enforce
the monotonicity constraint. Work that discusses
globally normalized sequence models are relevant to
ourwork. In this paper,we discuss a training strategy
that bounds the partition function; other ways to
train a globally normalized model (not necessarily
probabilistic) include (Wiseman and Rush, 2016;
Andor et al., 2016). On the other hand, our locally
normalized FSTs bear resemblance to (Dyer et al.,
2016), which was also locally normalized, and also
employed importance sampling for training.

7 Conclusions and Future Work

Neural finite state transducers (NFSTs) are able
to model string pairs, considering their monotonic
alignment but also enjoying RNNs’ power to handle
non-finite-state phenomena. They compete favor-

7This is discussed further in Appendix B.2.

ably with state-of-the-art neural models on trans-
duction tasks. At the same time, it is easy to inject
domain knowledge into NFSTs for inductive bias,
and they offer interpretable paths.
In this paper, we have used rather simple archi-

tectures for our RNNs; one could experiment with
multiple layers and attention. One could also ex-
periment with associating marks differently with
arcs—the marks are able to convey useful domain
information to the RNNs. For example, in a P2G
or G2P task, all arcs that cross a syllable boundary
might update the RNN state using a syllable
mark. We envision using regular expressions to
build the NFSTs, and embedding marks in the regu-
lar expressions as a way of sending useful features
to the RNNs to help them evaluate paths.

In this paper,we have studiedNFSTs as standalone
systems. But as probabilistic models, they can be
readily embedded in a bigger picture: it should be
directly feasible to incorporate a globally/locally
normalized NFST in a larger probabilistic model
(Finkel and Manning, 2009; Chiang et al., 2010).

The path weights of NFSTs could be interpreted
simply as scores, rather than log-probabilities. One
would then decode by seeking the 1-best path with
input x, e.g., via beam search or Monte Carlo Tree
Search. In this setting, one might attempt to train the
NFST using methods similar to the max-violation
structured perceptron or the structured SVM.
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A Finite-state transducers
A.1 Rational Relations
A relation is a set of pairs—in this paper, a subset
of Σ∗ × ∆∗, so it relates strings over an “input”
alphabet Σ to strings over an “output” alphabet ∆.
A weighted relation is a function R that maps

any string pair (x,y) to a weight in R≥0.
We say that the relation R is rational if R can

be defined by some weighted finite-state transducer
(FST) T . As formalized in AppendixA.3, this means
thatR(x,y) is the total weight of all accepting paths
in T that are labeled with (x,y) (which is 0 if there
are no such accepting paths). The weight of each
accepting path in T is given by the product of its
arc weights, which fall in R>0.
The set of pairs support(R) , {(x,y) :

R(x,y) > 0} is then said to be a regular rela-
tion because it is recognized by the unweighted FST
obtained by dropping the weights from T . In this
paper, we are interested in defining non-rational
weighting functions R with this same regular sup-
port set.

A.2 Finite-state transducers
We briefly review finite-state transducers
(FSTs). Formally, an FST is a tuple T0 =
(Σ,∆, Q,A0, I, F ) where

• Σ is a finite input alphabet

• ∆ is a finite output alphabet

• Q is a finite set of states

• A0 ⊆ Q×Q× (Σ ∪ {ε})× (∆ ∪ {ε}) is the
set of weighted arcs

• I ⊆ Q is the set of initial states (conventionally
|I| = 1)

• F ⊆ Q is the set of final states

Let a = a1 . . . aT (for T ≥ 0) be an accepting path
in T0, that is, each ai = (qi−1, qi, σi, δi) ∈ A0 and
q0 ∈ I, qT ∈ F . We say that the input and output
strings of a are σ1 · · ·σT and δ1 · · · δT .

A.3 Real-valued weighted FSTs
Weighted FSTs (WFSTs) are defined very simi-
larly to FSTs. A WFST is formally defined as
a 6-tuple, just like an (unweighted) FST: T =
(Σ,∆, Q,A, I, F ), with arcs carrying weights:A ⊆
Q×Q× (Σ∪{ε})× (∆∪{ε})×R. Compared to

FST arcs in Appendix A.2, a WFST arc each ai =
(qi−1, qi, σi, δi, κi) ∈ A has weight κi. We also
define the weight of a to be w(a) ,

⊗T
i=1 κi ∈ R.

The weight of the entire WFST T is defined as
the total weight (under ⊕) of all accepting paths:

T [ ] ,
⊕

a

w(a) ∈ R (16)

More interestingly, the weight T [x,y] of a string
pair x ∈ Σ∗,y ∈ ∆∗ is given by similarly summing
w(a) over just the accepting paths a whose input
string is x and output string is y.

B More analysis on the effectiveness of
NFSTs

B.1 Does feeding alignments into the decoder
help?

In particular,we attribute ourmodels’ outperforming
Neuralized IBM Model 1 to the fact that a complete
history of past alignments is remembered in the
RNN state. (Wu et al., 2018) noted that in charac-
ter transduction tasks, past alignment information
seemed to barely affect decoding decisions made
afterwards. However, we empirically find that there
is performance gain by explicitly modeling past
alignments. This also shows up in our preliminary
experiments with non-input-feeding seq2seq mod-
els, which resulted in about 1% of lowered accuracy
and about 0.1 longer edit distance.

B.2 Interpretability of learned paths
The model is not required to learn transduction
rules that conform to our linguistic knowledge.
However, we expect that a well-performing one
would tend to pick up rules that resemble what we
know. To verify this, we obtain samples (listed in
Table 4) from p̂(a | x,y) using the importance
sampling algorithm described in §3.3. We find that
our NFST model has learned to align phonemes
and graphemes, generating them alternately. It has
no problem picking up obvious pairs in the English
orthography (e.g. (S, c h), and (N, n g)). We also
find evidence that the model has picked up how
context affects alignment: for example, the model
has learned that the bigram ‘gh’ is pronounced
differently in different contexts: in ‘onslaught,’
it is aligned with O in the sequence ‘augh;’ in
‘Willingham,’ it spans over two phonemes N h; and
in ‘ghezzi,’ it is aligned with the phoneme g. We
also find that our NFST has no problem learning
phoneme-grapheme alignments that span over two
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Input / Output Paths P̂ (a | x,y)

/mAôS/
marche

ε:m m:A a:ô r:S c:ε h:ε e:ε 96.5%
ε:m m:A a:ô r:ε ε:S c:ε h:ε e:ε 2.5%
ε:m m:A a:ε ε:ô r:S c:ε h:ε e:ε 1.0%

/OnslOt/
onslaught

ε:O o:n n:ε ε:s s:l l:O a:ε u:ε g:ε h:t t:ε 76.3%
ε:O o:n n:s s:l l:O a:ε u:ε g:ε h:t t:ε 21.4%
ε:O o:n n:ε ε:s s:l l:O a:ε u:ε g:ε h:ε ε:t t:ε 1.5%

/wIlINh@m/
Willingham

ε:w W:I i:l l:ε l:ε ε:I i:N n:ε g:ε ε:h h:@ a:ε ε:m m:ε 40.1%
ε:w W:I i:l l:ε l:I i:N n:ε g:ε ε:h h:@ a:ε ε:m m:ε 36.6%
ε:w W:I i:l l:ε l:I i:N n:ε g:h h:@ a:ε ε:m m:ε 7.4%

/gezI/ ghezzi ε:g g:ε h:e e:z z:ε I:z i:ε 98.8%
ε:g g:e h:ε e:z z:I z:ε i:ε 1.2%

Table 5: Most probable paths from x ◦ T ◦ y under the approximate posterior distribution.

arcs, which is beyond the capability of of ordinary
WFSTs.

C Implementation Details

C.1 Model parametrization details
As mentioned before, the type of RNN that we
use is GRU. The GRU parameterizing Gθ has
500 hidden states. The embedding sizes of tokens,
including the input symbol, output symbol and states,
and marks are all 500. During inference we make
use of proposal distributions qφ(a | T ′), where
T ′ ∈ {x ◦ T , T ◦ y,x ◦ T ◦ y}. All RNNs used
to parametrize qφ are also GRUs, with 125 hidden
states. qφ makes use of input/output embeddings
independent from Gθ, which also have size 125 in
this paper. The feed-forward networks Cx,y,xy are
parametrized by 3-layer networks, with ReLU as
the activation function of the first two layers. The
output dimension sizes of the first and second layers
are bD/2c and bD/4c, where D is the input vector
dimension size.

C.2 Training procedure details
We use stochastic gradient descent (SGD) to train
Gθ. For each example, we compute the gradient
using normalized importance sampling over an
ensemble of 512 particles (paths), the maximum
that we could compute in parallel. By using a
large ensemble, we reduce both the bias (from
normalized importance sampling) and the variance
of the gradient estimate; we found that smaller
ensembles did not work as well. Thus, we used only
one example per minibatch.
We train the ‘clamped’ proposal distribution

qφ(a | x ◦ T ◦ y) differently from the ‘free’ ones
qφ(a | x ◦ T ) and qφ(a | T ◦ y). The clamped

distribution is trained alternately with Gθ, as listed
in Algorithm 2. We evaluate on the development
dataset at the endof each epochusing theReranking
External method described in §4.3. When the EM
accuracy stops improving, we fix the parameters
of Gθ and start training qφ(x ◦ T ) and qφ(T ◦ y)
on the inclusive KL divergence objective function,
using methods described in (Lin and Eisner, 2018).
We then initialize the free distributions’ RNNs using
those of the clamped distributions. We train the free
proposal distributions for 30 epochs, and evaluate
on the development dataset at the end of each epoch.
Results from the best epochs are reported in this
paper.
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Abstract

Recurrent Variational Autoencoder has been
widely used for language modeling and text
generation tasks. These models often face a
difficult optimization problem, also known as
the Kullback-Leibler (KL) term vanishing is-
sue, where the posterior easily collapses to the
prior, and the model will ignore latent codes
in generative tasks. To address this problem,
we introduce an improved Wasserstein Varia-
tional Autoencoder (WAE) with Riemannian
Normalizing Flow (RNF) for text modeling.
The RNF transforms a latent variable into a
space that respects the geometric character-
istics of input space, which makes posterior
impossible to collapse to the non-informative
prior. The Wasserstein objective minimizes
the distance between the marginal distribution
and the prior directly, and therefore does not
force the posterior to match the prior. Empir-
ical experiments show that our model avoids
KL vanishing over a range of datasets and has
better performances in tasks such as language
modeling, likelihood approximation, and text
generation. Through a series of experiments
and analysis over latent space, we show that
our model learns latent distributions that re-
spect latent space geometry and is able to gen-
erate sentences that are more diverse. 1

1 Introduction

Variational Autocoder (VAE) (Kingma and
Welling, 2013; Rezende and Mohamed, 2015)
is a probabilistic generative model shown to
be successful over a wide range of tasks such
as image generation (Gregor et al., 2015; Yan
et al., 2016), dialogue generation (Zhao et al.,
2017b), transfer learning (Shen et al., 2017), and
classification (Jang et al., 2017). The encoder-
decoder architecture of VAE allows it to learn a

1Code could be found at https://github.com/
kingofspace0wzz/wae-rnf-lm

continuous space of latent representations from
high-dimensional data input and makes sampling
procedure from such latent space very straightfor-
ward. Recent studies also show that VAE learns
meaningful representations that encode non-trivial
information from input (Gao et al., 2018; Zhao
et al., 2017a).

Applications of VAE in tasks of Natural Lan-
guage Processing (Bowman et al., 2015; Zhao
et al., 2017b, 2018; Miao et al., 2016) is not as suc-
cessful as those in Computer Vision. With long-
short-term-memory network (LSTM) (Hochre-
iter and Schmidhuber, 1997) used as encoder-
decoder model, the recurrent variational autoen-
coder (Bowman et al., 2015) is the first ap-
proach that applies VAE to language modeling
tasks. They observe that LSTM decoder in VAE
often generates texts without making use of la-
tent representations, rendering the learned codes
as useless. This phenomenon is caused by an op-
timization problem called KL-divergence vanish-
ing when training VAE for text data, where the
KL-divergence term in VAE objective collapses
to zero. This makes the learned representations
meaningless as zero KL-divergence indicates that
the latent codes are independent of input texts.

Many recent studies are proposed to address this
key issue. Yang et al. (2017); Semeniuta et al.
(2017) use convolutional neural network as de-
coder architecture to limit the expressiveness of
decoder model. Xu and Durrett (2018); Zhao
et al. (2017a,b, 2018) seek to learn different la-
tent space and modify the learning objective. And,
even though not designed to tackle KL vanish-
ing at the beginning, recent studies on Normaliz-
ing Flows (Rezende and Mohamed, 2015; van den
Berg et al., 2018) learn meaningful latent space as
it helps to transform an over-simplified latent dis-
tribution into more flexible distributions.

In this paper, we propose a new type of flow,
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called Riemannian Normalizing Flow (RNF), to-
gether with the recently developed Wasserstein
objective (Tolstikhin et al., 2018; Arjovsky et al.,
2017), to ensure VAE models more robust against
the KL vanishing problem. As further explained
in later sections, the Wasserstein objective helps
to alleviate KL vanishing as it only minimizes the
distance between latent marginal distribution and
the prior. Moreover, we suspect that the prob-
lem also comes from the over-simplified prior as-
sumption about latent space. In most cases, the
prior is assumed to be a standard Gaussian, and
the posterior is assumed to be a diagonal Gaussian
for computational efficiency. These assumptions,
however, are not suitable to encode intrinsic char-
acteristics of input into latent codes as in reality
the latent space is likely to be far more complex
than a diagonal Gaussian.

The RNF model we proposed in this paper thus
helps the situation by encouraging the model to
learn a latent space that encodes some geometric
properties of input space with a well-defined ge-
ometric metric called Riemannian metric tensor.
This renders the KL vanishing problem as impos-
sible since a latent distribution that respects input
space geometry would only collapse to a standard
Gaussian when the input also follows a standard
Gaussian, which is never the case for texts and
sentences datasets. We then empirically evalu-
ate our RNF Variational Wasserstein Autoencoder
on standard language modeling datasets and show
that our model has achieved state-of-the-art per-
formances. Our major contributions can be sum-
marized as the following:

• We propose Riemannian Normalizing Flow,
a new type of flow that uses the Riemannian
metric to encourage latent codes to respect
geometric characteristics of input space.

• We introduce a new Wasserstein objective
for text modeling, which alleviates KL diver-
gence term vanishing issue, and makes the
computation of normalizing flow easier.

• Empirical studies show that our model pro-
duces state-of-the-art results in language
modeling and is able to generate meaningful
text sentences that are more diverse.

2 Related Work

2.1 Variational Autoencoder
Given a set of data x = (x1, x2, ..., xn), a
Variational Autoencoder (Kingma and Welling,
2013) aims at learning a continuous latent vari-
able that maximizes the log-likelihood log p(x) =
log
∫
pθ(x|z)p(z)dz. Since this marginal is of-

ten intractable, a variational distribution qφ(z|x)
is used to approximate the true posterior distribu-
tion pθ(z|x). VAE tries to maximize the following
lower bound of likelihood,

L(θ;φ;x) = Eq(x)[Eqφ(z|x)[log pθ(x|z)] (1)

−KL(qφ(z|x)||p(z))] (2)

where q(x) is the empirical distribution of input,
and the prior p(z) is often assumed to be a stan-
dard Gaussian for simplicity. The first term in
the objective is the reconstruction error, and the
second one is KL divergence. For modeling text
sentences, Bowman et al. (2015) parameterizes
both the inference model q(z|x) and the genera-
tive model p(x|z) as LSTMs. The reparameteri-
zation trick proposed by Rezende and Mohamed
(2015) is used to train these two models jointly.

2.2 KL Divergence Term Vanishing
Since the generative model is often an LSTM that
has strong expressiveness, the reconstruction term
in the objective will dominate KL divergence term.
In this case, the model is able to generate texts
without making effective use of latent codes as the
latent variable z becomes independent from input
when KL divergence term collapses to zero.

There are two main approaches to address this
issue. One is to explore different choices of the
decoder model to control the expressiveness of
LSTM. Yang et al. (2017) and Semeniuta et al.
(2017) use CNN as an alternative to LSTM. The
dilation technique used by Yang et al. (2017) also
helps to control the trade-off between decoder ca-
pacity and KL vanishing. The other approach is
to change the form of latent distribution and to
modify the training objective. Xu and Durrett
(2018) proposes to use hyperspherical distribution
and shows that the KL vanishing problem does
not happen in hypersphere. The infoVAE (Zhao
et al., 2017a) argues that VAE objective is anti-
informatics which encourages KL divergence to
be zero. They, therefore, add a mutual information
term I(z;x) explicitly to ensure that latent vari-
able z encodes non-trivial information about x, in
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which case the KL would be greater than zero as
z is no longer independent from x. In a similar
manner, Xiao et al. (2018) introduces a Dirichlet
latent variable to force latent codes to learn use-
ful topic information given input documents. He
et al. (2019) and Kim et al. (2018) achieve the
current state-of-the-art in terms of sample perplex-
ity. Moreover, the bag-of-words loss used by Zhao
et al. (2017b) also dramatically alleviates KL van-
ishing while not sacrificing sample quality. In
Section 3 and Section 4, we introduce RNF with
Wasserstein objective. Our proposed model also
lies in the direction which seeks to learn more flex-
ible latent distribution, as the main advantage of
RNF is to ensure a flexible latent space able to cap-
ture geometric characteristics of input space.

3 Background

In this section, we review the basic concepts
of Riemannian geometry, normalizing flow, and
Wasserstein Autoencoder. We then introduce our
new Riemannian normalizing flow in Section 4.

3.1 Riemannian Geometry Review
Consider an input space X ⊂ RD, a d-
dimensional (d < D) manifold is a smooth sur-
face of points embedded in X . Given a mani-
foldM, a Riemannian manifold is a metric space
(M, G), where G is the Riemannian metric ten-
sor that assigns an inner product to every point on
the manifold. More formally, a Riemannian met-
ric G : Z → Rd×d is defined as a smooth function
such that for any two vectors u, v in the tangent
space TzM of each point z ∈ M, it assigns the
following inner product for u and v,

< u, v >G= uTG(z)v (3)

The Riemannian metric helps us to characterize
many intrinsic properties of a manifold. Consider
an arbitrary smooth curve γ(t) : [a, b] →M on a
given manifoldM with a Riemannian metric ten-
sor G, the length of this curve is given by

L(γ) =

∫ b

a
||γ′(t)||dt

=

∫ b

a

√
< γ′t, γ′t >Gdt

=

∫ b

a

√
γ′Tt G(γt)γ′tdt (4)

where γ′t is the curve velocity and lies in the tan-
gent space TγtM at point γ(t). When the metric

tensor G is equal to 1 everywhere on the curve,
it becomes a metric tensor on Euclidean space,
where the length of curve is defined as the integral

of the velocity function, L(γ) =
∫ b
a

√
γ′Tt γ

′
tdt =

∫ b
a γ
′
tdt. Given the definition of curve length, the

geodesic path between any two points can be de-
fined as the curve that minimizes the curve length
γ. Namely, if γt is the geodesic curve connecting
γ(a) and γ(b), then

γt = argmin
γ
L(γ) (5)

Practically, a geodesic line is often found by op-
timizing the following energy function,

E(γ) =
1

2

∫ b

a
γ′Tt G(γt)γ

′
tdt

γt = argmin
γ

E(γ) (6)

Note that the Euclidean metric is a special case of
Riemannian metric. The more general metric ten-
sor G gives us a sense of how much Riemannian
geometry deviates from Euclidean geometry.

3.2 Review: Normalizing Flow
The powerful inference model of VAE can approx-
imate the true posterior distribution through varia-
tional inference. The choice of this approximated
posterior is one of the major problems. For com-
putational efficiency, a diagonal Gaussian distri-
bution is often chosen as the form of the posterior.
As the covariance matrix is always assumed to be
diagonal, the posterior fails to capture dependen-
cies among individual dimensions of latent codes.
This poses a difficult problem in variational infer-
ence. As it is unlikely that the true posterior has
a diagonal form, the approximated diagonal dis-
tribution is not flexible enough to match the true
posterior even in asymptotic time.

A normalizing flow, developed by (Rezende and
Mohamed, 2015), is then introduced to transform
a simple posterior to a more flexible distribution.
Formally, a series of normalizing flows is a set of
invertible, smooth transformations ft : Rd → Rd,
for t = 1, ..., T , such that given a random vari-
able z0 with distribution q(z0), the resulting ran-
dom variable zT = (fT ◦ fT−1 ◦ ... ◦ f1)(z0) has
the following density function,

q(zT ) = q(z0)
T∏

t=1

|det ∂f
−1
t

∂zt−1
| (7)
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Since each transformation fi for i = 1, ..., T
is invertible, its Jacobian determinant exists and
can be computed. By optimizing the modified ev-
idence lower bound objective,

ln p(x) ≥ Eq(z0|x)
[

ln p(x|zT ) +

T∑

t=1

ln |det ∂ft
∂zt−1

|
]

−KL(q(z0|x)||p(zT )) (8)

the resulting latent codes zT will have a more flex-
ible distribution.

Based on how the Jacobian-determinant is com-
puted, there are two main families of normal-
izing flow (Tomczak and Welling, 2016; Berg
et al., 2018): general normalizing flow and vol-
ume preserving flow. While they both search for
flexible transformation that has easy-to-compute
Jacobian-determinant, the volume-preserving flow
aims at finding a specific flow whose Jacobian-
determinant equals 1, which simplifies the opti-
mization problem in equation (6). Since we want
a normalizing flow that not only gives flexible
posterior but also able to uncover the true geo-
metric properties of latent space, we only con-
sider general normalizing flow whose Jacobian-
determinant is not a constant as we need it to
model the Riemannian metric introduced earlier.

3.3 Wasserstein Autoencoder
Wasserstien distance has been brought to genera-
tive models and is shown to be successful in many
image generation tasks (Tolstikhin et al., 2018; Ar-
jovsky et al., 2017; Bousquet et al., 2017). In-
stead of maximizing the evidence lower bound
as VAE does, the Wasserstein Autoencoder (Tol-
stikhin et al., 2018) optimizes the optimal trans-
port cost (Villani, 2008) between the true data
distribution PX(x) and the generative distribution
PG(x). This leads to the Wasserstein objective,

D(PX , PG) = inf
Q(Z|X)∈Q

EPX EQ(Z|X)[c(X,G(Z))]

+ λDZ(QZ , PZ) (9)

where c(·) is the optimal transport cost, G : Z →
X is any generative function, and the coefficient
λ controls the strength of regularization term DZ .
Given a positive-definite reproducing kernel k :
Z × Z → R, the regularization term DZ can
be approximated by the Maximum Mean Discrep-
ancy (MMD) (Gretton et al., 2012) between the
prior PZ and the aggregate posterior QZ(z) =

Figure 1: Parameterization of the input manifold by la-
tent space and generative function f . J is the Jacobian
tangent space at a point on the manifold, which reflects
how curved the neighborhood is around that point.
∫
q(z|x)p(x)dx,

MMDk(PZ , QZ) = ||
∫

Z
k(z, ·)dPZ −

∫

Z
k(z, ·)dQZ ||

(10)

4 Our Approach

In this section we propose our Riemannian Nor-
malizing Flow (RNF). RNF is a new type of flow
that makes use of the Riemannian metric tensor
introduced earlier in Section 3. This metric en-
forces stochastic encoder to learn a richer class of
approximated posterior distribution in order to fol-
low the true geometry of latent space, which helps
to avoid the local optimum in which posterior col-
lapses to a standard prior. We then combine this
with WAE and we will explain why and how WAE
should be used to train with RNF.

4.1 Riemannian Normalizing Flow
In the context of VAE, learning a latent space that
is homeomorphic to input space is often very chal-
lenging. Consider a manifoldM ⊂ RD, a gener-
ator model x = f(z) : Z → RD serves as a low-
dimensional parameterization of manifoldMwith
respect to z ∈ Z . For most cases, latent spaceZ is
unlikely to be homeomorphic toM, which means
that there is no invertible mapping betweenM and
Z . And, since the inference model h : M → Z
is nonlinear, the learned latent space often gives a
distorted view of input space. Consider the case
in Figure 2, where the leftmost graph is the in-
put manifold, and the rightmost graph is the corre-
sponding latent space with curvature reflected by
brightness. Let us take two arbitrary points on the
manifold and search for the geodesic path connect-
ing these two points. If we consider the distorted
latent space as Euclidean, then the geodesic path
in latent space does not reflect the true shortest
distance between these two points on the mani-
fold, as a straight line in the latent space would
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Figure 2: An example when latent space does not reflect input space. Left: a manifold that is highly curved in
the central region. The yellow line is the geodesic (shortest) path connecting two sample points shown on the
manifold. Right: The projection of manifold into 2D latent space, where the color brightness indicates curvature
with respect to the manifold. The green line is the geodesic path if taking the curvature into account, while the
blue line is the geodesic path if we regard latent space as Euclidean. Middle: The corresponding geodesic paths
projected back from latent space to manifold. The white line corresponds to the straight geodesic path in Euclidean
space. It is far longer than the true geodesic on manifold since it does not take the curvature into account in latent
space.

cross the whole manifold, while the true geodesic
path should circumvent this hole. This distortion
is caused by the non-constant curvature of latent
space. Hence, the latent space should be consid-
ered as a curved space with curvature reflected
by the Riemannian metric defined locally around
each point. As indicated by the brightness, we
see that the central area of latent space is highly
curved, and thus has higher energy. The geodesic
path connecting the two latent codes minimizes
the energy function E(γ) = 1

2

∫
γ′Tt G(γt)γ

′
tdt,

indicating that it should avoid those regions with
high curvature G.

The question now becomes how to impose this
intrinsic metric and curvature into latent space.
In this paper, we propose a new form of nor-
malizing flow to incorporate with this geometric
characteristic. First, consider a normalizing flow
f : Z → Z ′, we can compute length of a curve in
the transformed latent space Z ′,

L(f(γt)) =

∫ b

a
||Jγtγ′t||dt

=

∫ b

a

√
γ′tJTγtJγtγ

′
tdt

=

∫ b

a

√
γ′tG(γt)γ′tdt (11)

where

γt : [a, b]→ Z ′, a, b ∈ Z

Jγt =
∂f

∂z

∣∣∣
z=γt

G(γt) = JTγtJγt

= (
∂f

∂z
)T (

∂f

∂z
)
∣∣∣
z=γt

(12)

Jγt is the Jacobian matrix defined at γt. In our
case, the Riemannian metric tensor G is the inner
product of Jacobian Jγt and is therefore symmet-
ric positive definite. It reflects input space curva-
ture in low-dimensional parameterization Z ′. In
a highly curved region, the metric tensor G =
JTJ is larger than those in other areas, indicat-
ing that the latent representation of input mani-
fold has lower curvature, or area of low energy,
as any geodesic connecting each pair of points on
the manifold favors lower energy path. This im-
plies that those regions outside of data manifold
should have high curvature reflected in their low-
dimensional parameterization Z ′.

In this paper, we introduce Riemannian nor-
malizing flow (RNF) to model curvature. For
simplicity, we build our model based on planar
flow (Rezende and Mohamed, 2015). A planar
flow is an invertible transformation that retracts
and extends the support of original latent space
with respect to a plane. Mathematically, a planar
flow f : Z → Z ′ has the form,

f(z) = z + uh(wTz + b) (13)

where h : Rd → Rd is any smooth non-linear
function and is often chosen as tanh(·). The in-
vertibiliy condition is satisfied as long as uTw ≥
−1. Its Jacobian-determinant with respect to latent
codes z is very each to compute,

|det∂f
∂z
| = |1 + uTφ(z)w|

φ(z) = h′(wTz + b) (14)

With the Jacobian-determinant of planar flow, it
is straightforward to compute the determinant of
metric tensor G. To see that, note that since ∂f

∂z :
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Rd → Rd is a square matrix with full column rank
due to invertibility of f , we have

|det G| =
∣∣∣∂f
∂z

T ∣∣∣
∣∣∣∂f
∂z

∣∣∣ =
∣∣∣∂f
∂z

∣∣∣
2

(15)

To ensure well-behaved geometry in a trans-
formed latent space, we need the Jacobian-
determinant |∂f∂z | to be large in region with high
curvature |det G|. Hence, we propose to model
the metric tensor with the inverse multiquadratics
kernel function K used by (Tolstikhin et al., 2018)
and a Gaussian kernel, that is,

Km(z, ck) = C/(C + ||z− ck||22)
k = argmin ||z− ck||22

Kg(z, ck) = exp (−βk||z− zk||22)

where ck, k = 1, 2, 3, ...,K are clusters of latent
codes, and βk is the bandwidth. We observe that
the inverse multiquadratics kernel Km generally
performs better. We use the above kernels as con-
straints over the Jacobian-determinant, so that,

|det∂f
′

∂z
| = |1 + uT(z)φ(z)w| · K(z, ck) (16)

As we explained earlier in this section, latent rep-
resentation of region outside of input manifold
should have high curvature in latent space. During
training, we seek to maximize this regularized Ja-
cobian |det∂f ′∂z | rather than the original one. This
ensures that those latent codes within latent clus-
ters, and therefore very likely to be on or near in-
put manifold in input space, have much smaller
curvature |det G| = |∂f∂z |2 than those outside of
latent clusters, as those outside of manifold would
seek larger Jacobian in order to counter-effect the
regularization term K. The latent space Z ′ trans-
formed by normalizing flow f is thus curved with
respect to input manifold. This type of normaliz-
ing flow thus learns a latent space to respect geo-
metric characteristics of input space. The KL van-
ishing problem is then unlikely to happen with a
curved latent space. This is because most high-
dimensional data in real life forms a curved mani-
fold which is unlikely sampled from a multivariate
standard Gaussian. Then, if the latent space re-
flects curvature of a curved manifold, the support
of latent codes certainly does not follow a stan-
dard Gaussian either. This helps to push the poste-
rior q(z|x) away from the standard Gaussian and
never collapse to a non-informative prior.

4.2 RNF Wasserstein Autoencoder
Here we consider using the Wasserstein objec-
tive to model the latent marginal distribution of
a curved latent space learned by an RNF. The
Wasserstein objective with MMD is appealing in
our case for two main reasons.

First, instead of minimizing the KL-divergence
KL(q(z|x)||p(z)), it minimizes distance between
q(z) =

∫
q(z|x)p(x)dx and p(z), which encour-

ages the marginal distribution of latent space to
be as close as the prior while not affecting in-
dividual posterior distribution q(z|x) conditioned
on each input. This makes the KL-divergence
between posterior and prior, and equivalently the
mutual information between latent codes and input
sentences I(z,x) = KL(q(z,x)||q(z)p(x)) =
Ep(x)[KL(q(z|x)||p(z))] − KL(q(z)||p(z)) im-
possible to be vanished as the objective does not
require it to be small. Since the learned latent
codes and input sentences have non-zero mutual
information, the generative model will not ignore
latent codes when generating texts.

Second, the MMD regularization in WAE
makes it possible to optimize normalizing flow
without computing the Jacobian-determinant ex-
plicitly. The use of MMD is necessary as getting
a closed form KL divergence is no-longer possible
after we apply RNF to the posterior. And, since the
generative functionG in the reconstruction term of
Wasserstein objective can be any function or com-
position of functions (Tolstikhin et al., 2018), we
can easily compose an RNF function into G such
that the reconstructed texts are X̄ = G(f(Z)) =
G(Z ′), Z ′ ∈ Z ′.

Now, given a series of RNFF = fK◦...◦f1, and
letZK be the curved latent space after applyingK
flows over the original latent spaceZ , we optimize
the following RNF-Wasserstein objective,

D(PX , PG) = inf
Q(Z|X)∈Q

EPX EQ(Z|X)[c(X,G(Z ′))]

+ λMMD(QZ′ , PZ′)

+ α(KL(q(z|x)||p(z))−
∑

log |det∂f
′

∂z
|)

(17)

where Z ∼ Z , Z ′ ∼ Z ′, and Z ′ =
F (Z). We approximate MMD term with
the Gaussian kernel k(z, z′) = e−||z−z

′||2 ,
that is, MMD(p, q) = Ep(z),p(z′)[k(z, z′)] +
Eq(z),q(z′)[k(z, z′)]− 2Ep(z),q(z′)[k(z, z′)].

Here we choose to minimize the MMD distance
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Model PTB YAHOO YELP
NLL(KL) PPL NLL(KL) PPL NLL(KL) PPL

LSTM-LM ** 116.2 (-) 104.2 334.9 (-) 66.2 - -
VAE 105.2 (1.74) 121.1 339.2 (0.01) 69.9 198.6 (0.01) 55.0
VAE-NF 96.8 (0.87) 82.9 353.8 (0.10) 83.0 200.4 (0.10) 62.5
lagging-VAE ** - - 326.6 (6.70) 64.9 –
vmf-VAE 96.0 (5.70) 79.6 359.3 (17.9) 89.9 198.0 (6.40) 54.0
WAE-RNF 91.9 (15.4) 66.1 339.0 (3.00) 71.6 183.9 (12.7) 41.1

Table 1: Language Modeling results on PTB, YAHOO and YELP 13 Reviews. ** are results gathered from (Yang
et al., 2017; Xiao et al., 2018; He et al., 2019). Negative log-likelihood (NLL) is approximated by its lower bound,
where the number in parentheses indicates KL-divergence. NF stands for the standard planar normalizing flow
without Riemannian curvature.

Data PTB Yelp
Model NLL Re-KL Log-J PPL NLL Re-KL Log-J PPL
WAE 104.9 –(1.9) – 131. 198.5 –(1.9) – 55
WAE-NF 92.3 14.3 14.3 67.3 184.3 13.9 14.2 41.4
WAW-RNF 91.9 15.4 15.2 66.1 183.9 12.7 12.1 41.1

Table 2: Language Modeling using WAE-RNF. We report NLL, PPL, Sum of Log Jacobian, and KL divergence
between q(z′|x) and p(z′).

between the prior PZ and the marginal of non-
curved latent space. This makes sampling proce-
dure for generation tasks much easier, as it is easy
to sample a latent code from a non-informative
prior. We can get a sample z′ from Z ′ indirectly
by sampling: z ∼ PZ(z) and z′ ∼ F (z). On
the other hand, it would be much more difficult to
sample from a curved latent space Z ′ directly as
the only prior knowledge we have about Z ′ is the
curvature reflected by RNF implicitly and hence
we do not know the support of Q(Z ′).

5 Experimental Results

In this section, we investigate WAE’s performance
with Riemannian Normalizing Flow over language
and text modeling.

5.1 Datasets
We use Penn Treebank (Marcus et al., 1993), Yelp
13 reviews (Xu et al., 2016), as in (Xu and Durrett,
2018; Bowman et al., 2015), and Yahoo Answers
used in (Xu and Durrett, 2018; Yang et al., 2017)
to follow and compare with prior studies. We limit
the maximum length of a sample from all datasets
to 200 words. The datasets statistics is shown in
Table 3.

5.2 Experimental Setup
For each model, we set the maximum vocabu-
lary size to 20K and the maximum length of in-
put to 200 across all data sets. Following Bow-
man et al. (2015), we use one-layer undirectional

Data Train Dev Test Vocab
PTB 42068 3370 3761 10K
Yelp13 62522 7773 8671 15K
Yahoo 100K 10K 10K 20K

Table 3: Datasets statistics; The numbers reflect size
of each dataset. Vocab is the vocabulary size.

LSTM for both encoder-decoder models with hid-
den size 200. Latent codes dimension is set to 32
for all models. We share Word Embeddings of size
200. For stochastic encoders, both MLPµ and
MLPσ are two layer fully-connected networks
with hidden size 200 and a batch normalizing out-
put layer (Ioffe and Szegedy, 2015).

We use Adam (Kingma and Ba, 2015) with
learning rate set to 10−3 to train all models.
Dropout is used and is set to 0.2. We train all mod-
els for 48 epochs, each of which consists of 2K
steps. For models other than WAE, KL-annealing
is applied and is scheduled from 0 to 1 at the 21st
epoch.

For vmf-VAE (Xu and Durrett, 2018), we set
the word embedding dimension to be 512 and the
hidden units to 1024 for Yahoo, and set both of
them to 200 for PTB and Yelp. The temperature κ
is set to 80 and is kept constant during training.

For all WAE models, we add a small KL di-
vergence term to control the posterior distribution.
We found that if we only use RNF with MMD as
the distance metric, then the posterior may diverge
from the prior such that no reasonable samples can
be generated from a standard Gaussian variable.
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Hence, for all data sets, we schedule the KL diver-
gence weight α from 0 to 0.8, and the weight of
the MMD term is set as λ = 10 − α. βk of RBF
is set to 10 for all models. For RNF, we use pre-
trained standard VAE models to gather the clusters
ck, k = 1, ...,K, of latent codes, where we set the
number of clusters to be 20. We use three normal-
izing flow for all experiments.

Hyperparameter of Km When us-
ing the inverse multiquadratics kernel
Km(z, ck) = C/(C + ||z − ck||22) for RNF, we
follow the choice of hyperparameter in (Tolstikhin
et al., 2018). We set C = 2 · d · s, where d is the
dimensionality of latent codes z, and s is ranged in
(0.1, 0.2, 0.5, 1, 2, 5, 10). The final kernel is com-
puted byKm(z, ck) =

∑
s 2ds/(2ds+||z−ck||22).

As explained by (Tolstikhin et al., 2018), this
strategy allows us to explore a wider range of
hyperparameter in one setting.

5.3 Language Modeling Results
We show the language modeling results for PTB,
Yahoo and Yelp in Table 1. We compare neg-
ative log-likelihood (NLL), KL divergence, and
perplexity (PPL) with all other existing methods.
The negative log-likelihood is approximated by its
lower bound.

We use the negative of ELBO to approximate
NLL for all VAE models. For those with normal-
izing flows, we use the modified ELBO, which
is L = Eq(z(0)|x)[log p(x|z(T )) − log q(z(0)|x) +

log p(z(T ))] + Eq(z(T ))[
∑T

t=1 log| ∂f
(t)

∂z(t−1) |].
The numbers show that KL-annealing and

dropout used by Bowman et al. (2015) are help-
ful for PTB, but for complex datasets such as Ya-
hoo and Yelp, the KL divergence still drops to
zero due to the over-expressiveness of LSTM. This
phenomenon is not alleviated by applying normal-
izing flow to make the posterior more flexible, as
shown in the third row. Part of the reason may be
that a simple NF such as a planar flow is not flex-
ible enough and is still dominated by a powerful
LSTM decoder.

We find that the KL vanishing is alleviated a lit-
tle bit if using WAE, which should be the case as
WAE objective does not require small KL. We also
find that simply applying a planar flow over WAE
does not improve the performance that much. On
the other hand, using RNF to train WAE dramat-
ically helps the situation which achieves the low-
est text perplexity on most conditions except for

Figure 3: PTB. Comparison between the amount of
mutual information stored in latent codes for different
models.

Figure 4: Yelp. Comparison between the amount of
mutual information stored in latent codes for different
models.

YAHOO Answers, where (He et al., 2019; Yang
et al., 2017; Kim et al., 2018) have the current
state-of-the-art results. We want to emphasize that
CNN-VAE (Yang et al., 2017) and SA-VAE (Kim
et al., 2018) are not directly comparable with other
current approaches. Here, we compare with mod-
els that use LSTM as encoder-decoder and have
similar time complexity, while the use of CNN as
decoder in CNN-VAE would dramatically change
the model expressiveness, and it is known that SA-
VAE’s time complexity (Kim et al., 2018; He et al.,
2019) is much higher than all other existing ap-
proaches.

5.4 How Good is Riemannian Latent
Representation?

Mutual information between Z ′ and X One
important question is how useful are latent vari-
ables. Since no metrics are perfect (Wang et al.,
2018), we should not just look at sample perplex-
ity to judge how good a latent code is. Hence, we
also investigate how much information can be en-
coded into latent codes. We believe that the mu-
tual information term I(z;x) is a better metric re-
garding the usefulness of latent codes than sample
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the company said it will be sold to the company ’s promotional programs and UNK
the company also said it will sell $ n million of soap eggs turning millions of dollars
the company said it will be UNK by the company ’s UNK division n
the company said it would n’t comment on the suit and its reorganization plan
this is a reflection of socialism and capitalism
the company also said it will sell its UNK division of the company ’s UNK
earlier this year the company said it will sell $ n billion of assets and UNK to the u.s
last year he said the company ’s earnings were n’t disclosed

one of my favorite places to eat at the biltmore . the food is good . and the food is good.
very good food . the food was very good . the service was great and the food is very good.
one of my favorite places to eat and a great breakfast spot . the food is great . the staff is friendly.
took a few friends to join me to the UNK . i was n’t sure what to expect.
one of my favorite places to eat at the biltmore . the food is good , the service was great .
i love the fact that they have a lot took a few friends to join me to the UNK .
i have been to this location a few times , but i ’ ve never been disappointed
let me start by saying that i love the idea of how to describe it .

Table 4: Qualitative comparison between VAE and our proposed approach. First row: PTB samples generated
from prior p(z) by VAE (upper half ) and WAE-RNF (lower half ). Second row: Yelp samples generated from
prior p(z) by VAE (upper half ) and WAE-RNF (lower half ).

perplexity, as it tells us directly how much infor-
mation we can infer from x by looking z.

We use Monte Carlo method (Metropo-
lis and Ulam, 1949) to get an approxima-
tion of I(z,x) = KL(q(z,x)||q(z)p(x)) =
Ep(x)[KL(q(z|x)||p(z))] − KL(q(z)||p(z)). We
compared mutual information between input x
and latent codes z sampled from Euclidean latent
space Z and Riemannian latent space Z ′ respec-
tively. We see that even though NF does not nec-
essarily help WAE to achieve the lowest perplex-
ity, it does make latent codes to preserve more
information about the input. For WAE trained
with RNF, sample perplexity and mutual infor-
mation metric are both good. It is cleary that
I(z′,x) > I(z,x), where z′ is sampled from the
curved space, and z is the sample transformed by
the normal planar flow. This further strengthens
our confidence over the usefulness of the curved
latent space Z ′.

Generating Texts from latent spaces Another
way to explore latent space is to look at the qual-
ity of generated texts. Here we compare sentences
generated from methods that do not use Wasser-
stein objective and RNF with those generated from
curved latent space Z ′ learned by WAE.

We observe that texts generated from flat Eu-
clidean space are not as diverse as the ones gen-
erated from curved space learned by WAE-RNF.
This is largely related to the nature of Wasserstein
objective. In WAE, the KL-divergence KL(q||p))
between the prior and the posterior q(z|x) condi-
tioned on each input x does not need to be small

to optimize the Wasserstein objective. This indi-
cates that the marginal q(z) is able to match to the
prior p(z) while allowing each posterior q(z|x)
to have a much more diverse support than that of
a standard Gaussian p(z). Therefore, if we ran-
domly generate samples from curved latent space
Z ′ many times, we are likely to get samples scat-
tered in different support of distinct posterior con-
ditioned on different input x. Hence, the recon-
structed sentences will have a much more diverse
meaning or structure.

6 Conclusion

In this paper, we introduced Riemannian Nor-
malizing Flow to train Wasserstein Autoencoder
for text modeling. This new model encourages
learned latent representation of texts to respect ge-
ometric characteristics of input sentences space.
Our results show that RNF WAE does significantly
improve the language modeling results by model-
ing the Riemannian geometric space via normaliz-
ing flow.
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Abstract

Developing bots demands high quality train-
ing samples, typically in the form of user ut-
terances and their associated intents. Given the
fuzzy nature of human language, such datasets
ideally must cover all possible utterances of
each single intent. Crowdsourcing has widely
been used to collect such inclusive datasets by
paraphrasing an initial utterance. However, the
quality of this approach often suffers from var-
ious issues, particularly language errors pro-
duced by unqualified crowd workers. More so,
since workers are tasked to write open-ended
text, it is very challenging to automatically
asses the quality of paraphrased utterances.
In this paper, we investigate common crowd-
sourced paraphrasing issues, and propose an
annotated dataset called Para-Quality, for de-
tecting the quality issues. We also investigate
existing tools and services to provide baselines
for detecting each category of issues. In all,
this work presents a data-driven view of incor-
rect paraphrases during the bot development
process, and we pave the way towards auto-
matic detection of unqualified paraphrases.

1 Introduction

With the increasing advances in deep learning as
well as natural language processing, a new gen-
eration of conversational agents is attracting sig-
nificant attention (Dale, 2016). Also known as
dialogue systems, virtual assistants, chatbots or
simply bots (Campagna et al., 2017; Su et al.,
2017), some advanced bots are now designed to
perform complex tasks (e.g., flight booking), many
of which are built using machine learning tech-
niques.

At the heart of building such task-oriented
bots lies the challenge of accurately capturing the
user’s intent (e.g., find cafes in Chicago), and then
extracting its entities to service the request (e.g
term= “cafes”, location=“Chicago”). However,

its success relies heavily on obtaining both, large
and high quality corpora of training samples show-
ing mappings between sample utterances and in-
tents. This is necessary given the ambiguous na-
ture of the human language (Wasow et al., 2005)
and large variations of expressions (Wang et al.,
2012; Zamanirad et al., 2017).

A lack of variations in training samples can re-
sult in incorrect intent detection and consequently
execution of undesirable tasks (e.g., booking an
expensive hotel instead of a cheap room) (Hen-
derson et al., 2018). Likewise, quality issues in
the training samples can lead to unmitigated dis-
asters (Neff and Nagy, 2016) as it happened to
Microsoft’s Tay by making a huge number of of-
fensive commentaries due to biases in the train-
ing data (Henderson et al., 2018). It is there-
fore not surprising that research and development
into training data acquisition for bots has received
significant consideration (Campagna et al., 2017;
Kang et al., 2018).

Collecting training samples usually involves
two primary steps: (i) firstly, obtaining an ini-
tial utterance for a given user intent (e.g., find a
cafe in Chicago); and (ii) secondly, paraphrasing
this initial expression into multiple variations (Su
et al., 2017; Campagna et al., 2017). Paraphrasing
is thus vital to cover the variety of ways an ex-
pression can be specified (Yang et al., 2018a). As
summarized in (McCarthy et al., 2009), a quality
paraphrases has three components: semantic com-
pleteness, lexical difference, and syntactic differ-
ence. To obtain lexically and syntactically diverse
paraphrase, crowdsourcing paraphrases has gained
popularity in recent years. However, crowd-
sourced paraphrases need to be checked for qual-
ity, given that they are produced by unknown
workers with varied skills and motivations (Cam-
pagna et al., 2017; Daniel et al., 2018). For ex-
ample, spammers, malicious and even inexperi-
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enced crowd-workers may provide misleading, er-
roneous, and semantically invalid paraphrases (Li
et al., 2016; Campagna et al., 2017). Quality is-
sues may also stem from misunderstanding the in-
tent or not covering important information such as
values of the intent parameters (Su et al., 2017).

The common practice for quality assessment
of crowdsourced paraphrases is to design another
crowdsourcing task in which workers validate the
output from others. However, this approach is
costly having to pay for the task twice, making
domain-independent automated techniques a very
appealing alternative. Moreover, quality control is
especially desirable if done before workers submit
their paraphrases, since low quality workers can be
removed early on without any payment. This can
also allow crowdsourcing tasks to provide feed-
back to users in order to assist them in generating
high quality paraphrases (Nilforoshan et al., 2017;
Nilforoshan and Wu, 2018). To achieve this, it
is therefore necessary to automatically recognize
quality issues in crowdsourced paraphrases during
the process of bot development.

In this paper, we investigate common para-
phrasing errors when using crowdsourcing, and
we propose an annotated dataset called Para-
Quality in which each paraphrase is labelled with
the error categories. Accordingly, this work
presents a quantitative data-driven study of incor-
rect paraphrases in bot development process and
paves the way towards enhanced automated detec-
tion of unqualified paraphrased utterances. More
specifically, our contributions are two-folded:

• We obtained a sample set of 6000 para-
phrases using crowdsourcing. To aim for a
broad diversity of samples, the initial expres-
sions were sourced from 40 expressions of
highly popular APIs from various domains.
Next, we examined and analyzed these sam-
ples in order to identify a taxonomy of com-
mon paraphrase errors errors (e.g., cheat-
ing, misspelling, linguistic errors). Accord-
ingly, we constructed an annotated dataset
called Para-Quality (using both crowdsourc-
ing and manual verification), in which the
paraphrases were labeled with a range of dif-
ferent categorized errors.

• We investigated existing tools and services
(e.g., spell and grammar checkers, language
identifiers) to detect potential errors. We for-
mulated baselines for each category of errors

to determine if they were capable to automat-
ically detect such issues. Our experiments in-
dicate that existing tools often have low pre-
cision and recall, and hence our results advo-
cates the need for new approaches in effective
detection of paraphrasing issues.

2 Paraphrase Dataset Collection

Various types of paraphrasing issues have been re-
ported in the literature, namely: spelling errors
(Braunger et al., 2018), grammatical errors (Jiang
et al., 2017; Negri et al., 2012), and missing slot-
value (happens when a worker forget to include
an entity in paraphrases) (Su et al., 2017). We
collected paraphrases for two main reasons: (i)
to have a hands-on experience on how incorrect
paraphrases are generated, and (ii) to annotate the
dataset for building and evaluating paraphrasing
quality control systems.

Methodology. We obtained 40 expressions from
various domains (i.e. Yelp, Skyscanner, Spotify,
Scopus, Expedia, Open Weather, Amazon AWS,
Gamil, Facebook, Bing Image Search) indexed
in ThingPedia (Campagna et al., 2017) and API-
KG1. We then launched a paraphrasing task on
Figure-Eight2. Workers were asked to provide
three paraphrases for a given expression (Jiang
et al., 2017), which is common practice in crowd-
sourced paraphrasing to reduce repetitive results
(Campagna et al., 2017; Jiang et al., 2017). In
the provided expression, parameter values were
highlighted and crowd-workers were asked to pre-
serve them. Each worker’s paraphrases for an ini-
tial utterance are normalized by lowercasing and
removing punctuation. Next, the initial utterance
and the paraphrases are compared to forbid sub-
mitting empty strings or repeated paraphrases, and
checked if they contain highlighted parameter val-
ues (which is also a common practice to avoid
missing parameter values) (Mitchell et al., 2014).
We collected paraphrases from workers in English
speaking countries, and created a dataset contain-
ing 6000 paraphrases (2000 triple-paraphrases) in
total3.

3 Common Paraphrasing Issues

To characterize the types of paraphrasing issues,
two authors of this paper investigated the crowd-

1http://apikg.ngrok.io
2https://www.figure-eight.com
3https://github.com/mysilver/ParaQuality
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sourced paraphrases, and recognized 5 primary
categories of paraphrasing issues. However, we
only considered paraphrase-level issues related to
the validity of a paraphrase without considering
dataset-level quality issues such as lexical diver-
sity (Negri et al., 2012) and bias (Henderson et al.,
2018).

3.1 Spelling Errors
Misspelling has been reported as one of most com-
mon mistakes in paraphrasing (Inaba et al., 2015;
Wang et al., 2012; Chklovski, 2005; Braunger
et al., 2018). In our sample set, we also noticed
misspellings were generated both intentionally (as
an act of cheating to quickly generate a paraphrase
such as Example 2 in Table 1) and unintentionally
(due to a lack of knowledge or a simple mistake
such as Example 3 in Table 1).

3.2 Linguistic Errors
Linguistic errors are also common in crowd-
sourced natural language collections (Jiang et al.,
2017; Negri et al., 2012). Verb errors, preposition
errors, vocabulary errors (improper word substitu-
tions), and incorrect singular/plural nouns, just to
name a few. Moreover, capitalization and article
errors seems abundant (e.g., Example 5 in Table
1). Given that real bot users also make such errors,
it is important to have linguistically incorrect utter-
ances in the training samples (Bapat et al., 2018).
However, at a very least, detecting linguistic errors
can contribute to quality-aware selection of crowd
workers.

3.3 Semantic Errors
This occurs when a paraphrase deviates from the
meaning of the initial utterance (e.g., find cafes in
Chicago). As reported in various studies, work-
ers may forget to mention parameter values (also
known as missing slot)(e.g., find cafes)4 (Cross-
ley et al., 2016; Su et al., 2017; Ravichander et al.,
2017; Wang et al., 2012; Braunger et al., 2018),
provide wrong values (e.g., find cafes in Paris) (Su
et al., 2017; Ravichander et al., 2017; Wang et al.,
2012; Negri et al., 2012; Braunger et al., 2018),
or add unmentioned parameter values(Wang et al.,
2012) (e.g., find two cafes in Chicago). Workers
may also incorrectly use a singular noun instead
of its plural form, and vice versa. For instance,

4In our task design, this type of error cannot happen since
parameter values are checked using regular expressions be-
fore submission

in Example 6 of Table 1, the paraphrase only asks
for the status of one specific burglar alarm while
the expression asks for the status of all burglar
alarms. Making mistakes in paraphrasing comple-
mentary forms of words also exists in the crowd-
sourced dataset. For instance, in Example 7 of Ta-
ble 1, assuming that the bot answers the question
only by saying “YES” or “NO”, the answer for
the paraphrase differs from that of the expression.
However, it will make no difference if the bot’s re-
sponse is more descriptive (e.g., “it’s working”, “it
isn’t working”.) Finally, some paraphrases signif-
icantly diverge from expressions. For instance, in
Example 8 of Table 1, the intent of paraphrase is to
turn off the TV; however, that of initial utterance
is to query about the TV status.

3.4 Task Misunderstanding
In some cases, workers misunderstood the task
and provided translations in their own native lan-
guages (referred to as Translation issues) (Cross-
ley et al., 2016; Braunger et al., 2018; Bapat et al.,
2018), and some mistakenly thought they should
provide answers for expressions phrased as ques-
tions (referred to as Answering issues) such as Ex-
ample 9 in Table 1. This occurred even though
workers were provided with comprehensive in-
structions and examples. We infer that some work-
ers did not read the instructions, ignoring the pos-
sibility of cheating.

3.5 Cheating
In crowdsourced tasks, collecting paraphrases is
not immune to unqualified workers, cheaters, or
spammers (Daniel et al., 2018; Crossley et al.,
2016; Chklovski, 2005).

Detecting malicious behaviour is vital because
even constructive feedback may not guarantee
quality improvements as workers act carelessly
on purpose. Cheating is thus considered a spe-
cial case of Semantic Error which is done inten-
tionally. It is difficult even for experts to detect
if someone is cheating or unintentionally making
mistakes. However, it becomes easier when we
consider all three paraphrases written by a worker
for a given expression at once. For example, in
Example 10 of Table 1, the malicious worker re-
moves words one by one to generate new para-
phrases. In this example, we also notice that it is
still possible that a cheater produces a valid para-
phrase accidentally such as the first paraphrase in
Example 10. Workers may also start providing

297



# Label Sample

1 Correct Expression Create a public playlist named new playlist
Paraphrase ⊲ Make a public playlist named new playlist

2 Spelling Errors Expression Estimate the taxi fare from the airport to home
Paraphrase ⊲ Estimate the taxi fare from the airport to hom

3 Spelling Errors Expression Estimate the taxi fare from the airport to home
Paraphrase ⊲ Tell me about the far from airport to home

4 Spelling Errors Expression Where should I try coffee near Newtown?
Paraphrase ⊲ Find cafes near Newtown

5 Linguistic Errors Expression Estimate the taxi fare from the airport to home
Paraphrase ⊲ How much for taxi from airport to home

6 Semantic Errors Expression Are the burglar alarms in the office malfunctioning?
Paraphrase ⊲ Is the burglar alarm faulty in our work place?

7 Semantic Errors Expression Are the burglar alarms in the office malfunctioning?
Paraphrase ⊲ Are the office alarms working?

8 Semantic Errors Expression Is the TV in the house off?
Paraphrase ⊲ Can you turn off the TV in the house if it’s on?

9 Task Misunderstanding Expression Estimate the taxi fare from the airport to home?
Paraphrase ⊲ Airport to home is $50

10 Cheating Expression Request a taxi from airport to home
Paraphrases ⊲ A taxi from airport to home

⊲ Taxi from airport to home
⊲ From airport to home

11 Cheating Expression I want reviews for McDonald at Kensington st.
Paraphrases ⊲ I want reviews g for McDonald at Kensington st.

⊲ I want for reviews for McDonald at Kensington st.
⊲ I want reviegws for McDonald at Kensington st.

12 Cheating Expression I want reviews for McDonald at Kensington st.
Paraphrases ⊲ I want to do reviews for McDonald’s in Kensington st.

⊲ I would like to do reviews for McDonald’s in Kensington st.
⊲ I could do reviews for McDonald’s in Kensington st.

13 Cheating Expression Create a public playlist named NewPlaylist
Paraphrases ⊲ That song hits the public NewPlaylist this year

⊲ Public really loved that NewPlaylist played on the event
⊲ Public saw many NewPlaylist this year

14 Cheating Expression Estimate the taxi fare from the airport to home
Paraphrases ⊲ What is the fare of taxi from airport to home

⊲ Tell me about fare from airport to home
⊲ You have high taxi fare airport to home

Table 1: Paraphrase Samples

faulty paraphrases after generating some correct
paraphrases as shown in Example 14 of Table 1.
Based on our observations, the simplest mode of
cheating is to add a few random characters to the
source sentence as shown in Example 11. Next is
adding a few words to the source sentence without
much editing as shown in Example 12. Finally,
there are cheaters who rewrite and change the sen-
tences substantially in a very random way such as
Example 13.

4 Dataset Annotation

Next, we designed another crowdsourcing task to
annotate the collected paraphrases according to
the category of issues devised above. Namely,
using following labels: Correct, Semantic Error,
Misspelling, Linguistic Error, Translation, An-
swering, and Cheating. We split the category of

misunderstanding issues into Translation and An-
swering because they require different methods to
detect.

Methodology. In the annotation task, crowd
workers were instructed to label each paraphrase
with the paraphrasing issues. Next, to further in-
crease the quality of annotations 5, two authors of
this paper manually re-annotated the paraphrases
to resolve disagreements between crowd annota-
tors. Moreover, contradictory labels (e.g., a para-
phrase cannot be labeled both Correct and Mis-
spelling simultaneously) were checked to ensure
consistency. The overall Kappa test showed a
high agreement coefficient between the annota-
tors (McHugh, 2012) by Kappa being 0.85. Table
2 also shows the pair-wise inter-annotator agree-

5because of weak agreement between crowd workers
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Label Kappa

Correct 0.900
Misspelling 0.972
Linguistic Errors 0.879
Translation 1.000
Answering 0.855
Cheating 0.936
Semantic Errors 0.833

Table 2: Pairwise Inter-Annotator Agreement

ment (Cohen, 1960). Next, the authors discussed
and revised the re-annotated labels to further in-
crease the quality of annotations by discussing and
resolving disagreements.

Statistics. Figure 1 shows the frequencies of
each label in the crowdsourced paraphrases as
well as their co-occurrences in an UpSet plot (Lex
et al., 2014) using Intervene (Khan and Mathe-
lier, 2017). Accordingly we infer that only 61%
of paraphrases are labeled Correct. This plot also
shows how many times two labels co-occurred.
For example, all paraphrases which are labeled
Translation (24 times), are also labeled Cheating6.

5 Automatic Error Detection

Automatically detecting paraphrasing issues, es-
pecially when done during the crowd task, can
minimize the cost of crowdsourcing by eliminat-
ing malicious workers, reducing the number of er-
roneous paraphrases, and eliminating the need for
launching another crowdsourced validation task.
Moreover, by detecting Misspelling and Linguistic
Errors, users can be provided with proper feed-
back to help them improve the quality of para-
phrasing by showing the source of error and sug-
gestions to address the error (e.g., “Spelling er-
ror detected: articl → article”). Detecting Se-
mantic Errors, such as missing parameter val-
ues, can also help crowd workers to generate high
quality correct paraphrases. Automated methods
can also be used to identify low quality workers,
and particularly cheaters who may generate po-
tentially large amount of invalid paraphrases in-
tentionally. Moreover, providing suggestions to
cheaters will not help and therefore early detection
is of paramount.

6We used Google Translate to check whether they were
proper translations or just random sentences in other lan-
guages

Spell Checker Precision Recall F1

Aspell8 0.249 0.618 0.354
Hunspell9 0.249 0.619 0.355
MySpell10 0.249 0.619 0.355
Norvig11 0.488 0.655 0.559
Ginger12 0.540 0.719 0.616
Yandex13 0.571 0.752 0.650
Bing Spell Check14 0.612 0.737 0.669
LanguageTool15 0.630 0.727 0.674

Table 3: Comparison of Spell Checkers

In a pre-hoc quality control approach for crowd-
sourced paraphrases, the most important metric
seems to be the precision of detecting invalid para-
phrases (Nilforoshan et al., 2017). That is because
the main aim of using such a quality control ap-
proach is rejecting invalid paraphrases without re-
jecting correct ones (Burrows et al., 2013). This
is essential because rejecting correct paraphrases
would be unfair and unproductive. For instance,
sincere and trustful crowd workers might not get
paid as a result of false-positives (incorrectly de-
tected errors). On the other hand, having a high
recall in detecting invalid paraphrases is important
to eliminate faulty paraphrases and consequently
obtain robust training samples.

Moreover, such a quality control technique
should ideally be domain-independent, accessible,
and easily-operated to minimize the cost of cus-
tomization for a special domain and requiring paid
experts (e.g., an open source pre-built machine
learning model). In the rest of this section, we
examine current tools and approaches and discuss
their effectiveness in assessing the paraphrasing
issues.

5.1 Spelling Errors

We employed several spell checkers as listed in
Table 3 to examine if they are effective in recog-
nizing spelling errors. We looked up Wikipedia,
Github, and ProgrammableWeb7 to find available
tools and APIs for this purpose.

7https://www.programmableweb.com
8http://aspell.net/
9http://hunspell.github.io/

10http://www.openoffice.org/lingucomponent/dictionary.html
11https://github.com/barrust/pyspellchecker
12https://www.gingersoftware.com/ grammarcheck
13https://tech.yandex.ru/speller/
14https://azure.microsoft.com/en-us/services/cognitive-

services/spell-check/
15https://languagetool.org
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Figure 1: Dataset Label Statistics

Even though detecting misspelled words seems
easy with existing automatic spellcheckers, they
fall short in a few cases. This can be also con-
cluded from Table 3 by considering the preci-
sion and recall of each spell checker in detect-
ing only paraphrases with misspellings. For in-
stance, spell checkers are often unable to identify
homonyms (Perelman, 2016), incorrectly mark
proper nouns and unusual words (Bernstein et al.,
2015), and sometimes do not identify wrong
words that are properly spelled (Chisholm and
Henry, 2005). For instance, in Example 1 of Ta-
ble 1, the “new playlist” is incorrectly detected as
a misspelled word by LanguageTool (the best per-
former as listed in Table 3). In Example 3, the
word “far” is not detected even though the worker
has misspelled the word “fare”. In Example 4, the
word “Newtown” (a suburb in Sydney) is mistak-
enly detected as a misspelling error. Some of these
deficiencies can be addressed. For instance, in the
case of spelling errors, assuming that the initial ex-
pressions given to the crowd are free of typos, we
can ignore false-positives like the “Newtown” and
“new playlist”.

5.2 Linguistic Errors

We investigated how well grammar checkers per-
form in detecting linguistic errors. We employed
several grammar checkers as listed in Table 4.

Our experiments shows that spell checkers
have both low precision and recall. Perel-
man (Perelman, 2016) also conducted several
experiments with major commercial and non-
commercial grammar checkers, and identified that

Grammar Checker Precision Recall F1

AfterDeadline17 0.228 0.069 0.106
Ginger 0.322 0.256 0.285
GrammarBot18 0.356 0.139 0.200
LanguageTool 0.388 0.098 0.156

Table 4: Comparison of Grammar Checkers

grammar checkers are unreliable. Based on our
observations, grammar checkers often fail in de-
tecting linguistic errors as shown in Table 4. Ex-
amples include improper use of words (e.g., “Who
is the latest scientific article of machine learn-
ing?”), random sequence of words generated by
cheaters (e.g., “Come the next sing”), and missing
articles16 (e.g., “I’m looking for flight for Tehran
to Sydney”). Given these examples, we believe
that language models can be used to measure the
likelihood of a sequence of words to detect if it is
linguistically acceptable.

5.3 Translation

We also investigated several language detectors
to evaluate how well they perform when crowd
workers use another language instead of English.
The results of experiment in Table 5 indicate that
these tools detect almost all sentences in other lan-
guages. But they produce lots of false-positives in-
cluding for correct English sentences (e.g., “play
next song”). As a result, the tools in our experi-

16Missing articles in expressions similar to newspaper
headlines are not considered error in the dataset (e.g., “Hotel
near Disneyland”)

17https://www.afterthedeadline.com
18https://www.grammarbot.io
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Language Detector Precision Recall F1

FastText19 0.072 1.000 0.135
LangDetect20 0.080 0.917 0.147
LanguageIdentifier21 0.080 0.917 0.147
IBM Watson22 0.170 0.958 0.289
DetectLanguage23 0.344 0.917 0.500

DetectLanguage+ 0.909 1.000 0.952

Table 5: Language Detection

ment have low precision in detecting languages as
shown in Table 5. Most of the false-positives are
caused by sentences that contain unusual words
such as misspellings and named entities in the sen-
tence (e.g., Email Phil saying “I got you”).

One possible approach to improve the precision
of such tools and APIs is to check if a given para-
phrase has spelling errors prior to using language
detection tools. We therefore extended the Detect-
Language (the best performing tool) by adding a
constraint: a sentence is not written in another
language unless it has at least two spelling er-
rors. This constraint is based on the assumption
that spell checkers treat foreign words as spelling
errors and a sentence has at least two words to
be called a sentence. This approach (Detect-
Language+ in Table 5) significantly reduced the
number of false-positives and thus improved pre-
cision.

5.4 Answering
Dialog Acts (DAs) (Jurafsky and Martin, 2018),
also known as speech acts, represent general in-
tents of an utterance. DA tagging systems la-
bel utterances with a predefined set of utterance
types (Directive, Commissive, Informative, etc
(Mezza et al., 2018).) Based on the fact that
DAs must remain consistent during paraphrasing,
we employed a state-of-art, domain-independent,
pre-trained DA tagger proposed in (Mezza et al.,
2018). For example, if an initial utterance is a
question (e.g., are there any cafes nearby?) it is
acceptable to paraphrase it into a directive sen-
tence (e.g., find cafes nearby.), but its speech act
cannot be informative (e.g., there is a cafe on the
corner.). Overall, due to the lack of any other

19https://fasttext.cc/blog/2017/10/02/blog-
post.html(Joulin et al., 2017)

20https://pypi.org/project/langdetect/
21https://github.com/saffsd/langid.py
22https://console.bluemix.net/apidocs/language-

translator#identify-language
23https://ws.detectlanguage.com

domain-independent DA tagger for the English
language, we only investigated this tagger. We
found that it has a precision of 2% with recall
of 63%. This shows that detecting speech acts
is a very challenging task especially for domain-
independent environments.

Advances in speech act detection and availabil-
ity of public speech act datasets can assist in de-
tecting this category of the paraphrasing issues.
Moreover, it is feasible to automatically generate
pairs of questions and answers by mining datasets
in the fields of Question Answering and dialog
systems. Automatically building such pairs can
help building a dataset which is diverse enough
to be used in practice. Such a dataset can be fed
into deep learning algorithms to yield better per-
formance in detecting Answering issues.

5.5 Semantic Errors & Cheating

To the best our knowledge, there is not yet an
approach to distinguish between categories of se-
mantically invalid paraphrases. Paraphrase detec-
tion and textual semantic similarity (STS) meth-
ods are designed to measure how two pieces of text
are semantically similar. However, they do not dif-
ferentiate between different types of errors (e.g.,
Cheating, Answering, Semantic Errors) in our set-
tings. As such, these techniques are not directly
applicable. In the rest of this section, we focus
on building machine learning models to detect the
paraphrasing errors.

For this purpose, we used 38 established fea-
tures from the literature as summarized in Table 6.
Using these features and Weka (Hall et al., 2009),
we built various classifiers to detect the following
paraphrasing issues: Answering, Semantic Errors,
and Cheating. We chose to test the five classifica-
tion algorithms applied in paraphrasing literature
as mentioned in (Burrows et al., 2013): C4.5 Deci-
sion Tree, K-Nearest Neighbor (K=50), Maximum
Entropy, Naive Bayes, and Support Vector Ma-
chines (SVM) using default Weka 3.6.13 param-
eters for each of the classification algorithms. We
also experimented with Random Forest algorithm
since it is a widely-used classifier. We did not
apply deep learning based classifiers directly due
to the lack of expressions in the collected dataset
which seems essential for developing domain in-
dependent classifiers. While our dataset is reason-
ably large, it contains only 40 expressions (each
having 150 paraphrases). Given that deep learn-
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Category # Description

N-gram Features 12 N-gram overlap, exclusive longest common prefix n-gram overlap, and SUMO all proposed in
(Joao et al., 2007), as well as Gaussian, Parabolic, and Trigonometric proposed in (Cordeiro
et al., 2007), Paraphrase In N-gram Changes (PINC) (Chen and Dolan, 2011), Bilingual Eval-
uation Understudy (BLEU) (Papineni et al., 2002), Google’s BLEU (GLEU) (Wu et al., 2016),
NIST (Doddington, 2002), Character n-gram F-score (CHRF) (Popović, 2016), and the length
of the longest common subsequence.

Semantic Similarity 15 Semantic Textual Similarity (Fakouri-Kapourchali et al., 2018), Word Mover’s Distance (Kus-
ner et al., 2015) between words embeddings of expression and paraphrase, cosine similarity
and euclidean distance between vectors of expression and paraphrase generated by Sent2Vec
(Pagliardini et al., 2018), InferSent (Conneau et al., 2017), Universal Sentence Encoder (Cer
et al., 2018), Concatenated Power Mean Embeddings (Rücklé et al., 2018), tenses of sentences,
pronoun used in the paraphrase, and miss-matched named entities

Others 11 Number of spelling and grammatical errors detected by LanguageTool, task completion time,
edit distance, normalized edit distance, word-level edit distance (Fakouri-Kapourchali et al.,
2018), length difference between expression and paraphrase (in characters and words), and sim-
ple functions to detect questions, imperative sentences, and answering.

Table 6: Summary of Feature Library

Classifier Precision Recall F1

Random Forest 0.947 0.129 0.226
Maximum Entropy 0.564 0.157 0.246
Decision Tree 0.527 0.350 0.421

Table 7: Automatic Answering Detection

Classifier Precision Recall F1

Random Forest 0.798 0.120 0.209
Decision Tree 0.377 0.276 0.319
Naive Bayes 0.171 0.783 0.280

Table 8: Automatic Semantic Error Detection

Classifier Precision Recall F1

SVM 0.878 0.223 0.356
K-Nearest Neighbor 0.871 0.248 0.386
Random Forest 0.843 0.546 0.663
Maximum Entropy 0.756 0.440 0.557
Decision Tree 0.632 0.566 0.597
Naive Bayes 0.473 0.426 0.449

Table 9: Automatic Cheating Detection

ing techniques are data thirsty (Goodfellow et al.,
2016; Yang et al., 2018a), to use these kinds of
models and eliminate the burden of manual feature
engineering, much more expressions are needed.
Instead, we benefited from the state-of-art sen-
tence encoders via Transfer Learning as listed in
Table 6.

Table 7, 8, and 9 demonstrate the performance
of various classifiers (excluding classifiers with F1
being less than 0.2) for each of paraphrasing issues
using 10-fold cross validation. To keep the clas-
sifiers domain-independent, we split the dataset
based on the expressions without sharing any para-

phrases of a single expression between the test
and train samples. It can be seen that automat-
ically detecting these quality issues is very chal-
lenging; even the best performing classifier has a
very low F1 score especially for detecting Answer-
ing and Semantic Error issues. Based on manual
exploration, we also found that the classifiers fail
to recognize complex cheating behaviours such
as Example 13 in Table 1 as discussed in Sec-
tion 3. Therefore, new approaches are required
to accurately detect paraphrasing issues. Based
on our explorations and a prior work (McCarthy
et al., 2009), we postulate that accurately detecting
linguistic errors such as grammatically incorrect
paraphrases can play indispensable role in detect-
ing cheating behaviours. Moreover, advances in
measuring semantic similarity between sentences
can help differentiate between semantically in-
valid paraphrases and correct ones.

5.6 Incorrect Paraphrases Detection

We also assessed the performance of detecting in-
correct paraphrases regardless of their categories.
In this setting, we labeled all incorrect sentences
with a single label (“Incorrect”) regardless of
their categories. Table 10 demonstrates the per-
formance of various classifiers. Detecting incor-
rect paraphrases is useful for post-hoc quality con-
trol to remove incorrect paraphrases after crowd-
sourcing paraphrases and consequently eliminate
the need for crowdsourced validation task.

6 Related Work

To the best of our knowledge, that our work is the
first to categorize paraphrasing issues and propose
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Classifier Precision Recall F1

K-Nearest Neighbor 0.799 0.341 0.478
Random Forest 0.781 0.551 0.646
Maximum Entropy 0.721 0.489 0.583
SVM 0.709 0.289 0.411
Decision Tree 0.633 0.585 0.608
Naive Bayes 0.574 0.557 0.565

Table 10: Automatic Incorrect Paraphrase Detection

an annotated dataset for assessing quality issues of
paraphrased user expressions. Nevertheless, our
work is related to the areas of (i) quality control in
crowdsourced natural language datasets; and (ii)
semantic similarity.

Quality Control. Quality can be assessed after
or before data acquisition. While post-hoc meth-
ods evaluate quality when all paraphrases are col-
lected, pre-hoc methods can prevent submission
of low quality paraphrases during crowdsourcing.
The most prevalent post-hoc approach is launch-
ing a verification task to evaluate crowdsourced
paraphrases (Negri et al., 2012; Tschirsich and
Hintz, 2013). However, automatically remov-
ing misspelled paraphrases (Wang et al., 2012)
and discarding submissions from workers with
low/high task completion time (Ma et al., 2017)
are also applied in literature. Machine learning
models have also been explored in plagiarism de-
tection systems to assure quality of crowdsourced
paraphrases (Crossley et al., 2016; Burrows et al.,
2013).

Pre-hoc methods, on the other hand, rely on on-
line approaches to asses the quality of the data pro-
vided during crowdsourcing (Nilforoshan et al.,
2017). Sophisticated techniques are required to
avoid generation of erroneous paraphrases (e.g.,
automatic feedback generation was used to assist
crowd workers in generating high quality para-
phrases). Precog (Nilforoshan et al., 2017) is an
example of such tools which is based on a su-
pervised method for generating automatic writ-
ing feedback for multi-paragraph text– designed
mostly for crowdsourced product reviews (Nil-
foroshan et al., 2017; Nilforoshan and Wu, 2018).
This paper aims for paving the way for building
automatic pre-hoc approaches, and providing ap-
propriate online feedback to users to assist them
in generating appropriate paraphrases. However,
the provided dataset can also be used for build-
ing post-hoc methods to automatically omit faulty
paraphrases.

Semantic Similarity. Measuring similarity be-
tween units of text plays an important role in
Natural Language Processing (NLP). Several NLP
tasks have been designed to cover various aspects
and usages of textual similarity. Examples in-
clude textual entailment, semantic textual simi-
larity (Yang et al., 2018b; Fakouri-Kapourchali
et al., 2018), paraphrase detection (Agarwal et al.,
2018; Issa et al., 2018), duplicate question de-
tection (Mannarswamy and Chidambaram, 2018)
tasks which are studied well in NLP. Moreover, re-
cent success in sentence encoders (e.g., Sent2Vec
(Pagliardini et al., 2018), InferSent (Conneau
et al., 2017), Universal Sentence Encoder (Cer
et al., 2018), and Concatenated Power Mean Em-
beddings (Rücklé et al., 2018)) can be exploited
to detect paraphrasing issues with more accuracy.
These techniques can be borrowed with some do-
main specific considerations to build automatic
quality control systems for detecting low quality
paraphrases.

7 Conclusion

In this paper, we employed a data-driven ap-
proach to investigate and quantitatively study var-
ious crowdsourced paraphrasing issues. We dis-
cussed how automatic techniques for detecting
various quality issues can assist the manual pro-
cess of crowdsourced paraphrasing. We collected
an annotated dataset of crowdsourced paraphras-
ing in which each paraphrase is labeled with asso-
ciated paraphrasing issues. We used this dataset to
assess existing tools and techniques and to deter-
mine whether they are sufficient for automatically
detecting such issues. Our experiments revealed
that automated detection of errors in paraphrases
is a challenging task. As a future work, we will
be working on devising automated-assisted meth-
ods for detection of paraphrasing issues. This will
be based on a two-way feedback mechanism: gen-
erating feedback for workers, while at the same
time the system learns from the (data of) users to
improve its machine intelligence. In time, we en-
vision increasingly less dependence on users.
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Abstract

To bridge the gap between the capabilities
of the state-of-the-art in factoid question an-
swering (QA) and what users ask, we need
large datasets of real user questions that cap-
ture the various question phenomena users are
interested in, and the diverse ways in which
these questions are formulated. We introduce
ComQA, a large dataset of real user questions
that exhibit different challenging aspects such
as compositionality, temporal reasoning, and
comparisons. ComQA questions come from
the WikiAnswers community QA platform,
which typically contains questions that are not
satisfactorily answerable by existing search
engine technology. Through a large crowd-
sourcing effort, we clean the question dataset,
group questions into paraphrase clusters, and
annotate clusters with their answers. ComQA
contains 11, 214 questions grouped into 4,834
paraphrase clusters. We detail the process of
constructing ComQA, including the measures
taken to ensure its high quality while mak-
ing effective use of crowdsourcing. We also
present an extensive analysis of the dataset and
the results achieved by state-of-the-art systems
on ComQA, demonstrating that our dataset
can be a driver of future research on QA.

1 Introduction

Factoid QA is the task of answering natural lan-
guage questions whose answer is one or a small
number of entities (Voorhees and Tice, 2000). To
advance research in QA in a manner consistent
with the needs of end users, it is important to
have access to datasets that reflect real user infor-
mation needs by covering various question phe-
nomena and the wide lexical and syntactic vari-
ety in expressing these information needs. The

1The main part of this work was carried out when the au-
thor was at the Max Planck Institute for Informatics.

A: [https://en.wikipedia.org/wiki/cairo]

Q: “largest city located along the Nile river?”
Q: “largest city by the Nile river?”
Q: “What is the largest city in Africa that is on the banks of the 
       Nile river?”

Cluster 2 comparison

Q: “Who was the Britain’s leader during WW1?”
Q: “Who ran Britain during WW1?”
Q: “Who was the leader of Britain during World War One?”

Cluster 1

A: [https://en.wikipedia.org/wiki/h._h._asquith, 
      https://en.wikipedia.org/wiki/david_lloyd_george] 

temporal

Q: “John Travolta and Jamie Lee Curtis acted in this film?”
Q: “Jamie Lee Curtis and John Travolta played together in this
      movie?”
Q: “John Travolta and Jamie Lee Curtis were actors in this
      film?”

Cluster 3

A: [https://en.wikipedia.org/wiki/perfect_(film)

compositional

Q: “Who is the first human landed in Mars?”
Q: “Who was the first human being on Mars?”
Q: “first human in Mars?”

Cluster 4

A: []

empty answer

Figure 1: ComQA paraphrase clusters covering a range
of question aspects e.g., temporal and compositional
questions, with lexical and syntactic diversity.

benchmarks should be large enough to facilitate
the use of data-hungry machine learning methods.
In this paper, we present ComQA, a large dataset
of 11,214 real user questions collected from the
WikiAnswers community QA website. As shown
in Figure 1, the dataset contains various question
phenomena. ComQA questions are grouped into
4,834 paraphrase clusters through a large-scale
crowdsourcing effort, which capture lexical and
syntactic variety. Crowdsourcing is also used to
pair paraphrase clusters with answers to serve as
a supervision signal for training and as a basis for
evaluation.

Table 1 contrasts ComQA with publicly avail-
able QA datasets. The foremost issue that ComQA
tackles is ensuring research is driven by informa-
tion needs formulated by real users. Most large-
scale datasets resort to highly-templatic syntheti-
cally generated natural language questions (Bor-
des et al., 2015; Cai and Yates, 2013; Su et al.,
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Dataset Large scale (> 5K) Real Information Needs Complex Questions Question Paraphrases

ComQA (This paper) 3 3 3 3

Free917 (Cai and Yates, 2013) 7 7 7 7

WebQuestions (Berant et al., 2013) 3 3 7 7

SimpleQuestions (Bordes et al., 2015) 3 7 7 7

QALD (Usbeck et al., 2017) 7 7 3 7

LC-QuAD (Trivedi et al., 2017) 3 7 3 7

ComplexQuestions (Bao et al., 2016) 7 3 3 7

GraphQuestions (Su et al., 2016) 3 7 3 3

ComplexWebQuestions (Talmor and Berant, 2018) 3 7 3 7

TREC (Voorhees and Tice, 2000) 7 3 3 7

Table 1: Comparison of ComQA with existing QA datasets over various dimensions.

2016; Talmor and Berant, 2018; Trivedi et al.,
2017). Other datasets utilize search engine logs
to collect their questions (Berant et al., 2013),
which creates a bias towards simpler questions
that search engines can already answer reasonably
well. In contrast, ComQA questions come from
WikiAnswers, a community QA website where
users pose questions to be answered by other
users. This is often a reflection of the fact that such
questions are beyond the capabilities of commer-
cial search engines and QA systems. Questions in
our dataset exhibit a wide range of interesting as-
pects such as the need for temporal reasoning (Fig-
ure 1, cluster 1), comparison (Figure 1, cluster 2),
compositionality (multiple subquestions with mul-
tiple entities and relations) (Figure 1, cluster 3),
and unanswerable questions (Figure 1, cluster 4).

ComQA is the result of a carefully designed
large-scale crowdsourcing effort to group ques-
tions into paraphrase clusters and pair them with
answers. Past work has demonstrated the bene-
fits of paraphrasing for QA (Abujabal et al., 2018;
Berant and Liang, 2014; Dong et al., 2017; Fader
et al., 2013). Motivated by this, we judiciously use
crowdsourcing to obtain clean paraphrase clusters
from WikiAnswers’ noisy ones, resulting in ones
like those shown in Figure 1, with both lexical and
syntactic variations. The only other dataset to pro-
vide such clusters is that of Su et al. (2016), but
that is based on synthetic information needs.

For answering, recent research has shown that
combining various resources for answering sig-
nificantly improves performance (Savenkov and
Agichtein, 2016; Sun et al., 2018; Xu et al., 2016).
Therefore, we do not pair ComQA with a specific
knowledge base (KB) or text corpus for answer-
ing. We call on the research community to in-
novate in combining different answering sources
to tackle ComQA and advance research in QA.
We use crowdsourcing to pair paraphrase clus-

ters with answers. ComQA answers are primar-
ily Wikipedia entity URLs. This has two motiva-
tions: (i) it builds on the example of search engines
that use Wikipedia entities as answers for entity-
centric queries (e.g., through knowledge cards),
and (ii) most modern KBs ground their entities
in Wikipedia. Wherever the answers are tempo-
ral or measurable quantities, we use TIMEX31 and
the International System of Units2 for normaliza-
tion. Providing canonical answers allows for bet-
ter comparison of different systems.

We present an extensive analysis of ComQA,
where we introduce the various question aspects
of the dataset. We also analyze the results of
running state-of-the-art QA systems on ComQA.
ComQA exposes major shortcomings in these sys-
tems, mainly related to their inability to handle
compositionality, time, and comparison. Our de-
tailed error analysis provides inspiration for av-
enues of future work to ensure that QA systems
meet the expectations of real users. To summarize,
in this paper we make the following contributions:

• We present a dataset of 11,214 real user ques-
tions collected from a community QA web-
site. The questions exhibit a range of aspects
that are important for users and challenging
for existing QA systems. Using crowdsourc-
ing, questions are grouped into 4,834 para-
phrase clusters that are annotated with an-
swers. ComQA is available at: http://qa.

mpi-inf.mpg.de/comqa.

• We present an extensive analysis and quantify
the various difficulties in ComQA. We also
present the results of state-of-the art QA sys-
tems on ComQA, and a detailed error analy-
sis.

1http://www.timeml.org
2https://en.wikipedia.org/wiki/SI
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2 Related Work

There are two main variants of the factoid QA
task, with the distinction tied to the underlying an-
swering resources and the nature of answers. Tra-
ditionally, QA has been explored over large tex-
tual corpora (Cui et al., 2005; Harabagiu et al.,
2001, 2003; Ravichandran and Hovy, 2002; Sa-
quete et al., 2009) with answers being textual
phrases. Recently, it has been explored over large
structured resources such as KBs (Berant et al.,
2013; Unger et al., 2012), with answers being se-
mantic entities. Recent work demonstrated that
the two variants are complementary, and a com-
bination of the two results in the best perfor-
mance (Sun et al., 2018; Xu et al., 2016).

QA over textual corpora. QA has a long tra-
dition in IR and NLP, including benchmarking
tasks in TREC (Voorhees and Tice, 2000; Dietz
and Gamari, 2017) and CLEF (Magnini et al.,
2004; Herrera et al., 2004). This has predom-
inantly focused on retrieving answers from tex-
tual sources (Ferrucci, 2012; Harabagiu et al.,
2006; Prager et al., 2004; Saquete et al., 2004; Yin
et al., 2015). In IBM Watson (Ferrucci, 2012),
structured data played a role, but text was the
main source for answers. The TREC QA evalu-
ation series provide hundreds of questions to be
answered over documents, which have become
widely adopted benchmarks for answer sentence
selection (Wang and Nyberg, 2015). ComQA is
orders of magnitude larger than TREC QA.

Reading comprehension (RC) is a recently in-
troduced task, where the goal is to answer a ques-
tion from a given textual paragraph (Kociský et al.,
2017; Lai et al., 2017; Rajpurkar et al., 2016;
Trischler et al., 2017; Yang et al., 2015). This set-
ting is different from factoid QA, where the goal is
to answer questions from a large repository of data
(be it textual or structured), and not a single para-
graph. A recent direction in RC is dealing with
unanswerable questions from the underlying data
(Rajpurkar et al., 2018). ComQA includes such
questions to allow tackling the same problem in
the context of factoid QA.

QA over KBs. Recent efforts have focused
on natural language questions as an interface for
KBs, where questions are translated to struc-
tured queries via semantic parsing (Bao et al.,
2016; Bast and Haussmann, 2015; Fader et al.,
2013; Mohammed et al., 2018; Reddy et al., 2014;
Yang et al., 2014; Yao and Durme, 2014; Yahya

et al., 2013). Over the past five years, many
datasets were introduced for this setting. How-
ever, as Table 1 shows, they are either small
in size (Free917, and ComplexQuestions), com-
posed of synthetically generated questions (Sim-
pleQuestions, GraphQuestions, LC-QuAD and
ComplexWebQuestions), or are structurally sim-
ple (WebQuestions). ComQA addresses these
shortcomings. Returning semantic entities as an-
swers allows users to further explore these entities
in various resources such as their Wikipedia pages,
Freebase entries, etc. It also allows QA systems to
tap into various interlinked resources for improve-
ment (e.g., to obtain better lexicons, or train bet-
ter NER systems). Because of this, ComQA pro-
vides semantically grounded reference answers in
Wikipedia (without committing to Wikipedia as an
answering resource). For numerical quantities and
dates, ComQA adopts the International System of
Units and TIMEX3 standards, respectively.

3 Overview

In this work, a factoid question is a question
whose answer is one or a small number of entities
or literal values (Voorhees and Tice, 2000) e.g.,
“Who were the secretaries of state under Barack
Obama?” and “When was Germany’s first post-
war chancellor born?”.

3.1 Questions in ComQA
A question in our dataset can exhibit one or more
of the following phenomena:

• Simple: questions about a single property of an
entity (e.g., “Where was Einstein born?”)

• Compositional: A question is compositional if
answering it requires answering more primitive
questions and combining these. These can be
intersection or nested questions. Intersection
questions are ones where two or more subques-
tions can be answered independently, and their
answers intersected (e.g., “Which films featur-
ing Tom Hanks did Spielberg direct?”). In
nested questions, the answer to one subquestion
is necessary to answer another (“Who were the
parents of the thirteenth president of the US?”).

• Temporal: These are questions that require
temporal reasoning for deriving the answer, be
it explicit (e.g., ‘in 1998’), implicit (e.g., ‘dur-
ing the WWI’), relative (e.g., ‘current’), or la-
tent (e.g. ‘Who is the US president?’). Tempo-
ral questions also include those whose answer
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is an explicit temporal expression (“When did
Trenton become New Jersey’s capital?”).

• Comparison: We consider three types of com-
parison questions: comparatives (“Which rivers
in Europe are longer than the Rhine?”), su-
perlatives (“What is the population of the
largest city in Egypt?”), and ordinal questions
(“What was the name of Elvis’s first movie?”).

• Telegraphic (Joshi et al., 2014): These are
short questions formulated in an informal man-
ner similar to keyword queries (“First president
India?”). Systems that rely on linguistic analy-
sis often fail on such questions.

• Answer tuple: Where an answer is a tuple of
connected entities as opposed to a single entity
(“When and where did George H. Bush go to
college, and what did he study?”).

3.2 Answers in ComQA

Recent work has shown that the choice of an-
swering resource, or the combination of re-
sources significantly affects answering perfor-
mance (Savenkov and Agichtein, 2016; Sun et al.,
2018; Xu et al., 2016). Inspired by this, ComQA
is not tied to a specific resource for answer-
ing. To this end, answers in ComQA are primar-
ily Wikipedia URLs. This enables QA systems
to combine different answering resources which
are linked to Wikipedia (e.g., DBpedia, Freebase,
YAGO, Wikidata, etc). This also allows seamless
comparison across these QA systems. An answer
in ComQA can be:

• Entity: ComQA entities are grounded in
Wikipedia. However, Wikipedia is inevitably
incomplete, so answers that cannot be grounded
in Wikipedia are represented as plain text. For
example, the answer for “What is the name of
Kristen Stewart adopted brother?” is {Taylor
Stewart, Dana Stewart}.
• Literal value: Temporal answers follow the

TIMEX3 standard. For measurable quantities,
we follow the International System of Units.

• Empty: In the factoid setting, some questions
can be based on a false premise, and hence, are
unanswerable e.g., “Who was the first human
being on Mars?” (no human has been on Mars,
yet). The correct answer to such questions is
the empty set. Such questions allow systems to
cope with these cases. Recent work has started
looking at this problem (Rajpurkar et al., 2018).

4 Dataset Construction

Our goal is to collect factoid questions that repre-
sent real information needs and cover a range of
question aspects. Moreover, we want to have dif-
ferent paraphrases for each question. To this end,
we tap into the potential of community QA plat-
forms. Questions posed there represent real infor-
mation needs. Moreover, users of those platforms
provide (noisy) annotations around questions e.g.,
paraphrase clusters. In this work, we exploit the
annotations where users mark questions as dupli-
cates as a basis for paraphrase clusters, and clean
those. Concretely, we started with the WikiAn-
swers crawl by Fader et al. (2014). We obtained
ComQA from this crawl primarily through a large-
scale crowdsourcing effort, which we describe in
what follows.

The original resource curated by Fader et al.
contains 763M questions. Questions in the crawl
are grouped into 30M paraphrase clusters based on
feedback from WikiAnswers users. This cluster-
ing has a low accuracy (Fader et al., 2014). Ex-
tracting factoid questions and cleaning the clusters
are thus essential for a high-quality dataset.

4.1 Preprocessing of WikiAnswers

To remove non-factoid questions, we filtered
out questions that (i) start with ‘why’, or (ii)
contain words like (dis)similarities, differences,
(dis)advantages, etc. Questions matching these
filters are out of scope as they require a narra-
tive answer. We also removed questions with less
than three or more than twenty words, as we found
these to be typically noisy or non-factoid ques-
tions. This left us with about 21M questions be-
longing to 6.1M clusters.

To further focus on factoid questions, we au-
tomatically classified questions into one or more
of the following four classes: (1) temporal, (2)
comparison, (3) single entity, and (4) multi-entity
questions. We used SUTime (Chang and Man-
ning, 2012) to identify temporal questions and the
Stanford named entity recognizer (Finkel et al.,
2005) to detect named entities. We used part-of-
speech patterns to identify comparatives, superla-
tives, and ordinals. Clusters which did not have
questions belonging to any of the above classes
were discarded from further consideration. Al-
though these clusters contain false negatives e.g.,
“What official position did Mendeleev hold until
his death?” due to errors by the tagging tools,
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“When did henry 7th oldest son die?”

“Henry VII of England second son?”

“Who was henry VII son?”
“Who was henry's vii sons?”

“Who was Henry vii's oldest son?”
“Who is king henry VII eldest son?”
“What was the name of Henry VII first son?”
“Who was henry vII eldest son?”
“What was henry's vii oldest son?”
“Who was the oldest son of Henry VII?”

Figure 2: A WikiAnswers cluster split into four clusters
by AMT Turkers.

most discarded questions are out-of-scope.
Manual inspection. We next applied the first

stage of human curation to the dataset. Each
WikiAnswers cluster was assigned to one of the
four classes above based on the majority label of
the questions within. We then randomly sampled
15K clusters from each of the four classes (60K
clusters in total with 482K questions) and sampled
a representative question from each of these clus-
ters at random (60K questions). We relied on the
assumption that questions within the same cluster
are semantically equivalent. These 60K questions
were manually examined by the authors and those
with unclear or non-factoid intent were removed
along with the cluster that contains them. We thus
ended up with 2.1K clusters with 13.7K questions.

4.2 Curating Paraphrase Clusters

We inspected a random subset of the 2.1K
WikiAnswers clusters and found that questions in
the same cluster are semantically related but not
necessarily equivalent, which is in line with ob-
servations in previous work (Fader et al., 2014).
Dong et al. (2017) reported that 45% of question
pairs were related rather than genuine paraphrases.
For example, Figure 2 shows 10 questions in the
same WikiAnswers cluster. Obtaining accurate
paraphrase clusters is crucial to any systems that
want to utilize them (Abujabal et al., 2018; Berant
and Liang, 2014; Dong et al., 2017). We therefore
utilized crowdsourcing to clean the Wikianswers
paraphrase clusters. We used Amazon Mechanical
Turk (AMT) to identify semantically equivalent
questions within a WikiAnswers cluster, thereby
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Figure 3: The distribution of questions in clusters.

obtaining cleaner clusters for ComQA. Once we
had the clean clusters, we set up a second AMT
task to collect answers for each ComQA cluster.

Task design. We had to ensure the simplicity
of the task to obtain high quality results. There-
fore, rather than giving workers a WikiAnswers
cluster and asking them to partition it into clus-
ters of paraphrases, we showed them pairs of ques-
tions from a cluster and asked them to make the
binary decision of whether the two questions are
paraphrases. To reduce potentially redundant an-
notations, we utilized the transitivity of the para-
phrase relationship. Given a WikiAnswers cluster
Q = {q1, ..., qn}, we proceed in rounds to form
ComQA clusters. In the first round, we collect
annotations for each pair (qi, qi+1). The major-
ity annotation among five annotators is taken. An
initial clustering is formed accordingly, with clus-
ters sharing the same question merged together (to
account for transitivity). This process continues it-
eratively until no new clusters can be formed from
Q.

Task statistics. We obtained annotations for
18,890 question pairs from 175 different work-
ers. Each pair was shown to five different work-
ers, with 65.7% of the pairs receiving unanimous
agreement, 21.4% receiving four agreements and
12.9% receiving three agreements. By design,
with five judges and binary annotations, no pair
can have less three agreements. This resulted in
questions being placed in paraphrase clusters, and
no questions were discarded at this stage. At the
end of this step, the original 2.1K WikiAnswers
clusters became 6.4K ComQA clusters with a total
of 13.7K questions. Figure 3 shows the distribu-
tion of questions in clusters.

To test whether relying on the transitivity of the
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Property Example Percentage%
Compositional questions

Conjunction “What is the capital of the country whose northern border is Poland and Germany?” 17.67
Nested “When is Will Smith’s oldest son’s birthday?” 14.33

Temporal questions

Explicit time “Who was the winner of the World Series in 1994?” 4.00
Implicit time “Who was Britain’s leader during WW1?” 4.00
Temporal answer “When did Trenton become New Jersey’s capital?” 15.67

Comparison questions

Comparative “Who was the first US president to serve 2 terms?” 1.00
Superlative “What ocean does the longest river in the world flow into?” 14.33
Ordinal “When was Thomas Edisons first wife born?” 14.00

Question formulation

Telegraphic “Neyo first album?” 8.00

Entity distribution in questions

Zero entity “What public company has the most employees in the world?” 2.67
Single entity “Who is Brad Walst’s wife?” 75.67
Multi-entity “What country in South America lies between Brazil and Argentina?” 21.67

Other features

Answer tuple “Where was Peyton Manning born and what year was he born?” 2.00
Empty answer “Who was Calgary’s first woman mayor?” 3.67

Table 2: Results of the manual analysis of 300 questions. Note that properties are not mutually exclusive.

paraphrase relationship is suitable to reduce the
annotation effort, we asked annotators to annotate
1,100 random pairs (q1, q3), where we had already
received positive annotations for the pairs (q1, q2)
and (q2, q3) being paraphrases of each other. In
93.5% of the cases there was agreement. Addi-
tionally, as experts on the task, the authors manu-
ally assessed 600 pairs of questions, which serve
as honeypots. There was 96.6% agreement with
our annotations. An example result of this task is
shown in Figure 2, where Turkers split the original
WikiAnswers cluster into the four clusters shown.

4.3 Answering Questions

We were now in a position to obtain an answer
annotation for each of the 6.4K clean clusters.

Task design. To collect answers, we designed
another AMT task, where workers were shown
a representative question randomly drawn from a
cluster. Workers were asked to use the Web to find
answers and to provide the corresponding URLs
of Wikipedia entities. Due to the inevitable in-
completeness of Wikipedia, workers were asked to
provide the surface form of an answer entity if it
does not have a Wikipedia page. If the answer is a
full date, workers were asked to follow dd-mmm-
yyyy format. For measurable quantities, workers
were asked to provide units. We use TIMEX3
and the international system of units for normal-
izing temporal answers and measurable quantities

e.g., ‘12th century’ to 11XX. If no answer is found,
workers were asked to type in ‘no answer’.

Task statistics. Each representative question
was shown to three different workers. An answer
is deemed correct if it is common between at least
two workers. This resulted in 1.6K clusters (con-
taining 2.4K questions) with no agreed-upon an-
swers, which were dropped. For example, “Who
was the first democratically elected president of
Mexico?” is subjective. Other questions received
related answers e.g., “Who do the people in Iraq
worship?” with Allah, Islam and Mohamed as
answers from the three annotators. Other ques-
tions were underspecified e.g., “Who was elected
the vice president in 1796?”. At the end of the
task, we ended up with 4,834 clusters with 11,214
question-answer pairs, which form ComQA.

5 Dataset Analysis

In this section, we present a manual analysis
of 300 questions sampled at random from the
ComQA dataset. This analysis helps understand
the different aspects of our dataset. A summary of
the analysis is presented in Table 2.

Question categories. We categorized each
question as either simple or complex. A ques-
tion is complex if it belongs to one or more of the
compositional, temporal, or comparison classes.
56.33% of the questions were complex; 32% com-
positional, 23.67% temporal, and 29.33% contain
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(a) Answer types (b) Question topics

Figure 4: Answer types and question topics on 300 an-
notated examples as word clouds.

comparison conditions. A question may contain
multiple conditions (“What country has the high-
est population in the year 2008?” with compari-
son and temporal conditions).

We also identified questions of telegraphic na-
ture e.g., “Julia Alvarez’s parents?”, with 8% of
our questions being telegraphic. Such questions
pose a challenge for systems that rely on linguistic
analysis of questions (Joshi et al., 2014).

We counted the number of named entities in
questions: 23.67% contain two or more entities,
reflecting their compositional nature, and 2.67%
contain no entities e.g., “What public company
has the most employees in the world?”. Such
questions can be hard as many methods assume
the existence of a pivot entity in a question.

Finally, 3.67% of the questions are unanswer-
able, e.g., “Who was the first human being on
Mars?”. Such questions incentivise QA systems
to return non-empty answers only when suitable.
In Table 3 we compare ComQA with other cur-
rent datasets based on real user information needs
over different question categories.

Answer types. We annotated each question
with the most fine-grained context-specific an-
swer type (Ziegler et al., 2017). Answers in
ComQA belong to a diverse set of types that range
from coarse (e.g., person) to fine (e.g., sports

manager). Types also include literals such as
number and date. Figure 4(a) shows answer types
of the 300 annotated examples as a word cloud.

Question topics. We annotated questions with
topics to which they belong (e.g., geography,
movies, sports). These are shown in Figure 4(b),
and demonstrate the topical diversity of ComQA.

Question length. Questions in ComQA are
fairly long, with a mean length of 7.73 words, in-
dicating the compositional nature of questions.

6 Experiments

In this section we present experimental results
for running ComQA through state-of-the-art QA
systems. Our experiments show that these sys-
tems achieve humble performance on ComQA.
Through a detailed analysis, this performance can
be attributed to systematic shortcomings in han-
dling various question aspects in ComQA.

6.1 Experimental Setup

Splits. We partition ComQA into a random
train/dev/test split of 70/10/20% with 7,850, 1,121
and 2,243 questions, respectively.

Metrics. We follow the community’s standard
evaluation metrics: we compute average precision,
recall, and F1 scores across all test questions. For
unanswerable questions whose correct answer is
the empty set, we define precision and recall to
be 1 for a system that returns an empty set, and 0
otherwise (Rajpurkar et al., 2018).

6.2 Baselines

We evaluated two categories of QA systems that
differ in the underlying answering resource: ei-
ther KBs or textual extractions. We ran the fol-
lowing systems: (i) Abujabal et al. (2017), which
automatically generates templates using question-
answer pairs; (ii) Bast and Haussmann (2015),
which instantiates hand-crafted query templates
followed by query ranking; (iii) Berant and
Liang (2015), which relies on agenda-based
parsing and imitation learning; (iv) Berant et
al. (2013), which uses rules to build queries from
questions; and (v) Fader et al. (2013), which maps
questions to queries over open vocabulary facts ex-
tracted from Web documents. Note that our inten-
tion is not to assess the quality of these systems,
but to assess how challenging ComQA is.

The systems were trained with ComQA data.
All systems were run over the data sources for
which they were designed. The first four base-
lines are over Freebase. We therefore mapped
ComQA answers (Wikipedia entities) to the cor-
responding Freebase names using the information
stored with entities in Freebase. We observe that
the Wikipedia answer entities have no counterpart
in Freebase for 7% of the ComQA questions. This
suggests an oracle F1 score of 93.0. For Fader
et al. (2013), which is over web extractions, we
mapped Wikipedia URLs to their titles.
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Dataset Size Compositional Temporal Comparison Telegraphic Empty Answer
ComQA 11, 214 32% 24% 30% 8% 4%

WebQuestions (Berant et al., 2013) 5, 810 2% 7% 2% 0% 0%
ComplexQuestions (Bao et al., 2016) 2, 100 39% 34% 9% 0% 0%

Table 3: Comparison of ComQA with existing datasets over various phenomena. We manually annotated 100
random questions from each dataset.

Avg. Prec Avg. Rec Avg. F1
Abujabal et al. (2017) 21.2 38.4 22.4
Bast and Haussmann (2015) 20.7 37.6 21.6
Berant and Liang (2015) 10.7 15.4 10.6
Berant et al. (2013) 13.7 20.1 12.0
Fader et al. (2013) 7.22 6.59 6.73

Table 4: Results of baselines on ComQA test set.

WebQuestions Free917 ComQA
F1 Accuracy F1

Abujabal et al. (2017) 51.0 78.6 22.4
Bast and Haussmann (2015) 49.4 76.4 21.6
Berant and Liang (2015) 49.7 − 10.6
Berant et al. (2013) 35.7 62.0 12.0

Table 5: Results of baselines on different datasets.

6.3 Results

Table 4 shows the performance of the baselines on
the ComQA test set. Overall, the systems achieved
poor performance, suggesting that current meth-
ods cannot handle the complexity of our dataset,
and that new models for QA are needed. Table 5
compares the performance of the systems on dif-
ferent datasets (Free917 uses accuracy as a quality
metric). For example, while Abujabal et al. (2017)
achieved an F1 score of 51.0 on WebQuestions, it
achieved 22.4 on ComQA.

The performance of Fader et al. (2013) is worse
than the others due to the incompleteness of
its underlying extractions and the complexity of
ComQA questions that require higher-order rela-
tions and reasoning. However, the system an-
swered some complex questions, which KB-QA
systems failed to answer. For example, it an-
swered “What is the highest mountain in the state
of Washington?”. The answer to such a question
is more readily available in Web text, compared
to a KB, where more sophisticated reasoning is
required to handle the superlative. However, a
slightly modified question such as “What is the
fourth highest mountain in the state of Washing-
ton?” is unlikely to be found in text, but be an-
swered using KBs with the appropriate reasoning.
Both examples above demonstrate the benefits of

combining text and structured resources.

6.4 Error Analysis
For the two best performing systems on ComQA,
QUINT (Abujabal et al., 2017) and AQQU (Bast
and Haussmann, 2015), we manually inspected
100 questions on which they failed. We classi-
fied failure sources into four categories: compo-
sitionality, temporal, comparison or NER. Table 6
shows the distribution of these failure sources.

Compositionality. Neither system could han-
dle the compositional nature of questions. For ex-
ample, they returned the father of Julius Caesar as
an answer for “What did Julius Caesar’s father
work as?”, while, the question requires another
KB predicate that connects the father to his pro-
fession. For “John Travolta and Jamie Lee Cur-
tis starred in this movie?”, both systems returned
movies with Jamie Lee Curtis, ignoring the con-
straint that John Travolta should also appear in
them. Properly answering multi-relation questions
over KBs remains an open problem.

Temporal. Our analysis reveals that both sys-
tems fail to capture temporal constraints in ques-
tions, be it explicit or implicit. For “Who won
the Oscar for Best Actress in 1986?”, they re-
turned all winners and ignored the temporal re-
striction from ‘in 1986’. Implicit temporal con-
straints like named events (e.g., ‘Vietnam war’ in
“Who was the president of the US during Vietnam
war?”) pose a challenge to current methods. Such
constraints need to be detected first and normal-
ized to a canonical time interval (November 1st,
1955 to April 30th, 1975, for the Vietnam war).
Then, systems need to compare the terms of the
US presidents with the above interval to account
for the temporal relation of ‘during’. While de-
tecting explicit time expressions can be done rea-
sonably well using existing time taggers (Chang
and Manning, 2012), identifying implicit ones is
difficult. Furthermore, retrieving the correct tem-
poral scopes of entities in questions (e.g., the terms
of the US presidents) is hard due to the large num-
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ber of temporal KB predicates associated with en-
tities.

Comparison. Both systems perform poorly
on comparison questions, which is expected since
they were not designed to address those. To the
best of our knowledge, no existing KB-QA sys-
tem can handle comparison questions. Note that
our goal is not to assess the quality the of current
methods, but to highlight that these methods miss
categories of questions that are important to real
users. For “What is the first film Julie Andrews
made?” and “What is the largest city in the state
of Washington?”, both systems returned the list of
Julie Andrews’s films and the list of Washington’s
cities, for the first and the second questions, re-
spectively. While the first question requires the
attribute of filmReleasedIn to order by, the sec-
ond needs the attribute of hasArea. Identifying the
correct attribute to order by as well as determining
the order direction (ascending for the first and de-
scending for the second) is challenging and out of
scope for current methods.

NER. NER errors come from false negatives,
where entities are not detected. For example, in
“On what date did the Mexican Revolution end?”
QUINT identified ‘Mexican’ rather than ‘Mexican
Revolution’ as an entity. For “What is the first real
movie that was produced in 1903?”, which does
not ask about a specific entity, QUINT could not
generate SPARQL queries. Existing QA methods
expect a pivotal entity in a question, which is not
always the case.

Note that while baseline systems achieved low
precision, they achieved higher recall (21.2 vs 38.4
for QUINT, respectively) (Table 4). This reflects
the fact that these systems often cannot cope with
the full complexity of ComQA questions, and in-
stead end up evaluating underconstrained interpre-
tations of the question.

To conclude, current methods can handle sim-
ple questions very well, but struggle with com-
plex questions that involve multiple conditions on
different entities or need to join the results from
sub-questions. Handling such complex questions,
however, is important if we are to satisfy informa-
tion needs expressed by real users.

7 Conclusion

We presented ComQA, a dataset for QA that har-
nesses a community QA platform, reflecting ques-

Category QUINT AQQU
Compositionality error 39% 43%
Missing comparison 31% 26%
Missing temporal constraint 19% 22%
NER error 11% 9%

Table 6: Distribution of failure sources on ComQA
questions on which QUINT and AQQU failed.

tions asked by real users. ComQA contains 11,214
question-answer pairs, with questions grouped
into paraphrase clusters through crowdsourcing.
Questions exhibit different aspects that current QA
systems struggle with. ComQA is a challenging
dataset that is aimed at driving future research on
QA, to match the needs of real users.
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Abstract

In this paper, we present a new data set,
named FreebaseQA, for open-domain factoid
question answering (QA) tasks over struc-
tured knowledge bases, like Freebase. The
data set is generated by matching trivia-type
question-answer pairs with subject-predicate-
object triples in Freebase. For each collected
question-answer pair, we first tag all entities
in each question and search for relevant predi-
cates that bridge a tagged entity with the an-
swer in Freebase. Finally, human annota-
tion is used to remove false positives in these
matched triples. Using this method, we are
able to efficiently generate over 54K matches
from about 28K unique questions with mini-
mal cost. Our analysis shows that this data set
is suitable for model training in factoid QA
tasks since FreebaseQA provides more lin-
guistically sophisticated questions than other
existing data sets. The data set is available for
free download at http://github.com/
infinitecold/FreebaseQA.

1 Introduction

Within the field of natural language processing
(NLP), there has been an increase in developments
towards various real-world applications, such as
factoid question answering (QA): the process of
obtaining the answer(s) to a factual question - sim-
ilar to trivia game settings. For this task to be suc-
cessfully completed, there are several steps that
need to occur. Notably, we need to interpret and
parse the question, determine the domain of rele-
vance, eliminate ambiguities if existent, and pin-
point the exact answer to the question asked. For-
tunately, this task has been simplified with the
emergence of large knowledge graphs, including
Freebase (Bollacker et al., 2008), from where we

∗Equal contribution.
†Currently at University of Waterloo. Work was done at

York University.

can retrieve information. Knowledge graphs are
colossal networks of data that describe concepts,
entities, and their relations. In fact, Freebase is the
largest publicly-available knowledge graph, con-
sisting of 4 million nodes and approximately 3
billion edges (Google, 2017). Each node repre-
sents an entity existing in the physical world, such
as a person, a location, or an organization. Each
edge represents a relation between two entities, in
a directed manner from a subject node to an ob-
ject node. In Freebase, these edges are referred
to as predicates, and a collection of a subject-
predicate-object is referred to as a triple. An ex-
ample triple in Freebase is the subject Clarissa,
predicate book.written work.author and
object Samuel Richardson, explaining that
the book Clarissa is written by author Samuel
Richardson. Specifically, we take advantage of
these relations between entities, which describe
facts, to help with factoid question answering. We
believe open-domain factoid QA over structured
knowledge graphs like Freebase is a very interest-
ing NLP task since it opens up many interesting
real-world applications, such as natural language
based query and search. Finally, once questions
are formulated using a variety of rich and sophis-
ticated representations in natural languages, such
factoid QA tasks may serve as an excellent test-
bed to study many natural language understanding
problems, e.g., examine the recently emerging re-
search efforts to combine neural models with the
traditional symbolic processing methods (Liang
et al., 2017; Mou et al., 2017).

On the other hand, machine learning approaches
for NLP are data hungry since they require large
amounts of real-world data to train the models for
the best possible performance. Existing data sets
for the factoid QA task over structured knowl-
edge bases are either too small in scale to train
neural networks effectively, or contain questions
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that are too simple in linguistic structure to amply
cover real-world scenarios. In this paper, we in-
troduce a new data set for open-domain QA over
Freebase, called FreebaseQA, which is created by
matching trivia-type question-answer pairs with
Freebase triples that reflect the semantic meaning
of the questions. FreebaseQA contains over 54K
matches from about 28K unique questions that can
be used to train machine learning (ML) models
and help the development of factoid QA systems
for more realistic applications. Particularly, these
matches may be used to train ML models to align
natural language questions with Freebase predi-
cates to search for the correct answers in Freebase.
Our analysis shows that FreebaseQA provides an
advantage over all pre-existing data sets with sim-
ilar objectives, which are either too small or only
contain questions that are too simple in linguistic
structure. These results will be explained in detail
in Section 4.

2 Related Work

Factoid QA data sets involving question-answer
pairs as well as their corresponding Freebase
matches have been created in the past. In (Be-
rant et al., 2013), factoid QA over knowledge
graphs are formulated as semantic parsing prob-
lems, where each natural language question is first
converted into a logic form to retrieve the answer
with traditional symbolic approaches. In (Berant
et al., 2013), a small-scale data set of several
thousands of question-answer pairs, called We-
bQuestions, is created by human annotators. In
(Yih et al., 2016), the WebQuestions set is fur-
ther refined by providing human-annotated seman-
tic parses for some questions that are answerable
using Freebase, which is called WebQuestionsSP
(WebQSP). Recently, deep learning approaches
have become popular in the field of NLP. Neu-
ral networks require far more training data than a
small data set of several thousands of samples. In
(Bordes et al., 2015), a much larger QA data set
of about 100K question/answer pairs, called Sim-
pleQuestions, is created. In this work, some ran-
domly chosen Freebase triples are shown to hu-
man annotators. For each given triple, an annota-
tor is asked to manually compose a question to re-
flect the relation in the triple. The issues with Sim-
pleQuestions lie in that most constructed questions
are quite simple in linguistic structure and many
questions even directly use the keywords in the

Freebase predicates since human annotators may
be greatly limited in composition when a particu-
lar triple is shown. According to (Petrochuk and
Zettlemoyer, 2018), SimpleQuestions is nearly
solved with only standard neural network meth-
ods if its linguistic ambiguity is taken into account.
In (Vlad Serban et al., 2016), a large QA data set
is automatically generated by neural networks but
it obviously lacks rich linguistic variations. Ad-
ditionally, many similar factoid QA data sets are
also released for other non-English languages, e.g.
WebQA in (Li et al., 2016). Meanwhile, an-
other direction of data collection efforts involve
QA in various reading comprehension tasks, e.g.
SQuAD in (Rajpurkar et al., 2016), MS-MARCO
in (Nguyen et al., 2016), TriviaQA in (Joshi et al.,
2017). However, we believe question answering
over structured knowledge graphs remains a viable
NLP task for the promising research direction to
combine neural computing methods with the tra-
ditional symbolic processing approaches.

3 Constructing the FreebaseQA Data Set

In this section, we outline the construction proce-
dure of the FreebaseQA data set, which consists
of about 54K matches in the form of two exam-
ples shown in Table 1.

3.1 Preparation of Question-Answer Pairs

In FreebaseQA, we have not generated any new
question-answer pairs but we have instead col-
lected pre-composed trivia-type factoid questions
from a number of sources. Unlike SimpleQues-
tions, these questions are independently com-
posed for human contestants in various trivia-
like competitions. As a result, these questions
show much richer linguistic variation and com-
plexity than almost all existing KB-QA data sets.
In particular, we use the TriviaQA (Joshi et al.,
2017) data set as the primary source of our QA
pairs, while also including questions scraped from
the trivia websites, KnowQuiz (http://www.
knowquiz.com), QuizBalls (http://www.
quizballs.com), and QuizZone (https://
www.quiz-zone.co.uk). We remove dupli-
cate entries and the remaining pairs are consoli-
dated into a single source.

Each question is then run through two named
entity recognition (NER) systems: TAGME (Fer-
ragina and Scaiella, 2010) and FOFE NER (Xu
et al., 2017). By combining the results of both
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Components Example 1 Example 2
Question [Answer] Which 18th century author What is the correct name of the

wrote Clarissa (or The character voiced by Angela
History of a Young Lady), Lansbury in Beauty and The Beast?
said to be the longest novel [Mrs Potts]
in the English language?
[Samuel Richardson]

Subject (Freebase ID) Clarissa (m.05s1st) Angela Lansbury (m.0161h5)
Predicate book.written-work.author film.actor.dubbing-performances
Secondary Predicate - film.dubbing-performance.character
Object/Answer (ID) Samuel Richardson (m.0hb27) Mrs Potts (m.02vw823)

Table 1: Two typical examples to illustrate the data format of all matches in FreebaseQA.

systems, we create a list of possible subjects for
each question. We use confidence thresholds of
0.2 and 0.9 for the respective systems to ensure
that an adequate amount of entities are produced
while avoiding the production of irrelevant results.

3.2 Freebase Matching

The matching starts by searching for all Freebase
nodes with a name or alias matching each subject
name. For each matched Freebase node (called a
subject node), we search through all object nodes
that are directly linked with the subject node. Then
for each object node, we search through all of its
names and aliases to see if one matches the an-
swer to the question. Once a match is found, the
subject node’s Freebase ID, the predicate name,
and the object node’s Freebase ID are saved as a
triple representing the question-answer pair. Note
that one question-answer pair may generate sev-
eral matched triples when multiple related predi-
cates are found since each question may contain
multiple entities and each subject node may link
to an object node through different predicates.

However, this procedure becomes inefficient
since there is an enormous number of object nodes
to process for some popular subject nodes, such
as United States (m.09c7w0), leading to
a tremendous number of Freebase queries. Since
we know the end point of the search, the answer to
the question, this procedure is optimized by also
starting from the answer and searching for all ob-
ject nodes with a name or alias matching it. Then,
the search concludes when the same object node is
found from both starting points of the search. By
using this two-way search method, we have accel-
erated the Freebase matching algorithm more than
ten-fold.

3.3 Mediator Nodes

Freebase has been constructed with some special
nodes called mediator nodes. A mediator is an in-
termediate node that connects a subject node with
an object node. Since it itself is also considered
a node, there are predicates from the subject to
the mediator and from the mediator to the ob-
ject. These mediator nodes are special as they do
not have a name or alias associated with it, and
only occurring in Freebase when there are multi-
ple subjects and objects that are related through
the mediator. When constructing the FreebaseQA
data set, mediators are also accounted for. If the
above search procedure reaches a mediator, a 2-
hop matching strategy is conducted to search all
nodes linked to this mediator. This captures a sec-
ondary predicate that bridges the subject to the an-
swer through a mediator node. An example in-
volving a mediator is described as Example 2 in
Table 1.

3.4 Human Annotation

Since the matches found through the previously-
explained algorithm are not guaranteed to be com-
pletely relevant to the question, human verification
of the produced results is required to remove all
possible false postitive matches. A group of 10
native English speakers are hired to label all of the
collected matches. Each match is rated by the indi-
viduals as either “Completely Relevant”, “Some-
what Relevant”, or “Not Relevant”. The choice of
rating is dependent on the relevancy of the pred-
icate to the question. If the predicate completely
reflects the main idea asked by the question, the
match is rated “Completely Relevant”. If the pred-
icate reflects part of the main idea of the ques-
tion or is only somewhat related to it, the match is
rated “Partially Relevant”. Otherwise, the match
is rated “Not Relevant”. Compared with other
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Figure 1: Human annotators use this website interface to label all automatically-generated matches, rating either
Completely Relevant, Partially Relevant, or Not Relevant.

QA data collection tasks, human involvement in
FreebaseQA is relatively light since each person
only needs to make a one-out-of-three choice in-
stead of composing a question or sentence from
scratch. Therefore, using this method, we may sig-
nificantly reduce the cost of QA data collection.
As an illustration, the user interface for this data
annotation procedure is shown in Figure 1.

In order to facilitate model training, the matches
rated “Completely Relevant” are randomly chosen
to populate the training, evaluation, and develop-
ment sets of FreebaseQA. These sets are separated
so that if there are multiple matches for a single
question-answer pair, all of those matches will ex-
ist in only one of the sets. Moreover, the matches
rated “Partially Relevant” are provided as a sep-
arate set, which may be useful for model train-
ing as well. The FreebaseQA data set is avail-
able for public use at http://github.com/
infinitecold/FreebaseQA.

4 Results

We report the preliminary results of our statistical
analysis on the collected FreebaseQA data set.

4.1 Collected Raw Question-Answer Pairs

The statistics of the originally collected question-
answer pairs and the corresponding Freebase
matches are summarized in Table 2. We see that
with the exception of KnowQuiz, the number of
matches in Freebase roughly equate the number of
questions in each source. Among all the generated
matches, 54,611 matches in total are kept as true
positives by human annotators.

Source Questions Matches
TriviaQA 98,973 99,523
KnowQuiz 9,996 2,389
QuizBalls 15,370 17,856
QuizZone 7,686 7,289
Total 132,025 127,057

Table 2: A summary of the number of question-
answer pairs from each source along with the number
of matches generated from the above Freebase match-
ing procedure.

4.2 FreebaseQA Statistics

The size of the FreebaseQA data set is compared
to two similar QA data sets, WebQuestionsSP
(WebQSP) (Yih et al., 2016) and SimpleQuestions
(Bordes et al., 2015), in Table 3.

Data Set train dev eval Total
FreebaseQA 20,358 3,994 3,996 28,348
SimpleQuestions 75,910 10,845 21,687 108,442
WebQSP 3,098 - 1,639 4,737

Table 3: Total numbers of unique questions found in
the subsets of each data set.

We see that FreebaseQA has a significantly larger
size than WebQSP in number of unique ques-
tions, but it is about one quarter of SimpleQues-
tions in number of unique questions. Among these
matches, FreebaseQA contains 28,348 unique
questions in total, with 20,358, 3,994 and 3,996
in the train, dev and eval sets respectively.

However, another important factor to consider
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Figure 2: A histogram showing the spread of the length
of the questions in each data set.

is the linguistic sophistication of the data. The so-
phistication of the linguistic structure of the ques-
tions in the FreebaseQA data set is compared to
other similar data sets based on the average length,
in number of words, of the questions. The his-
togram of question lengths of three data sets is
shown in Figure 2. From the histogram, we see
that the length of the questions in FreebaseQA ex-
tend much longer than the questions in Simple-
Questions or WebQSP (Yih et al., 2016). In fact,
SimpleQuestions has an average length of 7.65
words per question and WebQSP has an average
length of 6.62 words per question, while Free-
baseQA has an average length of 13.35 words per
question: approximately double the length of ei-
ther data set.

4.3 Baseline Performance on FreebaseQA

Finally, we use FOFE-net (Zhang et al., 2015; Xu
et al., 2017) to build a baseline KBQA system
on FreebaseQA, which consists of subject detec-
tion, entity linking and relation detection in the
pipeline. Our FOFE-net models are first com-
pared with the popular hierarchical residual BiL-
STM in (Yu et al., 2017) on two public data sets,
such as SimpleQuestions and WebQSP. See (Wu
et al., 2019) for more details on experimental set-
tings and results. The comparison results are listed
in Table 4.
As shown in Table 4, our baseline has achieved
strong performance on the two public data sets but
its final question answering accuracy has dropped
significantly down to 37.0% on FreebaseQA. Ob-
viously, FreebaseQA is a much more challenging
KBQA task than both SimpleQuestions and We-

Data Set BiLSTM FOFE-net
(Yu et al., 2017) (this work)

SimpleQuestions 77.0% 77.3%
WebQSP 63.0% 67.6%
FreebaseQA - 37.0%

Table 4: Comparison of end-to-end QA accuracies on
several KBQA data sets.

bQSP due to the fact that the questions in Free-
baseQA are more complex in linguistic structure.
Therefore, FreebaseQA may serve as an excellent
testbed for more advanced KBQA techniques.

To facilitate the evaluation of the end-to-end
question-answering pipeline on FreebaseQA, we
have extracted a subset of Freebase, which con-
tains all nodes and their corresponding predi-
cates matching any entities in the FreebaseQA
data set. This Freebase subset, also available
at http://github.com/infinitecold/
FreebaseQA, may be used to conduct end-to-
end QA experiments to compare with our perfor-
mance results in Table 4.

5 Conclusion

This paper presents a new data set, FreebaseQA,
for open-domain factoid QA over structured
knowledge bases. FreebaseQA has a size of over
54K matches, significantly larger than WebQSP
and linguistically more sophisticated than Sim-
pleQuestions. Our baseline QA results have also
shown that FreebaseQA is a much more diffi-
cult KBQA task than either WebQSP or Sim-
pleQuestions. Therefore, FreebaseQA may be
an invaluable asset to the investigation of more
advanced machine learning methods for factoid
KBQA problems. Furthermore, the use of this
data set is not only limited to factoid question an-
swering, but several other applications can also be
approached with this data set, including reading
comprehension, natural language-based search,
and the quantification of natural language under-
standing.
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Abstract

Knowledge graph based simple question an-
swering (KBSQA) is a major area of research
within question answering. Although only
dealing with simple questions, i.e., questions
that can be answered through a single knowl-
edge base (KB) fact, this task is neither sim-
ple nor close to being solved. Targeting on the
two main steps, subgraph selection and fact
selection, the research community has devel-
oped sophisticated approaches. However, the
importance of subgraph ranking and leverag-
ing the subject–relation dependency of a KB
fact have not been sufficiently explored. Moti-
vated by this, we present a unified framework
to describe and analyze existing approaches.
Using this framework as a starting point, we
focus on two aspects: improving subgraph se-
lection through a novel ranking method and
leveraging the subject–relation dependency by
proposing a joint scoring CNN model with
a novel loss function that enforces the well-
order of scores. Our methods achieve a new
state of the art (85.44% in accuracy) on the
SimpleQuestions dataset.

1 Introduction

Knowledge graph based simple question answer-
ing (KBSQA) is an important area of research
within question answering, which is one of the
core areas of interest in natural language process-
ing (Yao and Van Durme, 2014; Yih et al., 2015;
Dong et al., 2015; Khashabi et al., 2016; Zhang
et al., 2018; Hu et al., 2018). It can be used
for many applications such as virtual home assis-
tants, customer service, and chat-bots. A knowl-
edge graph is a multi-entity and multi-relation di-
rected graph containing the information needed to
answer the questions. The graph can be repre-
sented as collection of triples {(subject, relation,

∗Work conducted during an internship at Alexa AI, CA.

object)}. Each triple is called a fact, where a di-
rected relational arrow points from subject node
to object node. A simple question means that
the question can be answered by extracting a sin-
gle fact from the knowledge graph, i.e., the ques-
tion has a single subject and a single relation,
hence a single answer. For example, the question
“Which Harry Potter series did Rufus Scrimgeour
appear in?” can be answered by a single fact (Ru-
fus Scrimgeour, book.book-characters.appears-in-
book, Harry Potter and the Deathly Hallows).
Given the simplicity of the questions, one would
think this task is trivial. Yet it is far from be-
ing easy or close to being solved. The complex-
ity lies in two aspects. One is the massive size
of the knowledge graph, usually in the order of
billions of facts. The other is the variability of
the questions in natural language. Based on this
anatomy of the problem, the solutions also con-
sist of two steps: (1) selecting a relatively small
subgraph from the knowledge graph given a ques-
tion and (2) selecting the correct fact from the sub-
graph.

Different approaches have been studied to
tackle the KBSQA problems. The common
solution for the first step, subgraph selection
(which is also known as entity linking), is to label
the question with subject part (mention) and non-
subject part (pattern) and then use the mention to
retrieve related facts from the knowledge graph,
constituting the subgraph. Sequence labeling
models, such as a BiLSTM-CRF tagger (Huang
et al., 2015), are commonly employed to label the
mention and the pattern. To retrieve the subgraph,
it is common to search all possible n-grams of
the mention against the knowledge graph and
collect the facts with matched subjects as the
subgraph. The candidate facts in the subgraph
may contain incorrect subjects and relations.
In our running example, we first identify the
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mention in the question, i.e.,“Rufus Scrimgeour”,
and then retrieve the subgraph which could
contain the following facts: {(Rufus Scrimgeour,
book.book-characters.appears-in-book, Harry
Potter and the Deathly Hallows), (Rufus Wain-
wright, music.singer.singer-of, I Don’t Know
What That Is)}.

For the second step, fact selection, a common
approach is to construct models to match the men-
tion with candidate subjects and match the pattern
with candidate relations in the subgraph from the
first step. For example, the correct fact is identi-
fied by matching the mention “Rufus Scrimgeour”
with candidate subjects {Rufus Scrimgeour, Ru-
fus Wainwright} and matching the pattern “Which
Harry Potter series did m appear in” with candi-
date relations {book.book-characters.appears-in-
book, music.singer.singer-of}. Different neural
network models can be employed (Bordes et al.,
2015; Dai et al., 2016; Yin et al., 2016; Yu et al.,
2017; Petrochuk and Zettlemoyer, 2018).

Effective as these existing approaches are, there
are three major drawbacks. (1) First, in sub-
graph selection, there is no effective way to deal
with inexact matches and the facts in subgraph
are not ranked by relevance to the mention; how-
ever, we will later show that effective ranking
can substantially improve the subgraph recall. (2)
Second, the existing approaches do not lever-
age the dependency between mention–subjects
and pattern–relations; however, mismatches of
mention–subject can lead to incorrect relations
and hence incorrect answers. We will later show
that leveraging such dependency contributes to
the overall accuracy. (3) Third, the existing ap-
proaches minimize the ranking loss (Yin et al.,
2016; Lukovnikov et al., 2017; Qu et al., 2018);
however, we will later show that the ranking loss
is suboptimal.

Addressing these points, the contributions of
this paper are three-fold: (1) We propose a sub-
graph ranking method with combined literal and
semantic score to improve the recall of the sub-
graph selection. It can deal with inexact match,
and achieves better performance compared to the
previous state of the art. (2) We propose a low-
complexity joint-scoring CNN model and a well-
order loss to improve fact selection. It couples
the subject matching and the relation matching by
learning order-preserving scores and dynamically
adjusting the weights of scores. (3) We achieve

better performance (85.44% in accuracy) than the
previous state of the art on the SimpleQuestions
dataset, surpassing the best baseline by a large
margin1.

2 Related Work

The methods for subgraph selection fall in two
schools: parsing methods (Berant et al., 2013; Yih
et al., 2015; Zheng et al., 2018) and sequence tag-
ging methods (Yin et al., 2016). The latter proves
to be simpler yet effective, with the most effective
model being BiLSTM-CRF (Yin et al., 2016; Dai
et al., 2016; Petrochuk and Zettlemoyer, 2018).

The two categories of methods for fact selec-
tion are match-scoring models and classification
models. The match-scoring models employ neu-
ral networks to score the similarity between the
question and the candidate facts in the subgraph
and then find the best match. For instance, Bor-
des et al. (2015) use a memory network to encode
the questions and the facts to the same represen-
tation space and score their similarities. Yin et al.
(2016) use two independent models, a character-
level CNN and a word-level CNN with atten-
tive max-pooling. Dai et al. (2016) formulate a
two-step conditional probability estimation prob-
lem and use BiGRU networks. Yu et al. (2017)
use two separate hierarchical residual BiLSTMs
to represent questions and relations at different ab-
stractions and granularities. Qu et al. (2018) pro-
pose an attentive recurrent neural network with
similarity matrix based convolutional neural net-
work (AR-SMCNN) to capture the semantic-level
and literal-level similarities. In the classification
models, Ture and Jojic (2017) employ a two-
layer BiGRU model. Petrochuk and Zettlemoyer
(2018) employ a BiLSTM to classify the rela-
tions and achieve the state-of-the-art performance.
In addition, Mohammed et al. (2018) evaluate
various strong baselines with simple neural net-
works (LSTMs and GRUs) or non-neural network
models (CRF). Lukovnikov et al. (2017) propose
an end-to-end word/character-level encoding net-
work to rank subject–relation pairs and retrieve
relevant facts.

However, the multitude of methods yield pro-
gressively smaller gains with increasing model
complexity (Mohammed et al., 2018; Gupta et al.,

1Ture and Jojic (2017) reported better performance than
us but neither Petrochuk and Zettlemoyer (2018) nor Mo-
hammed et al. (2018) could replicate their result.
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2018). Most approaches focus on fact match-
ing and relation classification while assigning less
emphasis to subgraph selection. They also do
not sufficiently leverage the important signature
of the knowledge graph—the subject–relation de-
pendency, namely, incorrect subject matching can
lead to incorrect relations. Our approach is sim-
ilar to (Yin et al., 2016), but we take a different
path by focusing on accurate subgraph selection
and utilizing the subject–relation dependency.

3 Question Answering with Subgraph
Ranking and Joint-Scoring

3.1 Unified Framework

We provide a unified description of the KBSQA
framework. First, we define

Definition 1. Answerable Question A question is
answerable if and only if one of its facts is in the
knowledge graph.

Let Q := {q | q is anwerable} be the set of an-
swerable questions, and G := {(s, r, o) | s ∈
S, r ∈ R, o ∈ O} be the knowledge graph, where
S, R and O are the set of subjects, relations and
objects, respectively. The triple (s, r, o) is a fact.
By the definition of answerable questions, the key
to solving the KBSQA problem is to find the fact
in knowledge graph corresponding to the ques-
tion, i.e., we want a map Φ : Q → G. Ide-
ally, we would like this map to be injective such
that for each question, the corresponding fact can
be uniquely determined (more precisely, the in-
jection maps from the equivalent class of Q to G
since similar questions may have the same answer,
but we neglect such difference here for simplic-
ity). However, in general, it is hard to find such
map directly because of (1) the massive knowl-
edge graph and (2) natural language variations
in questions. Therefore, end-to-end approaches
such as parsing to structured query and encoding-
decoding models are difficult to achieve (Yih et al.,
2015; Sukhbaatar et al., 2015; Kumar et al., 2016;
He and Golub, 2016; Hao et al., 2017). Instead, re-
lated works and this work mitigate the difficulties
by breaking down the problem into the aforemen-
tioned two steps, as illustrated below:

(1) Subgraph Selection:
question −→ {mention, pattern}, mention −→ subgraph

(2) Fact Selection:

match

{
mention↔ subject
pattern↔ relation

∀(subject, relation) ∈ subgraph

⇒ (subject*, relation*) −→ object* (answer*)

In the first step, the size of the knowledge graph
is significantly reduced. In the second step, the
variations of questions are confined to mention–
subject variation and pattern–relation variation.

Formally, we denote the questions as the union
of mentions and patterns Q = M⋃P and the
knowledge graph as the subset of the Cartesian
product of subjects, relations and objects G ⊆
S × R × O. In the first step, given a question
q ∈ Q, we find the mention via a sequence tagger
τ : Q → M, q 7→ mq. The tagged mention con-
sists of a sequence of words mq = {w1, . . . , wn}
and the pattern is the question excluding the men-
tion pq = q\mq. We denote the set of n-grams
of mq asWn(mq) and useWn(mq) to retrieve the
subgraph as Sq × Rq × Oq ⊇ Gq := {(s, r, o) ∈
G | Wn(s)

⋂Wn(mq) 6= ∅, n = 1, . . . , |mq|}.
Next, to select the correct fact (the answer) in

the subgraph, we match the mention mq with can-
didate subjects in Sq, and match the pattern pq
with candidate relations in Rq. Specifically, we
want to maximize the log-likelihood

{
maxs∈Sq log P(s | mq)

maxr∈Rq log P(r | pq).
(1)

The probabilities in (1) are modeled by

P(s | mq) =
eh(f(mq),f(s))

∑
s′∈Sq e

h(f(mq),f(s′))
(2)

P(r | pq) = eh(g(pq),g(r))∑
r′∈Rq

eh(g(pq),g(r
′)) , (3)

where f : M⋃S → Rd maps the mention
and the subject onto a d-dimensional differentiable
manifold embedded in the Hilbert space and sim-
ilarly, g : P⋃R → Rd. Both f and g are in the
form of neural networks. The map h : Rd×Rd →
R is a metric that measures the similarity of the
vector representations (e.g., the cosine similarity).
Practically, directly optimizing (1) is difficult be-
cause the subgraph Gq is large and computing the
partition functions in (2) and (3) can be intractable.
Alternatively, a surrogate objective, the ranking
loss (or hinge loss with negative samples) (Col-
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lobert and Weston, 2008; Dai et al., 2016) is mini-
mized

Lrank =
∑

q∈Q


∑

s∈Sq

[
hf (mq, s

−)− hf (mq, s
+) + λ

]
+

+
∑

r∈Rq

[
hg(pq, r

−)− hg(pq, r+) + λ
]
+


 , (4)

where hf (·, ·) = h(f(·), f(·)), hg(·, ·) =
h(g(·), g(·)); the sign + and − indicate cor-
rect candidate and incorrect candidate, [·]+ =
max(·, 0), and λ > 0 is a margin term. Other
variants of the ranking loss are also studied (Cao
et al., 2006; Zhao et al., 2015; Vu et al., 2016).

3.2 Subgraph Ranking

To retrieve the subgraph of candidate facts using
n-gram matching (Bordes et al., 2015), one first
constructs the map from n-grams Wn(s) to sub-
ject s for all subjects in the knowledge graph,
yielding {Wn(s) → s | s ∈ S, n = 1, . . . , |s|}.
Next, one uses the n-grams of mentionWn(m) to
match the n-grams of subjectsWn(s) and fetches
those matched facts to compose the subgraph
{(s, r, o) ∈ G | Wn(s)

⋂Wn(m) 6= ∅, n =
1, . . . |m|}. In our running example, for the men-
tion “Rufus Scrimgeour”, we collect the subgraph
of facts with the bigrams and unigrams of subjects
matching the bigram {“Rufus Scrimgeour”} and
unigrams {“Rufus”, “Scrimgeour”}.

One problem with this approach is that the re-
trieved subgraph can be fairly large. Therefore, it
is desirable to rank the subgraph by relevance to
the mention and only preserve the most relevant
facts. To this end, different ranking methods are
used, such as surface-level matching score with
added heuristics (Yin et al., 2016), relation detec-
tion network (Yu et al., 2017; Hao et al., 2018),
term frequency-inverse document frequency (TF-
IDF) score (Ture and Jojic, 2017; Mohammed
et al., 2018). However, these ranking methods
only consider matching surface forms and cannot
handle inexact matches, synonyms, or polysemy
(“New York” , “the New York City”, “Big Ap-
ple”).

This motivates us to rank the subgraph not only
by literal relevance but also semantic relevance.
Hence, we propose a ranking score with literal
closeness and semantic closeness. Specifically, the
literal closeness is measured by the length of the
longest common subsequence |σ|(s,m) between

a subject s and a mention m. The semantic close-
ness is measured by the co-occurrence probability
of the subject s and the mention m

P(s,m) = P(s|m)P(m)

= P(w1, . . . wn|w̃1, . . . w̃m)P(w̃1, . . . w̃m) (5)

=

n∏

i=1

P(wi|w̃1, . . . w̃m)P(w̃1, . . . w̃m) (6)

=

n∏

i=1

(
m∏

k=1

P(wi|w̃k)
)
P(w̃1, . . . w̃m) (7)

=

n∏

i=1

(
m∏

k=1

P(wi|w̃k)
)
m−1∏

j=1

P(w̃j+1|w̃j)P(w̃1),

(8)

where from (5) to (6) we assume conditional in-
dependence of the words in subject and the words
in mention; from (6) to (7) and from (7) to (8) we
factorize the factors using the chain rule with con-
ditional independence assumption. The marginal
term P(w̃1) is calculated by the word occurrence
frequency. Each conditional term is approximated
by P(wi|wj) ≈ exp{ŵTi ŵj} where ŵis are pre-
trained GloVe vectors (Pennington et al., 2014).
These vectors are obtained by taking into account
the word co-occurrence probability of surround-
ing context. Hence, the GloVe vector space en-
codes the semantic closeness. In practice we use
the log-likelihood as the semantic score to convert
multiplication in (8) to summation and normalize
the GloVe embeddings into a unit ball. Then, the
score for ranking the subgraph is the weighted sum
of the literal score and the semantic score

score(s,m) = τ |σ|(s,m) + (1− τ) log P(s,m), (9)

where τ is a hyper-parameter whose value need
to be tuned on the validation set. Consequently,
for each question q, we can get the top-n ranked
subgraph Gnq↓ as well as the corresponding top-n
ranked candidate subjects Snq↓ and relationsRnq↓.

3.3 Joint-Scoring Model with Well-Order
Loss

Once we have the ranked subgraph, next we need
to identify the correct fact in the subgraph. One
school of conventional methods (Bordes et al.,
2014, 2015; Yin et al., 2016; Dai et al., 2016) is
minimizing the surrogate ranking loss (4) where
neural networks are used to transform the (subject,
mention) and (relation, pattern) pairs into a Hilbert
space and score them with inner product.

One problem with this approach is that it
matches mention–subject and pattern–relation
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Figure 1: Model Diagram (Section 3.3) The model takes input pairs (mention, subject) and (pattern, relation) to
produce the similarity scores. The loss dynamically adjusts the weights and enforces the order of positive and
negative scores.

separately, neglecting the difference of their con-
tributions to fact matching. Given that the num-
ber of subjects (order of millions) are much larger
than the number of relations (order of thousands),
incorrect subject matching can lead to larger er-
ror than incorrect relation matching. Therefore,
matching the subjects correctly should be given
more importance than matching the relations. Fur-
ther, the ranking loss is suboptimal, as it does not
preserve the relative order of the matching scores.
We empirically find that the ranking loss tends to
bring the matching scores to the neighborhood of
zero (during the training the scores shrink to very
small numbers), which is not functioning as in-
tended.

To address these points, we propose a joint-
scoring model with well-order loss (Figure 1). To-
gether they learn to map from joint-input pairs to
order-preserving scores supervised by a well-order
loss, hence the name. The joint-scoring model
takes joint-input pairs, (subject, mention) or (rela-
tion, pattern), to produce the similarity scores di-
rectly. The well-order loss then enforces the well-
order in scores.

A well-order, first of all, is a total order—a
binary relation on a set which is antisymmetric,
transitive, and connex. In our case it is just the
“≤” relation. In addition, the well-order is a to-
tal order with the property that every non-empty
set has a least element. The well-order restricts
that the scores of correct matches are always larger
or equal to the scores of incorrect matches, i.e.,
∀i : ∀j : S+

i ≥ S−j where S+
i and S−i indicate the

score of correct match and the score of incorrect
match.

We derive the well-order loss in the following
way. Let S = {S1, . . . , Sn} = S+

⋃
S− be

the set of scores where S+ and S− are the set
of scores with correct and incorrect matches. Let
I = I+

⋃
I− be the index set of S, |I+| = n1,

|I−| = n2, n = n1+n2. Following the well-order
relation

inf S+ ≥ supS−

⇔ ∀i+ ∈ I+ : ∀i− ∈ I− : S+
i+
− S−

i− ≥ 0

⇔
∑

i+∈I+

∑

i−∈I−
(S+
i+
− S−

i−) ≥ 0 (10)

⇔ n2

∑

i+∈I+
S+
i+
− n1

∑

i−∈I−
S−
i− ≥ 0, (11)

where from (10) to (11) we expand the sums and
reorder the terms. Consequently, we obtain the
well-order loss

Lwell-order(Sms, Spr) =[
|I+|

∑

i−
Si
−
ms − |I−|

∑

i+

Si
+

ms + |I+||I−|λ
]

+

+


|J+|

∑

j−
Sj
−
pr − |J−|

∑

j+

Sj
+

pr + |J+||J−|λ




+

, (12)

where Sms, Spr are the scores for (mention, sub-
ject), (pattern, relation) pairs for a question, I ,
J are the index sets for candidate subjects, rela-
tions in the ranked subgraph, +, − indicate the
correct candidate and incorrect candidate, [·]+ =
max(·, 0), and λ > 0 is a margin term. Then, the
objective (1) becomes

min
q∈Q,(s,r)∈Sn

q↓×Rn
q↓

[
|I+|

∑

i−
hf (mq, s

i−)−

|I−|
∑

i+

hf (mq, s
i+) + |I+||I−|λ

]

+

+


|J+|

∑

j−
hg(pq, r

j−)−

|J−|
∑

j+

hg(pq, r
j+) + |J+||J−|λ




+

.

(13)

This new objective with well-order loss differs
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from the ranking loss (4) in two ways, and plays
a vital role in the optimization. First, instead of
considering the match of mention–subjects and
pattern–relations separately, (13) jointly considers
both input pairs and their dependency. Specif-
ically, (13) incorporates such dependency as the
weight factors |I| (for subjects) and |J | (for re-
lations). These factors are the controlling factors
and are automatically and dynamically adjusted as
they are the sizes of candidate subjects and rela-
tions. Further, the match of subjects, weighted
by (I+, I−), will control the match of relations,
weighted by (J+, J−). To see this, for a question
and a fixed number of candidate facts in subgraph,
|I| = |J |, the incorrect number of subjects |I−|
is usually larger than the incorrect number of rela-
tions |J−|, which causes larger loss for mismatch-
ing subjects. As a result, the model is forced to
match subjects more correctly, and in turn, prune
the relations with incorrect subjects and reduce the
size of J−, leading to smaller loss. Second, the
well-order loss enforces the well-order relation of
scores while the ranking loss does not have such
constraint.

4 Experiments

Here, we evaluate our proposed approach for
the KBSQA problem on the SimpleQuestions
benchmark dataset and compare with baseline ap-
proaches.

4.1 Data

The SimpleQuestions (Bordes et al., 2015) dataset
is released by the Facebook AI Research. It is
the standard dataset on which almost all previ-
ous state-of-the-art literature reported their num-
bers (Gupta et al., 2018; Hao et al., 2018). It also
represents the largest publicly available dataset for
KBSQA with its size several orders of magni-
tude larger than other available datasets. It has
108, 442 simple questions with the correspond-
ing facts from subsets of the Freebase (FB2M and
FB5M). There are 1, 837 unique relations. We
use the default train, validation and test parti-
tions (Bordes et al., 2015) with 75, 910, 10, 845
and 21, 687 questions, respectively. We use
FB2M with 2, 150, 604 entities, 6, 701 relations
and 14, 180, 937 facts, respectively.

Vocab. size 151,718
Embedding dim 300
LSTM hidden dim 256
# of LSTM layers 2
LSTM dropout 0.5
# of CRF states 4 (incl. start & end)

Table 1: Sequence Tagger Configurations

Config. CharCNN WordCNN

Alphabet / Vocab. size 69 151,718
Embedding dim 60 300
CNN layer 1 (300, 3, 1, 1) (1500, 3, 1, 1)
Activation ReLU ReLU
CNN layer 2 (60, 3, 1, 1) (300, 3, 1, 1)
AdaptiveMaxPool dim 1 1

Table 2: Matching Model Configurations

4.2 Models

For sequence tagging, we use the same BiLSTM-
CRF model as the baseline (Dai et al., 2016) to
label each word in the question as either subject
or non-subject. The configurations of the model
(Table 1) basically follow the baseline (Dai et al.,
2016).

For subgraph selection, we use only unigrams
of the tagged mention to retrieve the candidate
facts (see Section 3.2) and rank them by the pro-
posed relevance score (9) with the tuned weight
τ = 0.9 (hence more emphasizing on literal
matching). We select the facts with top-n scores
as the subgraphs and compare the corresponding
recalls with the baseline method (Yin et al., 2016).

For fact selection, we employ a character-based
CNN (CharCNN) model to score (mention, sub-
ject) pairs and a word-based CNN (WordCNN)
model to score (pattern, relation) pairs (with
model configurations shown in Table 2), which is
similar to one of the state-of-the-art baselines AM-
PCNN (Yin et al., 2016). In fact, we first repli-
cated the AMPCNN model and achieved compa-
rable results, and then modified the AMPCNN
model to take joint inputs and output scores di-
rectly (see Section 3.3 and Figure 1). Our CNN
models have only two convolutional layers (ver-
sus six convolutional layers in the baseline) and
have no attention mechanism, bearing much lower
complexity than the baseline. The CharCNN and
WordCNN differ only in the embedding layer, the
former using character embeddings and the latter
using word embeddings.
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Config. Sequence Tagging Matching

Optimizer Adam Adam
Learning rate 0.001 0.01
Batch size 64 32
# of epochs 50 20

Table 3: Learning Configurations

The optimizer used for training the models is
Adam (Kingma and Ba, 2014). The learning con-
figurations are shown in Table 3.

For the hyper-parameters shown in Table 1, 2
and 3, we basically follow the settings in baseline
literature (Yin et al., 2016; Dai et al., 2016) to pro-
mote a fair comparison. Other hyper-parameters,
such as the τ in the relevance score (9), are tuned
on the validation set.

Our proposed approach and the baseline ap-
proaches are evaluated in terms of (1) the top-n
subgraph selection recall (the percentage of ques-
tions that have the correct subjects in the top-
n candidates) and (2) the fact selection accuracy
(i.e., the overall question answering accuracy).

4.3 Results

Subgraph selection The subgraph selection re-
sults for our approach and one of the state-of-the-
art baselines (Yin et al., 2016) are summarized
in Table 4. Both the baseline and our approach
use unigrams to retrieve candidates. The baseline
ranks the candidates by the length of the longest
common subsequence with heuristics while we
rank the candidates by the joint relevance score de-
fined in (9). We see that the literal score used in
the baseline performs well and using the semantic
score (the log-likelihood) (8) only does not out-
perform the baseline (except for the top-50 case).
This is due to the nature of how the questions in
the SimpleQuestions dataset are generated—the
majority of the questions only contain mentions
matching the subjects in the Freebase in the lex-
ical level, making the literal score sufficiently ef-
fective. However, we see that combining the literal
score and semantic score outperforms the base-
line by a large margin. For top-1, 5, 10, 20, 50
recall our ranking approach surpasses the base-
line by 11.9%, 5.4%, 4.6%, 3.9%, 4.1%, respec-
tively. Our approach also surpasses other base-
lines (Lukovnikov et al., 2017; Yu et al., 2017; Qu
et al., 2018; Gupta et al., 2018) under the same set-
tings. We note that the recall is not monotonically

Rank Method Top-N Recall

|σ| + heuristics

1 0.736
Literal: 5 0.850

10 0.874
20 0.888

(Yin et al., 2016) 50 0.904
100 0.916

logP

1 0.482
Semantic: 10 0.753

20 0.854
50 0.921

100 0.848

0.9|σ|+ 0.1 logP

1 0.855
Joint: 5 0.904

10 0.920
20 0.927
50 0.945

100 0.928

Table 4: Subgraph Selection Results

increasing with the top-n. The reason is that, as
opposed to conventional methods which rank the
entire subgraph returned from unigram matching
to select the top-n candidates, we choose only the
first 200 candidates from the subgraph and then
rank them with our proposed ranking score. This
is more efficient, but at the price of potentially
dropping the correct facts. One could trade effi-
ciency for accuracy by ranking all the candidates
in the subgraph.

Fact selection The fact selection results for
our approach and baselines are shown in Table 5.
The object accuracy is the same as the overall
question answer accuracy. Recall that in Sec-
tion 3.3 we explained that the weight components
in the well-order loss (13) are adjusted dynami-
cally in the training to impose a larger penalty for
mention–subject mismatches and hence enforce
correct matches. This can be observed by look-
ing at the different loss components and weights
as well the subject and relation matching accura-
cies during the training. As weights for mention–
subject matches increase, the losses for mention–
subject matches also increase, while both the er-
rors for mention–subject matches and pattern–
relation matches are high. To reduce the errors, the
model is forced to match mention–subject more
correctly. As a result, the corresponding weights
and losses decrease, and both mention–subject and
pattern–relation match accuracies increase.

Effectiveness of well-order loss and joint-
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Approach Obj. Sub. Rel.
(= Overall Acc.)

1 AMPCNN 76.4
(Yin et al., 2016)

2 BiLSTM 78.1
(Petrochuk and Zettlemoyer, 2018)

3 AMPCNN + wo-loss 77.69
4 JS + wo-loss 81.10 87.44 69.22
5 JS + wo-loss + sub50 85.44 91.47 76.98
6 JS + wo-loss + sub1 79.34 87.97 84.12

Table 5: Fact Selection Accuracy (%). The object accuracy is the end-to-end question answer accuracy, while
subject and relation accuracies refer to separately computed subject accuracy and relation accuracy.

scoring model The first and second row of Table 5
are taken from the baseline AMPCNN (Yin et al.,
2016) and BiLSTM (Petrochuk and Zettlemoyer,
2018) (the state of the art prior to our work2). The
third row shows the accuracy of the baseline with
our proposed well-order loss and we see a 1.3%
improvement, demonstrating the effectiveness of
the well-order loss. Further, the fourth row shows
the accuracy of our joint-scoring (JS) model with
well-order loss and we see a 3% improvement over
the best baseline3, demonstrating the effectiveness
of the joint-scoring model.

Effectiveness of subgraph ranking The fifth
row of Table 5 shows the accuracy of our joint-
scoring model with well-order loss and top-50
ranked subgraph and we see a further 4.3% im-
provement over our model without subgraph rank-
ing (the fourth row), and a 7.3% improvement over
the best baseline. In addition, the subject accu-
racy increases by 4.0%, which is due to the sub-
graph ranking. Interestingly, the relation accu-
racy increases by 7.8%, which supports our claim
that improving subject matching can improve re-
lation matching. This demonstrates the effective-
ness of our subgraph ranking and joint-scoring
approach. The sixth row shows the accuracy of
our joint-scoring model with well-order loss and
only the top-1 subject. In this case, the subject
accuracy is limited by the top-1 recall which is
85.5%. Despite that, our approach outperforms
the best baseline by 1.2%. Further, the relation
accuracy increases by 7.1% over the fifth row, be-
cause restricting the subject substantially confines

2As noted, Ture and Jojic (2017) reported better perfor-
mance than us but neither Petrochuk and Zettlemoyer (2018)
nor Mohammed et al. (2018) could replicate their result.

3At the time of submission we also found that Hao et al.
(2018) reported 80.2% accuracy.

Incorrect Sub. only 8.67
Incorrect Rel. only 16.26
Incorrect Sub. & Rel. 34.50
Other 40.57

Table 6: Error Decomposition (%). Percentages for to-
tal of 3157 errors.

the choice of relations. This shows that a suffi-
ciently high top-1 subgraph recall reduces the need
for subject matching.

4.4 Error Analysis

In order to analyze what constitutes the errors of
our approach, we select the questions in the test
set for which our best model has predicted wrong
answers, and analyze the source of errors (see
Table 6). We observe that the errors can be catego-
rized as follows: (1) Incorrect subject prediction;
however, some subjects are actually correct, e.g.,
the prediction “New York” v.s. “New York City.”
(2) Incorrect relation prediction; however, some
relations are actually correct, e.g., the prediction
“fictional-universe.fictional-character.character-
created-by” v.s. “book.written-work.author” in the
question “Who was the writer of Dark Sun?” and
“music.album.genre” v.s. “music.artist.genre.” (3)
Incorrect prediction of both.

However, these three reasons only make up
59.43% of the errors. The other 40.57% errors are
due to: (4) Ambiguous questions, which take up
the majority of the errors, e.g., “Name a species
of fish.” or “What movie is a short film?” These
questions are too general and can have multiple
correct answers. Such issues in the SimpleQues-
tions dataset are analyzed by Petrochuk and Zettle-
moyer (2018) (see further discussion on this at the
end of this Section). (5) Non-simple questions,
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e.g., “Which drama film was released in 1922?”
This question requires two KB facts instead of
one to answer correctly. (6) Wrong fact ques-
tions where the reference fact is non-relevant, e.g.,
“What is an active ingredient in Pacific?” is la-
beled with “Triclosan 0.15 soap”. (7) Out of scope
questions, which have entities or relations out the
scope of FB2M. (8) Spelling inconsistencies, e.g.,
the predicted answer “Operation Shylock: A Con-
fession” v.s. the reference answer “Operation Shy-
lock”, and the predicted answer “Tom and Jerry:
Robin Hood and His Merry Mouse” v.s. the ref-
erence answer “Tom and Jerry”. For these cases,
even when the models predict the subjects and re-
lations correctly, these questions are fundamen-
tally unanswerable.

Although these issues are inherited from the
dataset itself, given the large size of the dataset
and the small proportion of the problematic ques-
tions, it is sufficient to validate the reliability and
significance of our performance improvement and
conclusions.

Answerable Questions Redefined Petrochuk
and Zettlemoyer (2018) set an upper bound of
83.4% for the accuracy on the SimpleQuestions
dataset. However, our models are able to do bet-
ter than the upper bound. Are we doing some-
thing wrong? Petrochuk and Zettlemoyer (2018)
claim that a question is unanswerable if there exist
multiple valid subject–relation pairs in the knowl-
edge graph, but we claim that a question is unan-
swerable if and only if there is no valid fact in the
knowledge graph. There is a subtle difference be-
tween these two claims.

Based on different definitions of answerable
questions, we further claim that incorrect sub-
ject or incorrect relation can still lead to a cor-
rect answer. For example, for the question “What
is a song from Hier Komt De Storm?” with
the fact (Hier Komt De Storm: 1980-1990 live,
music.release.track-list, Stephanie), our predicted
subject “Hier Komt De Storm: 1980-1990 live”
does not match the reference subject “Hier Komt
De Storm”, but our model predicts the correct
answer “Stephanie” because it can deal with in-
exact match of the subjects. In the second ex-
ample, for the question “Arkham House is the
publisher behind what novel?”, our predicted
relation “book.book-edition.publisher” does not
match the reference relation “book.publishing-
company.books-published”, but our model pre-

dicts the correct answer “Watchers at the Strait
Gate” because it can deal with paraphrases of re-
lations. In the third example, for the question
“Who was the king of Lydia and Croesus’s fa-
ther?”, the correct subject “Croesus” ranks second
in our subject predictions and the correct relation
“people.person.parents” ranks fourth in our rela-
tion predictions, but our model predicts the correct
answer “Alyattes of Lydia” because it reweighs the
scores with respect to the subject–relation depen-
dency and the combined score of subject and rela-
tion ranks first.

To summarize, the reason that we are able to
redefine answerable questions and achieve signif-
icant performance gain is that we take advantage
of the subgraph ranking and the subject–relation
dependency.

5 Conclusions

In this work, we propose a subgraph ranking
method and joint-scoring approach to improve
the performance of KBSQA. The ranking method
combines literal and semantic scores to deal with
inexact match and achieves better subgraph selec-
tion results than the state of the art. The joint-
scoring model with well-order loss couples the de-
pendency of subject matching and relation match-
ing and enforces the order of scores. Our proposed
approach achieves a new state of the art on the
SimpleQuestions dataset, surpassing the best base-
line by a large margin.

In the future work, one could further improve
the performance on simple question answering
tasks by exploring relation ranking, different em-
bedding strategies and network structures, dealing
with open questions and out-of-scope questions.
One could also consider extending our approach
to complex questions, e.g., multi-hop questions
where more than one supporting facts is required.
Potential directions may include ranking the sub-
graph by assigning each edge (relation) a close-
ness score and evaluating the length of the short-
est path between any two path-connected entity
nodes.
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Abstract
Open-domain question answering remains a
challenging task as it requires models that are
capable of understanding questions and an-
swers, collecting useful information, and rea-
soning over evidence. Previous work typi-
cally formulates this task as a reading com-
prehension or entailment problem given evi-
dence retrieved from search engines. How-
ever, existing techniques struggle to retrieve
indirectly related evidence when no directly
related evidence is provided, especially for
complex questions where it is hard to parse
precisely what the question asks. In this pa-
per we propose a retriever-reader model that
learns to attend on essential terms during the
question answering process. We build (1) an
essential term selector which first identifies the
most important words in a question, then refor-
mulates the query and searches for related ev-
idence; and (2) an enhanced reader that distin-
guishes between essential terms and distract-
ing words to predict the answer. We evaluate
our model on multiple open-domain multiple-
choice QA datasets, notably performing at the
level of the state-of-the-art on the AI2 Reason-
ing Challenge (ARC) dataset.

1 Introduction

Open-domain question answering (QA) has been
extensively studied in recent years. Many exist-
ing works have followed the ‘search-and-answer’
strategy and achieved strong performance (Chen
et al., 2017; Kwon et al., 2018; Wang et al., 2018b)
spanning multiple QA datasets such as TriviaQA
(Joshi et al., 2017), SQuAD (Rajpurkar et al.,
2016), MS-Macro (Nguyen et al., 2016), ARC
(Clark et al., 2018) among others.

However, open-domain QA tasks become inher-
ently more difficult when (1) dealing with ques-
tions with little available evidence; (2) solving

∗Most of the work was done during internship at Mi-
crosoft, Redmond.

questions where the answer type is free-form text
(e.g. multiple-choice) rather than a span among
existing passages (i.e., ‘answer span’); or when
(3) the need arises to understand long and com-
plex questions and reason over multiple passages,
rather than simple text matching. As a result, it is
essential to incorporate commonsense knowledge
or to improve retrieval capability to better capture
partially related evidence (Chen et al., 2017).

As shown in Table 1, the TriviaQA, SQuAD,
and MS-Macro datasets all provide passages
within which the correct answer is guaranteed to
exist. However, this assumption ignores the diffi-
culty of retrieving question-related evidence from
a large volume of open-domain resources, espe-
cially when considering complex questions which
require reasoning or commonsense knowledge.
On the other hand, ARC does not provide passages
known to contain the correct answer. Instead, the
task of identifying relevant passages is left to the
solver. However, questions in ARC have multi-
ple answer choices that provide indirect informa-
tion that can help solve the question. As such
an effective model needs to account for relations
among passages, questions, and answer choices.
Real-world datasets such as Amazon-QA (a cor-
pus of user queries from Amazon) (McAuley and
Yang, 2016) also exhibit the same challenge, i.e.,
the need to surface related evidence from which to
extract or summarize an answer.

Figure 1 shows an example of a question in the
ARC dataset and demonstrates the difficulties in
retrieval and reading comprehension. As shown
for Choice 1 (C1), a simple concatenation of the

1For SQuAD and TriviaQA, since the questions are paired
with span-type answers, it is convenient to obtain ranking su-
pervision where retrieved passages are relevant via distant su-
pervision; however free-form questions in ARC and Amazon-
QA result in a lack of supervision which makes the problem
more difficult. For MS-Macro, the dataset is designed to an-
notate relevant passages though it has free-form answers.
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Dataset # of questions Open-
domain

Multiple
choice

Passage
retrieval

No ranking
supervision1

ARC (Clark et al., 2018) ≈ 7K 3 3 3 3

Amazon-QA (McAuley and Yang, 2016) ≈ 1.48M 3 3

SQuAD (Rajpurkar et al., 2016) ≈ 100K 3

TriviaQA (Joshi et al., 2017) ≈ 650K 3

MS-Macro (Nguyen et al., 2016) ≈ 1M 3

Table 1: Differences among popular QA datasets.

Query1: Mercury , the planet nearest to the Sun , has extreme surface 
temperatures , ranging from 465 C in sunlight to -180 C in darkness . 
Why is there such a large range of temperatures on Mercury?  The 
planet is too small to hold heat.

Q: Mercury , the planet nearest to the Sun , has extreme surface temperatures , ranging from 465 
C in sunlight to -180 C in darkness . Why is there such a large range of temperatures on Mercury?

C1: The planet is too small to hold heat. C4: The planet lacks an atmosphere to hold heat . 

Query1 = Q+C1

S1: The lack of atmosphere also contributes to the 
planet 's wild temperature extremes . 
S2: Mercury is the closest planet to the sun and has a 
thin atmosphere, no air pressure and an extremely
high temperature. 
…

S1: Other planets such as Mercury has extreme
hot and cold temperatures . 
S2: The planet Mercury is too small and has too 
little gravity to hold onto an atmosphere. 
…

MRC

…

…

Retrieving evidence

Sending evidence to reader

Query4: Mercury extreme surface temperatures. 
The planet lacks an atmosphere to hold heat .

Retrieving evidence

Query4 = Essential-term(Q)+C4

Figure 1: Example of the retrieve-and-read process to solve open-domain questions. Words related with the ques-
tion are in bold; and words related with C1 and C4 are in italics.

question and the answer choice is not a reliable
query and is of little help when trying to find sup-
porting evidence to answer the question (e.g. we
might retrieve sentences similar to the question or
the answer choice, but would struggle to find ev-
idence explaining why the answer choice is cor-
rect). On the other hand, a reformulated query
consisting of essential terms in the question and
Choice 4 can help retrieve evidence explaining
why Choice 4 is a correct answer. To achieve this,
the model needs to (1) ensure that the retrieved
evidence supports the fact mentioned in both the
question and the answer choices and (2) capture
this information and predict the correct answer.

To address these difficulties, we propose an
essential-term-aware Retriever-Reader (ET-RR)
model that learns to attend on essential terms dur-
ing retrieval and reading. Specifically, we develop
a two-stage method with an essential term selector
followed by an attention-enhanced reader.

Essential term selector. ET-Net is a recurrent
neural network that seeks to understand the ques-
tion and select essential terms, i.e., key words,
from the question. We frame this problem as a
classification task for each word in the question.

These essential terms are then concatenated with
each answer choice and fed into a retrieval engine
to obtain related evidence.

Attention-Enhanced Reader. Our neural
reader takes the triples (question, answer choice,
retrieved passage) as input. The reader consists
of a sequence of language understanding layers:
an input layer, attention layer, sequence model-
ing layer, fusion layer, and an output layer. The
attention and fusion layers help the model to ob-
tain a refined representation of one text sequence
based on the understanding of another, e.g. a pas-
sage representation based on an understanding of
the question. We further add a choice-interaction
module to handle the semantic relations and differ-
ences between answer choices. Experiments show
that this can further improve the model’s accuracy.

We evaluate our model on the ARC Chal-
lenge dataset, where our model achieves an ac-
curacy of 36.61% on the test set, and outper-
formed all leaderboard solutions at the time of
writing (Sep. 2018). To compare with other
benchmark datasets, we adapt RACE (Lai et al.,
2017) and MCScript (Ostermann et al., 2018) to
the open domain setting by removing their super-

336



vision in the form of relevant passages. We also
consider a large-scale real-world open-domain
dataset, Amazon-QA, to evaluate our model’s
scalability and to compare against standard bench-
marks designed for the open-domain setting. Ex-
periments on these three datasets show that ET-
RR outperforms baseline models by a large mar-
gin. We conduct multiple ablation studies to show
the effectiveness of each component of our model.
Finally, we perform in-depth error analysis to ex-
plore the model’s limitations.

2 Related Work

There has recently been growing interest in build-
ing better retrievers for open-domain QA. Wang
et al. (2018b) proposed a Reinforced Ranker-
Reader model that ranks retrieved evidence and
assigns different weights to evidence prior to pro-
cessing by the reader. Min et al. (2018) demon-
strated that for several popular MRC datasets
(e.g. SQuAD, TriviaQA) most questions can be
answered using only a few sentences rather than
the entire document. Motivated by this observa-
tion, they built a sentence selector to gather this
potential evidence for use by the reader model.
Nishida et al. (2018) developed a multi-task learn-
ing (MTL) method for a retriever and reader in or-
der to obtain a strong retriever that considers cer-
tain passages including the answer text as posi-
tive samples during training. The proposed MTL
framework is still limited to scenarios where it
is feasible to discover whether the passages con-
tain the answer span. Although these works have
achieved progress on open-domain QA by improv-
ing the ranking or selection of given evidence,
few have focused on the scenario where the model
needs to start by searching for the evidence itself.

Scientific Question Answering (SQA) is a rep-
resentative open-domain task that requires capa-
bility in both retrieval and reading comprehen-
sion. In this paper, we study question answering
on the AI2 Reasoning Challenge (ARC) scientific
QA dataset (Clark et al., 2018). This dataset con-
tains multiple-choice scientific questions from 3rd
to 9th grade standardized tests and a large cor-
pus of relevant information gathered from search
engines. The dataset is partitioned into “Chal-
lenge” and “Easy” sets. The challenge set consists
of questions that cannot be answered correctly by
either of the solvers based on Pointwise Mutual
Information (PMI) or Information Retrieval (IR).

Existing models tend to achieve only slightly bet-
ter and sometimes even worse performance than
random guessing, which shows that existing mod-
els are not well suited to this kind of QA task.

Jansen et al. (2017) first developed a rule-based
focus word extractor to identify essential terms in
the question and answer candidates. The extracted
terms are used to aggregate a list of potential an-
swer justifications for each answer candidate. Ex-
periments shown that focus words are beneficial
for SQA on a subset of the ARC dataset. Khashabi
et al. (2017) also worked on the problem of find-
ing essential terms in a question for solving SQA
problems. They published a dataset containing
over 2,200 science questions annotated with es-
sential terms and train multiple classifiers on it.
Similarly, we leverage this dataset to build an es-
sential term selector using a neural network-based
algorithm. More recently, Boratko et al. (2018)
developed a labeling interface to obtain high qual-
ity labels for the ARC dataset. One finding is that
human annotators tend to retrieve better evidence
after they reformulate the search queries which are
originally constructed by a simple concatenation
of question and answer choice. By feeding the
evidence obtained by human-reformulated queries
into a pre-trained MRC model (i.e., DrQA (Chen
et al., 2017)) they achieved an accuracy increase
of 42% on a subset of 47 questions. This shows
the potential for a “human-like” retriever to boost
performance on this task.

Query reformulation has been shown to be
effective in information retrieval (Lavrenko and
Croft, 2001). Nogueira and Cho (2017) modeled
the query reformulation task as a binary term se-
lection problem (i.e., whether to choose the term
in the original query and the documents retrieved
using the original query). The selected terms are
then concatenated to form the new query. Instead
of choosing relevant words, Buck et al. (2018) pro-
posed a sequence-to-sequence model to generate
new queries. Das et al. (2019) proposed Multi-
step Retriever-Reader which explores an iterative
retrieve-and-read strategy for open-domain ques-
tion answering. It formulates the query reformu-
lation problem in the embedding space where the
vector representation of the question is changed to
improve the performance. Since there is no super-
vision for training the query reformulator, all these
methods using reinforcement learning to maxi-
mize the task-specific metrics (e.g. Recall for para-
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graph ranking, F1 and Exact Matching for span-
based MRC). Different from these works, we train
the query reformulator using an annotated dataset
as supervision and then apply the output to a sep-
arate reader model. We leave the exploration of
training our model end-to-end using reinforcement
learning as future work.

3 Approach

In this section, we introduce the essential-term-
aware retriever-reader model (ET-RR). As shown
in Figure 2, we build a term selector to discover
which terms are essential in a question. The se-
lected terms are then used to formulate a more effi-
cient query enabling the retriever to obtain related
evidence. The retrieved evidence is then fed to the
reader to predict the final answer.

For a question with q words Q = {wQt }qt=1

along with its N answer choices C = {Cn}Nn=1

where Cn = {wCt }ct=1, the essential-term selector
chooses a subset of essential terms E ⊂ Q, which
are then concatenated with each Cn to formulate a
query. The query for each answer choice, E+Cn,
is sent to the retriever (e.g. Elastic Search2), and
the top K retrieved sentences based on the scores
returned by the retriever are then concatenated into
the evidence passage Pn = {wPt }Kt=1.

Next, given these text sequences Q, C, and
P = {Pn}Nn=1, the reader will determine a match-
ing score for each triple {Q,Cn,Pn}. The answer
choice Cn∗ with the highest score is selected.

We first introduce the reader model in Sec-
tion 3.1 and then the essential term selector in Sec-
tion 3.2.

3.1 Reader Model
3.1.1 Input Layer
To simplify notation, we ignore the subscript n
denoting the answer choice until the final output
layer. In the input layer, all text inputs—the ques-
tion, answer choices, and passages, i.e., retrieved
evidence—are converted into embedded represen-
tations. Similar to Wang (2018), we consider the
following components for each word:
Word Embedding. Pre-trained GloVe word em-
bedding with dimensionality dw = 300.
Part-of-Speech Embedding and Named-Entity
Embedding. The part-of-speech tags and named
entities for each word are mapped to embeddings
with dimension 16.

2https://www.elastic.co/products/elasticsearch

Relation Embedding. A relation between each
word in P and any word in Q or C is mapped to
an embedding with dimension 10. In the case that
multiple relations exist, we select one uniformly
at random. The relation is obtained by querying
ConceptNet (Speer et al., 2017).
Feature Embeddings. Three handcrafted features
are used to enhance the word representations: (1)
Word Match; if a word or its lemma of P exists in
Q or C, then this feature is 1 (0 otherwise). (2)
Word Frequency; a logarithmic term frequency is
calculated for each word. (3) Essential Term; for
the i-th word in Q, this feature, denoted as wei ,
is 1 if the word is an essential term (0 otherwise).
Let we = [we1 , we2 , . . . , weq ] denote the essential
term vector.

For Q,C,P, all of these components are con-
catenated to obtain the final word representations
WQ ∈ Rq×dQ ,WC ∈ Rc×dC ,WP ∈ Rp×dP ,
where dQ, dC , dP are the final word dimensions
of Q,C, and P.

3.1.2 Attention Layer
As shown in Figure 2, after obtaining word-level
embeddings, attention is added to enhance word
representations. Given two word embedding se-
quences WU ,WV , word-level attention is calcu-
lated as:

M
′
UV = WUU · (WVV)>

MUV = softmax(M
′
UV )

WV
U = MUV · (WVV),

(1)

where U ∈ RdU×dw and V ∈ RdV ×dw are two
matrices that convert word embedding sequences
to dimension dw, and M

′
UV contains dot products

between each word in WU and WV , and soft-
max is applied on M

′
UV row-wise. Three types

of attention are calculated using Equation (1):
(1) question-aware passage representation WQ

P ∈
Rp×dw ; (2) question-aware choice representation
WQ

C ∈ Rc×dw ; and (3) passage-aware choice rep-
resentation WP

C ∈ Rc×dw .

3.1.3 Sequence Modeling Layer
To model the contextual dependency of each text
sequence, we use BiLSTMs to process the word
representations obtained from the input layer and
attention layer:

Hq = BiLSTM[WQ]

Hc = BiLSTM[WC ;W
P
C ;W

Q
C ]

Hp = BiLSTM[WP ;W
Q
P ],

(2)

338



Question Essential 
terms

Choice 1

Choice N

…
Query 1

Query N

Passage 1

IR retriever

Attention enhanced reader

…

…

Prediction

Essential term 
selector

Choice 1 Passage 1

+

+

=

= Passage N

Softmax

Hc

Self fusionQuestion-aware 
matching

Self fusion

Hp Hq

Choice 
interaction

𝑝𝑝 𝑞𝑞 𝑐𝑐

Question Choice 1 Choice N

Sequence Modeling layer

Prediction

Input layer

Attention layer

(a) Retriever-reader
model

(c) Fusion layer

(b) Essential term
selector

…

Projection layer

+ +

+

Sequence Modeling layer

Fusion layer

Score 1

Input layer

Attention layer

Output layer

Question Choice 1 Passage 1

Sequence Modeling layer

Fusion layer

Input layer

Attention layer

Output layer

Question Choice N Passage N

Sequence Modeling layer

Fusion layer

Score N

Input layer

Attention layer

Output layer…

Figure 2: Model structure for our essential-term-aware retriever-reader model.

where Hq ∈ Rq×l,Hc ∈ Rc×l, and Hp ∈
Rp×l are the hidden states of the BiLSTMs, ‘;’ is
feature-wise concatenation, and l is the size of the
hidden states.

3.1.4 Fusion Layer
We further convert each question and answer
choice into a single vector: q ∈ Rl and c ∈ Rl:

αq = softmax([Hq;we] ·w>sq), q = Hq>αq

αc = softmax(Hc ·w>sc), c = Hc>αc,
(3)

where the essential-term feature we from Sec-
tion 3.1.1 is concatenated with Hq, and wsq and
wsc are learned parameters.

Finally, a bilinear sequence matching is calcu-
lated between Hp and q to obtain a question-aware
passage representation, which is used as the final
passage representation:

αp = softmax(Hp · q); p = Hp>αp. (4)

3.1.5 Choice Interaction
When a QA task provides multiple choices for se-
lection, the relationship between the choices can
provide useful information to answer the question.
Therefore, we integrate a choice interaction layer
to handle the semantic correlation between multi-
ple answer choices. Given the hidden state Hcn of
choice cn and Hci of other choices ci, ∀i 6= n, we
calculate the differences between the hidden states
and apply max-pooling over the differences:

cinter = Maxpool(Hcn − 1

N − 1

∑

i 6=n
Hci), (5)

where N is the total number of answer choices.
Here, cinter characterizes the differences between

an answer choice cn and other answer choices.
The final representation of an answer choice is up-
dated by concatenating the self-attentive answer
choice vector and inter-choice representation as
cfinal = [c; cinter ].

3.1.6 Output Layer
For each tuple {q,pn, cn}Nn=1, two scores are cal-
culated by matching (1) the passage and answer
choice and (2) question and answer choice. We
use a bilinear form for both matchings. Finally, a
softmax function is applied overN answer choices
to determine the best answer choice:

spcn = pnW
pccfinal

n ; sqcn = qWqccfinal
n

s = softmax(spc) + softmax(sqc),
(6)

where spcn , s
qc
n are the scores for answer choice

1 ≤ n ≤ N ; spc, sqc are score vectors for all N
choices; and s contains the final scores for each
answer choice. During training, we use a cross-
entropy loss.

3.2 Essential Term Selector
Essential terms are key words in a question that
are crucial in helping a retriever obtain related ev-
idence. Given a question Q andN answer choices
C1, . . . ,CN , the goal is to predict a binary vari-
able yi for each word Qi in the question Q, where
yi = 1 if Qi is an essential term and 0 otherwise.
To address this problem, we build a neural model,
ET-Net, which has the same design as the reader
model for the input layer, attention layer, and se-
quence modeling layer to obtain the hidden state
Hq for question Q.

In detail, we take the question Q and the con-
catenation C of all N answer choices as input to
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Question If an object is attracted to a magnet, the
object is most likely made of (A) wood (B)
plastic (C) cardboard (D) metal

# annotators 5

Annotation If,0; an,0; object,3; is,0; attracted,5;
to,0; a,0; magnet,,5; the,0; object,1; is,0;
most,0; likely,0; made,2; of,0

Table 2: Example of essential term data.

Model Precision Recall F1

MaxPMI 0.88 0.65 0.75
SumPMI 0.88 0.65 0.75
PropSurf 0.68 0.64 0.66
PropLem 0.76 0.64 0.69
ET Classifier 0.91 0.71 0.80
ET-Net 0.74 0.90 0.81

Table 3: Performance of different selectors.

ET-Net. Q and C first go through an input layer
to convert to the embedded word representation,
and then word-level attention is calculated to ob-
tain a choice-aware question representation WC

Q

as in Equation (1). We concatenate the word repre-
sentation and word-level attention representation
of the question and feed it into the sequence mod-
eling layer:

Hq = BiLSTM[WQ;W
C
Q]. (7)

As shown in Figure 2, the hidden states obtained
from the attention layer are then concatenated with
the embedded representations of Q and fed into
a projection layer to obtain the prediction vector
y ∈ Rq for all words in the question:

y = [Hq;Wf
Q] ·ws, (8)

where ws contains the learned parameters, and
Wf

Q is the concatenation of the POS embedding,
NER embedding, relation embedding, and feature
embedding from Section 3.1.1.

After obtaining the prediction for each word, we
use a binary cross-entropy loss to train the model.
During evaluation, we take words with yi greater
than 0.5 as essential terms.

4 Experiments

In this section, we first discuss the performance
of the essential term selector, ET-Net, on a public
dataset. We then discuss the performance of the
whole retriever-reader pipeline, ET-RR, on mul-
tiple open-domain datasets.For both the ET-Net
and ET-RR models, we use 96-dimensional hid-
den states and 1-layer BiLSTMs in the sequence
modeling layer. A dropout rate of 0.4 is applied
for the embedding layer and the BiLSTMs’ out-
put layer. We use adamax (Kingma and Ba, 2014)
with a learning rate of 0.02 and batch size of
32. The model is trained for 100 epochs. Our
code is released at https://github.com/
nijianmo/arc-etrr-code.

4.1 Performance on Essential Term Selection
We use the public dataset from Khashabi et al.
(2017) which contains 2,223 annotated questions,
each accompanied by four answer choices. Ta-
ble 2 gives an example of an annotated question.
As shown, the dataset is annotated for binary clas-
sification. For each word in the question, the
data measures whether the word is an “essential”
term according to 5 annotators. We then split the
dataset into training, development, and test sets us-
ing an 8:1:1 ratio and select the model that per-
forms best on the development set.

Table 3 shows the performance of our essential
term selector and baseline models from Khashabi
et al. (2017). The second best model (ET Classi-
fier) is an SVM-based model from Khashabi et al.
(2017) requiring over 100 handcrafted features.
As shown, our ET-Net achieves a comparable re-
sult with ET Classifier in terms of the F1 Score.

Table 4 shows example predictions made by ET-
Net. As shown, ET-Net is capable of selecting
most ground-truth essential terms. It rejects cer-
tain words such as “organisms” which have a high
TF-IDF in the corpus but are not relevant to an-
swering a particular question. This shows its abil-
ity to discover essential terms according to the
context of the question.

4.2 Performance on Open-domain
Multiple-choice QA

We train and evaluate our proposed pipeline
method ET-RR on four open-domain multiple-
choice QA datasets. All datasets are associated
with a sentence-level corpus. Detailed statistics
are shown in Table 5.

• ARC (Clark et al., 2018): We consider the
‘Challenge’ set in the ARC dataset and use
the provided corpus during retrieval.

• RACE-Open: We adapted the RACE dataset
(Lai et al., 2017) to the open-domain setting.
Originally, each question in RACE comes
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Example questions

Which unit of measurement can be used to describe the
length of a desk ?
One way animal usually respond to a sudden drop in
temperature is by
Organisms require energy to survive. Which of the follow-
ing processes provides energy to the body ?

Table 4: Examples of essential term prediction (in ques-
tions) by ET-Net. True positives are marked bold and
underlined while false positives are only underlined.

Dataset Train Dev Test Corpus

ARC 1,119 299 1,172 1.46M
RACE-Open 9,531 473 528 0.52M
MCScript-Open 1,036 156 319 24.2K
Amazon-Patio 36,587 4,531 4,515 2.55M
Amazon-Auto 49,643 6,205 6,206 7.32M
Amazon-Cell 40,842 5,105 5,106 1.86M

Table 5: Statistics on ARC, RACE-Open,
MCScript-Open and Amazon-QA. Corpus size is
the number of sentences.

Dataset Example questions

ARC
The best way to separate salt from water is with the use of
Which geologic process most likely caused the formation of the Mount St. Helens Volcano?

RACE-Open
According to the article, what does the band Four Square hope to do in the future?
According to the article we know it is to prevent the forests from slowly disappearing.

Amazon-QA
For anyone with small ears, do these fit comfortably or do they feel like they are always going to fall out,
not in correctly, etc.
Does it remove easily and does it leave any sticky residue behind? thanks in advance.

Table 6: Example of predictions on ARC, RACE-Open and Amazon-QA. Predicted terms are underlined.

with a specific passage. To enable passage
retrieval, we concatenate all passages into a
corpus with sentence deduplication.3

• MCScript-Open: The MCScript (Ostermann
et al., 2018) dataset is also adapted to the
open-domain setting. Again we concatenate
all passages to build the corpus.4

• Amazon-QA: The Amazon-QA dataset
(McAuley and Yang, 2016) is an open-
domain QA dataset covering over one
million questions across multiple product
categories. Each question is associated
with a free-form answer. We adapt it into a
2-way multiple-choice setting by randomly
sampling an answer from other questions as
an answer distractor. We split all product
reviews at the sentence-level to build the
corpus. We consider three categories from
the complete dataset in our experiments.

In the experiments, ET-RR uses ET-Net to
choose essential terms in the question. Ta-
ble 6 shows example predictions on these target
datasets. Then it generates a query for each of
the N answer choices by concatenating essential

3 As short questions might not contain any words which
can relate the question to any specific passage or sentence,
we only keep questions with more than 15 words.

4We keep questions with more than 10 words rather than
15 words to ensure that there is sufficient data.

terms and the answer choice. For each query, ET-
RR obtains the topK sentences returned by the re-
triever and considers these sentences as a passage
for the reader. We set K = 10 for all experiments.

We compare ET-RR with existing retrieve-and-
read methods on both datasets. As shown in Ta-
ble 7, on the ARC dataset, ET-RR outperforms all
previous models without using pre-trained mod-
els and achieves a relative 8.1% improvement over
the second best BiLSTM Max-out method (Mi-
haylov et al., 2018). Recently, finetuning on pre-
trained models has shown great improvement over
a wide range of NLP tasks. Sun et al. (2019) pro-
posed a ‘Reading Strategies’ method to finetune
the pre-trained model OpenAI GPT, a language
model trained on the BookCorpus dataset (Rad-
ford, 2018). They trained Reading Strategies on
the RACE dataset to obtain more auxiliary knowl-
edge and then finetune that model on the ARC cor-
pus. Table 8 demonstrates the performance com-
parison of ET-RR and Reading Strategies on ARC.
As shown, though Reading Strategies trained on
both ARC and RACE dataset outperforms ET-RR,
ET-RR outperforms Reading Strategies using only
the ARC dataset at training time.

On the RACE-Open and MCScript-Open
datasets, ET-RR achieves a relative improvement
of 24.6% and 10.5% on the test set compared
with the second best method IR solver respec-
tively. We also evaluate on multiple categories of
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Model ARC RACE-Open MCScript-Open
Test Test Test

IR solver 20.26 30.70 60.46
Random 25.02 25.01 50.02
BiDAF 26.54 26.89 50.81
BiLSTM Max-out 33.87 / /
ET-RR (Concat) 35.33 36.87 66.46
ET-RR 36.61 38.61 67.71

Table 7: Accuracy on multiple-choice selection on ARC,
RACE-Open and MCScript-Open.

Training Corpus model ARC

ARC
Reading Strategies 35.0
ET-RR 36.6

ARC+RACE Reading Strategies 40.7

Table 8: Comparisons of ET-RR and Reading
Strategies on ARC.

Model Amazon Amazon Aamzon
-Patio -Auto -Cell

IR solver 72.80 73.60 70.50
Moqa 84.80 86.30 88.60
ET-RR (Concat) 96.19 95.21 93.26
ET-RR 96.61 95.96 93.81

Table 9: Accuracy on multiple-choice selection on
three product categoris of Amazon-QA.

Pre-trained model RACE

3 Reading Strategies 63.8
3 OpenAI GPT 59.0

ET-RR (reader) 52.3
Bi-attn (MRU) 50.4

Hier. Co-Matching 50.4

Table 10: Experimental results for reader on RACE.

the Amazon-QA dataset. As shown in Table 9,
ET-RR increases the accuracy by 10.33% on aver-
age compared to the state-of-the-art model Moqa
(McAuley and Yang, 2016). We also compare ET-
RR with ET-RR (Concat), which is a variant of
our proposed model that concatenates the question
and choice as a query for each choice. Among
all datasets, ET-RR outperforms ET-RR (concat)
consistently which shows the effectiveness of our
essential-term-aware retriever.

4.3 Ablation study

We investigate how each component contributes to
model performance.

Performance of reader. Our reader alone can
be applied on MRC tasks using the given pas-
sages. Here, we evaluate our reader on the orig-
inal RACE dataset to compare with other MRC
models as shown in Table 10. As shown, the re-
cently proposed Reading Strategies and OpenAI
GPT models, that finetune generative pre-trained
models achieve the highest scores. Among non-
pre-trained models, our reader outperforms other

Model Test

ET-RR 36.61
– inter-choice 36.36
– passage-choice 35.41
– question-choice 34.47
– passage-question 34.05

Table 11: Ablation test on attention components of ET-
RR on ARC. ‘–’ denotes the ablated feature.

baselines: Bi-attn (MRU) (Tay et al., 2018) and
Hierarchical Co-Matching (Wang et al., 2018a) by
a relative improvement of 3.8%.

Attention components. Table 11 demonstrates
how the attention components contribute to the
performance of ET-RR. As shown, ET-RR with
all attention components performs the best on the
ARC test set. The performance of ET-RR without
passage-question attention drops the most signifi-
cantly out of all the components. It is worth not-
ing that the choice interaction layer gives a further
0.24% boost on test accuracy.

Essential term selection. To understand the
contribution of our essential-term selector, we
compare ET-RR with two variants: (1) ET-RR
(Concat) and (2) ET-RR (TF-IDF). For ET-RR
(TF-IDF), we calculate the TF-IDF scores and
take words with the top 30% of TF-IDF scores
in the question to concatenate with each answer
choice as a query.5

Table 12 shows an ablation study comparing
different query formulation methods and amounts
of retrieved evidence K. As shown, with the es-
sential term selector ET-Net, the model consis-
tently outperforms other baselines, given different
numbers of retrievalsK. Performance for all mod-
els is best when K = 10. Furthermore, only using
TF-IDF to select essential terms in a question is
not effective. WhenK = 10, the ET-RR (TF-IDF)

5According to the annotated dataset, around 30% of the
terms in each question are labelled as essential.
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Model
ET-RR ET-RR

ET-RR
(Concat) (TF-IDF)

Top K Dev Test Dev Test Dev Test

5 39.26 33.36 39.93 34.73 39.93 35.59
10 38.93 35.33 39.43 35.24 43.96 36.61
20 41.28 34.56 38.59 33.88 42.28 35.67

Table 12: Comparison of query formulation methods
and amounts of retrieved evidence (i.e., top K) on the
ARC dataset, in terms of percentage accuracy.

method performs even worse than ET-RR (Con-
cat). This illustrates the challenges in understand-
ing what is essential in a question.

Though ET-RR consistently outperforms ET-
RR (TF-IDF), the improvement is relatively mod-
est on the Test set (around 1.4%). A similar out-
come has been reported in Jansen et al. (2017);
Khashabi et al. (2017) where essential term ex-
traction methods have shown around 2%-4% gain
compared with TF-IDF models and struggle to ob-
tain further improvement on SQA tasks. This con-
sensus might show the discrepancy of essential
terms between human and machine (i.e., the es-
sential terms obtained using a human annotated
dataset might not be helpful in a machine infer-
ence model). Another reason might be the current
retrieval method does not effectively use these es-
sential terms and the performance highly depends
on the dataset. Note that the ET-RR outperforms
ET-RR (TF-IDF) by around 4% on the Dev set.
Therefore, how to develop well-formed single or
even multi-hop queries using these terms are worth
studying in the future.

4.4 Error Analysis

Table 13 shows two major types of error, where the
correct answer choice is in bold and the predicted
answer choice is in italics.
Retrieved supporting evidence but failed to rea-
son over it. For the first question, there exists ev-
idence that can justify the answer candidate (C).
However, the model chooses (D) which has more
words overlapping with its evidence. This shows
that the model still lacks the reasoning capability
to solve complex questions.
Failed to retrieve supporting evidence. For the
second question, the retrieved evidence of both
the correct answer (D) and the prediction (B) is
not helpful to solve the question. Queries such as
‘what determines the year of a planet’ are needed
to acquire the knowledge for solving this question.

The elements carbon, hydrogen, and oxygen are parts of
many different compounds. Which explains why these
three elements can make so many different compounds?
(A) They can be solids, liquids, or gases.
(B) They come in different sizes and shapes.
(C) They combine in different numbers and ratios.
* There are many different types of compounds because
atoms of elements combine in many different ways (and
in different whole number ratios) to form different com-
pounds.
(D) They can be a proton, a neutron, or an electron.
* Atoms of different elements have a different number of
protons, neutrons, and electrons.

Which planet in the solar system has the longest year?
(A) The planet closest to the Sun.
(B) The planet with the longest day.
* The planet with the longest day is Venus; a day on Venus
takes 243 Earth days.
(C) The planet with the most moons.
(D) The planet farthest from the Sun.
* The last planet discovered in our solar system is farthest
away from the sun.

Table 13: Examples where ET-RR fails on ARC. The
retrieved evidence for each answer candidate is marked
by *.

This poses further challenges to design a retriever
that can rewrite such queries.

5 Conclusion

We present a new retriever-reader model (ET-RR)
for open-domain QA. Our pipeline has the follow-
ing contributions: (1) we built an essential term se-
lector (ET-Net) which helps the model understand
which words are essential in a question leading
to more effective search queries when retrieving
related evidence; (2) we developed an attention-
enhanced reader with attention and fusion among
passages, questions, and candidate answers. Ex-
perimental results show that ET-RR outperforms
existing QA models on open-domain multiple-
choice datasets as ARC Challenge, RACE-Open,
MCScript-Open and Amazon-QA. We also per-
form in-depth error analysis to show the limita-
tions of current work. For future work, we plan
to explore the directions of (1) constructing multi-
hop query and (2) developing end-to-end retriever-
reader model via reinforcement learning.

Acknowledgments

We thank Jade Huang for proofreading the paper,
Liang Wang and Daniel Khashabi for sharing code
and the annotated dataset with us. We thank all the
reviewers for their constructive suggestions.

343



References
Michael Boratko, Harshit Padigela, Divyendra Mikki-

lineni, Pritish Yuvraj, Rajarshi Das, Andrew Mc-
Callum, Maria Chang, Achille Fokoue, Pavan Ka-
panipathi, Nicholas Mattei, Ryan Musa, Kartik Ta-
lamadupula, and Michael Witbrock. 2018. A sys-
tematic classification of knowledge, reasoning, and
context within the arc dataset. In 1st Workshop on
Machine Reading for Question Answering.

Christian Buck, Jannis Bulian, Massimiliano Cia-
ramita, Andrea Gesmundo, Neil Houlsby, Wojciech
Gajewski, and Wei Wang. 2018. Ask the right ques-
tions: Active question reformulation with reinforce-
ment learning. In ICLR.

Danqi Chen, Adam Fisch, Jason Weston, and Antoine
Bordes. 2017. Reading wikipedia to answer open-
domain questions. In ACL.

Peter Clark, Isaac Cowhey, Oren Etzioni, Tushar Khot,
Ashish Sabharwal, Carissa Schoenick, and Oyvind
Tafjord. 2018. Think you have solved question
answering? try arc, the ai2 reasoning challenge.
CoRR, abs/1803.05457.

Rajarshi Das, Shehzaad Dhuliawala, Manzil Zaheer,
and Andrew McCallum. 2019. Multi-step retriever-
reader interaction for scalable open-domain question
answering. In ICLR.

Peter Jansen, Rebecca Sharp, Mihai Surdeanu, and Pe-
ter Clark. 2017. Framing qa as building and ranking
intersentence answer justifications. Computational
Linguistics, 43:407–449.

Mandar Joshi, Eunsol Choi, Daniel S. Weld, and
Luke S. Zettlemoyer. 2017. Triviaqa: A large scale
distantly supervised challenge dataset for reading
comprehension. In ACL.

Daniel Khashabi, Tushar Khot, Ashish Sabharwal, and
Dan Roth. 2017. Learning what is essential in ques-
tions. In CoNLL.

Diederik P. Kingma and Jimmy Ba. 2014. Adam:
A method for stochastic optimization. CoRR,
abs/1412.6980.

Heeyoung Kwon, Harsh Trivedi, Peter Jansen, Mi-
hai Surdeanu, and Niranjan Balasubramanian. 2018.
Controlling information aggregation for complex
question answering. In ECIR.

Guokun Lai, Qizhe Xie, Hanxiao Liu, Yiming Yang,
and Eduard H. Hovy. 2017. Race: Large-scale read-
ing comprehension dataset from examinations. In
EMNLP.

Victor Lavrenko and W. Bruce Croft. 2001. Relevance-
based language models. SIGIR Forum, 51:260–267.

Julian McAuley and Alex Yang. 2016. Addressing
complex and subjective product-related queries with
customer reviews. In WWW.

Todor Mihaylov, Peter Clark, Tushar Khot, and Ashish
Sabharwal. 2018. Can a suit of armor conduct elec-
tricity? a new dataset for open book question an-
swering. In EMNLP.

Sewon Min, Victor Zhong, Richard Socher, and Caim-
ing Xiong. 2018. Efficient and robust question an-
swering from minimal context over documents. In
ACL.

Tri Nguyen, Mir Rosenberg, Xia Song, Jianfeng Gao,
Saurabh Tiwary, Rangan Majumder, and Li Deng.
2016. Ms marco: A human generated machine read-
ing comprehension dataset. CoRR, abs/1611.09268.

Kyosuke Nishida, Itsumi Saito, Atsushi Otsuka, Hisako
Asano, and Junji Tomita. 2018. Retrieve-and-
read: Multi-task learning of information retrieval
and reading comprehension. In CIKM.

Rodrigo Nogueira and Kyunghyun Cho. 2017. Task-
oriented query reformulation with reinforcement
learning. In EMNLP.

Simon Ostermann, Michael Roth, Ashutosh Modi, Ste-
fan Thater, and Manfred Pinkal. 2018. Semeval-
2018 task 11: Machine comprehension using com-
monsense knowledge. In SemEval@NAACL-HLT.

Alec Radford. 2018. Improving language understand-
ing by generative pre-training. In Technical report.

Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and
Percy Liang. 2016. Squad: 100, 000+ questions for
machine comprehension of text. In EMNLP.

Robert Speer, Joshua Chin, and Catherine Havasi.
2017. Conceptnet 5.5: An open multilingual graph
of general knowledge. In AAAI.

Kai Sun, Dian Yu, Dong Yu, and Claire Cardie. 2019.
Improving machine reading comprehension with
general reading strategies. In NAACL.

Yi Tay, Luu Anh Tuan, and Siu Cheung Hui. 2018.
Multi-range reasoning for machine comprehension.
CoRR, abs/1803.09074.

Liang Wang. 2018. Yuanfudao at semeval-2018 task
11: Three-way attention and relational knowledge
for commonsense machine comprehension. In
SemEval@NAACL-HLT.

Shuohang Wang, Mo Yu, Shiyu Chang, and Jing Jiang.
2018a. A co-matching model for multi-choice read-
ing comprehension. In ACL.

Shuohang Wang, Mo Yu, Xiaoxiao Guo, Zhiguo Wang,
Tim Klinger, Wei Zhang, Shiyu Chang, Gerald
Tesauro, Bowen Zhou, and Jing Jiang. 2018b. R3:
Reinforced ranker-reader for open-domain question
answering. In AAAI.

344



Proceedings of NAACL-HLT 2019, pages 345–356
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

UHop: An Unrestricted-Hop Relation Extraction Framework
for Knowledge-Based Question Answering

Zi-Yuan Chen1, Chih-Hung Chang1, Yi-Pei Chen2, Jijnasa Nayak3, Lun-Wei Ku1,4

Institute of Information Science, Academia Sinica1

University of Massachusetts Amherst2

National Institute of Technology, Rourkela3

Most Joint Research Center for AI Technology and All Vista Healthcare4

{zychen,lance5,lwku}@iis.sinica.edu.tw
yipeichen@cs.umass.edu, jijnasa23@gmail.com

Abstract

In relation extraction for knowledge-based
question answering, searching from one en-
tity to another entity via a single relation is
called “one hop”. In related work, an exhaus-
tive search from all one-hop relations, two-hop
relations, and so on to the max-hop relations in
the knowledge graph is necessary but expen-
sive. Therefore, the number of hops is gener-
ally restricted to two or three. In this paper,
we propose UHop, an unrestricted-hop frame-
work which relaxes this restriction by use of a
transition-based search framework to replace
the relation-chain-based search one. We con-
duct experiments on conventional 1- and 2-
hop questions as well as lengthy questions, in-
cluding datasets such as WebQSP, PathQues-
tion, and Grid World. Results show that
the proposed framework enables the ability to
halt, works well with state-of-the-art models,
achieves competitive performance without ex-
haustive searches, and opens the performance
gap for long relation paths.

1 Introduction

A knowledge graph (KG) is a powerful graph
structure that encodes knowledge to save and or-
ganize it, and to provide users with direct access
to this knowledge via various applications, one
of which is question answering, or knowledge-
based question answering (KBQA). In the knowl-
edge graph, beliefs are commonly represented
by triples showing relations between two enti-
ties, such as LocatedIn(NewOrleans, Louisiana),
where the two entities are nodes and their rela-
tion is the edge connecting them in the knowl-
edge graph. Given a natural language question,
a KBQA system returns its answer if it is included
in the knowledge graph; the process of answering
a question can be transformed into a traversal that
starts from the question (topic) entity and searches
for the appropriate path to the answer entity.

In the literature (Yu et al., 2017; Yin et al.,
2016; Yih et al., 2015) KBQA is decomposed into
topic entity linking, which determines the start-
ing entity corresponding to the question, and re-
lation extraction, which finds the path to the an-
swer node(s). Theoretically, relation extraction
finds paths of any length, that is, paths that contain
any number of relation links, or hops (between two
nodes), as long as it reaches the answer node. In
previous work, models consider all relation paths
starting from the topic entity (Yu et al., 2017;
Yin et al., 2016; Yih et al., 2015); we call these
relation-chain-based methods. Two main difficul-
ties for these methods are that processing through
all relations in a KG is not practical as the com-
bination of these relations is nearly infinite, and
that the number of candidate paths grows exponen-
tially with the path length and quickly becomes in-
tractable for large knowledge graphs. As a result,
current relation-chain-based methods set the max-
imum length of candidate paths to 1, 2 or 3. How-
ever, under this framework we cannot find answer
entities for indirect or complicated questions.

Most importantly, even given a larger maxi-
mum length, it is unrealistic to expect to know in
advance the maximum number of hops for real-
world applications. Thus even with exhaustive
searches, if the answer entity is still too distant or
lies outside of the search space, it is not reachable
or answerable. In addition, setting a large maxi-
mum number of hops necessitates lengthy training
instances, which is especially difficult.

In this paper, we propose UHop, an
unrestricted-hop relation extraction framework to
relax restrictions on candidate path length. We
decompose the task of relation extraction in the
knowledge graph into two subtasks: knowing
where to go, and knowing when to stop (or to
halt). That is, single-hop relation extraction and
termination decision. Our contribution is three-
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fold: (1) No predefined maximum hop number is
required in UHop, as it enables models within the
framework to halt; (2) UHop reduces the search
space complexity from exponential to polynomial
while maintaining comparable results; (3) UHop
facilitates the use of different models, including
state-of-the-art models.

2 Related Work

State-of-the-art KBQA methods are in general
based on either semantic parsing, or on embed-
ding (Zhou et al., 2018). Semantic parsing meth-
ods learn semantic parsers which parse natural lan-
guage input queries into logical forms, and then
use the logical forms to query the KG for an-
swers (Berant et al., 2013; Yih et al., 2015, 2016;
Krishnamurthy et al., 2017; Iyyer et al., 2017;
Peng et al., 2017; Sorokin and Gurevych, 2018).
These systems are effective and provide deep in-
terpretation of the question, but require expen-
sive data annotation, or require training using re-
inforcement learning.

Embedding-based methods first allocate candi-
dates from the knowledge graph, represent these
candidates as distributed embedding vectors, and
choose or rank these vectors. Here the candi-
dates can be either entities or relations. Some
use embedding-based models to predict answers
directly (Dong et al., 2015; Bast and Hauss-
mann, 2015; Hao et al., 2017; Zhou et al., 2018;
Lukovnikov et al., 2017), whereas others focus on
extracting relation paths and require further pro-
cedures to select the answer entity (Bordes et al.,
2015; Xu et al., 2016; Yin et al., 2016; Yu et al.,
2017; Zhang et al., 2018a; Yu et al., 2018; Chen
et al., 2018a; Shen et al., 2018). Our work fol-
lows the latter methods in focusing on predicting
relation paths, but we seek to eliminate the need to
assume in advance a maximum number of hops.

For the solution, we turn to the field of multi-
hop knowledge based reasoning. Early methods
include the Path-Ranking Algorithm and its vari-
ants. (Lao et al., 2011; Gardner et al., 2014, 2013;
Toutanova et al., 2015) The drawback of these
methods is that they use random walks indepen-
dent of the type of input. DeepPath (Xiong et al.,
2017) and MINERVA (Das et al., 2017) tackle this
issue by framing the multi-hop reasoning problem
as a Markov decision process, efficiently search-
ing for paths using reinforcement learning; others
propose an algorithm (Yang et al., 2017) for learn-

ing logical rules, a variational auto-encoder view
of the knowledge graph (Chen et al., 2018b; Zhang
et al., 2018b), and reward shaping technique (Lin
et al., 2018) for further improvement. The ma-
jor difference between UHop and these methods
is that they do not utilize annotated relations and
hence require REINFORCE training (Williams,
1992) for optimization. As some datasets are al-
ready annotated with relations and paths, direct
learning using an intermediate reward is more rea-
sonable. Hence UHop adopts a novel comparative
termination decision module to control the search
process of the relation path.

The most related approach is the IRN
model (Zhou et al., 2018), composed of an
input module, a memory-based reasoning module,
and an answer module. At each hop, it predicts a
relation path using the reasoning module, and also
optimizes it using intermediate results. However,
UHop has demonstrated the ability to process
large-scale knowledge graphs in experiments
conducted on Freebase (Bordes et al., 2015).
In contrast, IRN consumes memory linearly to
the size of the knowledge graph, resulting in
a limited workspace, e.g., they use a subset of
Freebase in their experiments. Also, IRN still uses
a constraint for the number of maximum hops
in the experiments, while UHop needs no such
limit. Most importantly, as UHop is a framework
which facilitates the use of different models, we
can expect the performance of UHop to remain
competitive with the state of the art over time.

3 UHop Relation Extraction

With UHop, we aim to handle unrestricted re-
lation hops and to be compatible with existing
relation extraction models. UHop breaks down
unrestricted-hop relation extraction into two major
subtasks: single-hop relation extraction and com-
parative termination decision.

Algorithm 1 illustrates how we perform these
two tasks in the UHop framework. Given a ques-
tion Q and the topic entity e extracted by an exist-
ing entity linking method such as S-MART (Yang
and Chang, 2015), we first query the knowledge
graph for the candidate outbound relations R that
are connected to e. For all relations R, we extract
single-hop relations in order to choose one rela-
tion to transit to the next entity e′. After transition
(e ← e′), we decide whether to terminate, that is,
we determine whether the process should proceed
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Algorithm 1: Unrestricted-hop relation ex-
traction. e denotes the extracted topic entity,
‘:’ is the concatenation operation, and the ter-
mination decision returns True if the frame-
work decides to stop.

1 Given KB, Q, e
2 stop ← False;
3 P ← NULL;
4 R← outbound relations of e;
5 while stop = False do
6 r̂ ← single hop relation extraction;
7 P ← P : r̂;
8 e′ ← traverse from e through r̂;
9 e← e′;

10 R← outbound relations of e;
11 stop ← termination decision;
12 end

Result: P

through another iteration to extract the next rela-
tion in the relation path. If the decision to termi-
nate is false, we search the KB again for outbound
relations of the new e, after which the search pro-
cess starts again. Note that starting from the sec-
ond iteration, candidate relations are concatenated
with the previously selected relations to remember
the history and consider them as a whole. We con-
tinue this loop until the process decides to termi-
nate. The termination decision thus enables UHop
to learn when to stop searching for relations to ex-
tract: it determines the number of hops needed to
reach the correct target entity. Upon termination,
UHop returns the extracted relation(s).

In the UHop framework, the model is trained to
favor the correct relation over incorrect relations.
That is, to select the correct outbound single-hop
relations from current entity e, the model prefers
the correct r̂ over the other relations R− r̂ of e; to
terminate at the current entity e, the model favors
the correct relation r̂ linked to the current entity e
over the outbound R relations from e. To continue
the iteration, it proceeds likewise. In UHop, we
successfully utilize this preference over relations
to train the same model to perform both single-hop
relation extraction and termination decision. Fig-
ure 1 shows the difference between previous work
and our model in the scenario of multi-hop KBQA
task with an simplified knowledge graph and the
question “Who published the novel adapted into A
Study in Pink ?” as example.

3.1 Single Hop Relation Extraction

Single-hop relation extraction can be modeled as
pairwise classification of the set of candidate re-
lations. Given a question Q, the candidate rela-
tion set R, and a pairwise classification model F ,
single-hop relation extraction is illustrated as

r = argmax
r∈R

F (Q, r). (1)

Hinge loss, used for optimization, is defined as

LRE =

∑
r∈R−r̂

max(0,−(sr̂ − sr) +M)

|R− r̂| , (2)

where sr̂, sr are scores of the true relation and the
candidate relations respectively. The margin, M ,
is an arbitrary value in the range (0, 1], where the
goal of the loss function is to maximize the margin
between the scores of the correct and the incorrect
predictions. Note that this relation extraction pro-
cess and those proposed in related work are com-
patible, which facilitates the installation of state-
of-the-art models in the UHop framework.

3.2 Comparative Termination Decision

In the UHop framework, as we hope to easily re-
place the used model by state-of-the-art models,
we make the termination decision using the same
model for single-hop relation extraction so that no
additional model is needed. Therefore, we pro-
pose a progressive method which treats the ter-
mination decision as a comparison. That is, the
model stops when it cannot extract any relation
better than that from its previous hop.

What is different here is R, the relations to be
compared against r̂, are the concatenation of ex-
tracted relation and all the relation starting from
the new current entity e; recall that we update
e ← e′ before we step into termination decision.
If the score sr̂ is higher than all the compared rela-
tions, the searching process terminates; otherwise,
it continues.

Given a questionQ, an extracted relation r̂ from
the previous entity, the candidate relation set R
from the new current entity e, and the same model
F as in the single hop relation extraction, the pro-
cedure can be formulated as

stop =

{
True, F (Q, r̂) > F (Q, r) ∀r ∈ R
False, F (Q, r̂) < F (Q, r) ∃r ∈ R

(3)
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Figure 1: (a) A snippet of knowledge graph. (b) without UHop, all the paths less than two hop are considered as
candidates; (c) under UHop, the next part of relation is extracted hop by hop (step 1 and 3), then we compare the
chosen relation and its outbound relations to decide to terminate or to extract the next relation: if the extracted
relation has the highest score than all the outbound relations then the process is terminated (step 4), otherwise,
continued (step 2). Here we use solid arrows and dash arrows to respectively represent positive/negative candidates.

Loss is defined depending on the flag stop. If
the process should continue, i.e., stop is false, loss
is defined as

LTD = max(0,−(sr′ − sr̂) + margin), (4)

where score sr
′

is the score of the question paired
with the gold relation r′ in the next hop and sr̂ is
the score of the question paired with the extracted
relation r̂. In contrast, if the process should termi-
nate, we optimize the model by

LTD =

∑
r∈R

max(0,−(sr̂ − sr) +M)

|R| . (5)

The model thus learns to infer sr̂ is greater than sr,
resulting in the termination of relation extraction.

3.3 Dynamic Question Representation
While UHop inferences hop by hop, it is straight-
forward to enforce the focus at different aspects of
the question. For this purpose, we update the ques-
tion representation for each hop by defining a dy-
namic question representation generation function
G. Given the previously selected relation path P

and the original question Q, G generates the new
question representation as Q′ = G(Q,P ). Our
assumption is that since the current relation has
been selected, its related information in the ques-
tion loses importance when extracting the next re-
lation.

Inspired by both supervised attention (Mi et al.,
2016; Liu et al., 2016; Kamigaito et al., 2017),
which is lacking in our datasets, and the coverage
loss design for summarization (See et al., 2017),
we de-focus the selected relation by manipulat-
ing weights in the question representation. We
propose two ways of updating the question rep-
resentation, taking into account the existence of
the attention layer in the model’s architecture. For
attentive models, we directly utilize the attention
weight as part of our dynamic question represen-
tation generation function by

G(Q,P ) =W (Q− attention(Q,P )) +B. (6)

For non-attentive models, we apply a linear
transformation function as G on the concatenation
of the previously selected relation and the question
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representation to yield the new representation:

G(Q,P ) =W [Q : P ] +B, (7)

where W and B are weight matrices to be opti-
mized during training.

3.4 Jointly Trained Subtasks

In training, we jointly optimize the two subtasks
of UHop. For each question and its candidates,
the loss function is defined as

L =

H∑

i

(L(i)RE + L(i)TD), (8)

where H is the number of hops in the gold rela-
tion path; L(i)RE and L(i)TD are the loss of the two
subtasks at the i-th hop respectively.

4 Experiments

In this section, we illustrate the performance
UHop achieves while reducing the search space,
and its relation inference power for multi-hop
questions. Performances of the state of the art
models are listed as the upper-bound.

4.1 Datasets

For our benchmarking evaluation materials, we se-
lected WebQSP (WQ) (Yih et al., 2016), as it is
used in most related work. WebQSP is the an-
notated version of WebQuestions (Berant et al.,
2013), which contains questions that require a 1-
or 2-hop relation path to arrive at the answer en-
tity. More specifically, about 40% of the ques-
tions require a 2-hop relation to reach the answer.
This dataset is based on the Freebase knowledge
graph (Bordes et al., 2015). For questions with
multiple answers, we use each answer to construct
a question-answer pair. Every question is anno-
tated with its inferential relation chain (i.e., a rela-
tion), topic entity, and answer entity. The statistics
for these two datasets are shown in Table 1.

As WQ contains only questions with 1- and
2-hop answers that are still short, we also con-
duct experiments for path length related anal-
ysis on the PathQuestion dataset (Zhou et al.,
2018), which includes questions requiring 3-
hop answers. To the best of our knowledge,
this is the only available general-KB dataset
containing 3-hop questions. PathQuestion pro-
vides two datasets: PathQuestion (PQ) and

PathQuestion-Large (PQL). These both contain 2-
hop (PQ2/PQL2) and 3-hop (PQ3/PQL3) ques-
tions respectively, and both use a subset of Free-
base as their knowledge graph. Note that for both
PQ and PQL, questions are generated using tem-
plates, paraphrasing, and synonyms. PQL is more
challenging than PQ because it utilizes a larger
subset of Freebase, and provides fewer training in-
stances. Table 1 shows statistics of these datasets.

hops Train Valid Test

WQ
1 2113 - 1,144
2 1,285 - 647

PQ2 2 1,526 191 191
PQ3 3 4,158 520 520

PQL2 2 1,275 159 160
PQL3 3 1,649 206 207

Grid 2–4 2–4 68,046 9,742 19,298
Grid 4–6 4–6 73,092 10,362 21,037
Grid 6–8 6–8 41,473 5,844 11,789

Grid 8–10 8–10 18,386 2,667 5,326

Table 1: Number of questions in experimental datasets

The above datasets serve to show that the UHop
framework yields performance competitive with
state-of-the-art KBRE models. Further, we seek to
demonstrate that UHop reduces the search space
when required reasoning paths are even longer,
i.e., longer than 3 hops, and that UHop works for
different kinds of relations. For this we use Grid
World (Yang et al., 2017), a synthetic dataset with
questions requiring lengthy – up to 10 hops – re-
lation paths to answer. We select it to demonstrate
that UHop works for long as well as task-specific
relations. In Grid World, the input is the starting
node, a sequence of navigation instructions, and a
16-by-16 fully connected grid. The model must
follow the instructions to arrive at the destination
node. Specifically, the task is to navigate to an an-
swer cell (answer entity) starting from a random
cell (topic entity) given a sequence of instructions
(questions). The KB consists of triples such as ((4,
1), South, (5, 1)), which indicates that the entity
(5, 1) is south of the entity (4, 1); questions are se-
quences of directions such as (North, NorthEast,
South). Samples in Grid World are classified into
4 buckets – [2–4], [4–6], [6–8], and [8–10] – ac-
cording to their reasoning path length. Unlike re-
lations included in general knowledge bases like
Freebase, relations in Grid World are the relative
directions of two nodes.
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MetaQA (Zhang et al., 2018b) and sequence
QA are two other multi-hop knowledge-based
question-answering datasets which we do not use
for experiments in this paper. MetaQA is a multi-
hop dataset for end-to-end KBQA based on a
movie knowledge graph with 43k entities. How-
ever, it is too simple for discussions as it contains
only 6 relations and on average the number of the
outbound relations for each node is 3. The Com-
plex Sequential QA dataset (Saha et al., 2018) im-
proves on overly simplistic KBQA datasets. Nev-
ertheless, instead of questions requiring multi-hop
relation paths, it provides a sequence of questions,
each of which requires a single-hop relation to an-
swer, resulting a different setting. Hence these two
datasets are beyond the scope of this paper.

4.2 Benchmark: WQ Experiments

4.2.1 Baseline and Settings

We used two state of the art models, HR-
BiLSTM (Yu et al., 2017) and ABWIM (Zhang
et al., 2018a), as the models for use within the
UHop framework. Another state of the art model,
MVM (Yu et al., 2018), is not selected here as
it requires additional information: the tail entity
type. In MVM, to consider each n-th-hop relation,
the model searches all related (n + 1)-th-hop re-
lations to collect enough information; thus further
queries are necessary in MVM. This property of
MVM causes the UHop to degrade to a relation-
chain based model, which we are trying to avoid.

We report the results of these two models work-
ing within and independent of the UHop frame-
work to evaluate whether relaxing the constraint
on the number of hops has any impact on their per-
formance. For comparison, we select BiCNN as
baselines and list their results. As there is no pre-
defined validation set in WQ, we randomly select
10% of the training data as the validation set. The
best parameters for different models and datasets
were set empirically.

In all cases we used 300-dimensional pretrained
GloVe (Pennington et al., 2014) word embeddings
and RMSprop optimization. In ABWIM, follow-
ing the setting of (Zhang et al., 2018a), we re-
spectively chose 1, 3, 5 as kernel sizes and 150
as the number of filters for its three CNN layers.
We tune the following hyperparameters with grid
search : (1) the hidden size for all LSTM ([100,
150, 256]); (2) dropout rate ([0, 0.2, 0.4]); (3) mar-
gin for Hinge loss ([0.1, 0.3, 0.5, 0.7, 1.0]); (4)

learning rate ([0.01, 0.001, 0.0001]).

Method Accuracy
BiCNN (Yih et al., 2015) 77.74

HR-BiLSTM (Yu et al., 2017) 82.53
ABWIM (Zhang et al., 2018a) 83.261

HR-BiLSTM with UHop 82.60
ABWIM with UHop 82.27

Table 2: Results adopting state-of-the-art models in
UHop framework vs standalone versions

4.2.2 Results and Discussion
The experimental results are shown in Table 2. As
expected, the performance of models within the
UHop framework is comparable to those indepen-
dent of it, with the additional advantage of the un-
restricted number of relation hops and a greatly
reduced search space.

Table 3 lists the average number of candidates
the experimental models consider for each ques-
tion when working within and independent of
UHop. For a dataset based on a KB with an
average of n relations connected to each entity,
the approximate search space without UHop is
n(n − 1)(L−1), where L is the predefined max-
imum hop number; with UHop the approximate
search space is reduced to n(L + 1). The spe-
cific number depends on the actual number of out-
bound relations connected to the entities. Table 3
shows that UHop reduces the search space by 30%
for WQ, which translates to lower processing time,
less memory consumption, and sometimes slightly
improved performance.

Train Test
Without UHop 97.2 98.8

With UHop 66.7 65.6

Table 3: Number of relation candidates in WQ

4.3 More Hops: PQ/PQL Experiments

4.3.1 Baseline and Settings
Following the original paper (Zhou et al., 2018),
PQ and PQL are both partitioned into train-
ing/validation/testing sets at a ratio of 8:1:1. In
addition to the original PQ/PQL dataset, we merge

1Note that the original paper reported 85.32, but we failed
to reproduce such performance. Hence we report our repro-
duced performance which is the same model adapted in our
proposed framework.
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Method PQ2 PQ3 PQ+ PQL2 PQL3 PQL+
IRN (Zhou et al., 2018) 96 87.7 53.6 72.5 71 52.9

HR-BiLSTM (Yu et al., 2017) 100 99.62 99.72 97.5 87.92 92.92
HR-BiLSTM with UHop 99.48 99.23 99.72 91.25 88.41 91.01

HR-BiLSTM with UHop + DQ 100 99.62 99.58 95 89.37 91.83
ABWIM (Zhang et al., 2018a) 98.95 99.81 99.72 94.37 89.37 92.64

ABWIM with UHop 97.38 99.62 99.02 91.25 88.89 91.01
ABWIM with UHop + DQ 100 99.62 99.44 97.5 89.37 92.37

Table 4: Accuracy on PathQuestion. PQ+ is mix of PQ2 and PQ3, and PQL+ contains PQL2 and PQL3. We use
the accuracy reported in (Zhou et al., 2018) directly for PQ2, PQ3, PQ2L and PQ3L; for PQ+ and PQL+ we use
the model released with the dataset. DQ stands for dynamic question representation.

PQ2 and PQ3, and then PQL2 and PQL3, to cre-
ate the mixed datasets PQ+ and PQL+ to eval-
uate if the model terminates correctly instead of
always stopping on the majority of the training
data length. Again we adopt HR-BiLSTM and
ABWIM in this experiment. In addition, the
IRN model2 proposed together with the PQ/PQL
dataset was selected as one of the baselines for
comparison. For this dataset containing questions
of long relation paths, we also applied the dynamic
question representations (DQ) in UHop.

4.3.2 Results and Discussion
Results3 are shown in Table 4. Both HR-BiLSTM
and ABWIM either within or independent of
UHop outperform IRN and perform nearly per-
fectly in all datasets, which confirms that UHop is
competitive even with longer relation paths. How-
ever, as shown in Table 5, the search space reduc-
tion for PQ and PQL is not obvious. We find that
the knowledge graph used in PQ/PQL (a subset of
Freebase) is much smaller and less complicated
than the original Freebase used in WQ, i.e., the
outbound degree of nodes is relatively small. Nev-
ertheless, UHop still performs comparably with
previous work. This indicates that it also works
well in small and simple KBs.

As all PQ/PQL questions are multi-hop ques-
tions, we used dynamic question representations
to better reflect transitions in the relation extrac-
tion process. Table 4 shows that updating the ques-
tion representation dynamically (+DQ) in each it-
eration benefits relation extraction in most cases.

2https://github.com/zmtkeke/IRN. We consulted the au-
thors of the repository, who stated that this version is not the
one in their paper, which they did not release publicly.

3Note that IRN’s performance was evaluated using final
answer prediction, which is slightly different from relation
path prediction. However, finding the correct relation path
should imply finding the correct answer entity.

2-hop 3-hop
Train Valid Test Train Valid Test

PQ
W/o 3.53 3.65 3.90 9.77 9.63 9.61
With 3.68 3.81 3.85 9.14 9.27 9.48

PQL
W/o 3.71 2.64 3.91 24.52 12.96 8.45
With 3.94 3.23 4.29 10.11 9.28 6.98

Table 5: Candidates of PQ/PQL within and indepen-
dent of the UHop framework

4.4 Very Long Paths: Grid World
4.4.1 Baseline and Settings
In the Grid World experiments, we used MIN-
ERVA (Das et al., 2017) and Neural LP (Yang
et al., 2017) as baselines. As understanding ques-
tions is not an issue here, we randomly initialized
the word embeddings and optimized them during
the training process. We set the learning rate to
0.001, the hidden size to 256, the embedding size
to 300, and optimized the model using the RM-
Sprop (Hinton et al., 2014) Algorithm. In this ex-
periment, the search space has gone too large to
afford for HR-BiLSTM and ABWIM without the
assistance of UHop.

Figure 2: Grid World results of state-of-the-art
knowledge-based relation extraction models

4.4.2 Results and Discussion
The results in Figure 2 show that together with the
relation extraction model, UHop perfectly solves
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this problem. In the first place, compared to
Neural LP and MINERVA, UHop benefits from
the more powerful natural language understanding
models – HR BiLSTM and ABWIM – equipped
with sophisticated LSTM models, whereas Neu-
ral LP and MINERVA only use multi-layer neural
networks as the policy network. This demonstrates
UHop’s merit of facilitating the use of novel mod-
els. In the second place, Figure 2 shows that error
propagation leading to poor performance for long-
path questions in Neural LP and MINERVA is mit-
igated by the relation inference power of UHop:
it performs well for all four buckets of questions.
Also, as Grid World includes paths of up to 10
hops, conducting experiments purely by relation-
chain based models themselves like HR-BiLSTM
or ABWIM independent of UHop is not feasible:
the number of candidate relations in the exhaus-
tive search space grows exponentially. In Grid
World, there are 8 directions (relations), and mod-
els are allowed to go back and forth. Hence given
the path length k, the approximate search space
for the models working independently is 8k, while
for models working within UHop is 8 × k. We
observe that without UHop, the required search
space would preclude experiments even on the set
containing the shortest paths (Grid World [2–4]),
much less the longer ones.

5 Further Discussion

5.1 Dataset Characteristics

In this section we further compare the experimen-
tal multi-hop KBQA datasets WQ, PQ, and Grid
World. Grid World contains questions that re-
quire the longest reasoning paths. However, they
are synthetic, the relations are simply direction to-
kens, and the questions are just sequences of direc-
tion instructions. Therefore in this paper, it is only
used to test the model’s ability of making long se-
quential decisions instead of understanding ques-
tions. From experiments we have seen that deli-
cate models like HR-BiLSTM and ABWIM can-
not work on it without UHop, and other models
such as Neural LP and MINERVA perform worse
as they are rewarded only by question.

On the other hand, in WQ, questions are writ-
ten in natural language and can be answered by 1-
hop or 2-hop reasoning. However, for real-world
questions, 2-hop reasoning is still overly simplis-
tic. For example, although WQ questions such as
“What is the name of Justin Bieber’s brother?” are

challenging for models, humans can easily answer
these with a simple Internet search.

Noting this problem, the authors of IRN (Zhou
et al., 2018) propose PQ and PQL, for which ques-
tions require at least 2-hop at most 3-hop relation
paths. However, PQ/PQL also has its limitations.
First, the KB used in PQ/PQL is smaller than that
in WQ, and its relations are repetitive and show
little variety. Figure 3 illustrates the relation distri-
butions. Second, PQ/PQL questions are generated
by extracting relation paths and filling templates,
which can lead to questions with obvious, learn-
able patterns. This can be observed by comparing
results in Tables 2 and 4. However, repeated re-
lations could also help the model to learn better
dynamic question representations with respect to
these relations. Table 4 shows that updating ques-
tion representations dynamically (DQ) does im-
prove PQ/PQL performance.

Figure 3: A visualization of the KB relations that cover
the dataset. The bubble’s size is proportional to the re-
lation’s frequency.

5.2 Trained on 3-hop, Tested on 2-hop
To evaluate if the model halts in the search pro-
cess, we conducted an experiment using PQL3 as
the training/validation set and PQL2 as the test-
ing set. The results are shown in Table 6. Within
the UHop framework, both models outperform
their original version by more than 7%. However,
with zero 2-hop samples, it still overfits on the 3-
hop length in training data, resulting in accuracies
lower than 50%.

HR-BiLSTM ABWIM
Without UHop 32.18 32.94

With UHop 39.65 49.94

Table 6: Accuracies of models trained on PQL3 and
tested on PQL2. The maximum length of relation paths
for models without UHop is set to 3.

5.3 Error Analysis
The interpretability of UHop, i.e., the possibil-
ity to analyze each hop, facilitates the analysis
of error distributions. We list the percentage of
questions for which UHop fails to extract the cor-
rect relations by the number of hops for different
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Dataset/model
1-hop 2-hop 3-hop

RE TD RE TD RE TD

WQ
1-hop

H 17.46 0 - - - -
A 20.95 0.1 - - - -

2-hop
H 16.15 1.03 1.2 0 - -
A 18.38 0.86 2.06 0.17 - -

PQ2

H 0.52 0 0 0 - -
H* 0 0 0 0 - -
A 2.09 0 0.52 0 - -
A* 0 0 0 0 - -

PQ+

2-hop

H 0 0 0 0 - -
H* 0 0 0 0 - -
A 0 0 0.52 0 - -
A* 0 0 0 0 - -

3-hop

H 0 0 0 0 0.38 0
H* 0 0 0 0 0.58 0
A 0 0 0 0 1.15 0
A* 0 0 0 0 0.77 0

PQ3

H 0 0 0.19 0 0.58 0
H* 0 0 0 0 0.38 0
A 0 0 0 0 0.38 0
A* 0 0 0 0 0.38 0

PQL2

H 5.62 0 3.12 0 - -
H* 2.5 0 2.5 0 - -
A 5.0 0 3.75 0 - -
A* 0 0 2.5 0 - -

PQL+

2-hop

H 0 0 3.12 0 - -
H* 0 0 3.75 0 - -
A 0 0 3.75 0 - -
A* 0 0 2.5 0 - -

3-hop

H 0.48 0 5.31 0 7.73 0
H* 0 0 2.9 0 8.7 0
A 0 0 3.86 1.93 7.25 0
A* 0 0 2.9 0.97 7.73 0

PQL3

H 0 0 3.86 0 7.73 0
H* 0 0 2.9 0 7.73 0
A 0 0 2.9 0.97 7.25 0
A* 0 0 2.9 0 7.73 0

Train3, Test2
H 1.13 2.95 2.7 53.58 - -
A 0.25 2.38 7.4 40.03 - -

Table 7: Distribution of error types under UHop frame-
work (in percentage). H stands for HR-BiLSTM, A
for ABWIM, RE for ‘Relation Extraction’, and TD for
‘Termination Decision’. * denotes the +DQ setting.

datasets. The results of HR BiLSTM and AB-
WIM within the UHop framework are reported in
Table 7. Our observations are offered below.

First, whether for 1-hop or 2-hop WQ questions,
both models suffer in relation extraction in the first
hop, whereas there are fewer errors in the second
hop and for the termination decision.

Second, for the PQ/PQL datasets, as with the
WQ dataset, incorrect relation extraction is the
major error, and surprisingly there were no er-
rors for termination decision except for a few on
PQL3 with ABWIM. After comparing the 2-hop
testing data from PQ2/PQL2 and PQ+/PQL+, we
also observe that long questions help the learning
of short questions. The model predicts better on
2-hop data when trained on both 2-hop and 3-hop
data than when trained on 2-hop data only. Here

the improvement in relation extraction in the first
hop is the main contributor to this improved per-
formance. In contrast, the performance on 3-hop
data suffers when trained on 2-hop data.

Third, dynamic question representations (noted
by *) significantly benefit the relation extraction
(RE) for the first hop. As UHop utilizes the same
model for relation selection and termination deci-
sion, relieving the attention to the previous rela-
tion in the later selection process in the training
phase decreases the ambiguity in the earlier selec-
tion process in the testing phase.

Finally, in the experiments trained on 3-hop and
tested on 2-hop, the model does not terminate cor-
rectly on more than 40% of the PQL2 data even
though the relation extraction for 1-hop and 2-
hop are both correct. We conclude that having no
samples of the predicted length for training still
hurts performance. In addition, there are also a
few early terminations after the first relation ex-
traction. Due to the different generation processes
with different templates for the 2-hop and 3-hop
questions in PQL, learning from one may not ap-
ply to the other.

6 Conclusion

In this paper, we propose the UHop frame-
work to allow an unrestricted number of hops
in knowledge-based relation extraction and to re-
duce the search space. Results show that run-
ning the same model in the UHop framework
achieves comparable results in a reduced search
space. Moreover, experiments show UHop works
well for lengthy relation extraction and can be ap-
plied to small, simple KBs with task-specific rela-
tions. UHop even facilitates the use of most state-
of-the-art models, and its transition-based design
naturally supports the dynamic question represen-
tation for better performance. These results attest
its strong power for knowledge-based relation ex-
traction. The current framework uses a greedy
search for each single hop. We expect in the fu-
ture that incorporating a beam search may further
improve performance.
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Abstract

Multi-hop reasoning question answering re-
quires deep comprehension of relationships
between various documents and queries. We
propose a Bi-directional Attention Entity
Graph Convolutional Network (BAG), lever-
aging relationships between nodes in an en-
tity graph and attention information between
a query and the entity graph, to solve this task.
Graph convolutional networks are used to ob-
tain a relation-aware representation of nodes
for entity graphs built from documents with
multi-level features. Bidirectional attention is
then applied on graphs and queries to gener-
ate a query-aware nodes representation, which
will be used for the final prediction. Experi-
mental evaluation shows BAG achieves state-
of-the-art accuracy performance on the QAn-
garoo WIKIHOP dataset.

1 Introduction

Question Answering (QA) and Machine Com-
prehension (MC) tasks have drawn significant
attention during the past years. The proposal
of large-scale single-document-based QA/MC
datasets, such as SQuAD (Rajpurkar et al., 2016),
CNN/Daily mail (Hermann et al., 2015), makes
training available for end-to-end deep neural mod-
els, such as BiDAF (Seo et al., 2016), DCN (Xiong
et al., 2016) and SAN (Liu et al., 2017). How-
ever, gaps still exist between these datasets and
real-world applications. For example, reasoning is
constrained to a single paragraph, or even part of
it. Extended work was done to meet practical de-
mand, such as DrQA (Chen et al., 2017) answering
a SQuAD question based on the whole Wikipedia
instead of single paragraph. Besides, latest large-
scale datasets, e.g. TriviaQA (Joshi et al., 2017)
and NarrativeQA (Kočiskỳ et al., 2018), address
this limitation by introducing multiple documents,
ensuring reasoning cannot be done within local in-
formation. Although those datasets are fairly chal-
lenging, reasoning are within one document.

In many scenarios, we need to comprehend the
relationships of entities across documents before
answering questions. Therefore, reading compre-
hension tasks with multiple hops were proposed
to make it available for machine to tackle such
problems, e.g. QAngaroo task (Welbl et al., 2018).
Each sample in QAngaroo contains multiple sup-
porting documents, and the goal is selecting the
correct answer from a set of candidates for a query.
Most queries cannot be answered depending on a
single document, and multi-step reasoning chains
across documents are needed. Therefore, it is pos-
sible that understanding a part of paragraphs loses
effectiveness for multi-hop inference, which posts
a huge challenge for previous models. Some base-
line models, e.g. BiDAF (Seo et al., 2016) and
FastQA (Weissenborn et al., 2017), which are pop-
ular for single-document QA, suffer dramatical ac-
curacy decline in this task.

In this paper, we propose a new graph-based
QA model, named Bi-directional Attention Entity
Graph convolutional network (BAG). Documents
are transformed into a graph in which nodes are
entities and edges are relationships between them.
The graph is then imported into graph convolu-
tional networks (GCNs) to learn relation-aware
representation of nodes. Furthermore, we intro-
duce a new bi-directional attention between the
graph and a query with multi-level features to de-
rive the mutual information for final prediction.

Experimental results demonstrate that BAG
achieves state-of-the-art performance on the WIK-
IHOP dataset. Ablation test also shows BAG ben-
efits from the bi-directional attention, multi-level
features and graph convolutional networks.

Our contributions can be summarized as:
• Applying a bi-directional attention between

graphs and queries to learn query-aware rep-
resentation for reading comprehension.
• Multi-level features are involved to gain com-

prehensive relationship representation for
graph nodes during processing of GCNs.
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Figure 1: Framework of BAG model.

2 Related Work

Recently coreference and graph-based models are
studied for multi-hop QA (Dhingra et al., 2018;
Santoro et al., 2017). Coref-GRU (Dhingra et al.,
2018) uses coreferences among tokens in docu-
ments. However, it is still limited by the long-
distance relation propagation capability of RNNs.
Besides, graph is proved to be an efficient way
to represent complex relationships among objects
and derive relational information (Santoro et al.,
2017). MHQA-GRN (Song et al., 2018) and
Entity-GCN (De Cao et al., 2018) construct entity
graphs based on documents to learn more compact
representation for multi-hop reasoning and derive
answers from graph networks. However, both of
them care less about input features and the atten-
tion between queries and graph nodes.

Attention has been proven to be an essen-
tial mechanism to promote the performance of
NLP tasks in previous work (Bahdanau et al.,
2014; Sukhbaatar et al., 2015). In addition, bi-
directional attention (Seo et al., 2016) shows its
superiority to vanilla mutual attention because it
provides complementary information to each other
for both contexts and queries. However, little work
exploits the attention between graphs and queries.

3 BAG Model

We first formally define the multiple-hop QA task,
taking QAngaroo (Welbl et al., 2018) WIKIHOP
data as an example, There is a set S contain-
ing N supporting documents, a query q with M
tokens and a set of answer candidates C. Our
goal is to find the correct answer index a. Giv-
ing a triple-style query q = (country, kepahiang),

it means which country does kepahiang belongs
to. Then answer candidates are provided, e.g.
C = {Indonesia,Malaysia}. There are multiple
supporting documents but not all of them are re-
lated to reasoning, e.g. Kephiang is a regency in
Bengkulu, Bengkulu is one of provinces of Indone-
sia, Jambi is a province of Indonesia. We can de-
rive the correct candidate is Indonesia, i.e. a = 0,
based on reasoning hops in former two documents.

We show the proposed BAG model in Figure 1.
It contains five modules: (1) entity graph construc-
tion, (2) multi-level feature layer, (3) GCN layer,
(4) bi-directional attention and (5) output layer.

3.1 Entity Graph Construction

We construct an entity graph based on Entity-
GCN (De Cao et al., 2018), which means all men-
tions of candidates found out in documents are
used as nodes in the graph. Undirected edges are
defined according to positional properties of every
node pair. There are two kinds of edges included:
1) cross-document edge, for every node pair with
the same entity string located in different docu-
ments; 2) within-document edge, for every node
pair located in the same document.

Nodes in an entity graph can be found out via
simple string matching. This approach can sim-
plify calculation as well as make sure all rele-
vant entities are included in the graph. Picked
out along possible reasoning chains during dataset
generating (Welbl et al., 2018), answer candi-
dates have contained all related entities for an-
swering. Finally, We can obtain a set of T nodes
{ni}, 1 ≤ i ≤ T and corresponding edges among
these nodes via above procedures.
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3.2 Multi-level Features

We represent both nodes and queries using multi-
level features as shown in Figure 1(2). We first use
pretrained word embeddings to represent tokens,
such as GLoVe (Pennington et al., 2014) because
nodes and queries are composed of tokens. Then
contextual-level feature is used to offset the defi-
ciency of GLoVe. Note that only part of tokens
are remained during graph construction because
we only extract entities as nodes. Thus contextual
information around these entities in original doc-
ument becomes essential for indicating relations
between tokens and we use higher-level informa-
tion for nodes except for token-level feature.

We use ELMo (Peters et al., 2018) as contextu-
alized word representations, modeling both com-
plex word characteristics and contextual linguistic
conditions. It should be noted that ELMo features
for nodes are calculated based on original docu-
ments, then truncated according to the position in-
dices of nodes. Token-level and context-level fea-
tures will be concatenated and encoded to make a
further comprehension. Since a node may contain
more than one token, we average features among
tokens to generate a feature vector for each node
before encoding it. It will be transformed into the
encoded node feature via a 1-layer linear network.

Different from nodes, we represent a query by
directly using a bidirectional LSTM (Bi-LSTM)
whose output in each step is used as encoded query
features. And both linear network and LSTM have
the same output dimension d̂.

In addition, we add two manual features to
reflect the semantic properties of tokens, which
are named-entity recognition (NER) and part-of-
speech (POS). The complete feature fn ∈ RT×d,
fq ∈ RM×d for both nodes and queries will be the
concatenation of corresponding encoded features,
NER embedding and POS embedding, where d =
d̂+ dPOS + dNER.

3.3 GCN Layer

In order to realize multi-hop reasoning, we use
a Relational Graph Convolutional Network (R-
GCN) (Schlichtkrull et al., 2018) that can prop-
agate message across different entity nodes in
graphs and generate transformed representation of
original ones. The R-GCN is employed to han-
dle high-relational data characteristics and make
use of different edge types. At lth layer, given the
hidden state hli ∈ Rd of node i, the hidden states

hlj ∈ Rd, j ∈ {Ni} and relations RNi of all its
neighbors (d is the hidden state dimension), the
hidden state in the next layer can be obtained via

hl+1
i = σ(

∑

r∈RNi

∑

j∈Ni

1

ci,r
W l
rh
l
j +W l

0h
l
i), (1)

where ci,r is a normalization constant |Ni|, W l
r ∈

Rd×d stands a relation-specific weight matrix and
W l

0 ∈ Rd×d stands a general weight.
Similar to Entity-GCN (De Cao et al., 2018), we

apply a gate on update vector uli and hidden state
hli of current node by a linear transformation fs,

wli = σ(fs(concat(u
l
i, h

l
i)), (2)

in which uli can be obtained via (1) without sig-
moid function. Then it will be used for updating
weights for the hidden state hl+1

i of the same node
in next layer,

hl+1
i = wli � tanh(uli) + (1− wli)� hli. (3)

We stack such networks for L layers in which
all parameters are shared. The information of each
node will be propagated up to L-node distance
away, generating L-hop-reasoning relation-aware
representation of nodes. The initial input will be
mutli-level nodes features fn = {fni}, 0 ≤ i ≤ T
and edges e = {eij} in the graph.

3.4 Bi-directional Attention Between a
Graph and a Query

Bi-directional attention is responsible for generat-
ing the mutual information between a graph and
a query. In BiDAF (Seo et al., 2016), attention is
applied to sequence data in QA tasks such as sup-
porting texts. However, we also find it works well
between graph nodes and queries. It generates
query-aware node representations that can provide
more reasoning information for prediction.

What differs in BAG is that attention is applied
for graphs as shown in Figure 1(4). The similarity
matrix S ∈ RT×M is calculated via

S= avg−1fa(concat(hn, fq, hn ◦ fq)), (4)

in which hn ∈ RT×d is all node representations
obtained from the last GCN layer, fq ∈ RM×d is
the query feature matrix after encoding, d is the
dimension for both query feature and transformed
node representation, fa is a linear transformation,
avg−1 stands for the average operation in last di-
mension, and ◦ is element-wise multiplication.
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Unlike the context-to-query attention in BiDAF,
we introduce a node-to-query attention ãn2q ∈
RT×d, which signifies the query tokens that have
the highest relevancy for each node using

ãn2q = softmaxcol(S) · fq, (5)

where softmaxcol means performing softmax
function across the column, and · stands for ma-
trix multiplication.

At the same time, we also design query-to-node
attention ãq2n ∈ RM×d which signifies the nodes
that are most related to each token in the query via

ãq2n = dup(softmax(maxcol(S)))
> · fn , (6)

in which maxcol is the maximum function applied
on across column of a matrix, which will trans-
form S into R1×M . Then function dup will dupli-
cate it for T times into shape RT×M . fn ∈ RT×d
is the original node feature before GCN layer.

Our bi-directional attention layer is the con-
catenation of the original nodes feature, nodes-to-
query attention, the element-wise multiplication of
nodes feature and nodes-to-query attention, and
multiplication of nodes feature and query-to-nodes
attention. It should be noted that the relation-
aware nodes representation from GCN layer is just
used to calculate the similarity matrix, and origi-
nal node feature is used in rest calculation to ob-
tain more general complementary information be-
tween graph and query. Edges are not taken in ac-
count because they are discrete and combined with
nodes in GCN layer. The output is defined as

ã = concat(fn, ãn2q, fn ◦ ãn2q, fn ◦ ãq2n). (7)

3.5 Output layer
A 2-layer fully connect feed-forward network is
employed to generate the final prediction, with
tanh as the activation function in each layer. Soft-
max will be applied among the output. It uses
query-aware representation of nodes from the at-
tention layer as input, and its output is regarded
as the probability of each node becoming answer.
Since each candidate may appear several times in
the graph, the probability of each candidate is the
sum of all corresponding nodes. The loss function
is defined as the cross entropy between the gold
answer and its predicted probability.

4 Experiment

We used both unmasked and masked versions of
the QAngaroo WIKIHOP dataset (Welbl et al.,

2018) and followed its basic setting, in which
masked version used specific tokens such as

MASK1 to replace original candidates tokens in
documents. There are 43,738, 5,129 and 2,451 ex-
amples in the training set, the development set and
the test set respectively, and test set is not public.

In the implementation1, we used standard
ELMo with a 1024 dimension representation. Be-
sides, 300-dimension GLoVe pre-trained embed-
dings from 840B Web crawl data were used as
token-level features. We used spaCy to provide
additional 8-dimension NER and POS features.
The dimension of the 1-layer linear network for
nodes in multi-level feature module was 512 with
tanh as activation function. A 2-layer Bi-LSTM
was employed for queries whose hidden state size
is 256. Then the feature dimension is d = 512 +
8+8 = 528. The GCN layer number L was set as
5. And the unit number of intermediate layers in
output layer was 256.

In addition, the number of nodes and the query
length were truncated as 500 and 25 respectively
for normalized computation. Dropout with rate
0.2 was applied before GCN layer. Adam opti-
mizer is employed with initial learning rate 2 ×
10−4, which will be halved for every 5 epochs,
With batch size 32. It took about 14 hours for
50-epoch training on two GTX1080Ti GPUs us-
ing pre-built and pre-processed graph data gener-
ated from original corpus, which can significantly
decrease the training time.

We consider the following baseline models:
FastQA (Weissenborn et al., 2017), BiDAF (Seo
et al., 2016), Coref-GRU (Dhingra et al.,
2018), MHQA-GRN (Song et al., 2018), Entity-
GCN (De Cao et al., 2018). Former three mod-
els are RNN-based models, while coreference re-
lationship is involved in Coref-GRU. The last two
models are graph-based models specially designed
for multi-hop QA tasks.

As shown in Table 1, we collected three kinds of
results. The dev and test results stand for the origi-
nal validation and test sets respectively, noting that
the test set is not public. In addition, we divide the
original validation set of masked version into two
parts evenly, one as a split validation set for tun-
ing model and the other one as a split test set. The
test1 results are for the split test set.

Our BAG model achieves state-of-the art per-

1Source code is available on https://github.com/
caoyu1991/BAG.
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formance on both unmasked and masked data2,
with accuracy 69.0% on the test set, which is 1.4%
higher in value than previous best model Entity-
GCN. It is significant superior than FastQA and
BiDAF due to leveraging of relationship informa-
tion given by the graph and abandoning some dis-
tracting context in multiple documents. Although
Coref-GRU extends GRU with coreference rela-
tionships, it is still not enough for multi-hop be-
cause hop relationships are not limited to coref-
erence, entities with the same strings also existed
across documents which can be used for reason-
ing. Both MHQA-GRN and Entity-GCN utilize
graph networks to resolve relations among entities
in documents. However, the lack of attention and
complementary features limits their performance.
Therefore our BAG model achieves the best per-
formance under all data configurations. It is no-
ticed that BAG only gets a small promotion on
masked data. We argue that the reason is the at-
tention between masks and queries generating less
useful information compared to unmasked ones.

Moreover, ablation experimental results on un-
masked version of the WIKIHOP dev set are given
in Table 2. Once we remove the bi-directional
attention and put the concatenation of nodes and
queries directly into the output layer, it shows
significant performance drop with more than 3%,
proving the necessity of attention for reasoning
in multi-hop QA. If we use linear-transformation-
based single attention a = hnWafq given in (Lu-
ong et al., 2015) instead of our bi-directional at-
tention, the accuracy drops with 2%, which means
attention bi-directionality also contributes to the
performance improvement. The similar condition
will appear if we remove GCN, but use raw nodes
as input for the attention layer.

In addition, if edge types are no longer con-
sidered, which makes R-GCN degraded to vanilla
GCN, noticeable accuracy loss about 2% appears.
The absence of multi-level features will also cause
degradation. The removal of semantic-level fea-
tures causes slight decline on the performance, in-
cluding NER and POS features. Further removal
of ELMo feature will causes a dramatical drop,
which reflects the insufficiency of only using word
embeddings as features for nodes and that contex-
tual information is very important.

2The paper was written on early Dec. 2018, during that
time Entity-GCN is the best public model, and only one
anonymous model is better than it.

Models Unmasked Masked
dev test dev test1

FastQA 27.2∗ 25.7 38.0∗ 48.3
BiDAF 49.7∗ 42.9 59.8∗ 57.5
Coref-GRU† 56.0∗ 59.3 - -
MHQA-GRN‡ 62.8∗ 65.4 - -
Entity-GCN 64.8∗ 67.6 70.5∗ 68.1
BAG 66.5 69.0 70.9 68.9

Table 1: The performance of different models on both
masked and unmasked version of WIKIHOP dataset.
([*] Results reported in original papers, others are ob-
tained by official code. [†] Masked data is not suitable
for coreference parsing. [‡] Some results are missing
due to unavailability of source code.)

Models Unmasked
Without Attention 63.1
Using Single Attention 64.5
Without GCN 63.3
Without edge type 63.9
Without NER, POS 66.0

+Without ELMo 60.5
Full Model 66.5

Table 2: Ablation test results of BAG model on the
unmasked validation set of the WIKIHOP dataset.

5 Conclusion

We propose a Bi-directional Attention entity
Graph convolutional network (BAG) for multi-
hop reasoning QA tasks. Regarding task char-
acteristics, graph convolutional networks (GCNs)
are efficient to handle relationships among enti-
ties in documents. We demonstrate that both bi-
directional attention between nodes and queries
and multi-level features are necessary for such
tasks. The former one aims to obtain query-aware
node representation for answering, while the lat-
ter one provides contextual comprehension of iso-
lated nodes in graphs. Our experimental results
not only demonstrate the effectiveness of two pro-
posed modules, but also show BAG achieves state-
of-the-art performance on the WIKIHOP dataset.

Our future work will be making use of more
complex relations between entities and building
graphs in more general way without candidates.
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Abstract

In this paper, we propose a novel representa-
tion for text documents based on aggregating
word embedding vectors into document em-
beddings. Our approach is inspired by the Vec-
tor of Locally-Aggregated Descriptors used
for image representation, and it works as fol-
lows. First, the word embeddings gathered
from a collection of documents are clustered
by k-means in order to learn a codebook of
semnatically-related word embeddings. Each
word embedding is then associated to its near-
est cluster centroid (codeword). The Vec-
tor of Locally-Aggregated Word Embeddings
(VLAWE) representation of a document is
then computed by accumulating the differ-
ences between each codeword vector and each
word vector (from the document) associated to
the respective codeword. We plug the VLAWE
representation, which is learned in an unsuper-
vised manner, into a classifier and show that
it is useful for a diverse set of text classifi-
cation tasks. We compare our approach with
a broad range of recent state-of-the-art meth-
ods, demonstrating the effectiveness of our ap-
proach. Furthermore, we obtain a considerable
improvement on the Movie Review data set,
reporting an accuracy of 93.3%, which repre-
sents an absolute gain of 10% over the state-
of-the-art approach. Our code is available at
https://github.com/raduionescu/vlawe-boswe/.

1 Introduction

In recent years, word embeddings (Bengio et al.,
2003; Collobert and Weston, 2008; Mikolov et al.,
2013; Pennington et al., 2014) have had a huge
impact in natural language processing (NLP) and
related fields, being used in many tasks includ-
ing sentiment analysis (Dos Santos and Gatti,
2014; Fu et al., 2018), information retrieval (Clin-
chant and Perronnin, 2013; Ye et al., 2016) and
word sense disambiguation (Bhingardive et al.,

2015; Butnaru et al., 2017; Chen et al., 2014; Ia-
cobacci et al., 2016), among many others. Start-
ing from word embeddings, researchers proposed
various ways of aggregating word embedding vec-
tors to obtain efficient sentence-level or document-
level representations (Butnaru and Ionescu, 2017;
Cheng et al., 2018; Clinchant and Perronnin, 2013;
Conneau et al., 2017; Cozma et al., 2018; Fu et al.,
2018; Hill et al., 2016; Kiros et al., 2015; Kusner
et al., 2015; Le and Mikolov, 2014; Shen et al.,
2018; Torki, 2018; Zhao et al., 2015; Zhou et al.,
2016, 2018). Although the mean (or sum) of
word vectors is commonly adopted because of its
simplicity (Mitchell and Lapata, 2010), it seems
that more complex approaches usually yield better
performance (Cheng et al., 2018; Conneau et al.,
2017; Cozma et al., 2018; Fu et al., 2018; Hill
et al., 2016; Kiros et al., 2015; Torki, 2018; Zhao
et al., 2015; Zhou et al., 2016, 2018). To this
end, we propose a simple yet effective approach
for aggregating word embeddings into document
embeddings. Our approach is inspired by the Vec-
tor of Locally-Aggregated Descriptors (VLAD)
(Jégou et al., 2010, 2012) used in computer vision
to efficiently represent images for various image
classification and retrieval tasks. To our knowl-
edge, we are the first to adapt and use VLAD in
the text domain.

Our document-level representation is con-
structed as follows. First, we apply a pre-trained
word embedding model, such as GloVe (Penning-
ton et al., 2014), on all the words from a set of
training documents in order to obtain a set of train-
ing word vectors. The word vectors are clus-
tered by k-means in order to learn a codebook
of semnatically-related word embeddings. Each
word embedding is then associated to its near-
est cluster centroid (codeword). The Vector of
Locally-Aggregated Word Embeddings (VLAWE)
representation of a text document is then com-
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puted by accumulating the differences between
each codeword vector and each word vector that
is both present in the document and associated
to the respective codeword. Since our approach
considers cluster centroids as reference for build-
ing the representation, it can easily accommodate
new words, not seen during k-means training, sim-
ply by associating them to the nearest cluster cen-
troids. Thus, VLAWE is robust to vocabulary dis-
tribution gaps between training and test, which can
appear when the training set is particularly smaller
or from a different domain. Certainly, the robust-
ness holds as long as the word embeddings are pre-
trained on a very large set of documents, e.g. the
entire Wikipedia.

We plug the VLAWE representation, which is
learned in an unsupervised manner, into a classi-
fier, namely Support Vector Machines (SVM), and
show that it is useful for a diverse set of text clas-
sification tasks. We consider five benchmark data
sets: Reuters-21578 (Lewis, 1997), RT-2k (Pang
and Lee, 2004), MR (Pang and Lee, 2005), TREC
(Li and Roth, 2002) and Subj (Pang and Lee,
2004). We compare VLAWE with recent state-
of-the-art methods (Butnaru and Ionescu, 2017;
Cheng et al., 2018; Fu et al., 2018; Hill et al., 2016;
Iyyer et al., 2015; Kim, 2014; Kiros et al., 2015;
Le and Mikolov, 2014; Liu et al., 2017; Shen et al.,
2018; Torki, 2018; Xue and Zhou, 2009; Zhao
et al., 2015; Zhou et al., 2016, 2018), demonstrat-
ing the effectiveness of our approach. Further-
more, we obtain a considerable improvement on
the Movie Review (MR) data set, surpassing the
state-of-the-art approach of Cheng et al. (2018) by
almost 10%.

The rest of the paper is organized as follows.
We present related works on learning document-
level representations in Section 2. We describe the
Vector of Locally-Aggregated Word Embeddings
in Section 3. We present experiments and results
on various text classification tasks in Section 4. Fi-
nally, we draw our conclusion in Section 5.

2 Related Work
There are various works (Butnaru and Ionescu,
2017; Cheng et al., 2018; Conneau et al., 2017;
Fu et al., 2018; Hill et al., 2016; Iyyer et al., 2015;
Kim, 2014; Kiros et al., 2015; Kusner et al., 2015;
Le and Mikolov, 2014; Clinchant and Perronnin,
2013; Shen et al., 2018; Torki, 2018; Zhao et al.,
2015; Zhou et al., 2018) that propose to build ef-
fective sentence-level or document-level represen-

tations based on word embeddings. While most
of these approaches are based on deep learning
(Cheng et al., 2018; Conneau et al., 2017; Hill
et al., 2016; Iyyer et al., 2015; Kim, 2014; Kiros
et al., 2015; Le and Mikolov, 2014; Zhao et al.,
2015; Zhou et al., 2018), there have been some ap-
proaches that are inspired by computer vision re-
search, namely by the bag-of-visual-words (But-
naru and Ionescu, 2017) and by Fisher Vectors
(Clinchant and Perronnin, 2013). The relationship
between the bag-of-visual-words, Fisher Vectors
and VLAD is discussed in (Jégou et al., 2012).
The discussion can be transferred to describe the
relantionship of our work and the closely-related
works of Butnaru and Ionescu (2017) and Clin-
chant and Perronnin (2013).

3 Method
The Vector of Locally-Aggregated Descriptors
(VLAD) (Jégou et al., 2010, 2012) was introduced
in computer vision to efficiently represent images
for various image classification and retrieval tasks.
We propose to adapt the VLAD representation in
order to represent text documents instead of im-
ages. Our adaptation consists of replacing the
Scale-Invariant Feature Transform (SIFT) image
descriptors (Lowe, 2004) useful for recognizing
object patterns in images with word embeddings
(Mikolov et al., 2013; Pennington et al., 2014)
useful for recognizing semantic patterns in text
documents. We coin the term Vector of Locally-
Aggregated Word Embeddings (VLAWE) for the
resulting document representation.

The VLAWE representation is derived as fol-
lows. First, each word in the collection of training
documents is represented as a word vector using
a pre-trained word embeddings model. The result
is a set X = {x1, x2, ..., xn} of n word vectors.
As for the VLAD model, the next step is to learn a
codebook {µ1, µ2, ..., µk} of representative meta-
word vectors (codewords) using k-means. Each
codeword µi is the centroid of the cluster Ci ⊂ X:

µi =
1

|Ci|
∑

xt∈Ci
xt, ∀i ∈ {1, 2, ..., k}, (1)

where |Ci| is the number of word vectors assigned
to cluster Ci and k is the number of clusters.
Since word embeddings carry semantic informa-
tion by projecting semantically-related words in
the same region of the embedding space, it means
that the resulting clusters contain semantically-
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related words. The formed centroids are stored in
a randomized forest of k-d trees to reduce search
cost, as described in (Philbin et al., 2007; Ionescu
et al., 2013; Ionescu and Popescu, 2014, 2015a).
Each word embedding xt is associated to a sin-
gle cluster Ci, such that the Euclidean distance
between xt and the corresponding codeword µi is
minimum, for all i ∈ {1, 2, ..., k}. For each doc-
ument D and each codeword µi, the differences
xt − µi of the vectors xt ∈ Ci ∩D and the code-
word µi are accumulated into column vectors:

vi,D =
∑

xt∈Ci∩D
xt − µi, (2)

where D ⊂ X is the set of word embeddings in
a given text document. The final VLAWE em-
bedding for a given document D is obtained by
stacking together the d-dimensional residual vec-
tors vi,D, where d is equal to the dimension of the
word embeddings:

φD =




v1,D
v2,D

...
vk,D


 . (3)

Therefore, the VLAWE document embedding is
has k · d components.

The VLAWE vector φD undergoes two normal-
ization steps. First, a power normalization is per-
formed by applying the following operator inde-
pendently on each component (element):

f(z) = sign(z) · |z|α, (4)

where 0 ≤ α ≤ 1 and |z| is the absolute value
of z. Since words in natural language follow
the Zipf’s law (Powers, 1998), it seems natural
to apply the power normalization in order to re-
duce the influence of highly frequent words, e.g.
common words or stopwords, which can corrupt
the representation. As Jégou et al. (2012), we
empirically observed that this step consistently
improves the quality of the representation. The
power normalized document embeddings are then
L2-normalized. After obtaining the normalized
VLAWE representations, we employ a classifica-
tion method to learn a discriminative model for
each specific text classification task.

4 Experiments
4.1 Data Sets
We exhibit the performance of VLAWE on five
public data sets: Reuters-21578 (Lewis, 1997),
RT-2k (Pang and Lee, 2004), MR (Pang and Lee,

2005), TREC (Li and Roth, 2002) and Subj (Pang
and Lee, 2004).

The Reuters-21578 data set (Lewis, 1997) con-
tains articles collected from Reuters newswire.
Following Joachims (1998) and Yang and Liu
(1999), we select the categories (topics) that have
at least one document in the training set and one
in the test set, leading to a total of 90 categories.
We use the ModeApte evaluation (Xue and Zhou,
2009), in which unlabeled documents are elimi-
nated, leaving a total of 10787 documents. The
collection is already divided into 7768 documents
for training and 3019 documents for testing.

The RT-2k data set (Pang and Lee, 2004) con-
sists of 2000 movie reviews taken from the IMDB
movie review archives. There are 1000 positive re-
views rated with four or five stars, and 1000 nega-
tive reviews rated with one or two stars. The task
is to discriminate between positive and negative
reviews.

The Movie Review (MR) data set (Pang and
Lee, 2005) consists of 5331 positive and 5331 neg-
ative sentences. Each sentence is selected from
one movie review. The task is to discriminate be-
tween positive and negative sentiment.

TREC (Li and Roth, 2002) is a question type
classification data set, where questions are divided
into 6 classes. The collection is already divided
into 5452 questions for training and 500 questions
for testing.

The Subjectivity (Subj) (Pang and Lee, 2004)
data set contains 5000 objective and 5000 subjec-
tive sentences. The task is to classify a sentence as
being either subjective or objective.

4.2 Evaluation and Implementation Details
In the experiments, we used the pre-trained word
embeddings computed with the GloVe toolkit pro-
vided by Pennington et al. (2014). The pre-trained
GloVe model contains 300-dimensional vectors
for 2.2 million words and phrases. Most of the
steps required for building the VLAWE represen-
tation, such as the k-means clustering and the ran-
domized forest of k-d trees, are implemented using
the VLFeat library (Vedaldi and Fulkerson, 2008).
We set the number of clusters (size of the code-
book) to k = 10, leading to a VLAWE represen-
tation of k · d = 10 · 300 = 3000 components.
Similar to Jégou et al. (2012), we set α = 0.5
for the power normalization step in Equation (4),
which consistently leads to near-optimal results on
all data sets. In the learning stage, we employ the
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Method Reuters-21578 RT-2k MR TREC Subj
Average of word embeddings (baseline) 85.3 84.7 77.4 80.0 89.5
BOW (baseline) 86.5 84.1 77.1 89.3 89.3

TF + FA + CP + SVM (Xue and Zhou, 2009) 87.0 - - - -
Paragraph vectors (Le and Mikolov, 2014) - - 74.8 91.8 90.5
CNN (Kim, 2014) - 83.5 81.5 93.6 93.4
DAN (Iyyer et al., 2015) - - 80.1 - -
Combine-skip (Kiros et al., 2015) - - 76.5 92.2 93.6
Combine-skip + NB (Kiros et al., 2015) - - 80.4 - 93.6
AdaSent (Zhao et al., 2015) - - 83.1 92.4 95.5
SAE + embs. (Hill et al., 2016) - - 73.2 80.4 89.8
SDAE + embs. (Hill et al., 2016) - - 74.6 78.4 90.8
FastSent + AE (Hill et al., 2016) - - 71.8 80.4 88.8
BLSTM (Zhou et al., 2016) - - 80.0 93.0 92.1
BLSTM-Att (Zhou et al., 2016) - - 81.0 93.8 93.5
BLSTM-2DCNN (Zhou et al., 2016) - - 82.3 96.1 94.0
DC-TreeLSTM (Liu et al., 2017) - - 81.7 93.8 93.7
BOSWE (Butnaru and Ionescu, 2017) 87.2 89.7 - - -
TreeNet (Cheng et al., 2018) - - 79.8 91.6 92.0
TreeNet-GloVe (Cheng et al., 2018) - - 83.6 96.1 95.9
BOMV (Fu et al., 2018) - 90.2 - - 90.9
SWEM-average (Shen et al., 2018) - - 77.6 92.2 92.5
SWEM-concat (Shen et al., 2018) - - 78.2 91.8 93.0
COV + Mean (Torki, 2018) - - 80.2 90.3 93.1
COV + BOW (Torki, 2018) - - 80.7 91.8 93.3
COV + Mean + BOW (Torki, 2018) - - 81.1 91.6 93.2
DARLM (Zhou et al., 2018) - - 83.2 96.0 94.1

VLAWE (ours) 89.3 94.1 93.3 94.2 95.0

Table 1: Performance results (in %) of our approach (VLAWE) versus several state-of-the-art methods (Butnaru
and Ionescu, 2017; Cheng et al., 2018; Fu et al., 2018; Hill et al., 2016; Iyyer et al., 2015; Kim, 2014; Kiros et al.,
2015; Le and Mikolov, 2014; Liu et al., 2017; Shen et al., 2018; Torki, 2018; Xue and Zhou, 2009; Zhao et al.,
2015; Zhou et al., 2016, 2018) on the Reuters-21578, RT-2k, MR, TREC and Subj data sets.

Support Vector Machines (SVM) implementation
provided by LibSVM (Chang and Lin, 2011). We
set the SVM regularization parameter to C = 1
in all our experiments. In the SVM, we use the
linear kernel. For optimal results, the VLAWE
representation is combined with the BOSWE rep-
resentation (Butnaru and Ionescu, 2017), which
is based on the PQ kernel (Ionescu and Popescu,
2013, 2015b).

We follow the same evaluation procedure as
Kiros et al. (2015) and Hill et al. (2016), using 10-
fold cross-validation when a train and test split is
not pre-defined for a given data set. As evaluation
metrics, we employ the micro-averaged F1 mea-
sure for the Reuters-21578 data set and the stan-
dard classification accuracy for the RT-2k, the MR,
the TREC and the Subj data sets, in order to fairly
compare with the related art.

4.3 Results

We compare VLAWE with several state-of-the-
art methods (Butnaru and Ionescu, 2017; Cheng
et al., 2018; Fu et al., 2018; Hill et al., 2016; Iyyer
et al., 2015; Kim, 2014; Kiros et al., 2015; Le and
Mikolov, 2014; Liu et al., 2017; Shen et al., 2018;
Torki, 2018; Xue and Zhou, 2009; Zhao et al.,
2015; Zhou et al., 2016, 2018) as well as two base-
line methods, namely the average of word embed-
dings and the standard bag-of-words (BOW). The
corresponding results are presented in Table 1.

First, we notice that our approach outperforms
both baselines on all data sets, unlike other related
methods (Le and Mikolov, 2014; Hill et al., 2016).
In most cases, our improvements over the base-
lines are higher than 5%. On the Reuters-21578
data set, we surpass the closely-related approach
of Butnaru and Ionescu (2017) by around 2%. On

366



Method MR
VLAWE (k = 2) 93.0
VALWE (PCA) 93.2

VLAWE (full, k = 10) 93.3

Table 2: Performance results (in %) of the full VLAWE
representation (with k = 10) versus two compact ver-
sions of VLAWE, obtained either by setting k = 2 or
by applying PCA.

the RT-2k data set, we surpass the related works of
Fu et al. (2018) and Butnaru and Ionescu (2017)
by around 4%. To our knowledge, our accuracy of
94.1% on RT-2k (Pang and Lee, 2004) surpasses
all previous results reported in literature. On the
MR data set, we surpass most related works by
more than 10%. To our knowledge, the best ac-
curacy on MR reported in previous literature is
83.6%, and it is obtained by Cheng et al. (2018).
We surpass the accuracy of Cheng et al. (2018) by
almost 10%, reaching an accuracy of 93.3% using
VLAWE. On the TREC data set, we reach the third
best performance, after methods such as (Cheng
et al., 2018; Zhou et al., 2016, 2018). Our perfor-
mance on TREC is about 2% lower than the state-
of-the-art accuracy of 96.1%. On the Subj data
set, we obtain an accuracy of 95.0%. There are
two state-of-the-art methods (Cheng et al., 2018;
Zhao et al., 2015) reporting better performance on
Subj. Compared to the best one of them (Cheng
et al., 2018), our accuracy is 1% lower. Overall,
we consider that our results are noteworthy.

4.4 Discussion
The k-means clustering algorithm and, on some
data sets, the cross-validation procedure can in-
duce accuracy variations due to the random
choices involved. We have conducted experiments
to determine how large are the accuracy variations.
We observed that the accuracy can decrease by up
to 1%, which does not bring any significant differ-
ences to the results reported in Table 1.

Even for a small number of clusters, e.g. k =
10, the VLAWE document representation can
grow up to thousands of features, as the num-
ber of features is k · d, where d = 300 is the
dimensionality of commonly used word embed-
dings. However, there are several document-level
representations that usually have a dimensionality
much smaller than k · d. Therefore, it is desir-
able to obtain a more compact VLAWE represen-
tation. We hereby propose two approaches that
lead to more compact representations. The first

Figure 1: Accuracy on MR for different numbers of
k-means clusters.

one is simply based on reducing the number of
clusters. By setting k = 2 for instance, we obtain
a 600-dimensional representation. The second one
is based on applying Principal Component Anal-
ysis (PCA), to reduce the dimension of the fea-
ture vectors. Using PCA, we propose to reduce
the size of the VLAWE representation to 300 com-
ponents. In Table 2, the resulting compact repre-
sentations are compared against the full VLAWE
representation on the MR data set. Although the
compact VLAWE representations provide slightly
lower results compared to the VLAWE representa-
tion based on 3000 components, we note that the
differences are insignificant. Furthermore, both
compact VLAWE representations are far above the
state-of-the-art method (Cheng et al., 2018).

In Figure 1, we illustrate the performance varia-
tion on MR, when using different values for k. We
notice that the accuracy tends to increase slightly,
as we increase the number of clusters from 2 to
30. Overall, the VLAWE representation seems to
be robust to the choice of k, always surpassing the
state-of-the-art approach (Cheng et al., 2018).

5 Conclusion

We proposed a novel representation for text docu-
ments which is based on aggregating word embed-
dings using k-means and on computing the resid-
uals between each word embedding allocated to a
given cluster and the corresponding cluster cen-
troid. Our experiments on five benchmark data
sets prove that our approach yields competitive re-
sults with respect to the state-of-the-art methods.
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Abstract
Related tasks often have inter-dependence on
each other and perform better when solved
in a joint framework. In this paper, we
present a deep multi-task learning framework
that jointly performs sentiment and emotion
analysis both. The multi-modal inputs (i.e.,
text, acoustic and visual frames) of a video
convey diverse and distinctive information,
and usually do not have equal contribution in
the decision making. We propose a context-
level inter-modal attention framework for si-
multaneously predicting the sentiment and ex-
pressed emotions of an utterance. We evalu-
ate our proposed approach on CMU-MOSEI
dataset for multi-modal sentiment and emotion
analysis. Evaluation results suggest that multi-
task learning framework offers improvement
over the single-task framework. The proposed
approach reports new state-of-the-art perfor-
mance for both sentiment analysis and emo-
tion analysis.

1 Introduction

With the rapid growth of social media video plat-
forms such as Youtube, Vimeo, users now tend
to upload videos on these platforms. Such video
platforms offer users an opportunity to express
their opinions on any topic. Videos usually con-
sist of audio and visual modalities, and thus can
be considered as a source of multi-modal infor-
mation. Although videos contain more informa-
tion than text, fusing multiple modalities is a ma-
jor challenge. A common practice in sentiment
analysis and emotion recognition or affective com-
puting, in general, is to analyze textual opinions.
However, in recent days multi-modal affect anal-
ysis has gained a major attention (Poria et al.,
2017b, 2016). In these works, in addition to the
visual frames, other sources of information such
as acoustic and textual (transcript) representation
of the spoken languages are also incorporated in

the analysis. Multi-modal analysis (e.g. sentiment
analysis Zadeh et al. 2018c, emotion recognition
Poria et al. 2016, question-answering Teney et al.
2017 etc.) is an emerging field of study, that uti-
lizes multiple information sources for solving a
problem. These sources (e.g., text, visual, acous-
tic, etc.) offer a diverse and often distinct piece of
information that a system can leverage on. For ex-
ample, ‘text’ carries semantic information of the
spoken sentence, whereas ‘acoustic’ information
reveals the emphasis (pitch, voice quality) on each
word. In contrast, the ‘visual’ information (image
or video frame) extracts the gesture and posture of
the speaker.

Traditionally, ‘text’ has been the key factor in
any Natural Language Processing (NLP) tasks in-
cluding sentiment and emotion analysis. However,
with the recent emergence of social media plat-
forms and their available multi-modal contents,
an interdisciplinary study involving text, acoustic
and visual features have drawn significant interest
among the research community. Effectively fusing
this diverse information is non-trivial and poses
several challenges to the underlying problem.

In our current work, we propose a multi-task
model to extract both sentiment (i.e. positive or
negative) and emotion (i.e. anger, disgust, fear,
happy, sad or surprise) of a speaker in a video.
In multi-task framework, we aim to leverage the
inter-dependence of these two tasks to increase the
confidence of individual task in prediction. For
e.g., information about anger emotion can help in
prediction of negative sentiment and vice-versa.

A speaker can utter multiple utterances (a unit
of speech bounded by breathes or pauses) in a
single video and these utterances can have dif-
ferent sentiments and emotions. We hypothesize
that the sentiment (or, emotion) of an utterance of-
ten has inter-dependence on other contextual ut-
terances i.e. the knowledge of sentiment (or, emo-

370



tion) for an utterance can assist in classifying its
neighbor utterances. We utilize all three modali-
ties (i.e. text, acoustic and visual) for the analy-
sis. Although all these sources of information are
crucial, they are not equally beneficial for each in-
dividual instance. Few examples are presented in
Table 1. In the first example, visual frames provide
important clues than textual information for find-
ing the sentiment of a sarcastic sentence “Thanks
for putting me on hold! I’ve all the time in the
world.”. Similarly, the textual representation of
second example “I’m fine.’ does not reveal the ex-
act emotion of a sad person. For this particular
case, acoustic or visual information such as low
tone voice, facial expression etc. have bigger role
to play for the classification.

Utterance Feeling T A V
Thanks for putting me on hold!
I’ve all the time in the world.

Sentiment (Negative) - - X

I’m fine. Emotion (Sad) - X X

Table 1: Contributing modalities for different scenario.
Tick represents the most contributing information.

2 Problem Definition

Multi-task learning paradigm provides an efficient
platform for achieving generalization. Multiple
tasks can exploit the inter-relatedness for improv-
ing individual performance through a shared rep-
resentation. Overall, it provides three basic ad-
vantages over the single-task learning paradigm
a). it helps in achieving generalization for mul-
tiple tasks; b). each task improves its performance
in association with the other participating tasks;
and c). offers reduced complexity because a sin-
gle system can handle multiple problems/tasks at
the same time.

Sentiments (Pang et al., 2005) and emotions
(Ekman, 1999) are closely related. Most of the
emotional states have clear distinction of being a
positive or negative situation. Emotional states
e.g. ‘anger’, ‘fear’, ‘disgust’, ‘sad’ etc. belong
to negative situations, whereas ‘happy’ and ‘sur-
prise’ reflect the positive situations. Motivated by
the association of sentiment & emotion and the
advantages of the multi-task learning paradigm,
we present a multi-task framework that jointly
learns and classifies the sentiments and emotions
in a video. As stated earlier, contextual-utterances
and/or multi-modal information provide important
cues for the classification. Our proposed approach

applies attention over both of these sources of in-
formation simultaneously (i.e., contextual utter-
ance and inter-modal information), and aims to re-
veal the most contributing features for the classifi-
cation. We hypothesize that applying attention to
contributing neighboring utterances and/or multi-
modal representations may assist the network to
learn in a better way.

Our proposed architecture employs a recurrent
neural network based contextual inter-modal at-
tention framework. In our case, unlike the pre-
vious approaches, that simply apply attention over
the contextual utterance for classification, we take
a different approach. Specifically, we attend over
the contextual utterances by computing correla-
tions among the modalities of the target utterance
and the context utterances. This particularly helps
us to distinguish which modalities of the relevant
contextual utterances are more important for the
classification of the target utterance. The model
facilitates this modality selection process by at-
tending over the contextual utterances and thus
generates better multi-modal feature representa-
tion when these modalities from the context are
combined with the modalities of the target utter-
ance. We evaluate our proposed approach on the
recent benchmark dataset of CMU-MOSEI (Zadeh
et al., 2018c). It is the largest available dataset (ap-
prox. 23K utterances) for multi-modal sentiment
and emotion analysis (c.f. Dataset Section). The
evaluation shows that contextual inter-modal at-
tention framework attains better performance than
the state-of-the-art systems for various combina-
tions of input modalities.

The main contributions of our proposed work
are three-fold: a) we leverage the inter-
dependence of two related tasks (i.e. sentiment
and emotion) in improving each others perfor-
mance using an effective multi-modal framework;
b) we propose contextual inter-modal attention
mechanism that facilitates the model to assign
weightage to the contributing contextual utter-
ances and/or to different modalities simultane-
ously. Suppose, to classify an utterance ‘u1’ of
5 utterances video, visual features of ‘u2’ & ‘u4’,
acoustic features of ‘u3’ and textual features of
‘u1’, ‘u3’ & ‘u5’ are more important than oth-
ers. Our attention model is capable of highlight-
ing such diverse contributing features; and c) we
present the state-of-the-arts for both sentiment and
emotion predictions.
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3 Related Work

A survey of the literature suggests that multi-
modal sentiment prediction is a relatively new area
as compared to textual based sentiment prediction
(Morency et al., 2011; Poria et al., 2017b; Zadeh
et al., 2018a). A good review covering the litera-
ture from uni-modal analysis to multi-modal anal-
ysis is presented in (Poria et al., 2017a).

Zadeh et al. (2016) introduced the multi-modal
dictionary to understand the interaction between
facial gestures and spoken words better when
expressing sentiment. In another work, Zadeh
et al. (2017) proposed a Tensor Fusion Net-
work (TFN) model to learn the intra-modality and
inter-modality dynamics of the three modalities
(i.e., text, visual and acoustic). Authors reported
improved accuracy using multi-modality on the
CMU-MOSI dataset. These works did not take
contextual information into account. Poria et al.
(2017b) proposed a Long Short Term Memory
(LSTM) based framework for sentiment classifi-
cation that leverages the contextual information
to capture the inter-dependencies between the ut-
terances. Zadeh et al. (2018a) proposed multi-
attention blocks (MAB) to capture the informa-
tion across the three modalities (text, visual and
acoustic) for predicting the sentiments. Authors
evaluated their approach on the different datasets
and reported improved accuracies in the range of
2-3% over the state-of-the-art models. Blanchard
et al. (2018) proposed a multi-modal fusion model
that exclusively uses high-level visual and acous-
tic features for sentiment classification.

An application of multi-kernel learning based
fusion technique was proposed in (Poria et al.,
2016), where the authors employed deep convo-
lutional neural network (CNN) for extracting the
textual features and fused it with other modali-
ties (visual & acoustic) for emotion prediction.
Ranganathan et al. (2016) proposed a convolu-
tional deep belief network (CDBN) models for
multi-modal emotion recognition. The author
used CDBN to learn salient multi-modal (acous-
tic and visual) features of low-intensity expres-
sions of emotions. Hazarika et al. (2018) intro-
duced a self- attention mechanism for multi-modal
emotion detection by feature level fusion of text
and speech. Recently, Zadeh et al. (2018c) intro-
duced the CMU-MOSEI dataset for multi-modal
sentiment analysis and emotion recognition. They
effectively fused the tri-modal inputs through a

dynamic fusion graph and also reported compet-
itive performance w.r.t. various state-of-the-arts
on MOSEI dataset for both sentiment and emotion
classification.

The main difference between the proposed and
existing methods is contextual inter-modal atten-
tion. Systems (Poria et al., 2016; Zadeh et al.,
2016, 2017; Blanchard et al., 2018) do not con-
sider context for the prediction. System (Po-
ria et al., 2017b) uses contextual information for
the prediction but without any attention mecha-
nism. In contrast, (Zadeh et al., 2018a) uses multi-
attention blocks but did not account for contex-
tual information. Our proposed model is novel in
the sense that our approach applies attention over
multi-modal information of the contextual utter-
ances in a single step. Thus, it ensures to reveal the
contributing features across multiple modalities
and contextual utterances simultaneously for sen-
timent and emotion analysis. Further, to the best of
our knowledge, this is the first attempt at solving
the problems of multi-modal sentiment and emo-
tion analysis together in a multi-task framework.

The contextual inter-modal attention mecha-
nism is not much explored in NLP domains as
such. We found one work that accounts for
bi-modal attention for visual question-answering
(VQA) (Teney et al., 2017). However, its at-
tention mechanism differs from our proposed ap-
proach in the following manner: a) VQA proposed
question guided image-attention, but our attention
mechanism attends multi-modalities; b) attention
is applied over different positions of the image,
whereas our proposed approach applies attention
over multiple utterances and two-modalities at a
time; c). our proposed attention mechanism at-
tends a sequence of utterances (text, acoustic or vi-
sual), whereas VQA applies attention in the spatial
domain. In another work, Ghosal et al. (2018) pro-
posed an inter-modal attention framework for the
multi-modal sentiment analysis. However, the key
differences with our current work are as follows:
a) Ghosal et al. (2018) addressed only sentiment
analysis, whereas, in our current work, we ad-
dress both the sentiment and emotion analysis; b)
Ghosal et al. (2018) handles only sentiment analy-
sis in single task learning framework, whereas our
proposed approach is based on multi-task learning
framework, where we solve two tasks, i.e., sen-
timent analysis and emotion analysis, together in
a single network; c) we perform detailed com-
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parative analysis over the single-task vs. multi-
task learning; and d) we present state-of-the-art for
both sentiment and emotion analysis.

4 Multi-task Multi-modal Emotion
Recognition and Sentiment Analysis

In our proposed framework, we aim to leverage
multi-modal and contextual information for pre-
dicting sentiment and emotion of an utterance
simultaneously in a multi-task learning frame-
work. As stated earlier, a video consists of a
sequence of utterances and their semantics often
have inter-dependencies on each other. We em-
ploy three bi-directional Gated Recurrent Unit (bi-
GRU) network for capturing the contextual in-
formation (i.e., one for each modality). Subse-
quently, we introduce pair-wise inter-modal atten-
tion mechanism (i.e. visual-text, text-acoustic and
acoustic-visual) to learn the joint-association be-
tween the multiple modalities & utterances. The
objective is to emphasize on the contributing fea-
tures by putting more attention to the respective
utterance and neighboring utterances. Motivated
by the residual skip connection (He et al., 2016)
the outputs of pair-wise attentions along with the
representations of individual modalities are con-
catenated. Finally, the concatenated representa-
tion is shared across the two branches of our pro-
posed network- corresponding to two tasks, i.e.,
sentiment and emotion classification for predic-
tion (one for each task in the multi-task frame-
work). Sentiment classification branch contains a
softmax layer for final classification (i.e. positive
& negative), whereas for emotion classification we
use sigmoid layer. The shared representation will
receive gradients of error from both the branches
(sentiment & emotion) and accordingly adjust the
weights of the models. Thus, the shared represen-
tations will not be biased to any particular task,
and it will assist the model in achieving general-
ization for the multiple tasks. Empirical evidences
support our hypothesis (c.f. Table 4).

4.1 Contextual Inter-modal (CIM) Attention
Framework

Our contextual inter-modal attention framework
works on a pair of modalities. At first, we cap-
ture the cross-modality information by comput-
ing a pair of matching matrices M1,M2 ∈ Ru×u,
where ‘u’ is the number of utterances in the
video. Further, to capture the contextual depen-

dencies, we compute the probability distribution
scores (N1, N2 ∈ Ru×u) over each utterance of
cross-modality matrices M1,M2 using a softmax
function. This essentially computes the attention
weights for contextual utterances. Subsequently,
we apply soft attention over the contextual inter-
modal matrices to compute the modalitiy-wise at-
tentive representations (O1&O2). Finally, a multi-
plicative gating mechanism (Dhingra et al., 2016)
(A1&A2) is introduced to attend the important
components of multiple modalities and utterances.
The concatenated attention matrix of A1&A2 then
acts as the output of our contextual inter-modal
attention framework. The entire process is re-
peated for each pair-wise modalities i.e. text-
visual, acoustic-visual and text-acoustic. We illus-
trate and summarize the proposed methodology in
Figure 1 and Algorithm 1, respectively.

Algorithm 1 Multi-task Multi-modal Emotion and
Sentiment (MTMM-ES)

procedure MTMM-ES(t, v, a)
d← 100 . GRU dimension
T ← biGRUT (t, d)
V ← biGRUV (v, d)
A← biGRUA(a, d)
AtnTV ← CIM-Attention(T, V )
AtnAV ← CIM-Attention(A, V )
AtnTA ← CIM-Attention(T,A)
Rep← [AtnTV , AtnAV , AtnTA, T, V,A]
polarity ← Sentiment(Rep)
emotion← Emotion(Rep)
return polarity, emotion

procedure CIM-ATTENTION(X,Y )
/*Cross-modality information*/
M1 ← X.Y T

M2 ← Y.XT

/*Contextual Inter-modal attention*/
for i, j ∈ 1, ..., u do . u = #utterances

N1(i, j)← eM1(i,j)∑u
k=1 e

M1(i,k)

N2(i, j)← eM2(i,j)∑u
k=1 e

M2(i,k)

O1 ← N1.Y
O2 ← N2.X
/*Multiplicative gating*/
A1 ← O1 �X . Element-wise mult.
A2 ← O2 � Y
return [A1, A2]
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Figure 1: Overall architecture of the proposed framework. Contextual inter-modal (CIM) attention computation
between visual and text modality.

5 Datasets, Experiments, and Analysis

In this section, we describe the datasets used for
our experiments and report the results along with
necessary analysis.

5.1 Datasets

We evaluate our proposed approach on the bench-
mark datasets of sentiment and emotion analysis,
namely CMU Multi-modal Opinion Sentiment and
Emotion Intensity (CMU-MOSEI) dataset (Zadeh
et al., 2018c). CMU-MOSEI dataset consists
of 3,229 videos spanning over 23,000 utterances
from more than 1,000 online YouTube speakers.
The training, validation & test set comprises of
16216, 1835 & 4625 utterances, respectively.

Each utterance has six emotion values associ-
ated with it, representing the degree of emotion
for anger, disgust, fear, happy, sad and surprise.
Emotion labels for an utterance are identified as
all non-zero intensity values, i.e. if an utterance
has three emotions with non-zero values, we take
all three emotions as multi-labels. Further, an ut-
terance that has no emotion label represents the
absence of emotion. For experiments, we adopt 7-
classes (6 emotions + 1 no emotion) and pose it as
multi-label classification problem, where we try to

Statistics Train Dev Test
#Videos 2250 300 679
#Utterance 16216 1835 4625
#Positive 11499 1333 3281
#Negative 4717 502 1344
#Anger 3506 334 1063
#Disgust 2946 280 802
#Fear 1306 163 381
#Happy 8673 978 2484
#Sad 4233 511 1112
#Surprise 1631 194 437
#Speakers 1000

Table 2: Dataset statistics for CMU-MOSEI. Each ut-
terance contains multi-modal information.

Single emotion 11050 Two emotions 5526
Three emotions 2084 Four emotions 553
Five emotions 84 Six emotions 8
No emotion 3372

Table 3: Statistics of multi-label emotions.

optimize the binary-cross entropy for each of the
class. A brief statistics for multi-label emotions
is presented in Table 3. In contrast, the sentiment
values for each utterance are disjoint, i.e. value
< 0 and value ≥ 0 represent the negative and pos-
itive sentiments, respectively. A detailed statistics
of the CMU-MOSEI dataset is shown in Table 2.
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Tasks F1-score Acc (Sentiment) & Weighted-Acc (Emotion)
T A V T+V T+A A+V T+A+V T A V T+V T+A A+V T+A+V

Sent
STL 75.1 67.9 66.3 77.0 76.5 69.6 77.6 78.2 74.8 75.8 79.4 79.7 76.6 79.8
MTL 77.5 72.1 69.1 78.7 78.6 75.8 78.8 79.7 75.7 76.5 80.4 80.2 77.4 80.5

Emo
STL 75.9 72.3 73.6 77.5 76.8 76.0 77.7 58.0 56.7 53.7 60.1 59.6 58.0 60.8
MTL 76.9 74.6 75.4 78.5 77.6 77.0 78.6 60.2 56.2 57.5 62.5 60.5 59.3 62.8

Table 4: Single-task learning (STL) and Multi-task (MTL) learning frameworks for the proposed approach. T:
Text, V: Visual, A: Acoustic. Weighted accuracy as a metric is chosen due to unbalanced samples across various
emotions and it is also in line with the other existing works (Zadeh et al., 2018c).

5.2 Feature extraction

We use the CMU-Multi-modal Data SDK1 for
downloading and feature extraction. The dataset
was pre-tokenized and a feature vector was pro-
vided for each word in an utterance. The tex-
tual, visual and acoustic features were extracted
by GloVe (Pennington et al., 2014), Facets2 & Co-
vaRep (Degottex et al., 2014), respectively. There-
after, we compute the average of word-level fea-
tures to obtain the utterance-level features.

5.3 Experiments

We evaluate our proposed approach on the datasets
of CMU-MOSEI. We use the Python based Keras
library for the implementation. We compute F1-
score and accuracy values for sentiment classifi-
cation and F1-score and weighted accuracy (Tong
et al., 2017) for emotion classification. Weighted
accuracy as a metric is chosen due to unbalanced
samples across various emotions and it is also in
line with the other existing works (Zadeh et al.,
2018c). To obtain multi-labels for emotion clas-
sification, we use 7 sigmoid neurons (corresponds
to 6 emotions + 1 no-emotion) with binary cross-
entropy loss function. Finally, we take all the
emotions whose respective values are above a
threshold. We optimize and cross-validate both
the evaluation metrics (i.e. F1- score and weighted
accuracy) and set the threshold as 0.4 & 0.2 for
F1-score and weighted accuracy, respectively. We
show our model configurations in Table 5.

As stated earlier, our proposed approach re-
quires at least two modalities to compute bi-
modal attention. Hence, we experiment with bi-
modal and tri-modal input combinations for the
proposed approach i.e. taking text-visual, text-
acoustic, acoustic-visual and text-visual-acoustic
at a time. For completeness (i.e., uni-modal in-

1https://github.com/A2Zadeh/
CMU-MultimodalDataSDK

2https://pair-code.github.io/facets/

Parameters Values
Bi-GRU 2×200 neurons, dropout=0.3
Dense layer 100 neurons, dropout=0.3
Activations ReLu
Optimizer Adam (lr=0.001)
Output Softmax (Sent) & Sigmoid (Emo)

Loss
Categorical cross-entropy (Sent)

Binary cross-entropy (Emo)
Threshold 0.4 (F1) & 0.2 (W-Acc) for multi-label
Batch 16
Epochs 50

Table 5: Model configurations

puts), we also experiment with a variant of the pro-
posed approach where we apply self-attention on
the utterances of each modality separately. The
self-attention unit utilizes the contextual informa-
tion of the utterances (i.e., it receives u×d hidden
representations), applies attention and forward it
to the output layer for classification. We report
the experimental results of both single-task (STL)
and multi-task (MTL) learning framework in Ta-
ble 4. In the single-task framework, we build sep-
arate systems for sentiment and emotion analysis,
whereas in multi-task framework a joint-model is
learned for both of these problems. For senti-
ment classification, our single-task framework re-
ports an F1-score of 77.67% and accuracy value
of 79.8% for the tri-modal inputs. Similarly, we
obtain 77.71% F1-score and 60.88% weighted ac-
curacy for emotion classification.

Comparatively, when both the problems are
learned and evaluated in a multi-task learning
framework, we observe performance enhancement
for both sentiments as well as emotion classifica-
tion. MTL reports 78.86% F1-score and 80.47%
accuracy value in comparison to 77.67% and
79.8% of STL with tri-modal inputs, respectively.
For emotion classification, we also observe an im-
proved F-score (78.6 (MTL) vs. 77.7 (STL)) and
weighted accuracy (62.8 (MTL) vs. 60.8 (STL))
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Figure 2: Single-task learning (STL) and Multi-task (MTL) learning frameworks for the proposed approach.

Sentiment Emotion
Utterances Actual MTL Actual MTL

1 line hello my name is sarah and i will be doing my video opinion on the
movie shall we dance uhh starring jennifer

Pos Pos Anger Anger

2 richard gere and susan umm you i really didn’t enjoy this movie at all it
kinda boring for

Neg Neg Anger, Disgust Anger, Disgust,
Happy, Sad

3 for umm it kinda felt as if there were parts in there they Pos Neg No class Anger, Disgust,
Happy, Sad

4 they just put in there to kinda pass the time on basically the movie is about
umm richard character and him being a

Pos Pos Happy Anger, Disgust,
Happy, Sad

5 umm looking for some some stutter extra sizzle to add into his life he meets
up with a dance instructor who is played by jennifer lopez and basically she
convinces him to sign up for some ballroom he gets into it he enjoys it a lot
but still a secret from his family

Pos Pos Anger Anger Disgust,
Happy, Sad

6 family he is trying to cope with having this this stutter Neg Neg Anger, Disgust Anger, Disgust,
Happy, Sad

Table 6: Example video for heatmap analysis of the contextual inter-modal (CIM) attention mechanism of the
proposed MTMM-ES framework. Figure 3 depicts the heatmaps for the above video.

u1 u2 u3 u4 u5 u6 u1 u2 u3 u4 u5 u6

u
1

u
2

u
3

u
4

u
5

u
6

0.006

0.012

0.018

0.024

0.030

(a) Softmax attention weights N1 & N2

for TV.

u1 u2 u3 u4 u5 u6 u1 u2 u3 u4 u5 u6

u
1

u
2

u
3

u
4

u
5

u
6

0.15

0.30

0.45

0.60

(b) Softmax attention weights N1 & N2

for AV.

u1 u2 u3 u4 u5 u6 u1 u2 u3 u4 u5 u6

u
1

u
2

u
3

u
4

u
5

u
6

0.04

0.08

0.12

0.16

0.20

(c) Softmax attention weights N1 & N2

for TA.

Figure 3: (a), (b) & (c): Pair-wise softmax attention weights N1 & N2 of visual-text, acoustic-visual & text-
acoustic for multi-task learning framework. Solid line at the center represents boundary ofN1 &N2. The heatmaps
represent attention weights of a particular utterance with respect to other utterances in N1 & N2. Each cell (i, j)
of the heatmap signifies the weights of utterance ‘j’ for the classification of utterance ‘i’ of the pair-wise modality
matrices, hence, assists in predicting the labels concisely by incorporating contextual inter-modal information.

in the multi-task framework. It is evident from
Figure 2 that multi-task learning framework suc-
cessfully leverages the inter-dependence of both
the tasks in improving the overall performance in
comparison to single-task learning. The improve-
ments of MTL over STL framework is also statis-
tically significant with p-value < 0.05 (c.f. Table
7).

We also present attention heatmaps of the multi-
task learning framework in Figure 3. For illustra-
tion, we take the video of the first utterance of
Table 6. It has total six utterances. We depict
three pair-wise attention matrices of 2 × (6 × 6)
dimension-one each for text-visual, text-acoustics
and acoustics-visual. Solid lines in between rep-
resent the boundary of the two modalities, e.g. left
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Emotion Sentiment
Anger Disgust Fear Happy Sad Surprise Average†

System F1 W-Acc F1 W-Acc F1 W-Acc F1 W-Acc F1 W-Acc F1 W-Acc F1 W-Acc F1 Acc
Blanchard et al. (2018) - - - - - - - - - - - - - - 63.2 60.0
Zadeh et al. (2018b)? - - 71.4 65.2 89.9 - - - 60.8 - 85.4 53.3 - - 76.0 76.0
Nojavanasghari et al. (2016)? 71.4 - - 67.0 - - - - - - - - - - - -
Rajagopalan et al. (2016)? - 56.0 - - - - - - - - - - - - 76.4 76.4
EF-LSTM (Zadeh et al., 2018c)? - - - - - 56.7 - 57.8 - 59.2 - - - - - -
TFN (Zadeh et al., 2017)? - 60.5 - - - - 66.6 66.5 - 58.9 - 52.2 - - - -
Random Forest (Breiman, 2001)? 72.0 - 73.2 - 89.9 - - - 61.8 - 85.4 - - - - -
SVM (Zadeh et al., 2016)? - - - - - 60.0 - - - - - - - - - -
Zadeh et al. (2018a)? - - - - - - 71.0 - - - - - - - - -
Zadeh et al. (2018c) 72.8 62.6 76.6 69.1 89.9 62.0 66.3 66.3 66.9 60.4 85.5 53.7 76.3 62.3 77.0 76.9
Proposed (Single-task learning) 75.6 64.5 81.0 72.2 87.7 51.5 59.3 61.6 67.3 65.4 86.5 53.0 76.2 61.3 77.6 79.8
Proposed (Multi-task learning) 75.9 66.8 81.9 72.7 87.9 62.2 67.0 53.6 72.4 61.4 86.0 60.6 78.6 62.8 78.8 80.5
Significance T-test w.r.t. SOTA - - - - - - - - - - - - 0.0240 0.0420 0.0012 0.0046
Significance T-test w.r.t. STL - - - - - - - - - - - - 0.0171 0.0312 0.0015 0.0278

Table 7: Comparative results: Proposed multi-task framework attains better performance as compared to the state-
of-the-art (SOTA) systems in both the tasks i.e. emotion recognition (average) and sentiment analysis. ?Values are
taken from Zadeh et al. (2018c). †Six-class average. Significance T-test (< 0.05). STL: Single-task learning.

side of Figure 3a represents text modality and right
side represents the visual modality. The heatmaps
represent the contributing features for the classi-
fication of utterances. Each cell (i,j) of Figure 3
signifies the weights of utterance ‘j’ for the classi-
fication of utterance ‘i’ of the pair-wise modality
matrices. For example, for the classification of ut-
terance ‘u4’ in Figure 3a, model puts more focus
on the textual features of ‘u2’ and ‘u6’ than others
and more-or-less equal focus on the visual features
of all the utterances.

5.4 Comparative Analysis

We compare our proposed approach against vari-
ous existing systems (Nojavanasghari et al., 2016;
Rajagopalan et al., 2016; Zadeh et al., 2017,
2018a,b,c; Blanchard et al., 2018) that made use
of the same datasets. A comparative study is
shown in Table 7. We report the results of the
top three existing systems (as reported in Zadeh
et al. 2018c) for each case. In emotion classifica-
tion, the proposed multi-task learning framework
reports the best F1-score of 78.6% as compared
to the 76.3% and Weighted Accuracy of 62.8%
as compared to the 62.3% of the state-of-the-art.
Similarly, for sentiment classification, the state-of-
the-art system reports 77.0% F1-score and 76.9%
accuracy value in the multi-task framework. In
comparison, we obtain the best F1-score and accu-
racy value of 78.8% and 80.4%, respectively, i.e.,
an improvement of 1.8% and 3.5% over the state-
of-the-art systems.

During analysis, we make an important obser-
vation. Small improvements in performance do
not reveal the exact improvement in the number
of instances. Since there are more than 4.6K test
samples, even the improvement by one point re-

flects that the system improves its predictions for
46 samples.

We also perform test-of-significance (T-test)
and observe that the obtained results are statisti-
cally significant w.r.t. the state-of-the-art and pro-
posed single-task results with p-values< 0.05.

5.5 STL v/s MTL framework

In this section, we present our analysis w.r.t.
single-task and multi-task frameworks. Table 8
lists a few example cases where the proposed
multi-task learning framework shows how it yields
better performance for both sentiment and emo-
tion, while the single-task framework finds it non-
trivial for the classification. For example, first ut-
terance has gold sentiment label as negative which
was misclassified by STL framework. However,
the MTL framework improves this by correctly
predicting ‘positive’. Similarly, in emotion analy-
sis STL predicts three emotions i.e. disgust, happy
and sad, out of which only one emotion (disgust)
matches the gold emotions of anger and disgust.
In comparison, MTL predicts four emotions (i.e.
anger, disgust, happy and sad) for the same utter-
ance. The precision (2/4) and recall (2/2) for MTL
framework is better than the precision (1/3) and re-
call (1/2) for the STL framework. These analyses
suggest that the MTL framework, indeed, captures
better evidences than the STL framework.

In the second example, knowledge of sentiment
helps in identifying the correct emotion label in
the MTL framework. For the gold sentiment (pos-
itive) and emotion (happy and sad) labels, STL
correctly classifies one emotion (i.e. sad), but fails
to predict the other emotion (i.e. happy). In addi-
tion, it misclassifies another emotion (i.e. anger).
Since, gold label happy corresponds to the posi-
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Sentiment Emotion
Utterances Actual STL MTL Actual STL MTL

1 richard gere and susan umm you i really didn’t enjoy this movie
at all it kinda boring for

Neg Pos Neg Anger, Disgust Disgust, Happy, Sad Anger, Disgust, Happy, Sad

2 we look forward to cooperating with the new government as it
works to make progress on a wide range of issues including fur-
ther democratic reforms promotion of human rights economic
development and national reconciliation

Pos Pos Pos Happy, Sad Anger, Sad Happy, Sad

3 laughter and applause still there though.. Pos Neg Pos Happy Happy, Surprise Happy
4 is in love with some other person so you know the story Neg Pos Neg Anger, Disgust, Sad Disgust, Happy, Sad Anger, Disgust, Sad
5 i can say unfortunately i don’t think it’s a serious program Neg Pos Neg Disgust, Sad, Surprise Anger, Happy, Sad Anger, Disgust, Happy, Sad
6 the last administration bought into just as much as this one

does unfortunately
Neg Pos Neg Anger, Disgust, Sad Anger, Happy Anger, Disgust, Happy, Sad

7 it’s just too great of a risk and it is socially unacceptable Neg Pos Neg Anger, Disgust, Happy Anger, Happy Anger, Disgust, Happy
8 had a robot here at hopkins since the year longer than most

institutions in this country and around the world we
Pos Pos Pos Happy Happy, Sad, No class Happy

9 in total we spent hundreds of hours on the ground on site
watching these leaders in action

Pos Pos Pos No class Happy No class

Table 8: Comparison with multi-task learning and single-task learning frameworks. Few error cases where multi-
task learning framework performs better than the single-task framework. First utterance: Improved MTL (Pre:
0.5, Rec: 1.0) performance over STL (Pre: 0.3, Rec: 0.5). Second utterance: Sentiment (i.e. Pos) assists in
emotion classification (i.e. Happy). Red color represents error in classification.

tive scenario and predicted label anger is related to
negative, knowledge of sentiment is a crucial piece
of information. Our MTL framework identifies
this relation and leverage the predicted sentiment
for the classification of emotion i.e. positive senti-
ment assists in predicting happy emotion. This is
an example of inter-dependence between the two
related tasks and the MTL framework successfully
exploits it for the performance improvement.

We also observe that the system puts com-
paratively more focus on some classes in MTL
framework than the STL framework. As an in-
stance, MTL predicts ‘anger’ class for 1173 ut-
terances, whereas STL predicts it for 951 utter-
ances (1063 anger utterances in the gold dataset).
Further, we observe contrasting behavior for the
‘sad’ class, where MTL predicts 1618 utterances
as ‘sad’ compared to the 2126 utterances of STL.
For ‘disgust’ and ‘happy’ classes, both STL and
MTL frameworks predict the approximately equal
number of utterances.

Further, we observe that MTL performs poorly
for the ‘fear’ and ‘surprise’ classes, where it could
not predict a significant number of utterances. A
possible reason would be the under-representation
of these instances in the given dataset.

6 Conclusion

In this paper, we have proposed a deep multi-
task framework that aims to leverage the inter-
dependence of two related tasks, i.e., multi-modal
sentiment and emotion analysis. Our proposed ap-
proach learns a joint-representation for both the
tasks as an application of GRU based inter-modal
attention framework. We have evaluated our pro-

posed approach on the recently released bench-
mark dataset on multi-modal sentiment and emo-
tion analysis (MOSEI). Experimental results sug-
gest that sentiment and emotion assist each other
when learned in a multitask framework. We have
compared our proposed approach against the vari-
ous existing systems and observed that multi-task
framework attains higher performance for all the
cases.

In the future, we would like to explore the other
dimensions to our multi-task framework, e.g.,
Sentiment classification & intensity prediction,
Emotion classification & intensity prediction and
all the four tasks together.
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Abstract

Aspect-based sentiment analysis (ABSA),
which aims to identify fine-grained opinion
polarity towards a specific aspect, is a chal-
lenging subtask of sentiment analysis (SA).
In this paper, we construct an auxiliary sen-
tence from the aspect and convert ABSA to a
sentence-pair classification task, such as ques-
tion answering (QA) and natural language in-
ference (NLI). We fine-tune the pre-trained
model from BERT and achieve new state-of-
the-art results on SentiHood and SemEval-
2014 Task 4 datasets. The source codes
are available at https://github.com/
HSLCY/ABSA-BERT-pair.

1 Introduction

Sentiment analysis (SA) is an important task in
natural language processing. It solves the com-
putational processing of opinions, emotions, and
subjectivity - sentiment is collected, analyzed and
summarized. It has received much attention not
only in academia but also in industry, provid-
ing real-time feedback through online reviews on
websites such as Amazon, which can take advan-
tage of customers’ opinions on specific products or
services. The underlying assumption of this task is
that the entire text has an overall polarity.

However, the users’ comments may contain dif-
ferent aspects, such as: “This book is a hardcover
version, but the price is a bit high.” The polarity in
‘appearance’ is positive, and the polarity regarding
‘price’ is negative. Aspect-based sentiment analy-
sis (ABSA) (Jo and Oh, 2011; Pontiki et al., 2014,
2015, 2016) aims to identify fine-grained polarity
towards a specific aspect. This task allows users to
evaluate aggregated sentiments for each aspect of
a given product or service and gain a more granu-
lar understanding of their quality.

∗Corresponding author.

Both SA and ABSA are sentence-level or
document-level tasks, but one comment may re-
fer to more than one object, and sentence-level
tasks cannot handle sentences with multiple tar-
gets. Therefore, Saeidi et al. (2016) introduce
the task of targeted aspect-based sentiment analy-
sis (TABSA), which aims to identify fine-grained
opinion polarity towards a specific aspect associ-
ated with a given target. The task can be divided
into two steps: (1) the first step is to determine the
aspects associated with each target; (2) the second
step is to resolve the polarity of aspects to a given
target.

The earliest work on (T)ABSA relied heav-
ily on feature engineering (Wagner et al., 2014;
Kiritchenko et al., 2014), and subsequent neu-
ral network-based methods (Nguyen and Shirai,
2015; Wang et al., 2016; Tang et al., 2015, 2016;
Wang et al., 2017) achieved higher accuracy. Re-
cently, Ma et al. (2018) incorporate useful com-
monsense knowledge into a deep neural network
to further enhance the result of the model. Liu
et al. (2018) optimize the memory network and
apply it to their model to better capture linguistic
structure.

More recently, the pre-trained language models,
such as ELMo (Peters et al., 2018), OpenAI GPT
(Radford et al., 2018), and BERT (Devlin et al.,
2018), have shown their effectiveness to allevi-
ate the effort of feature engineering. Especially,
BERT has achieved excellent results in QA and
NLI. However, there is not much improvement
in (T)ABSA task with the direct use of the pre-
trained BERT model (see Table 3). We think this
is due to the inappropriate use of the pre-trained
BERT model.

Since the input representation of BERT can rep-
resent both a single text sentence and a pair of
text sentences, we can convert (T)ABSA into a
sentence-pair classification task and fine-tune the
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pre-trained BERT.
In this paper, we investigate several methods

of constructing an auxiliary sentence and trans-
form (T)ABSA into a sentence-pair classification
task. We fine-tune the pre-trained model from
BERT and achieve new state-of-the-art results on
(T)ABSA task. We also conduct a comparative ex-
periment to verify that the classification based on
a sentence-pair is better than the single-sentence
classification with fine-tuned BERT, which means
that the improvement is not only from BERT but
also from our method. In particular, our contribu-
tion is two-fold:

1. We propose a new solution of (T)ABSA by
converting it to a sentence-pair classification task.

2. We fine-tune the pre-trained BERT model
and achieve new state-of-the-art results on Senti-
Hood and SemEval-2014 Task 4 datasets.

2 Methodology

In this section, we describe our method in detail.

2.1 Task description

TABSA In TABSA, a sentence s usually con-
sists of a series of words: {w1, · · · , wm}, and
some of the words {wi1 , · · · , wik} are pre-
identified targets {t1, · · · , tk}, following Saeidi
et al. (2016), we set the task as a 3-
class classification problem: given the sen-
tence s, a set of target entities T and a
fixed aspect set A = {general, price, transit-
location, safety}, predict the sentiment polarity
y ∈ {positive, negative, none} over the full set
of the target-aspect pairs {(t, a) : t ∈ T, a ∈ A}.
As we can see in Table 1, the gold standard polar-
ity of (LOCATION2, price) is negative, while the
polarity of (LOCATION1, price) is none.

ABSA In ABSA, the target-aspect pairs {(t, a)}
become only aspects a. This setting is equiva-
lent to learning subtask 3 (Aspect Category De-
tection) and subtask 4 (Aspect Category Polarity)
of SemEval-2014 Task 41 at the same time.

2.2 Construction of the auxiliary sentence

For simplicity, we mainly describe our method
with TABSA as an example.

We consider the following four methods to con-
vert the TABSA task into a sentence pair classifi-
cation task:

1http://alt.qcri.org/semeval2014/task4/

Example:
LOCATION2 is central London so extremely
expensive, LOCATION1 is often considered
the coolest area of London.

Target Aspect Sentiment
LOC1 general Positive
LOC1 price None
LOC1 safety None
LOC1 transit-location None
LOC2 general None
LOC2 price Negative
LOC2 safety None
LOC2 transit-location Positive

Table 1: An example of SentiHood dataset.

Methods Output Auxiliary Sentence
QA-M S.P. Question w/o S.P.
NLI-M S.P. Pseudo w/o S.P.
QA-B {yes,no} Question w/ S.P.
NLI-B {yes,no} Pseudo w/ S.P.

Table 2: The construction methods. Due to limited
space, we use the following abbreviations: S.P. for sen-
timent polarity, w/o for without, and w/ for with.

Sentences for QA-M The sentence we want to
generate from the target-aspect pair is a question,
and the format needs to be the same. For example,
for the set of a target-aspect pair (LOCATION1,
safety), the sentence we generate is “what do you
think of the safety of location - 1 ?”

Sentences for NLI-M For the NLI task, the con-
ditions we set when generating sentences are less
strict, and the form is much simpler. The sen-
tence created at this time is not a standard sen-
tence, but a simple pseudo-sentence, with (LOCA-
TION1, safety) pair as an example: the auxiliary
sentence is: “location - 1 - safety”.

Sentences for QA-B For QA-B, we add the la-
bel information and temporarily convert TABSA
into a binary classification problem (label ∈
{yes, no}) to obtain the probability distribution.
At this time, each target-aspect pair will gener-
ate three sequences such as “the polarity of the
aspect safety of location - 1 is positive”, “the
polarity of the aspect safety of location - 1 is
negative”, “the polarity of the aspect safety of
location - 1 is none”. We use the probabil-
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ity value of yes as the matching score. For a
target-aspect pair which generates three sequences
(positive, negative, none), we take the class of
the sequence with the highest matching score for
the predicted category.

Sentences for NLI-B The difference between
NLI-B and QA-B is that the auxiliary sentence
changes from a question to a pseudo-sentence.
The auxiliary sentences are: “location - 1 - safety
- positive”, “location - 1 - safety - negative”, and
“location - 1 - safety - none”.

After we construct the auxiliary sentence, we
can transform the TABSA task from a single sen-
tence classification task to a sentence pair classi-
fication task. As shown in Table 3, this is a nec-
essary operation that can significantly improve the
experimental results of the TABSA task.

2.3 Fine-tuning pre-trained BERT
BERT (Devlin et al., 2018) is a new language rep-
resentation model, which uses bidirectional trans-
formers to pre-train a large corpus, and fine-tunes
the pre-trained model on other tasks. We fine-
tune the pre-trained BERT model on TABSA task.
Let’s take a brief look at the input representation
and the fine-tuning procedure.

2.3.1 Input representation
The input representation of the BERT can explic-
itly represent a pair of text sentences in a sequence
of tokens. For a given token, its input represen-
tation is constructed by summing the correspond-
ing token, segment, and position embeddings. For
classification tasks, the first word of each sequence
is a unique classification embedding ([CLS]).

2.3.2 Fine-tuning procedure
BERT fine-tuning is straightforward. To obtain a
fixed-dimensional pooled representation of the in-
put sequence, we use the final hidden state (i.e.,
the output of the transformer) of the first token
as the input. We denote the vector as C ∈ RH .
Then we add a classification layer whose param-
eter matrix is W ∈ RK×H , where K is the num-
ber of categories. Finally, the probability of each
category P is calculated by the softmax function
P = softmax(CWT).

2.3.3 BERT-single and BERT-pair
BERT-single for (T)ABSA BERT for single

sentence classification tasks. Suppose the number
of target categories are nt and aspect categories

are na. We consider TABSA as a combination
of nt · na target-aspect-related sentiment classifi-
cation problems, first classifying each sentiment
classification problem, and then summarizing the
results obtained. For ABSA, We fine-tune pre-
trained BERT model to train na classifiers for all
aspects and then summarize the results.

BERT-pair for (T)ABSA BERT for sentence
pair classification tasks. Based on the auxil-
iary sentence constructed in Section 2.2, we use
the sentence-pair classification approach to solve
(T)ABSA. Corresponding to the four ways of con-
structing sentences, we name the models: BERT-
pair-QA-M, BERT-pair-NLI-M, BERT-pair-QA-
B, and BERT-pair-NLI-B.

3 Experiments

3.1 Datasets

We evaluate our method on the SentiHood (Saeidi
et al., 2016) dataset2, which consists of 5,215 sen-
tences, 3,862 of which contain a single target, and
the remainder multiple targets. Each sentence con-
tains a list of target-aspect pairs {t, a} with the
sentiment polarity y. Ultimately, given a sentence
s and the target t in the sentence, we need to:

(1) detect the mention of an aspect a for the tar-
get t;

(2) determine the positive or negative sentiment
polarity y for detected target-aspect pairs.

We also evaluate our method on SemEval-2014
Task 4 (Pontiki et al., 2014) dataset3 for aspect-
based sentiment analysis. The only difference
from the SentiHood is that the target-aspect pairs
{t, a} become only aspects a. This setting allows
us to jointly evaluate subtask 3 (Aspect Category
Detection) and subtask 4 (Aspect Category Polar-
ity).

3.2 Hyperparameters

We use the pre-trained uncased BERT-base
model4 for fine-tuning. The number of Trans-
former blocks is 12, the hidden layer size is
768, the number of self-attention heads is 12,
and the total number of parameters for the pre-
trained model is 110M. When fine-tuning, we keep
the dropout probability at 0.1, set the number of

2Dataset mirror: https://github.com/uclmr/jack/tree/master
/data/sentihood

3http://alt.qcri.org/semeval2014/task4/
4https://storage.googleapis.com/bert models/2018 10 18/

uncased L-12 H-768 A-12.zip
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Model
Aspect Sentiment

Acc. F1 AUC Acc. AUC

LR (Saeidi et al., 2016) - 39.3 92.4 87.5 90.5
LSTM-Final (Saeidi et al., 2016) - 68.9 89.8 82.0 85.4
LSTM-Loc (Saeidi et al., 2016) - 69.3 89.7 81.9 83.9
LSTM+TA+SA (Ma et al., 2018) 66.4 76.7 - 86.8 -
SenticLSTM (Ma et al., 2018) 67.4 78.2 - 89.3 -
Dmu-Entnet (Liu et al., 2018) 73.5 78.5 94.4 91.0 94.8

BERT-single 73.7 81.0 96.4 85.5 84.2
BERT-pair-QA-M 79.4 86.4 97.0 93.6 96.4
BERT-pair-NLI-M 78.3 87.0 97.5 92.1 96.5
BERT-pair-QA-B 79.2 87.9 97.1 93.3 97.0
BERT-pair-NLI-B 79.8 87.5 96.6 92.8 96.9

Table 3: Performance on SentiHood dataset. We boldface the score with the best performance across all models.
We use the results reported in Saeidi et al. (2016), Ma et al. (2018) and Liu et al. (2018). “-” means not reported.

epochs to 4. The initial learning rate is 2e-5, and
the batch size is 24.

3.3 Exp-I: TABSA
We compare our model with the following models:

• LR (Saeidi et al., 2016): a logistic regression
classifier with n-gram and pos-tag features.

• LSTM-Final (Saeidi et al., 2016): a biLSTM
model with the final state as a representation.

• LSTM-Loc (Saeidi et al., 2016): a biLSTM
model with the state associated with the tar-
get position as a representation.

• LSTM+TA+SA (Ma et al., 2018): a biLSTM
model which introduces complex target-level
and sentence-level attention mechanisms.

• SenticLSTM (Ma et al., 2018): an upgraded
version of the LSTM+TA+SA model which
introduces external information from Sentic-
Net (Cambria et al., 2016).

• Dmu-Entnet (Liu et al., 2018): a bi-
directional EntNet (Henaff et al., 2016) with
external “memory chains” with a delayed
memory update mechanism to track entities.

During the evaluation of SentiHood, following
Saeidi et al. (2016), we only consider the four most
frequently seen aspects (general, price, transit-
location, safety). When evaluating the aspect de-
tection, following Ma et al. (2018), we use strict
accuracy and Macro-F1, and we also report AUC.

In sentiment classification, we use accuracy and
macro-average AUC as the evaluation indices.

3.3.1 Results
Results on SentiHood are presented in Table 3.
The results of the BERT-single model on aspect
detection are better than Dmu-Entnet, but the ac-
curacy of sentiment classification is much lower
than that of both SenticLstm and Dmu-Entnet,
with a difference of 3.8 and 5.5 respectively.

However, BERT-pair outperforms other models
on aspect detection and sentiment analysis by a
substantial margin, obtaining 9.4 macro-average
F1 and 2.6 accuracies improvement over Dmu-
Entnet. Overall, the performance of the four
BERT-pair models is close. It is worth noting that
BERT-pair-NLI models perform relatively better
on aspect detection, while BERT-pair-QA models
perform better on sentiment classification. Also,
the BERT-pair-QA-B and BERT-pair-NLI-B mod-
els can achieve better AUC values on sentiment
classification than the other models.

3.4 Exp-II: ABSA

The benchmarks for SemEval-2014 Task 4 are
the two best performing systems in Pontiki et al.
(2014) and ATAE-LSTM (Wang et al., 2016).
When evaluating SemEval-2014 Task 4 subtask 3
and subtask 4, following Pontiki et al. (2014), we
use Micro-F1 and accuracy respectively.

3.4.1 Results
Results on SemEval-2014 are presented in Ta-
ble 4 and Table 5. We find that BERT-single
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Models P R F1

XRCE 83.23 81.37 82.29
NRC-Canada 91.04 86.24 88.58

BERT-single 92.78 89.07 90.89
BERT-pair-QA-M 92.87 90.24 91.54
BERT-pair-NLI-M 93.15 90.24 91.67
BERT-pair-QA-B 93.04 89.95 91.47
BERT-pair-NLI-B 93.57 90.83 92.18

Table 4: Test set results for Semeval-2014 task 4 Sub-
task 3: Aspect Category Detection. We use the results
reported in XRCE (Brun et al., 2014) and NRC-Canada
(Kiritchenko et al., 2014).

Models 4-way 3-way Binary

XRCE 78.1 - -
NRC-Canada 82.9 - -
LSTM - 82.0 88.3
ATAE-LSTM - 84.0 89.9

BERT-single 83.7 86.9 93.3
BERT-pair-QA-M 85.2 89.3 95.4
BERT-pair-NLI-M 85.1 88.7 94.4
BERT-pair-QA-B 85.9 89.9 95.6
BERT-pair-NLI-B 84.6 88.7 95.1

Table 5: Test set accuracy (%) for Semeval-2014 task
4 Subtask 4: Aspect Category Polarity. We use the
results reported in XRCE (Brun et al., 2014), NRC-
Canada (Kiritchenko et al., 2014) and ATAE-LSTM
(Wang et al., 2016). “-” means not reported.

has achieved better results on these two subtasks,
and BERT-pair has achieved further improvements
over BERT-single. The BERT-pair-NLI-B model
achieves the best performance for aspect category
detection. For aspect category polarity, BERT-
pair-QA-B performs best on all 4-way, 3-way, and
binary settings.

4 Discussion

Why is the experimental result of the BERT-pair
model so much better? On the one hand, we
convert the target and aspect information into an
auxiliary sentence, which is equivalent to expo-
nentially expanding the corpus. A sentence si
in the original data set will be expanded into
(si, t1, a1), · · · , (si, t1, ana), · · · , (si, tnt , ana) in
the sentence pair classification task. On the other
hand, it can be seen from the amazing improve-
ment of the BERT model on the QA and NLI tasks

(Devlin et al., 2018) that the BERT model has an
advantage in dealing with sentence pair classifica-
tion tasks. This advantage comes from both un-
supervised masked language model and next sen-
tence prediction tasks.

TABSA is more complicated than SA due to ad-
ditional target and aspect information. Directly
fine-tuning the pre-trained BERT on TABSA does
not achieve performance growth. However, when
we separate the target and the aspect to form an
auxiliary sentence and transform the TABSA into
a sentence pair classification task, the scenario is
similar to QA and NLI, and then the advantage of
the pre-trained BERT model can be fully utilized.
Our approach is not limited to TABSA, and this
construction method can be used for other similar
tasks. For ABSA, we can use the same approach to
construct the auxiliary sentence with only aspects.

In BERT-pair models, BERT-pair-QA-B and
BERT-pair-NLI-B achieve better AUC values on
sentiment classification, probably because of the
modeling of label information.

5 Conclusion

In this paper, we constructed an auxiliary sen-
tence to transform (T)ABSA from a single sen-
tence classification task to a sentence pair clas-
sification task. We fine-tuned the pre-trained
BERT model on the sentence pair classification
task and obtained the new state-of-the-art results.
We compared the experimental results of single
sentence classification and sentence pair classifi-
cation based on BERT fine-tuning, analyzed the
advantages of sentence pair classification, and ver-
ified the validity of our conversion method. In the
future, we will apply this conversion method to
other similar tasks.

Acknowledgments

We would like to thank the anonymous re-
viewers for their valuable comments. The re-
search work is supported by Shanghai Munic-
ipal Science and Technology Commission (No.
16JC1420401 and 17JC1404100), National Key
Research and Development Program of China
(No. 2017YFB1002104), and National Natural
Science Foundation of China (No. 61672162 and
61751201).

384



References
Caroline Brun, Diana Nicoleta Popa, and Claude Roux.

2014. Xrce: Hybrid classification for aspect-based
sentiment analysis. In Proceedings of the 8th In-
ternational Workshop on Semantic Evaluation (Se-
mEval 2014), pages 838–842.

Erik Cambria, Soujanya Poria, Rajiv Bajpai, and Björn
Schuller. 2016. Senticnet 4: A semantic resource for
sentiment analysis based on conceptual primitives.
In Proceedings of COLING 2016, the 26th Inter-
national Conference on Computational Linguistics:
Technical Papers, pages 2666–2677.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv preprint arXiv:1810.04805.

Mikael Henaff, Jason Weston, Arthur Szlam, Antoine
Bordes, and Yann LeCun. 2016. Tracking the world
state with recurrent entity networks. arXiv preprint
arXiv:1612.03969.

Yohan Jo and Alice H Oh. 2011. Aspect and senti-
ment unification model for online review analysis.
In Proceedings of the fourth ACM international con-
ference on Web search and data mining, pages 815–
824. ACM.

Svetlana Kiritchenko, Xiaodan Zhu, Colin Cherry, and
Saif Mohammad. 2014. Nrc-canada-2014: Detect-
ing aspects and sentiment in customer reviews. In
Proceedings of the 8th International Workshop on
Semantic Evaluation (SemEval 2014), pages 437–
442.

Fei Liu, Trevor Cohn, and Timothy Baldwin. 2018. Re-
current entity networks with delayed memory update
for targeted aspect-based sentiment analysis. arXiv
preprint arXiv:1804.11019.

Yukun Ma, Haiyun Peng, and Erik Cambria. 2018.
Targeted aspect-based sentiment analysis via em-
bedding commonsense knowledge into an attentive
lstm. In Proceedings of AAAI.

Thien Hai Nguyen and Kiyoaki Shirai. 2015.
Phrasernn: Phrase recursive neural network for
aspect-based sentiment analysis. In Proceedings of
the 2015 Conference on Empirical Methods in Nat-
ural Language Processing, pages 2509–2514.

Matthew E Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep contextualized word rep-
resentations. arXiv preprint arXiv:1802.05365.

Maria Pontiki, Dimitris Galanis, Haris Papageor-
giou, Ion Androutsopoulos, Suresh Manandhar, AL-
Smadi Mohammad, Mahmoud Al-Ayyoub, Yanyan
Zhao, Bing Qin, Orphée De Clercq, et al. 2016.
Semeval-2016 task 5: Aspect based sentiment anal-
ysis. In Proceedings of the 10th international work-
shop on semantic evaluation (SemEval-2016), pages
19–30.

Maria Pontiki, Dimitris Galanis, Haris Papageorgiou,
Suresh Manandhar, and Ion Androutsopoulos. 2015.
Semeval-2015 task 12: Aspect based sentiment anal-
ysis. In Proceedings of the 9th International Work-
shop on Semantic Evaluation (SemEval 2015), pages
486–495.

Maria Pontiki, Dimitris Galanis, John Pavlopoulos,
Harris Papageorgiou, Ion Androutsopoulos, and
Suresh Manandhar. 2014. Semeval-2014 task 4: As-
pect based sentiment analysis. In Proceedings of the
8th International Workshop on Semantic Evaluation
(SemEval 2014), pages 27–35. Association for Com-
putational Linguistics.

Alec Radford, Karthik Narasimhan, Tim Sali-
mans, and Ilya Sutskever. 2018. Improv-
ing language understanding by generative pre-
training. URL https://s3-us-west-2. amazon-
aws. com/openai-assets/research-covers/language-
unsupervised/language understanding paper. pdf.

Marzieh Saeidi, Guillaume Bouchard, Maria Liakata,
and Sebastian Riedel. 2016. Sentihood: targeted
aspect based sentiment analysis dataset for urban
neighbourhoods. arXiv preprint arXiv:1610.03771.

Duyu Tang, Bing Qin, Xiaocheng Feng, and
Ting Liu. 2015. Effective lstms for target-
dependent sentiment classification. arXiv preprint
arXiv:1512.01100.

Duyu Tang, Bing Qin, and Ting Liu. 2016. Aspect
level sentiment classification with deep memory net-
work. arXiv preprint arXiv:1605.08900.

Joachim Wagner, Piyush Arora, Santiago Cortes, Utsab
Barman, Dasha Bogdanova, Jennifer Foster, and
Lamia Tounsi. 2014. Dcu: Aspect-based polarity
classification for semeval task 4. In Proceedings of
the 8th international workshop on semantic evalua-
tion (SemEval 2014), pages 223–229.

Bo Wang, Maria Liakata, Arkaitz Zubiaga, and Rob
Procter. 2017. Tdparse: Multi-target-specific sen-
timent recognition on twitter. In Proceedings of the
15th Conference of the European Chapter of the As-
sociation for Computational Linguistics: Volume 1,
Long Papers, volume 1, pages 483–493.

Yequan Wang, Minlie Huang, Li Zhao, et al. 2016.
Attention-based lstm for aspect-level sentiment clas-
sification. In Proceedings of the 2016 conference on
empirical methods in natural language processing,
pages 606–615.

385



Proceedings of NAACL-HLT 2019, pages 386–396
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

A Variational Approach to Weakly Supervised Document-Level
Multi-Aspect Sentiment Classification

Ziqian Zeng1, Wenxuan Zhou2, Xin Liu1, and Yangqiu Song1

1Department of CSE, Hong Kong University of Science and Technology, HK
2Department of CS, University of Southern California, CA, USA

1{zzengae, xliucr, yqsong}@cse.ust.hk
2{zhouwenx}@usc.edu

Abstract

In this paper, we propose a variational ap-
proach to weakly supervised document-level
multi-aspect sentiment classification. Instead
of using user-generated ratings or annotations
provided by domain experts, we use target-
opinion word pairs as “supervision.” These
word pairs can be extracted by using depen-
dency parsers and simple rules. Our objec-
tive is to predict an opinion word given a tar-
get word while our ultimate goal is to learn a
sentiment polarity classifier to predict the sen-
timent polarity of each aspect given a docu-
ment. By introducing a latent variable, i.e.,
the sentiment polarity, to the objective func-
tion, we can inject the sentiment polarity clas-
sifier to the objective via the variational lower
bound. We can learn a sentiment polarity clas-
sifier by optimizing the lower bound. We show
that our method can outperform weakly super-
vised baselines on TripAdvisor and BeerAd-
vocate datasets and can be comparable to the
state-of-the-art supervised method with hun-
dreds of labels per aspect.

1 Introduction

Document-level multi-aspect sentiment classifica-
tion (DMSC) aims to predict the sentiment polar-
ity of each aspect given a document which con-
sists of several sentences describing one or more
aspects (Wang et al., 2010, 2011; Yin et al., 2017).
Solving the DMSC task is useful for providing
both recommendations for users and suggestions
for business owners on customer review platforms.

Aspect based sentiment classification (Tang
et al., 2016a,b; Wang et al., 2016b; Chen et al.,
2017; Ma et al., 2017; Wang et al., 2018) was usu-
ally done by supervised learning, where aspect-
level annotations should be provided. Aspect-level
annotations are not easy to obtain. Even when the
platform provides the function to rate for different
aspects, users are less likely to submit all of them.

For example, about 37% of the aspect ratings are
missing on TripAdvisor. If we can solve DMSC
task without using aspect-level annotations, it can
save human effort to annotate data or collect user-
generated annotations on the platform.

Existing weakly supervised approaches (Wang
et al., 2010, 2011) use overall polarities instead of
aspect polarities as “supervision.” Compared with
the polarity of each aspect, it is relatively easy to
obtain overall polarities. Specifically, they min-
imize the square loss between the overall polar-
ity and the weighted sum of all aspect polarities.
However, when users only care about a particu-
lar rare aspect, e.g., childcare services, these ap-
proaches cannot estimate parameters of the rare
aspect incrementally. They have to re-collect doc-
uments which mentioned this rare aspect and es-
timate parameters of all aspects based on the new
corpus. In addition, these approaches assume the
document is a bag-of-words, which neglects the
order of the words and fails to capture the similar-
ity between words.

In this paper, we propose to use target-opinion
word pairs as “supervision.” Target-opinion word
pairs can be helpful with our ultimate goal which
is to learn a classifier to predict the sentiment po-
larity of each aspect given a document. For ex-
ample, in a document “The bedroom is very spa-
cious,” if we can extract the target-opinion pair
“bedroom-spacious,” the sentiment polarity of the
aspect room is likely to be positive. Hence, we
propose to achieve the polarity classification goal
by accomplishing another relevant objective: to
predict an opinion word given a target word.

We can decompose the opinion word prediction
objective into two sub-tasks. The first sub-task is
to predict the sentiment polarity based on a docu-
ment. For example, given a document “The bed-
room is very spacious,” it predicts the sentiment
polarity of the aspect room to be positive. The sec-
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ond sub-task is to predict the opinion word given
a target word and a sentiment polarity predicted
by the first sub-task. For example, knowing the
fact that the sentiment polarity of the aspect room
is positive, it predicts the opinion word associated
with the target word “room” to be “spacious.” By
introducing a latent variable, i.e., the sentiment po-
larity of an aspect, to the opinion word prediction
objective, we can inject the polarity classification
goal (the first sub-task) into the objective via the
variational lower bound which also incorporates
the second sub-task. In this sense, our training ob-
jective is only based on the target-opinion word
pairs which can be extracted by using dependency
parsers and some manually designed rules. We
consider our approach as weakly supervised learn-
ing because there is no direct supervision from po-
larity of each aspect.

In other words, our model includes two classi-
fiers: a sentiment polarity classifier and an opinion
word classifier. In the sentiment polarity classi-
fier, it predicts the sentiment polarity given a doc-
ument. In the opinion word classifier, it predicts
an opinion word based on a target word and a
sentiment polarity. Compared with previous ap-
proaches (Wang et al., 2010, 2011), our approach
can get rid of the assumption that the overall po-
larity should be observed and it is a weighted sum
of all aspect polarities. Moreover, our approach
can estimate parameters of a new aspect incre-
mentally. In addition, our sentiment polarity clas-
sifier can be more flexible to capture dependen-
cies among words beyond the bag-of-words rep-
resentation if we use a deep neural network ar-
chitecture to extract features to represent a docu-
ment. We conducted experiments on two datasets,
TripAdvisor (Wang et al., 2010) and BeerAdvo-
cate (McAuley et al., 2012), to illustrate the effec-
tiveness of our approach.

Our contributions are summarized as follows,
• We propose to solve DMSC task in a nearly

unsupervised way.
•We propose to learn a classifier by injecting it

into another relevant objective via the variational
lower bound. This framework is flexible to incor-
porate different kinds of document representations
and relevant objectives.
• We show promising results on two real

datasets and we can produce comparable results
to the supervised method with hundreds of labels
per aspect.

Figure 1: A sentiment polarity classifier and an opinion
word classifier associated with the aspect price.

Code and data for this paper are avail-
able on https://github.com/HKUST-KnowComp/
VWS-DMSC.

2 VWS-DMSC Approach

In this section, we describe our variational ap-
proach to weakly supervised DMSC (VWS-
DMSC). In the next section, we present how we
obtain target-opinion word pairs by using a rule-
based extraction approach.

2.1 Overview
Our model consists of a sentiment polarity clas-
sifier and an opinion word classifier. Our task is
document-level multi-aspect sentiment classifica-
tion. For each aspect, we train a sentiment polar-
ity classifier and an opinion word classifier. The
input of the sentiment polarity classifier of each
aspect is the same, i.e., a representation of a docu-
ment. The target-opinion word pairs used in opin-
ion word classifiers are different for different as-
pects.

Figure 1 shows the relation between two clas-
sifiers (on the aspect price). The input x of the
sentiment polarity classifier is a representation of
a document, e.g., bag-of-words or a representa-
tion learned by recurrent neural networks. The
sentiment polarity classifier takes x as input and
produces a distribution of sentiment polarity Ra
of an aspect a, denoted as q(Ra|x). If Ra only
has two possible values, i.e., positive and negative,
then outputs of the classifier are q(positive|x) and
q(negative|x) respectively. The opinion word
classifier takes a target word (“price”) and a pos-
sible value of the sentiment polarity ra as input,
and estimates p(“good”|ra, “price”). Our train-
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ing objective is to maximize the log-likelihood
of an opinion word given a target word, e.g.,
p(“good”|“price”). The likelihood is estimated
based on the sentiment polarity classifier and the
opinion word classifier.

2.2 Sentiment Polarity Classifier
The sentiment polarity classifier aims to estimate a
distribution of sentiment polarity q(Ra|x), where
Ra is a discrete random variable representing the
sentiment polarity and x is a feature representation
of a document. We use a simple Softmax classi-
fier here. We denote ra as a possible value of the
random variable Ra, representing a possible senti-
ment polarity. The model estimates the probability
of class ra as

q(Ra = ra|x) =
exp

(
wT
rax
)

∑
r′a
exp

(
wT
r′a
x
) , (1)

where wra is a vector associated with sentiment
class ra for aspect a.

Document Representation The representation
of a document x can be different using different
feature extraction approaches. Traditional doc-
ument representations of sentiment classification
would be bag-of-words, n-gram, or averaged word
embeddings. Recently, end-to-end recurrent neu-
ral network based models demonstrate a powerful
capacity to extract features of a document. The
state-of-the-art model in DMSC task is (Yin et al.,
2017). We use it as the document representation
in our model.

2.3 Opinion Word Classifier
The opinion word classifier aims to estimate the
probability of an opinion word wo given a target
word wt and a sentiment polarity ra:

p(wo|ra, wt) =
exp

(
ϕ(wo, wt, ra)

)
∑

w′o
exp

(
ϕ(w′o, wt, ra)

) , (2)

where ϕ is a scoring function related to opinion
word wo, target word wt, and sentiment polarity
ra. Here we use the dot product as the scoring
function:

ϕ(wo, wt, ra) = I
(
(wt, wo) ∈ P, wt ∈ Ka

)
·cTrawo ,

(3)
where wo is the word embedding of opinion word
wo, cra is a vector associated with ra, P is the set
of pairs extracted from the document,Ka is the set

of target words associated with aspect a, and I(·)
is an indicator function where I(true) = 1 and
I(false) = 0.

Given a target word wt and a sentiment polarity
ra, we aim to maximize the probability of opin-
ion words highly related to them. For example,
opinion word “good” is usually related to target
word “price” for aspect value with sentiment po-
larity positive, and opinion word “terrible” is usu-
ally related to target word “traffic” for aspect loca-
tion with sentiment polarity negative.

2.4 Training Objective
The objective function is to maximize the log-
likelihood of an opinion word wo given a target
word wt. As we mentioned before, the objective
function can be decomposed into two sub-tasks.
The first one corresponds to the sentiment polarity
classifier. The second one corresponds to the opin-
ion word classifier. After introducing a latent vari-
able, i.e., the sentiment polarity, to the objective
function, we can derive a variational lower bound
of the log-likelihood which can incorporate two
classifiers:

L = log p(wo|wt)
= log

∑

ra

p(wo, ra|wt)

= log
∑

ra

q(ra|x)
[p(wo, ra|wt)

q(ra|x)
]

≥
∑

ra

q(ra|x)
[
log

p(wo, ra|wt)
q(ra|x)

]

= Eq(Ra|x)
[
log p(wo|ra, wt)p(ra|wt)

]

+H(q(Ra|x))
= Eq(Ra|x)

[
log p(wo|ra, wt)p(ra)

]

+H(q(Ra|x)) , (4)

where H(·) refers to the Shannon entropy. By
applying Jensen’s inequality, the log-likelihood is
lower-bounded by Eq. (4). The equality holds
if and only if the KL-divergence of two distribu-
tions, q(Ra|x) and p(Ra|wt, wo), equals to zero.
Maximizing the variational lower bound is equiv-
alent to minimizing the KL-divergence. Hence,
we can learn a sentiment polarity classifier which
can produce a similar distribution to the true poste-
rior p(Ra|wt, wo). Compared with p(Ra|wt, wo),
q(Ra|x) is more flexible since it can take any kind
of feature representations as input. We assume that
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a target wordwt and a sentiment polarity ra are in-
dependent since the polarity assignment is not in-
fluenced by the target word. We also assume that
the sentiment polarity Ra follows a uniform dis-
tribution, which means p(ra) is a constant. We re-
move it in Eq. (4) to get a new objective function
as follows:

Eq(Ra|x) [log p(wo|ra, wt)] +H(q(Ra|x)) . (5)

2.4.1 Approximation
The partition function of Eq. (2) requires the sum-
mation over all opinion words in the vocabulary.
However, the size of opinion word vocabulary is
large, so we use the negative sampling technique
(Mikolov et al., 2013) to approximate Eq. (2).
Specifically, we substitute log p(wo|ra, wt) in the
objective (5) with the following objective func-
tion:

log σ
(
ϕ(wo, wt, ra)

)
+
∑

w′o∈N
log σ

(
−ϕ(w′o, wt, ra)

)
,

(6)
where w′o is a negative sample of opinion words
in the vocabulary, N is the set of negative sam-
ples and σ is the sigmoid function. Then our final
objective function is rewritten as:

Eq(Ra|x)
[
log σ

(
ϕ(wo, wt, ra)

)

+
∑

w′o∈N
log σ

(
− ϕ(w′o, wt, ra)

)]
+ αH(q(Ra|x)) ,

(7)

where α is a hyper-parameter which can adjust
the expectation and entropy terms into the same
scale (Marcheggiani and Titov, 2016).

3 Target Opinion Word Pairs Extraction

Target-opinion word pairs extraction is a well
studied problem (Hu and Liu, 2004; Popescu and
Etzioni, 2005; Bloom et al., 2007; Qiu et al.,
2011). We designed five rules to extract potential
target-opinion word pairs. Our method relies on
Stanford Dependency Parser (Chen and Manning,
2014). We describe our rules as follows.

Rule 1: We extract pairs satisfying the
grammatical relation amod (adjectival modi-
fier) (De Marneffe and Manning, 2008). For ex-
ample, in phrase “very good price,” we extract
“price” and “good” as a target-opinion pair.

Rule 2: We extract pairs satisfying the gram-
matical relation nsubj (nominal subject), and the

Dataset TripAdvisor BeerAdvocate

# docs 28,543 27,583
# target words 3,737 3,088

# opinion words 12,406 9,166
# pairs from R1 208,676 249,264
# pairs from R2 82,944 28,505
# pairs from R3 2,241 1,092
# pairs from R4 2,699 6,812
# pairs from R5 16,537 55,825

Table 1: Statistics of extracted target-opinion pairs .

head word is an adjective and the tail word is a
noun. For example, in a sentence “The room is
small,” we can extract “room” and “small” as a
target-opinion pair.

Rule 3: Some verbs are also opinion words and
they are informative. We extract pairs satisfying
the grammatical relation dobj (direct object) when
the head word is one of the following four words:
“like”, “dislike”, “love”, and “hate”. For example,
in the sentence “I like the smell,” we can extract
“smell” and “like” as a target-opinion pair.

Rule 4: We extract pairs satisfying the gram-
matical relation xcomp (open clausal comple-
ment), and the head word is one of the follow-
ing word: “seem”,“look”, “feel”, “smell”, and
“taste”. For example, in the sentence “This beer
tastes spicy,” we can extract “taste” and “spicy” as
a target-opinion pair.

Rule 5: If the sentence contains some adjec-
tives that can implicitly indicate aspects, we man-
ually assign them to the corresponding aspects.
According to (Lakkaraju et al., 2014), some ad-
jectives serve both as target words and opinion
words. For example, in the sentence “very tasty,
and drinkable,” the previous rules fail to extract
any pair. But we know it contains a target-opinion
pair, i.e., “taste-tasty.” Most of these adjectives
have the same root form with the aspects they indi-
cated, e.g., “clean” (cleanliness), and “overpriced”
(price). This kind of adjective can be extracted
first and then we can obtain more similar adjec-
tives using word similarities. For example, given
“tasty,” we could get “flavorful” by retrieving sim-
ilar words.

Table 1 shows the statistics of the rule-based ex-
traction on our two datasets. The first four rules
can be applied to any dataset while the last one is
domain dependent which requires human effort to
identify these special adjectives. In practice, rule
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5 can be removed to save human effort. The effect
of removing rule 5 is shown in experiments.

After extracting potential target-opinion word
pairs, we need to assign them to different aspects
as supervision signals. We select some seed words
to describe each aspect, and then calculate simi-
larities between the extracted target (or opinion)
word and seed words, and assign the pair to the
aspect where one of its seed words has the high-
est similarity. The similarity we used is the cosine
similarity between two word embeddings trained
by word2vec (Mikolov et al., 2013). For exam-
ple, suppose seed words {“room”, “bed”} and
{“business”, “Internet”} are used to describe the
aspect room and business respectively, and the
candidate pair “pillow - soft” will be assigned to
the aspect room if the similarity between “pillow”
and “bed” is highest among all combinations.

4 Experiment

In this section, we report average sentiment clas-
sification accuracies over all aspects on binary
DMSC task.

4.1 Datasets

We evaluate our model on TripAdvisor (Wang
et al., 2010) and BeerAdvocate (McAuley et al.,
2012; Lei et al., 2016; Yin et al., 2017) datasets,
which contain seven aspects (value, room, loca-
tion, cleanliness, check in/front desk, service, and
business) and four aspects (feel, look, smell, and
taste) respectively. We run the same preprocess-
ing steps as (Yin et al., 2017). Both datasets are
split into train/development/test sets with propor-
tions 8:1:1. All methods can use development set
to tune their hyper-parameters. Ratings of TripAd-
visor and BeerAdvocate datasets are on scales of
1 to 5 and 0 to 5 respectively. But in BeerAdvo-
cate, 0 star is rare, so we treat the scale as 1 to
5. We convert original scales to binary scales as
follows: 1 and 2 stars are treated as negative, 3 is
ignored, and 4 and 5 stars are treated as positive.
In BeerAdvocate, most reviews have positive po-
larities, so to avoid the unbalanced issue, we per-
form data selection according to overall polarities.
After data selection, the number of reviews with
negative overall polarities and that with positive
overall polarities are equal.

4.2 Compared Methods

To demonstrate the effectiveness of our method,
we compare our model with following baselines:

Majority uses the majority of sentiment polari-
ties in training sets as predictions.

Lexicon means using an opinion lexicon to as-
sign sentiment polarity to an aspect (Read and
Carroll, 2009; Pablos et al., 2015). We combine
two popular opinion lexicons used by Hu and Liu
(2004) and Wilson et al. (2005) to get a new one. If
an opinion word from extracted pairs is in positive
(negative) lexicon, it votes for positive (negative).
When the opinion word is with a negation word,
its polarity will be flipped. Then, the polarity of
an aspect is determined by using majority voting
among all opinion words associated with the as-
pect. When the number of positive and negative
words is equal, we adopt two different ways to re-
solve it. For Lexicon-R, it randomly assigns a po-
larity. For Lexicon-O, it uses the overall polarity
as the prediction. Since overall polarities can also
be missing, for both Lexicon-R and Lexicon-O,
we randomly assign a polarity in uncertain cases
and report both mean and std based on five trials
of random assignments.

Assign-O means directly using the overall po-
larity of a review in the development/test sets as
the prediction for each aspect.

LRR assumes the overall polarity is a weighted
sum of the polarity of each aspect (Wang et al.,
2010). LRR can be regarded as the only existing
weakly supervised baseline where both algorithm
and source code are available.

BoW-DMSC-A is a simple softmax classifier
using all annotated training data where the input is
a bag-of-words feature vector of a document.

N-DMSC-A is the state-of-the-art neural net-
work based model (Yin et al., 2017) (N-DMSC)
in DMSC task using all annotated training data,
which serves an upper bound to our method.

N-DMSC-O is to use overall polarities as “su-
pervision” to train an N-DMSC and apply it to the
classification task of each aspect at the test time.

N-DMSC-{50,100,200,500,1000} is the N-
DMSC algorithm using partial data. In order
to see our method is comparable to supervised
methods using how many labeled data, we use
{50, 100, 200, 500, 1000} annotations of each as-
pect to train N-DMSC and compare them to our
method. In addition to annotated data for training,
there are extra 20% annotated data for validation.
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Dataset TripAdvisor BeerAdvocate
DEV TEST DEV TEST

Mean Std Mean Std Mean Std Mean Std

Majority 0.6286 – 0.6242 – 0.6739 – 0.6726 –
Lexicon-R 0.5914 0.0021 0.5973 0.0018 0.5895 0.0020 0.5881 0.0025
Lexicon-O 0.7153 0.0012 0.7153 0.0015 0.6510 0.0023 0.6510 0.0021
Assign-O 0.7135 0.0016 0.7043 0.0020 0.6652 0.0028 0.6570 0.0034
N-DMSC-O 0.7091 – 0.7064 – 0.6386 – 0.6493 –
LRR 0.6915 0.0045 0.6947 0.0024 0.5976 0.0110 0.5941 0.0113
VWS-DMSC (Our) 0.7577 0.0016 0.7561 0.0012 0.7502 0.0058 0.7538 0.0066
N-DMSC-50 0.7255 0.0231 0.7270 0.0204 0.7381 0.0143 0.7442 0.0157
N-DMSC-100 0.7482 0.0083 0.7487 0.0069 0.7443 0.0126 0.7493 0.0145
N-DMSC-200 0.7531 0.0040 0.7550 0.0043 0.7555 0.0096 0.7596 0.0092
N-DMSC-500 0.7604 0.0028 0.7616 0.0040 0.7657 0.0066 0.7713 0.0070
N-DMSC-1000 0.7631 0.0054 0.7638 0.0042 0.7708 0.0066 0.7787 0.0053
N-DMSC-A 0.8281 – 0.8334 – 0.8576 – 0.8635 –
BoW-DMSC-A 0.8027 – 0.8029 – 0.8069 – 0.8089 –

Table 2: Averaged accuracies on DMSC of unsupervised, weakly supervised, and supervised methods on TripAd-
visor and BeerAdvocate. Methods involve randomness also report standard deviation.

Since the sampled labeled data may vary for dif-
ferent trials, we perform five trials of random sam-
pling and report both mean and std of the results.

For our method, denoted as VWS-DMSC, the
document representation we used is obtained from
N-DMSC (Yin et al., 2017). They proposed
a novel hierarchical iterative attention model in
which documents and pseudo aspect related ques-
tions are interleaved at both word and sentence-
level to learn an aspect-aware document represen-
tation. The pseudo aspect related questions are
represented by aspect related keywords. In or-
der to benefit from their aspect-aware represen-
tation scheme, we train an N-DMSC to extract
the document representation using only overall
polarities. In the iterative attention module, we
use the pseudo aspect related keywords of all as-
pects released by Yin et al. (2017). One can
also use document-to-document autoencoders (Li
et al., 2015) to generate the document representa-
tion. In this way, our method can get rid of using
overall polarities to generate the document repre-
sentation. Hence, unlike LRR, it is not necessary
for our method to use overall polarities. Here, to
have a fair comparison with LRR, we use the over-
all polarities to generate document representation.
For our method, we do not know which state is
positive and which one is negative at training time,
so the Hungarian algorithm (Kuhn, 1955) is used
to resolve the assignment problem at the test time.

4.3 Results and Analysis

We show all results in Table 2, which consists of
three blocks, namely, unsupervised, weakly super-
vised, and supervised methods.

For unsupervised methods, our method can out-
perform majority on both datasets consistently.
But other weakly supervised methods cannot out-
perform majority on BeerAdvocate dataset, which
shows these baselines cannot handle unbalanced
data well since BeerAdvocate is more unbal-
anced than TripAdvisor. Our method outperforms
Lexicon-R and Lexicon-O, which shows that pre-
dicting an opinion word based on a target word
may be a better way to use target-opinion pairs,
compared with performing a lexicon lookup using
opinion words from extract pairs. Good perfor-
mance of Lexicon-O and Assign-O demonstrates
the usefulness of overall polarities in develop-
ment/test sets. N-DMSC-O trained with the over-
all polarities cannot outperform Assign-O since N-
DMSC-O can only see overall polarities in train-
ing set while Assign-O can see overall polarities
for both development and test sets and does not
involve learning and generalization.

For weakly supervised methods, LRR is the
only open-source baseline in the literature on
weakly supervised DMSC, and our method out-
performs LRR by 6% and 16% on TripAdvisor
and BeerAdvocate datasets. N-DMSC-O can also
be considered as a weakly supervised method be-
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Dataset TripAdvisor BeerAdvocate
Rule DEV TEST DEV TEST

R1 0.7215 0.7174 0.7220 0.7216
R2 0.7172 0.7180 0.6864 0.6936
R3 0.6263 0.6187 0.6731 0.6725
R4 0.6248 0.6279 0.6724 0.6717
R5 0.5902 0.5856 0.7095 0.7066

- R1 0.7538 0.7481 0.7458 0.7474
- R2 0.7342 0.7368 0.7504 0.7529
- R3 0.7418 0.7397 0.7565 0.7558
- R4 0.7424 0.7368 0.7518 0.7507
- R5 0.7448 0.7440 0.7550 0.7548
All 0.7577 0.7561 0.7502 0.7538

Table 3: Averaged accuracies on DMSC. “R1 – R5”
means only using a rule while “-R1 – -R5” means re-
moving a rule from all the rules.

cause it only uses overall polarities as “supervi-
sion,” and we still outperform it significantly. It
is interesting that LRR is worse than N-DMSC-O.
We guess that assuming that the overall polarity is
a weighted sum of all aspect polarities may not be
a good strategy to train each aspect’s polarity or
the document representation learned by N-DMSC
is better than the bag-of-words representation.

For supervised block methods, BoW-DMSC-
A and N-DMSC-A are both supervised methods
using all annotated data, which can be seen as
the upper bound of our algorithm. N-DMSC-
A outperforms BoW-DMSC-A, which shows that
the document representation based on neural net-
work is better than the bag-of-words representa-
tion. Hence, we use the neural networks based
document representation as input of the sentiment
polarity classifier. Our results are comparable to
N-DMSC-200 on TripAdvisor and N-DMSC-100
on BeerAdvocate.

4.4 Ablation Study

To evaluate effects of extracted rules, we per-
formed an ablation study. We run our algorithm
VWS-DMS with each rule kept or removed over
two datasets. If no pairs extracted for one aspect
in training set, the accuracy of this aspect will be
0.5, which is a random guess. From the Table 3 we
can see that, the rule R1 is the most effective rule
for both datasets. Rules R3/R4/R5 are less effec-
tive on their own. However, as a whole, they can
still improve the overall performance. When con-
sidering removing each of rules, we found that our
algorithm is quite robust, which indicates miss-

Figure 2: Parameter sensitivity analysis.

ing one of the rules may not hurt the performance
much. Hence, if human labor is a major concern,
rule 5 can be discarded. We found that sometimes
removing one rule may even result in better accu-
racy (e.g., “-R3” for BeerAdvocate dataset). This
means this rule may introduce some noises into
the objective function. However, “-R3” can result
in worse accuracy for TripAdvisor, which means
it is still complementary to the other rules for this
dataset.

4.5 Parameter Sensitivity

We also conduct parameter sensitivity analysis of
our approach. The parameter α in Equation (7)
adjusts the expectation and entropy terms on the
same scale. We test α = {0, 0.01, 0.1, 1} for both
of the datasets. As we can see from Figure 2, α =
0.1 is a good choice for both datasets.

4.6 Implementation Details

We implemented our models using TensorFlow
(Abadi et al., 2016). For N-DMSC and LRR, we
used code released by Yin et al. (2017) and Wang
et al. (2010) respectively and followed their pre-
processing steps and optimal settings.

Parameters are updated by using ADADELTA
(Zeiler, 2012), an adaptive learning rate method.
To avoid overfitting, we impose weight decay and
drop out on both classifiers. The regularization
coefficient and drop out rate are set to 10−3 and
0.3 respectively. The number of negative samples
and α in our model are set to 10 and 0.1 respec-
tively. For each document and each aspect, multi-
ple target-opinion pairs are extracted. The opinion
word classifier associated with an aspect will pre-
dict five target-opinion pairs at a time. These five
target-opinion pairs are selected with bias. The
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probability of a pair being selected is proportional
to the frequency of the opinion word to the power
of −0.25. In this way, opinion words with low
frequency are more likely to be selected compared
to the uniform sampling. In order to initialize
both classifiers better, the word embeddings are
retrofitted (Faruqui et al., 2015) using PPDB (Gan-
itkevitch et al., 2013) semantic lexicons.

5 Related Work

In this section, we review the related work on
document-level multi-aspect sentiment classifica-
tion, target-opinion word pairs extraction, and
variational methods.

Document-level Multi-Aspect Sentiment Clas-
sification. Wang et al. (2010) proposed a LRR
model to solve this problem. LRR assumes the
overall polarity is a weighted sum of all aspect po-
larities which are represented by word frequency
features. LRR needs to use aspect keywords to
perform sentence segmentation to generate the
representation of each aspect. To address the lim-
itation of using aspect keywords, LARAM (Wang
et al., 2011) assumes that the text content describ-
ing a particular aspect is generated by sampling
words from a topic model corresponding to the
latent aspect. Both LRR and LARAM can only
access to overall polarities in the training data,
but not gold standards of aspect polarities. Meng
et al. (2018) proposed a weakly supervised text
classification method which can take label sur-
face names, class-related keywords, or a few la-
beled documents as supervision. Ramesh et al.
(2015) developed a weakly supervised joint model
to identify aspects and the corresponding senti-
ment polarities in online courses. They treat as-
pect (sentiment) related seed words as weak super-
vision. In the DMSC task which is a fine-grained
text classification task, the label surface names or
keywords for some aspects would be very simi-
lar. Given that the inputs are the same and the su-
pervisions are similar, weakly supervised models
cannot distinguish them. So we do not consider
them as our baselines. Yin et al. (2017) modeled
this problem as a machine comprehension prob-
lem under a multi-task learning framework. It also
needs aspect keywords to generate aspect-aware
document representations. Moreover, it can access
gold standards of aspect polarities and achieved
state-of-the-art performance on this task. Hence,
it can serve as an upper bound. Some sentence-

level aspect based sentiment classification meth-
ods (Wang et al., 2016b, 2018) can be directly ap-
plied to the DMSC task, because they can solve
aspect category sentiment classification task. For
example, given a sentence “the restaurant is ex-
pensive,” the aspect category sentiment classifica-
tion task aims to classify the polarity of the aspect
category “price” to be negative. The aspect cat-
egories are predefined which are the same as the
DMSC task. Some of them (Tang et al., 2016a,b;
Chen et al., 2017; Ma et al., 2017) cannot because
they are originally designed for aspect term senti-
ment classification task. For example, given a sen-
tence “I loved their fajitas,” the aspect term senti-
ment classification task aims to classify the polar-
ity of the aspect term “fajitas” to be positive. The
aspect terms appearing in the sentence should be
provided as inputs.

Target Opinion Word Pairs Extraction. There
are two kinds of methods, namely, rule based
methods and learning based methods to solve this
task. Rule based methods extract target-opinion
word pairs by mining the dependency tree paths
between target words and opinion words. Learn-
ing based methods treat this task as a sequence la-
beling problem, mapping each word to one of the
following categories: target, opinion, and other.

(Hu and Liu, 2004) is one of earliest rule based
methods to extract target-opinion pairs. An opin-
ion word is restricted to be an adjective. Tar-
get words are extracted first, and then an opinion
word is linked to its nearest target word to form
a pair. Popescu and Etzioni (2005) and Bloom
et al. (2007) manually designed dependency tree
path templates to extract target-opinion pairs. If
the path between a target word candidate and an
opinion word candidate belongs to the set of path
templates, the pair will be extracted. Qiu et al.
(2011) identified dependency paths that link opin-
ion words and targets via a bootstrapping process.
This method only needs an initial opinion lexicon
to start the bootstrapping process. Zhuang et al.
(2006) adopted a supervised learning algorithm to
learn valid dependency tree path templates, but it
requires target-opinion pairs annotations.

Learning based methods require lots of target-
opinion pairs annotations. They trained condi-
tional random fields (CRF) (Lafferty et al., 2001)
based models (Jakob and Gurevych, 2010; Yang
and Cardie, 2012; Wang et al., 2016a) or deep neu-
ral networks (Liu et al., 2015; Wang et al., 2017; Li
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and Lam, 2017) to predict the label (target, opin-
ion or other) of each word. Jakob and Gurevych
(2010) and Li et al. (2012) extracted target-opinion
pairs without using using any labeled data in the
domain of interest, but it needs lots of labeled data
in another related domain.

In this paper, we only use very simple rules to
extract target-opinion pairs to validate the effec-
tiveness of our approach. If better pairs can be
extracted, we can further improve our results.

Variational Methods. Variational autoen-
coders (Kingma and Welling, 2014; Rezende
et al., 2014) (VAEs) use a neural network to
parameterize a probability distribution. VAEs
consists of an encoder which parameterizes
posterior probabilities and a decoder which
parameterizes the reconstruction likelihood given
a latent variable. VAEs inspire many interesting
works (Titov and Khoddam, 2015; Marcheggiani
and Titov, 2016; Šuster et al., 2016; Zhang
et al., 2018; Chen et al., 2018) which are slightly
different from VAEs. Their encoders produce a
discrete distribution while the encoder in VAEs
yields a continuous latent variable. Titov and
Khoddam (2015) aimed to solve semantic role
labeling problem. The encoder is essentially a
semantic role labeling model which predicts roles
given a rich set of syntactic and lexical features.
The decoder reconstructs argument fillers given
predicted roles. Marcheggiani and Titov (2016)
aimed to solve unsupervised open domain relation
discovery. The encoder is a feature-rich relation
extractor, which predicts a semantic relation
between two entities. The decoder reconstructs
entities relying on the predicted relation. Šuster
et al. (2016) tried to learn multi-sense word
embeddings. The encoder uses bilingual context
to choose a sense for a given word. The decoder
predicts context words based on the chosen sense
and the given word. Zhang et al. (2018) aimed
to solve knowledge graph powered question
answering. Three neural networks are used to
parameterize probabilities of a topic entity given
a query and an answer, an answer based on a
query and a predicted topic, and the topic given
the query. Chen et al. (2018) aimed to infer
missing links in a knowledge graph. Three neural
networks are used to parameterize probabilities
of a latent path given two entities and a relation,
a relation based on two entities and the chosen
latent path, and the relation given the latent

path. Our method also uses neural networks to
parameterize two discrete distributions but aims
to solve the DMSC task.

6 Conclusion

In this paper, we propose a variational ap-
proach to weakly supervised DMSC. We extract
many target-opinion word pairs from dependency
parsers using simple rules. These pairs can be
“supervision” signals to predict sentiment polar-
ity. Our objective function is to predict an opin-
ion word given a target word. After introducing
the sentiment polarity as a latent variable, we can
learn a sentiment polarity classifier by optimizing
the variational lower bound. We show that we can
outperform weakly supervised baselines by a large
margin and achieve comparable results to the su-
pervised method with hundreds of labels per as-
pect, which can reduce a lot of labor work in prac-
tice. In the future, we plan to explore better target-
opinion word extraction approaches to find better
“supervision” signals.
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Abstract

In this paper, we address three challenges
in utterance-level emotion recognition in di-
alogue systems: (1) the same word can de-
liver different emotions in different contexts;
(2) some emotions are rarely seen in general
dialogues; (3) long-range contextual informa-
tion is hard to be effectively captured. We
therefore propose a hierarchical Gated Recur-
rent Unit (HiGRU) framework with a lower-
level GRU to model the word-level inputs and
an upper-level GRU to capture the contexts
of utterance-level embeddings. Moreover, we
promote the framework to two variants, Hi-
GRU with individual features fusion (HiGRU-
f) and HiGRU with self-attention and features
fusion (HiGRU-sf), so that the word/utterance-
level individual inputs and the long-range con-
textual information can be sufficiently uti-
lized. Experiments on three dialogue emo-
tion datasets, IEMOCAP, Friends, and Emo-
tionPush demonstrate that our proposed Hi-
GRU models attain at least 8.7%, 7.5%, 6.0%
improvement over the state-of-the-art meth-
ods on each dataset, respectively. Particularly,
by utilizing only the textual feature in IEMO-
CAP, our HiGRU models gain at least 3.8%
improvement over the state-of-the-art conver-
sational memory network (CMN) with the tri-
modal features of text, video, and audio.

1 Introduction

Emotion recognition is a significant artificial intel-
ligence research topic due to the promising poten-
tial of developing empathetic machines for people.
Emotion is a universal phenomena across differ-
ent cultures and mainly consists of six basic types:
anger, disgust, fear, happiness, sadness, and sur-
prise (Ekman, 1971, 1992).

In this paper, we focus on textual dialogue sys-
tems because textual feature dominates the perfor-
mance over audio and video features (Poria et al.,

Role Utterance Emotion
Rachel Oh okay, I’ll fix that to. What’s her e-

mail address?
Neutral

Ross Rachel! Anger
Rachel All right, I promise. I’ll fix this. I swear.

I’ll-I’ll- I’ll-I’ll talk to her.
Non-neutral

Ross Okay! Anger
Rachel Okay. Neutral
Nurse This room’s available. Neutral
Rachel Okay! Joy
Rachel Okay wait! Non-neutral
Rachel You listen to me! Anger

Figure 1: The word “okay” exhibits different emotions
in the American television sitcom, Friends.

2015, 2017). In utterance-level emotion recogni-
tion, an utterance (Olson, 1977) is a unit of speech
bounded by breathes or pauses and its goal is to
tag each utterance in a dialogue with the indicated
emotion.

In this task, we address three challenges: First,
the same word can deliver different emotions in
different contexts. For example, in Figure 1, the
word “okay” can deliver three different emotions,
anger, neutral, and joy, respectively. Strong emo-
tions like joy and anger may be indicated by the
symbols “!” or “?” along the word. To identify a
speaker’s emotion precisely, we need to explore
the dialogue context sufficiently. Second, some
emotions are rarely seen in general dialogues. For
example, people are usually calm and present a
neutral emotion while only in some particular situ-
ations, they express strong emotions, like anger or
fear. Thus we need to be sensitive to the minority
emotions while relieving the effect of the majority
emotions. Third, the long-range contextual infor-
mation is hard to be effectively captured in an ut-
terance/dialogue, especially when the length of an
utterance/dialogue in the testing set is longer than
those in the training set.

To tackle these challenges, we propose a hi-
erarchical Gated Recurrent Unit (HiGRU) frame-
work for the utterance-level emotion recognition
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in dialogue systems. More specifically, HiGRU
is composed by two levels of bidirectional GRUs,
a lower-level GRU to model the word sequences
of each utterance to produce individual utterance
embeddings, and an upper-level GRU to capture
the sequential and contextual relationship of ut-
terances. We further promote the proposed Hi-
GRU to two variants, HiGRU with individual fea-
tures fusion (HiGRU-f), and HiGRU with self-
attention and features fusion (HiGRU-sf). In
HiGRU-f, the individual inputs, i.e., the word em-
beddings in the lower-level GRU and the individ-
ual utterance embeddings in the upper-level GRU,
are concatenated with the hidden states to gen-
erate the contextual word/utterance embeddings,
respectively. In HiGRU-sf, a self-attention layer
is placed on the hidden states from the GRU to
learn long-range contextual embeddings, which
are concatenated with the original individual em-
beddings and the hidden states to generate the con-
textual word/utterance embeddings. Finally, the
contextual utterance embedding is sent to a fully-
connected (FC) layer to determine the correspond-
ing emotion. To alleviate the effect of data im-
balance issue, we follow (Khosla, 2018) to train
our models by minimizing a weighted categorical
cross-entropy.

We summarize our contributions as follows:

• We propose a HiGRU framework to better
learn both the individual utterance embed-
dings and the contextual information of utter-
ances, so as to recognize the emotions more
precisely.

• We propose two progressive HiGRU variants,
HiGRU-f and HiGRU-sf, to sufficiently in-
corporate the individual word/utterance-level
information and the long-range contextual in-
formation respectively.

• We conduct extensive experiments on three
textual dialogue emotion datasets, IEMO-
CAP, Friends, and EmotionPush. The results
demonstrate that our proposed HiGRU mod-
els achieve at least 8.7%, 7.5%, 6.0% im-
provement over state-of-the-art methods on
each dataset, respectively. Particularly, by
utilizing only the textual feature in IEMO-
CAP, our proposed HiGRU models gain at
least 3.8% improvement over the existing
best model, conversational memory network
(CMN) with not only the text feature, but also
the visual, and audio features.

2 Related Work

Text-based emotion recognition is a long-standing
research topic (Wilson et al., 2004; Yang et al.,
2007; Medhat et al., 2014). Nowadays, deep learn-
ing technologies have become dominant meth-
ods due to the outstanding performance. Some
prominent models include recursive autoencoders
(RAEs) (Socher et al., 2011), convolutional neural
networks (CNNs) (Kim, 2014), and recurrent neu-
ral networks (RNNs) (Abdul-Mageed and Ungar,
2017). However, these models treat texts indepen-
dently thus cannot capture the inter-dependence
of utterances in dialogues (Kim, 2014; Lai et al.,
2015; Grave et al., 2017; Chen et al., 2016; Yang
et al., 2016). To exploit the contextual informa-
tion of utterances, researchers mainly explore in
two directions: (1) extracting contextual informa-
tion among utterances, or (2) enriching the infor-
mation embedded in the representations of words
and utterances.

Contextual Information Extraction. The RNN
architecture is a standard way to capture the se-
quential relationship of data. Poria et al. propose
a bidirectional contextual long short-term mem-
ory (LSTM) network, termed bcLSTM, to model
the context of textual features extracted by CNNs.
Hazarika et al. improve bcLSTM by a conver-
sational memory network (CMN) to capture the
self and inter-speaker emotional influence, where
GRU is utilized to model the self-influence and
the attention mechanism is employed to excavate
the inter-speaker emotional influence. Though
CMN is reported to attain better performance than
bcLSTM on IEMOCAP (Hazarika et al., 2018),
the memory network is too complicated for small-
size dialogue datasets.

Representation Enrichment. Multimodal fea-
tures have been utilized to enrich the representa-
tion of utterances (Poria et al., 2015, 2017). Pre-
vious work indicate that textual features domi-
nate the performance of recognizing emotions in
contrast to visual or audio features (Poria et al.,
2015, 2017). Recently, the textual features are
mainly extracted by CNNs to learn individual ut-
terance embeddings (Poria et al., 2015, 2017; Za-
hiri and Choi, 2018; Hazarika et al., 2018). How-
ever, CNNs do not capture the contextual informa-
tion within each utterance well.

On the other hand, hierarchical RNNs have been
proposed and demonstrated good performance in
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Figure 2: The architecture of our proposed HiGRU-sf. “Attention” denotes self-attention. By removing the “At-
tention” layer, we attain HiGRU-f, and by further removing the “Fusion” layer, we can recover the vanilla HiGRU.

conventional text classification task (Tang et al.,
2015), dialogue act classification (Liu et al., 2017;
Kumar et al., 2018), and speaker change detec-
tion (Meng et al., 2017). But they are not well
explored in the task of utterance-level emotion
recognition in dialogue systems.

3 Approach

The task of utterance-level emotion recognition is
defined as follows:

Definition 1 (Utterance-level Emotion Recogni-
tion). Suppose we are given a set of dialogues,
D = {Di}Li=1, where L is the number of dia-
logues. In each dialogue, Di = {(uj , sj , cj)}Nij=1,
is a sequence of Ni utterances, where the utter-
ance uj is spoken by the speaker sj ∈ S with a
certain emotion cj ∈ C. All speakers compose the
set S and the set C consists of all emotions, such
as anger, joy, sadness, and neutral. Our goal is to
train a model M to tag each new utterance with
an emotion label from C as accurately as possible.

To solve this task, we propose a hierarchical
Gated Recurrent Units (HiGRU) framework and
extend two progressive variants, HiGRU with indi-
vidual features fusion (HiGRU-f) and HiGRU with
self-attention and features fusion (HiGRU-sf) (il-
lustrated in Figure 2).

3.1 HiGRU: Hierarchical GRU

The vanilla HiGRU consists of two-level GRUs:
the lower-level bidirectional GRU is to learn the
individual utterance embedding by modeling the

word sequence within an utterance and the upper-
level bidirectional GRU is to learn the contextual
utterance embedding by modeling the utterance
sequence within a dialogue.

Individual Utterance Embedding. For the jth

utterance in Di, uj = {wk}Mj

k=1, where Mj is
the number of words in the utterance uj . The
corresponding sequence of individual word em-
beddings {e(wk)}Mj

k=1 are fed into the lower-level
bidirectional GRU (Cho et al., 2014) to learn the
individual utterance embedding in two opposite
directions:

−→
hk = GRU(e(wk),

−−→
hk−1), (1)

←−
hk = GRU(e(wk),

←−−
hk+1). (2)

The two hidden states
−→
hk and

←−
hk are concatenated

into hs = [
−→
hk;
←−
hk] to produce the contextual word

embedding for wk via the tanh activation function
on a linear transformation:

ec(wk) = tanh(Ww · hs+ bw), (3)

where Ww ∈ Rd1×2d1 and bw ∈ Rd1 are the
model parameters, d0 and d1 are the dimensions
of word embeddings and the hidden states of the
lower-level GRU, respectively.

The individual utterance embedding is then ob-
tained by max-pooling on the contextual word em-
beddings within the utterance:

e(uj) = maxpool
(
{ec(wk)}Mj

k=1

)
. (4)
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Contextual Utterance Embedding. For the ith

dialogue,Di = {(uj , sj , cj)}Nij=1, the learned indi-
vidual utterance embeddings, {e(uj)}Nij=1, are fed
into the upper-level bidirectional GRU to capture
the sequential and contextual relationship of utter-
ances in a dialogue:

−→
Hj = GRU(e(uj),

−−−→
Hj−1), (5)

←−
Hj = GRU(e(uj),

←−−−
Hj+1). (6)

Here, the hidden states of the upper-level GRU
are represented by Hj ∈ Rd2 , to distinguish from
those learned in the lower-level GRU denoted by
hk. Accordingly, we can obtain the contextual ut-
terance embedding by

ec(uj) = tanh(Wu ·Hs+ bu), (7)

where Hs = [
−→
Hj ;
←−
Hj ], Wu ∈ Rd2×2d2 and bu ∈

Rd2 are the model parameters, d2 is the dimension
of the hidden states in the upper-level GRU. Since
the emotions are recognized at utterance-level, the
learned contextual utterance embedding ec(uj) is
directly fed to a FC layer followed by a softmax
function to determine the corresponding emotion
label:

ŷj = softmax(Wfc · ec(uj) + bfc), (8)

where ŷj is the predicted vector over all emotions,
and Wfc ∈ R|C|×d2 , bfc ∈ R|C|.

3.2 HiGRU-f: HiGRU + Individual Features
Fusion

The vanilla HiGRU contains two main issues: (1)
the individual word/utterance embeddings are di-
luted with the stacking of layers; (2) the upper-
level GRU tends to gather more contextual infor-
mation from the majority emotions, which deteri-
orates the overall model performance.

To resolve these two problems, we propose to
fuse individual word/utterance embeddings with
the hidden states from GRUs so as to strengthen
the information of each word/utterance in its con-
textual embedding. This variant is named as
HiGRU-f, representing HiGRU with individual
features fusion. Hence, the lower-level GRU
can maintain individual word embeddings and the
upper-level GRU can relieve the effect of major-
ity emotions and attain a more precise utterance
representation for different emotions. Specifically,
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Figure 3: Self-attention over the forward hidden states
of GRU.

the contextual embeddings are updated as:

ec(wk) = tanh(Ww · hsf + bw), (9)

ec(uj) = tanh(Wu ·Hsf + bu), (10)

where Ww ∈ Rd1×(d0+2d1), Wu ∈ Rd2×(d1+2d2),
hsf = [

−→
hk; e(wk);

←−
hk], and Hsf =

[
−→
Hj ; e(uj);

←−
Hj ].

3.3 HiGRU-sf: HiGRU + Self-Attention and
Feature Fusion

Another challenging issue is to extract the con-
textual information of long sequences, especially
the sequences in the testing set that are longer
than those in the training set (Bahdanau et al.,
2014). To fully utilize the global contextual in-
formation, we place a self-attention layer upon
the hidden states of HiGRU and fuse the attention
outputs with the individual word/utterance embed-
dings and the hidden states to learn the contextual
word/utterance embeddings. Hence, this variant is
termed HiGRU-sf, representing HiGRU with self-
attention and features fusion.

Particularly, we apply self-attention upon the
forward and backward hidden states separately to
produce the left context embedding, hlk (H l

j), and
the right context embedding, hrk (Hr

j ), respec-
tively. This allows us to gather the unique global
contextual information at the current step in two
opposite directions and yield the corresponding
contextual embeddings computed as follows:

ec(wk) = tanh(Ww · hssf + bw), (11)

ec(uj) = tanh(Wu ·Hssf + bu), (12)

where Ww ∈ Rd1×(d0+4d1), Wu ∈ Rd2×(d1+4d2),
hssf = [hlk;

−→
hk; e(wk);

←−
hk;h

r
k], and Hssf =

[H l
j ;
−→
Hj ; e(uj);

←−
Hj ;H

r
j ].

Self-Attention (SA). The self-attention mecha-
nism is an effective non-recurrent architecture to
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compute the relation between one input to all other
inputs and has been successfully applied in vari-
ous natural language processing applications such
as reading comprehension (Hu et al., 2018), and
neural machine translation (Vaswani et al., 2017).
Figure 3 shows the dot-product SA over the for-
ward hidden states of GRU to learn the left con-
text hlk. Each element in the attention matrix is
computed by

f(
−→
hk,
−→
hp) =

{−→
hk
>−→hp, if k, p ≤Mj ,

−∞, otherwise.
(13)

An attention mask is then applied to waive the
inner attention between the sequence inputs and
paddings. At each step, the corresponding left
context hlk is then computed by the weighted sum
of all the forward hidden states:

hlk=

Mj∑

p=1

akp
−→
hp, akp =

exp(f(
−→
hk,
−→
hp))

∑Mj

p′=1
exp
(
f(
−→
hk,
−→
hp′ )

) , (14)

where akp is the weight of
−→
hp to be included in hlk.

The right context hrk can be computed similarly.

3.4 Model Training
Following (Khosla, 2018) which attains the best
performance in the EmotionX shared task (Hsu
and Ku, 2018), we minimize a weighted categor-
ical cross-entropy on each utterance of all dia-
logues to optimize the model parameters:

loss = − 1
∑L

i=1Ni

L∑

i=1

Ni∑

j=1

ω(cj)

|C|∑

c=1

ycj log2(ŷ
c
j),

(15)

where yj is the original one-hot vector of the emo-
tion labels, and ycj and ŷcj are the elements of yj
and ŷj corresponding to the class c.

Similar to (Khosla, 2018), we assign the loss
weight ω(cj) inversely proportional to the num-
ber of training utterances in the class cj , denoted
by Ic, i.e., assigning larger loss weights for the mi-
nority classes to relieve the data imbalance issue.
The difference is that we add a constant α to adjust
the smoothness of the distribution. Then, we have:

1

ω(c)
=

Iαc∑|C|
c′=1 I

α
c′

. (16)

4 Experiments

We conduct systematical experiments to demon-
strate the advantages of our proposed HiGRU
models.

4.1 Datasets
The experiments are carried out on three textual
dialogue emotion datasets (see the statistics in Ta-
ble 1):

IEMOCAP1. It contains approximately 12
hours of audiovisual data, including video,
speech, motion capture of face, text transcriptions.
Following (Poria et al., 2017; Hazarika et al.,
2018): (1) We apply the first four sessions for
training and the last session for test; (2) The
validation set is extracted from the shuffled
training set with the ratio of 80:20; (3) We only
evaluate the performance on four emotions: anger,
happiness, sadness, neutral, and remove the rest
utterances.

Friends2. The dataset is annotated from the
Friends TV Scripts (Hsu and Ku, 2018), where
each dialogue in the dataset consists of a scene
of multiple speakers. Totally, there are 1,000 di-
alogues, which are split into 720, 80, and 200 di-
alogues for training, validation, and testing, re-
spectively. Each utterance in a dialogue is labeled
by one of the eight emotions: anger, joy, sadness,
neutral, surprise, disgust, fear, and non-neutral.

EmotionPush3. The dataset consists of private
conversations between friends on the Facebook
messenger collected by an App called Emotion-
Push, which is released for the EmotionX shared
task (Hsu and Ku, 2018). Totally, there are 1,000
dialogues, which are split into 720, 80, 200 dia-
logue for training, validation, and testing, respec-
tively. All the utterances are categorized into one
of the eight emotions as in the Friends dataset.

Following the setup of (Hsu and Ku, 2018), in
Friends and EmotionPush, we only evaluate the
model performance on four emotions: anger, joy,
sadness, and neutral, and we exclude the contribu-
tion of the rest emotion classes during training by
setting their loss weights to zero.

Data Preprocessing. We preprocess the datasets
by the following steps: (1) The utterances are split
into tokens with each word being made into the
lowercase; (2) All non-alphanumerics except “?”
and “!” are removed because these two symbols
usually exhibit strong emotions, such as surprise,

1https://sail.usc.edu/iemocap/
2http://doraemon.iis.sinica.edu.tw/

emotionlines
3http://doraemon.iis.sinica.edu.tw/

emotionlines
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Dataset #Dialogue (#Utterance) #Emotion
Train Val Test Ang Hap/Joy Sad Neu Others

IEMOCAP 96 (3,569) 24 (721) 31 (1,208) 1,090 1,627 1,077 1,704 0
Friends 720 (10,561) 80 (1,178) 200 (2,764) 759 1,710 498 6,530 5,006
EmotionPush 720 (10,733) 80 (1,202) 200 (2,807) 140 2,100 514 9,855 2,133

Table 1: Statistics of the textual dialogue datasets.

joy and anger; (3) We build a dictionary based on
the words and symbols extracted, and follow (Po-
ria et al., 2017) to represent the tokens by the pub-
licly available 300-dimensional word2vec4 vec-
tors trained on 100 billion words from Google
News. The tokens not included in the word2vec
dictionary are initialized by randomly-generated
vectors.

4.2 Evaluation Metrics

To conduct fair comparison, we adopt two met-
rics as (Hsu and Ku, 2018), the weighted accuracy
(WA) and unweighted accuracy (UWA):

WA =

|C|∑

c=1

pc · ac, UWA =
1

|C|

|C|∑

c=1

ac, (17)

where pc is the percentage of the class c in the test-
ing set, and ac is the corresponding accuracy.

Generally, recognizing strong emotions may
provide more value than detecting the neutral emo-
tion (Hsu and Ku, 2018). Thus, in Friends and
EmotionPush, UWA is a more favorite evaluation
metric because WA is heavily compromised with
the large proportion of the neutral emotion.

4.3 Compared Methods

Our proposed vanilla HiGRU, HiGRU-f, and
HiGRU-sf5 are compared with the following state-
of-the-art baselines:

bcLSTM (Poria et al., 2017): a bidirectional
contextual LSTM with multimodal features ex-
tracted by CNNs;

CMN (Hazarika et al., 2018): a conversa-
tional memory network with multimodal features
extracted by CNNs;

SA-BiLSTM (Luo et al., 2018): a self-attentive
bidirectional LSTM model, a neat model achiev-
ing the second place of EmotionX Challenge (Hsu
and Ku, 2018);

CNN-DCNN (Khosla, 2018): a convolutional-
deconvolutional autoencoder with more handmade

4https://code.google.com/archive/p/
word2vec/

5https://github.com/wxjiao/HiGRUs

features, the winner of EmotionX Challenge (Hsu
and Ku, 2018);

bcLSTM∗ and bcGRU: our implemented
bcLSTM and bcGRU with the weighted loss on
the textual feature extracted from CNNs.

4.4 Training Procedure
All our implementations are coded on the Pytorch
framework. To prevent the models fitting the order
of data, we randomly shuffle the training set at the
beginning of every epoch.

Parameters. For bcLSTM∗ and bcGRU, the
CNN layer follows the setup of (Kim, 2014), i.e.,
consisting of the kernels of 3, 4, and 5 with 100
feature maps each. The convolution results of each
kernel are fed to a max-over-time pooling opera-
tion. The dimension of the hidden states of the
upper-level bidirectional LSTM or GRU is set to
300. For HiGRU, HiGRU-f, and HiGRU-sf, the
dimensions of hidden states are set to 300 for both
levels. The final FC layer contains two sub-layers
with 100 neurons each.

Training. We adopt Adam (Kingma and Ba,
2014) as the optimizer and set an initial learning
rate, 1 × 10−4 for IEMOCAP and 2.5 × 10−4 for
Friends and EmotionPush, respectively. An an-
nealing strategy is utilized by decaying the learn-
ing rate by half every 20 epochs. Early stopping
with a patience of 10 is adopted to terminate train-
ing based on the accuracy of the validation set.
Specifically, following the best models on each
dataset, the parameters are tuned to optimize WA
on the validation set of IEMOCAP and to optimize
UWA on the validation set of Friends and Emo-
tionPush, respectively. Gradient clipping with a
norm of 5 is applied to model parameters. To pre-
vent overfitting, dropout with a rate of 0.5 is ap-
plied after the contextual word/utterance embed-
dings, and the FC layer.

Loss weights. For Friends and EmotionPush, as
mentioned in Section 4.1, the loss weights are set
to zero except the four considered emotions, to ig-
nore the others during training. Besides, the power
rate α of loss weights is tested from 0 to 1.5 with
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Model (Feat) Ang Hap Sad Neu WA UWA
bcLSTM (T) 76.07 78.97 76.23 67.44 73.6 74.6
(T+V+A) 77.98 79.31 78.30 69.92 76.1 76.3
CMN (T) - - - - 74.1 -
(T+V+A) 89.88 81.75 77.73 67.32 77.6 79.1
bcLSTM∗ (T) 75.29 79.40 78.07 76.53 77.7(1.1) 77.3(1.4)

bcGRU (T) 77.20 80.99 76.26 72.50 76.9(1.6) 76.7(1.3)

HiGRU (T) 75.41 91.64 79.79 70.74 80.6(0.5) 79.4(0.5)

HiGRU-f (T) 76.69 88.91 80.25 75.92 81.5(0.7) 80.4(0.5)

HiGRU-sf (T) 74.78 89.65 80.50 77.58 82.1(0.4) 80.6(0.2)

Table 2: Experimental results on IEMOCAP. “(Feat)”
represents the features used in the models, where T, V,
and A denote the textual, visual, and audio features, re-
spectively. The results of bcLSTM and CMN are from
(Poria et al., 2017) and (Hazarika et al., 2018), respec-
tively. The underlined results are derived by us accord-
ingly, while “-” means the results are unavailable from
the original paper.

a step of 0.25, and we use the best one for each
model and dataset.

4.5 Main Results
Table 2 and Table 3 report the average results of
10 trials each on the three datasets, where the stan-
dard deviations of WA and UWA are recorded by
the subscripts in round brackets. The results of
bcLSTM, CMN, SA-BiLSTM, and CNN-DCNN
are copied directly from the original papers for a
fair comparison because we follow the same con-
figuration for the corresponding datasets. From
the results, we have the following observations:

(1) Baselines. Our implemented bcLSTM∗ and
bcGRU, attain comparable performance with the
state-of-the-art methods on all three datasets.

From the results on IEMOCAP in Table 2, we
observe that: (a) By utilizing the textual fea-
ture only, bcGRU outperforms bcLSTM and CMN
trained on the textual feature significantly, attain-
ing +3.3 and +2.8 gain in terms of WA, respec-
tively. bcLSTM∗ performs better than bcGRU,
and even beats bcLSTM and CMN with the tri-
modal features in terms of WA. In terms of UWA,
CMN performs better than bcLSTM∗ only when
it is equipped with multimodal features. (b) By
examining the detailed accuracy in each emotion,
bcLSTM∗ and bcGRU with the textual feature at-
tain much higher accuracy on the neutral emotion
than bcLSTM with the only textual feature while
maintaining good performance on the other three
emotions. The results show that the weighted loss
function benefits the training of models.

From the results on Friends and EmotionPush
in Table 3, we observe that bcLSTM∗ and bc-

GRU trained on the same dataset (F+E) of CNN-
DCNN perform better than CNN-DCNN on Emo-
tionPush while attaining comparable performance
with CNN-DCNN on Friends. The results show
that by utilizing the contextual information with
the weighted loss function, bcLSTM∗ and bcGRU
can beat the state-of-the-art method.

(2) HiGRUs vs. Baselines. Our proposed Hi-
GRUs outperform the state-of-the-art methods
with significant margins on all the datasets.

From Table 2, we observe that: (a) CMN with
the trimodal features attains the best performance
on the anger emotion while our vanilla HiGRU
achieves the best performance on the happiness
emotion and gains further improvement on sad-
ness and neutral emotions over CMN. Overall, the
vanilla HiGRU achieves at least 8.7% and 3.8%
improvement over CMN with the textual feature
and the trimodal features in terms of WA, respec-
tively. The results, including those of bcLSTM∗
and bcGRU, indicate that GRU learns better rep-
resentations of utterances than CNN in this task.
(b) The two variants, HiGRU-f and HiGRU-sf, can
further attain +0.9 and +1.5 improvement over Hi-
GRU in terms of WA and +1.0 and +1.2 improve-
ment over HiGRU in terms of UWA, respectively.
The results demonstrate that the included individ-
ual word/utterance-level features and long-range
contextual information in HiGRU-f and HiGRU-
sf, are indeed capable of boosting the performance
of the vanilla HiGRU.

From Table 3, we can see that: (a) In terms
of UWA, HiGRU trained and tested on individ-
ual sets of Friends and EmotionPush gains at
least 7.5% and 6.0% improvement over CNN-
DCNN, respectively. Overall, our proposed Hi-
GRU achieves well-balanced performance for the
four tested emotions, especially attaining signifi-
cant better performance on the minority emotions
of anger and sadness. (b) Moreover, HiGRU-f and
HiGRU-sf further improve HiGRU +1.2 accuracy
and +1.7 accuracy on Friends and +0.6 accuracy
and +1.8 accuracy on EmotionPush in terms of
UWA, respectively. The results again demonstrate
the superior power of HiGRU-f and HiGRU-sf.

(3) Mixing Training Sets. By examining the re-
sults from the last ten rows in Table 3, we con-
clude that it does not necessarily improve the per-
formance by mixing the two sets of training data.

Though the best performance of SA-BiLSTM
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Model Train Friends (F) EmotionPush (E)
Ang Joy Sad Neu WA UWA Ang Joy Sad Neu WA UWA

SA-BiLSTM F+E 49.1 68.8 30.6 90.1 - 59.6 24.3 70.5 31.0 94.2 - 55.0
CNN-DCNN F+E 55.3 71.1 55.3 68.3 - 62.5 45.9 76.0 51.7 76.3 - 62.5
bcLSTM∗ F(E) 64.7 69.6 48.0 75.6 72.4(4.2) 64.4(1.6) 32.9 69.9 47.1 78.0 74.7(4.4) 57.0(2.1)
bcGRU F(E) 69.5 65.4 52.9 74.7 71.7(4.7) 65.6(1.2) 33.7 71.1 57.2 76.1 73.9(2.9) 59.5(1.8)
bcLSTM∗ F+E 54.5 75.6 43.4 73.0 70.5(4.5) 61.6(1.6) 52.4 79.1 54.7 73.3 73.4(3.8) 64.9(2.1)
bcGRU F+E 59.0 78.6 42.3 71.4 70.2(5.1) 62.8(1.4) 49.4 74.8 61.9 72.4 72.1(4.3) 64.6(1.8)

HiGRU F(E) 66.9 73.0 51.8 77.2 74.4(1.7) 67.2(0.6) 55.6 78.1 57.4 73.8 73.8(2.0) 66.3(1.7)
HiGRU-f F(E) 69.1 72.1 60.4 72.1 71.3(2.9) 68.4(1.0) 55.9 78.9 60.4 72.4 73.0(2.2) 66.9(1.2)
HiGRU-sf F(E) 70.7 70.9 57.7 76.2 74.0(1.4) 68.9(1.5) 57.5 78.4 64.1 72.5 73.0(1.6) 68.1(1.2)
HiGRU F+E 55.4 81.2 51.4 64.4 65.8(4.2) 63.1(1.5) 50.8 76.9 69.0 75.7 75.3(1.7) 68.1(1.2)
HiGRU-f F+E 54.9 78.3 55.5 68.7 68.5(3.0) 64.3(1.2) 58.3 79.1 69.6 70.0 71.5(2.5) 69.2(0.9)
HiGRU-sf F+E 56.8 81.4 52.2 68.7 69.0(2.0) 64.8(1.3) 57.8 79.3 66.3 77.4 77.1(1.0) 70.2(1.1)

Table 3: Experimental results on Friends and EmotionPush. In the Train column, F(E) denotes the model is trained
on only one training set, Friends or EmotionPush. F+E means the model is trained on the mixed training set while
validated and tested individually. The results of SA-BiLSTM and CNN-DCNN are from (Luo et al., 2018) and
(Khosla, 2018), respectively.

d1 bcGRU HiGRU HiGRU-f HiGRU-sf
- 65.6(1.2) - - -

300 - 67.2(0.6) 68.4(1.0) 68.9(1.5)
200 - 67.6(2.0) 68.9(0.9) 69.1(1.3)
150 - 67.6(1.5) 68.5(1.3) 68.9(1.2)
100 - 67.5(1.7) 68.4(1.3) 69.6(1.0)

Table 4: Experimental results of UWA on Friends by
our proposed models with different scales of utterance
encoder.

and CNN-DCNN is obtained by training on the
mixed dataset, the testing results show that our im-
plemented bcLSTM∗, bcGRU and our proposed
HiGRU models can attain better performance on
EmotionPush but yield worse performance on
Friends in terms of UWA.

By examining the detailed emotions, we spec-
ulate that: EmotionPush is a highly imbalanced
dataset with over 60% of utterances in the neu-
tral emotion. Introducing EmotionPush into a
more balanced dataset, Friends, is equivalent to
down-sampling the minority emotions in Friends.
This hurts the performance on the minority emo-
tions, anger and sadness. Meanwhile, introduc-
ing Friends into EmotionPush corresponds to up-
sampling the minority emotions in EmotionPush.
The performance of the sadness emotion is signif-
icantly boosted and that on the anger emotion is at
least unaffected.

4.6 Discussions

Model Size. We study how the scale of the utter-
ance encoder affects the performance of our pro-
posed models, especially when our models contain
a similar number of parameters as the baseline, say
bcGRU. Such a fair condition can be made be-

tween our HiGRU-sf and bcGRU if we set d1 to
150. From the testing results on Friends in Table 4,
we can observe that: (1) Under the fair condition,
the performance of our HiGRU-sf is not degraded
compared to that when d1 = 300. HiGRU-sf
still outperforms bcGRU by a significant margin.
(2) Overall, no matter d1 is larger or smaller than
150, HiGRU-sf maintains consistently good per-
formance and the difference between HiGRU-sf
and HiGRU-f or HiGRU keeps noticeable. These
results further demonstrate the superiority of our
proposed models over the baseline bcGRU and the
motivation of developing the two variants based on
the vanilla HiGRU.

Successful Cases. We investigate three scenes
related to the word “okay” that expresses three dis-
tinct emotions. The first two scenes come from
the testing set of Friends and the third one from
that of IEMOCAP. We report the predictions made
by bcGUR and our HiGRU-sf, respectively, in
Table 5. In Scene-1, “okay” with period usu-
ally exhibits little emotion and both bcGRU and
HiGRU-sf correctly classify it as “Neu”. In Scene-
2, “okay” with “!” expresses strong emotion.
However, bcGRU misclassifies it to “Ang” while
HiGRU-sf successfully recognizes it as “Joy”. Ac-
tually, the mistake can be traced back to the first
utterance of this scene which is also misclassified
as “Ang”. This indicates that bcGRU tends to cap-
ture the wrong atmosphere within the dialogue.
As for Scene-3, “okay” with period now indicates
“Sad” and is correctly recognized by HiGRU-sf
but misclassified as “Neu” by bcGRU. Note that
HiGRU-sf also classifies the third utterance in
Scene-3 as “Sad” which seems to be conflicting
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Role Utterance Truth bcGRU HiGRU-sf
Scene-1
Phoebe Okay. Oh but don’t tell them

Monica’s pregnant because
they frown on that.

Neu Neu Neu

Rachel Okay. Neu Neu Neu
Phoebe Okay. Neu Neu Neu
Scene-2
Phoebe Yeah! Sure! Yep! Oh,

y’know what? If I heard a
shot right now, I’d throw my
body on you.

Joy Ang Joy

Gary Oh yeah? Well maybe you
and I should take a walk
through a bad neighborhood.

Other / /

Phoebe Okay! Joy Ang Joy
Gary All right. Neu Neu Neu

Scene-3
Female Can I send you, like videos

and stuff? What about when
they start walking.

Other / /

Male Yeah yeah yeah. Sad Hap Sad

Male You you record every sec-
ond. You record every sec-
ond because I want to see it
all. Okay?

Hap Hap Sad

Male If I don’t get to see it now, I
get to see it later at least, you
know? You’ve got to keep it
all for me; all right?

Other / /

Female Okay. Sad Neu Sad

Table 5: “Okay” expresses distinct emotions in three
different scenes.

Role Utterance Truth bcGRU HiGRU-sf
Scene-4

Ross Hi. Neu Neu Neu
Rachel Hi. Neu Neu Neu
Ross Guess what? Neu Neu Neu

Rachel What? Neu Neu Neu
Ross They published my paper. Joy Sad Neu

Rachel Oh, really, let me see, let me
see.

Joy Neu Neu

Phoebe Rach, look! Oh, hi! Where
is my strong Ross Sky-
walker to come rescue me.
There he is.

Other / /

Scene-5
Speaker-1 Sorry for keeping you up Sad Sad Sad
Speaker-2 Lol don’t be Joy Joy Joy
Speaker-2 I didn’t have to get up today Neu Sad Sad
Speaker-1 :p Joy Joy Joy
Speaker-2 It’s actually been a really lax

day
Joy Neu Sad

Table 6: Wrong predictions made by both bcGRU and
our HiGRU-sf in two scenes.

to the ground truth. In fact, our HiGRU-sf cap-
tures the blues of this parting situation, where the
true label “Hap” may not be that suitable. These
results show that our HiGRU-sf learns from both
each utterance and the context, and can make cor-
rect predictions of the emotion of each utterance.

Failed Cases. At last, we show some examples
that both bcGRU and our HiGRU-sf fail in recog-
nizing the right emotions in Table 6, i.e., Scene-4
from Friends and Scene-5 from EmotionPush. In
Scene-4, both bcGRU and HiGRU-sf make wrong
predictions for the fifth and the sixth utterances.

It should be good news that Ross has his paper
published and Rachel is glad to see related reports
about it. However, the transcripts do not reveal
very strong emotions compared to what the char-
acters might act in the TV show. This kind of
scenes may be addressed by incorporating some
other features like audio and video. As for Scene-
5, the third and the fifth utterances are classified
into wrong emotions. Notice that the emotions
indicated from the two utterances are very subtle
even for humans. The Speaker-2 did not plan to
get up today, but Speaker-1 kept him/her up and it
ended up with a really lax day. So, the Speaker-2
feels joyful now. This indicates that even taking
into the context into account, the models’ capabil-
ity of understanding subtle emotions is still limited
and more exploration is required.

5 Conclusion

We propose a hierarchical Gated Recurrent Unit
(HiGRU) framework to tackle the utterance-level
emotion recognition in dialogue systems, where
the individual utterance embeddings are learned
by the lower-level GRU and the contexts of utter-
ances are captured by the upper-level GRU. We
promote the HiGRU framework to two variants,
HiGRU-f, and HiGRU-sf, and effectively capture
the word/utterance-level inputs and the long-range
contextual information, respectively. Experimen-
tal results demonstrate that our proposed HiGRU
models can well handle the data imbalance issue
and sufficiently capture the available text informa-
tion, yielding significant performance boosting on
all three tested datasets. In the future, we plan to
explore semi-supervised learning methods to ad-
dress the problem of data scarcity in this task.
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Gülçehre, Dzmitry Bahdanau, Fethi Bougares, Hol-
ger Schwenk, and Yoshua Bengio. 2014. Learning
phrase representations using RNN encoder-decoder
for statistical machine translation. In EMNLP, pages
1724–1734.

Paul Ekman. 1971. Universal and cultural differences
in facial expressions of emotion. Lincoln: Univer-
sity of Nebraska Press.

Paul Ekman. 1992. Are there basic emotions? Psycho-
logical Review, 99(3):550–553.

Edouard Grave, Tomas Mikolov, Armand Joulin, and
Piotr Bojanowski. 2017. Bag of tricks for efficient
text classification. In EACL, pages 427–431.

Devamanyu Hazarika, Soujanya Poria, Amir Zadeh,
Erik Cambria, Louis-Philippe Morency, and Roger
Zimmermann. 2018. Conversational memory net-
work for emotion recognition in dyadic dialogue
videos. In NAACL-HLT, pages 2122–2132.

Chao-Chun Hsu and Lun-Wei Ku. 2018. Socialnlp
2018 emotionx challenge overview: Recognizing
emotions in dialogues. In SocialNLP@ACL’18,
pages 27–31.

Minghao Hu, Yuxing Peng, Zhen Huang, Xipeng Qiu,
Furu Wei, and Ming Zhou. 2018. Reinforced
mnemonic reader for machine reading comprehen-
sion. In IJCAI, pages 4099–4106.

Sopan Khosla. 2018. Emotionx-ar: CNN-DCNN
autoencoder based emotion classifier. In So-
cialNLP@ACL’18, pages 37–44.

Yoon Kim. 2014. Convolutional neural networks for
sentence classification. In EMNLP, pages 1746–
1751.

Diederik P. Kingma and Jimmy Ba. 2014. Adam:
A method for stochastic optimization. CoRR,
abs/1412.6980.

Harshit Kumar, Arvind Agarwal, Riddhiman Dasgupta,
and Sachindra Joshi. 2018. Dialogue act sequence
labeling using hierarchical encoder with CRF. In
AAAI.

Siwei Lai, Liheng Xu, Kang Liu, and Jun Zhao. 2015.
Recurrent convolutional neural networks for text
classification. In AAAI, pages 2267–2273.

Yang Liu, Kun Han, Zhao Tan, and Yun Lei. 2017. Us-
ing context information for dialog act classification
in DNN framework. In EMNLP, pages 2170–2178.

Linkai Luo, Haiqing Yang, and Francis Y. L. Chin.
2018. Emotionx-dlc: Self-attentive BiLSTM for
detecting sequential emotions in dialogues. In So-
cialNLP@ACL’18, pages 32–36.

Walaa Medhat, Ahmed Hassan, and Hoda Korashy.
2014. Sentiment analysis algorithms and applica-
tions: A survey. Ain Shams Engineering Journal,
5(4):1093–1113.

Zhao Meng, Lili Mou, and Zhi Jin. 2017. Hierarchi-
cal RNN with static sentence-level attention for text-
based speaker change detection. In CIKM, pages
2203–2206.

David Olson. 1977. From utterance to text: The bias
of language in speech and writing. Harvard educa-
tional review, 47(3):257–281.

Soujanya Poria, Erik Cambria, and Alexander F. Gel-
bukh. 2015. Deep convolutional neural network
textual features and multiple kernel learning for
utterance-level multimodal sentiment analysis. In
EMNLP, pages 2539–2544.

Soujanya Poria, Erik Cambria, Devamanyu Hazarika,
Navonil Majumder, Amir Zadeh, and Louis-Philippe
Morency. 2017. Context-dependent sentiment anal-
ysis in user-generated videos. In ACL, pages 873–
883.

Richard Socher, Jeffrey Pennington, Eric H. Huang,
Andrew Y. Ng, and Christopher D. Manning. 2011.
Semi-supervised recursive autoencoders for predict-
ing sentiment distributions. In EMNLP, pages 151–
161.

Duyu Tang, Bing Qin, and Ting Liu. 2015. Document
modeling with gated recurrent neural network for
sentiment classification. In EMNLP, pages 1422–
1432.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In NIPS, pages 6000–6010.

Theresa Wilson, Janyce Wiebe, and Rebecca Hwa.
2004. Just how mad are you? finding strong and
weak opinion clauses. In AAAI, pages 761–769.

Changhua Yang, Kevin Hsin-Yih Lin, and Hsin-Hsi
Chen. 2007. Emotion classification using web blog
corpora. In WI, pages 275–278.

Zichao Yang, Diyi Yang, Chris Dyer, Xiaodong He,
Alexander J. Smola, and Eduard H. Hovy. 2016. Hi-
erarchical attention networks for document classifi-
cation. In NAACL HLT, pages 1480–1489.

Sayyed M. Zahiri and Jinho D. Choi. 2018. Emotion
detection on TV show transcripts with sequence-
based convolutional neural networks. In AAAI,
pages 44–52.

406



Proceedings of NAACL-HLT 2019, pages 407–413
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Learning Interpretable Negation Rules via Weak Supervision at
Document Level: A Reinforcement Learning Approach

Nicolas Pröllochs
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Abstract

Negation scope detection is widely performed
as a supervised learning task which relies upon
negation labels at word level. This suffers
from two key drawbacks: (1) such granular an-
notations are costly and (2) highly subjective,
since, due to the absence of explicit linguistic
resolution rules, human annotators often dis-
agree in the perceived negation scopes. To
the best of our knowledge, our work presents
the first approach that eliminates the need for
word-level negation labels, replacing it in-
stead with document-level sentiment annota-
tions. For this, we present a novel strategy
for learning fully interpretable negation rules
via weak supervision: we apply reinforcement
learning to find a policy that reconstructs nega-
tion rules from sentiment predictions at docu-
ment level. Our experiments demonstrate that
our approach for weak supervision can effec-
tively learn negation rules. Furthermore, an
out-of-sample evaluation via sentiment analy-
sis reveals consistent improvements (of up to
4.66 %) over both a sentiment analysis with
(i) no negation handling and (ii) the use of
word-level annotations from humans. More-
over, the inferred negation rules are fully in-
terpretable.

1 Introduction

Negations are a frequently utilized linguistic tool
for expressing disapproval or framing negative
content with positive words. Neglecting nega-
tions can lead to false attributions (Morante et al.,
2008) and, moreover, impair accuracy when an-
alyzing natural language; e. g., in information re-
trieval (Cruz Dı́az et al., 2012; Rokach et al., 2008)
and especially in sentiment analysis (Cruz et al.,
2015; Wiegand et al., 2010). Hence, even simple

heuristics for identifying negation scopes can yield
substantial improvements in such cases (Jia et al.,
2009).

Negation scope detection is sometimes imple-
mented as unsupervised learning (e. g., Pröllochs
et al., 2016), while a better performance is com-
monly achieved via supervised learning (see our
supplements for a detailed overview): the resulting
models thus learn to identify negation scopes from
word-level annotations (e. g., Li and Lu, 2018; Re-
itan et al., 2015). We argue that this approach
suffers from inherent drawbacks. (1) Such gran-
ular annotations are costly and, especially at word
level, a considerable number of them is needed.
(2) Negation scope detection is highly subjec-
tive (Councill et al., 2010). Due to the absence
of explicit linguistic rules for resolutions, exist-
ing corpora often come with annotation guidelines
(Morante and Blanco, 2012; Morante and Daele-
mans, 2012). Yet there are considerable differ-
ences: some corpora were labeled in a way that
negation scopes consist of single text spans, while
others allowed disjoint spans (Fancellu et al.,
2017). More importantly, given the absence of
universal rules, human annotators largely disagree
in their perception of what words should be la-
beled as negated.

Motivational experiment. Since prevalent cor-
pora were labeled only by a single rater, we now
establish the severity of between-rater discrepan-
cies. For this, we carried out an initial analy-
sis of 500 sentences from movie reviews.1 Each
sentence contained at least one explicit negation
phrase from the list of Jia et al. (2009), such as
“not” or “no.” Two human raters were then asked

1Details are reported in our supplementary materials.
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to annotate negation scopes. They could choose
an arbitrary selection of words and were not re-
stricted to a single subspan, as recommended by
Fancellu et al. (2017). The annotations resulted
in large differences: only 50.20 % of the words
were simultaneously labeled as “negated” by both
raters. Based on this experimental evidence, we
showcase there is no universal definition of nega-
tion scopes (rather, human annotations are likely
to be noisy or even error-prone) and thus highlight
the need for further research.

Contributions. To the best of our knowledge,
our work presents the first approach that elimi-
nates the need for word-level annotations of nega-
tion labels. Instead, we perform negation scope
detection merely by utilizing shallow annotations
at document level in the form of sentiment la-
bels (e. g., from user reviews). Our novel strat-
egy learns interpretable negation rules via weak
supervision: we apply reinforcement learning to
find a policy that reconstructs negation rules based
on sentiment prediction at document level (as op-
posed to conventional word-level annotations).

In our approach, a single document d comes
with a sentiment label yd. The document con-
sists of Nd words, wd,1, . . . , wd,Nd , where the
number of words can easily surpass several hun-
dreds. Based on the sentiment value, we then need
to make a decision (especially out-of-sample) for
each of the Nd words, whether or not it should be
negated. In this case, a single sentiment value is
outnumbered by potentially hundreds of negation
decisions, thus pinpointing to the difficulty of this
task. Formally, the goal is to learn individual la-
bels ad,i ∈ {Negated,¬Negated} for each word
wd,i. Rewards are the errors in sentiment predic-
tion at document level.

Strengths. Our approach exhibits several favor-
able features that overcome shortcomings found
in prior works. Among them, it eliminates the
need for manual word-level labels. It thus avoids
the detrimental influence of subjectivity and mis-
interpretation. Instead, our model is solely trained
on a document-level variable and can thus learn
domain-specific particularities of the given prose.
The inferred negation rules are fully interpretable
while documents can contain multiple instances
of negations with arbitrary complexity, sometimes
nested or consisting out of disjoint text spans. De-
spite facing several times more negation decisions
than sentiment labels, our experiments demon-

strate that this problem can be effectively learned
through reinforcement learning.

Evaluation. Given the considerable inconsis-
tencies in human annotations of negation scopes
and the lack of universal rules, we regard the
“true” negation scopes as unobservable. Hence,
we later compare the identified negation scopes
with those from rater 1 and 2 only as a sensitiv-
ity check because of the fact that both raters have
only 50.2 % overlap. Instead, we choose the fol-
lowing evaluation strategy. We concentrate on the
performance of negation scope detection as a sup-
porting tool in natural language processing where
its primary role is to facilitate more complex learn-
ing tasks such as sentiment analysis. Therefore,
we report the performance improvements in sen-
timent analysis resulting from our approach. For
a fair comparison, we use baselines that only rely
upon the same information as our weak supervi-
sion (and thus have no access to word-level nega-
tion labels). Our performance is even on par with
a supervised classifier that can exploit richer labels
during training.

2 Learning Negation Scope Detection via
Weak Supervision

Intuition. The choice of reinforcement learning
for weak supervision might not be obvious at first,
but, in fact, it is informed by theory: it imitates the
human reading process as stipulated by cognitive
reading theory (Just and Carpenter, 1980), where
readers iteratively process information word-by-
word.

States and actions. In each learning iteration,
the reinforcement learning agent observes the cur-
rent state si = (wi, ai−1) that we engineer as the
combination of the i-th wordwi in a document and
the previous action ai−1. This specification estab-
lishes a recurrent architecture whereby the previ-
ous negation can pass on to the next word. At the
same time, this allows for nested negations, as a
word can first introduce a negation scope and an-
other subsequent negation can potentially revert it.

After observing the current state, the agent
chooses an action at from of two possibilities:
(1) it can set the current word to negated or
(2) it can mark it as not negated. Hence, we ob-
tain the following set of possible actions A =
{Negated,¬Negated}. Based on the selected ac-
tion, the agent receives a reward, ri which up-
dates the knowledge in the state-action function
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Q(si, ai). This state-action function is then used
to infer the best possible action ai in each state si,
i. e., the optimal policy π∗(si, ai).

Reward function. The reward ri depends upon
the correlation between a given a document-level
label (e. g., a rating in movie reviews) and the sen-
timent of a document. We predict the sentiment Sd
of document d using a widely-used sentiment rou-
tine based on the occurrences of positively- and
negatively-opinionated terms (see Taboada et al.,
2011). If a term is negated by the policy, the po-
larity of the corresponding term is inverted, i. e.,
positively opinionated terms are counted as nega-
tive and vice versa. In the following, S0

d denotes
the document sentiment without considering nega-
tions; Sπd the sentiment when incorporating nega-
tions based on policy π.

When processing a document, we cannot actu-
ally compute the reward until we have processed
all words. Therefore, we set the reward before the
last word to c ≈ 0, i. e., ri = c for i = 1, . . . , Nd−
1. For the final word, the agent compares its per-
formance in predicting the document label based
on sentiment without considering negations S0

d to
the sentiment when incorporating negations based
on the current policy π∗. The former is defined
by the absolute difference between the document
label yd and the predicted sentiment without nega-
tions S0

d , whereas the latter is defined by the ab-
solute difference between yd and the adjusted sen-
timent using the current policy Sπd . Then the dif-
ference between these values returns the terminal
reward rNd . Thus the reward is

ri =

{
0, if ai = Neg and i < Nd,

c, if ai = ¬Neg and i < Nd,∣∣yd − S0
d

∣∣− |yd − Sπd | , if i = Nd,

with a constant c (we use c = 0.005) that adds
a small reward for default (i. e., non-negating) ac-
tions to avoid overfitting.
Q-learning. During the learning process2, the

agent then successively observes a sequence of
words in which it can select between exploring
new actions or taking the current optimal one.
This choice is made by ε-greedy selection accord-
ing to which the agent explores the environment
by selecting a random action with probability ε or,

2We use Watkin’s Q(λ) with eligibility traces; see Sutton
and Barto (1998) for details. At the beginning, we initialize
the action-value function Q(s, a) to zero for all states and
actions. This also controls our default action when encoun-
tering unknown states or out-of-vocabulary (OOV) words. In
such cases, the non-negated action is preferred.

alternatively, exploits the current knowledge with
probability 1− ε.

3 Experiments

Datasets. We use the following benchmark
datasets with document-level annotations from the
literature (cf. Hogenboom et al., 2011; Pröllochs
et al., 2016; Wiegand et al., 2010):

IMDb: movie reviews from the Internet Movie
Database archive, each annotated with an overall
rating at document level (Pang and Lee, 2005).

Airport: user reviews of airports from Skytrax,
each annotated with an overall rating at document
level (Pérezgonzález and Gilbey, 2011).

Ad hoc: financial announcements with com-
plex, domain-specific language (Pröllochs et al.,
2016), labeled with the daily abnormal return of
the corresponding stock.

Learning parameters. We perform 4000 learn-
ing iterations with a higher exploration rate as
given by the following parameters3: exploration
ε = 0.001, discount factor γ = 0 and learning rate
α = 0.005. In a second phase, we run 1000 itera-
tions for fine-tuning with exploration ε = 0.0001,
discount factor γ = 0 and learning rate α = 0.001.

Policy learning. For each dataset, the rein-
forcement learning process converges to a sta-
tionary policy that shows reward fluctuations be-
low 0.05 %. As part of a benchmark, we study
the mean squared error (MSE) between yd and
the predicted sentiment S0

d when leaving nega-
tions untreated as our benchmark. For all datasets,
the in-sample MSE decreases substantially (see
Figure 1), demonstrating the effectiveness of our
learning approach. The reductions number to
14.93 % (IMDb), 16.77 % (airport), and 0.91 %
(ad hoc). The latter is a result of the considerably
more complex language in financial statements.

Performance in Sentiment Analysis. We use
10-fold cross validation to compare the out-of-
sample performance in sentiment analysis of rein-
forcement learning to benchmarks without word-
level labels from previous works. The bench-
marks consists of rules (Hogenboom et al., 2011;
Taboada et al., 2011), which search for the occur-
rence of specific cues based on pre-defined lists
and then invert the meaning of a fixed number of
surrounding words. Table 1 compares the out-of-
sample MSE between predicted sentiment and the

3Further details regarding the learning parameters are pro-
vided in the supplementary materials.
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Figure 1: MSE between the document label and predicted sentiment across different learning iterations using
10-fold cross validation. Additional lines in black from smoothing.

document-level label:4

IMDb: Negating a fixed window of the next 4
words achieves the lowest error among all rules,
similar to Dadvar et al. (2011). This rule reduces
the MSE of the benchmark with no negation han-
dling by 1.05 %. Our approach works even more
accurately, and dominates all of the rules, reducing
the out-of-sample MSE by at least 4.60 %.

Airport: Our method decreases the MSE by
4.66 % compared to the best-performing rule
(negating a fixed window of the next 4 words).

Ad hoc: Even for complex financial language,
reinforcement learning exceeds this benchmark
method by 0.19 % in terms of out-of-sample MSE.

Altogether, our weak supervision improves sen-
timent analysis consistently across all datasets.5

Approach IMDb Airport Ad hoc

Benchmark: no negation handling 0.9133 0.7415 0.9958

Negating all subsequent words 0.9160 0.7312 0.9949
Negating the whole sentence 0.9339 0.7811 0.9961
Fixed window of 1 word 0.9082 0.7212 0.9950
Fixed window of 2 words 0.9052 0.7130 0.9943
Fixed window of 3 words 0.9047 0.7146 0.9943
Fixed window of 4 words 0.9038 0.7134 0.9942
Fixed window of 5 words 0.9039 0.7136 0.9942

Proposed reinforcement learning 0.8622 0.6798 0.9923
for weak supervision

Table 1: Out-of-sample MSE between sentiment Sπd
and the document label yd. Lowest error in bold.

Comparison to human raters. For reasons
of completeness, our supplements report the over-
lap with both human raters from our motivational
experiment, which is in the range of 18.8 % to

4We also experimented with performance comparisons in
a classification task, yet our approach also yields consistent
improvements in this evaluation.

5We also investigated the relationship between prediction
performance and text length, finding only minor effects.

25.2 %. However, these numbers should be treated
with caution, as we remind that there is no univer-
sal definition of negation scopes and even the two
human annotations reveal on 50.2 %. Moreover,
our approach was not learned towards reconstruct-
ing these human annotations, since we focused on
rules that achieve the greatest benefit in sentiment
analysis.

Comparison to word-level classifiers. We also
compared weak supervision against a supervised
HMM classifier from Pröllochs et al. (2016) that
draws upon granular word-level negation labels.
Here we report the sentiment analysis on IMDb in
order to be able to use the domain-specific nega-
tion labels from IMDb text snippets of our ini-
tial experiment. In comparison to our reinforce-
ment learning, the supervised classifier results in
a 5.79 % higher (and thus inferior) MSE. Yet our
weak supervision circumvents costly word-level
annotations.

Interpretability. Our method yields negation
rules that are fully interpretable: one simply has to
assess the state-action function Q(si, ai). Table 2
provides an example excerpt for the document
“this beautiful movie isn’t good but fantastic.”
The agent the starts by observing the first state
given by the combination of the first word w1 and
the previous action a0, i. e. s1 = (this,¬Negated).
According to the state-action table, the best ac-
tion for the agent is to set this state to not negated
(a1 = ¬Negated). This pattern continues un-
til it observes state s4 = (isn’t,¬Negated) in
which the policy implies to initiate a negation
scope (a4 = Negated). Subsequently, the negation
scope is forwarded until the agent observes s6 =
(but,Negated) in which it terminates the nega-
tion scope (a6 = ¬Negated). Finally, the agent
observes s7 = (fantastic,¬Negated) in which it
takes action a7 = ¬Negated.
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State=(wi, ai−1) Negated ¬Negated π∗(si, ai)

(this,¬Negated) 0.0114 0.0502 ¬Negated
(beautiful,¬Negated) 0.0081 0.0779 ¬Negated
(movie,¬Negated) 0.0039 0.0506 ¬Negated
(isn’t,¬Negated) 0.0700 0.0456 Negated
(good,Negated) 0.0578 0.0322 Negated
(but,Negated) 0.0120 0.0365 ¬Negated
(fantastic,¬Negated) −0.0181 0.1708 ¬Negated

Table 2: Excerpt of state-action function Q(si, ai) ac-
tionsA = {Negated,¬Negated} and the learned policy
π∗ for IMDb reviews.

4 Related Work

State-of-the-art methods for detecting, handling
and interpreting negations can be grouped into dif-
ferent categories (cf. Pröllochs et al., 2015, 2016;
Rokach et al., 2008).

Rule-based approaches are among the most
common due to their ease of implementation and
solid out-of-the-box performance. These usu-
ally suppose a forward influence of negation cues
based on which they invert the meaning of the
whole sentence or a fixed number of subsequent
words (Hogenboom et al., 2011). Furthermore,
they can also incorporate syntactic information
in order to imitate subject and object (Padmaja
et al., 2014; Chowdhury and Lavelli, 2013). Nega-
tion rules have been found to work effectively
across different domains and rarely need fine-
tuning (Taboada et al., 2011). However, rule-based
approaches entail several drawbacks, as the list of
negations must be pre-defined and the selection
criterion according to which rule a rule is chosen
is usually random or determined via cross vali-
dation. In addition, rules cannot effectively cope
with implicit expressions or particular, domain-
specific characteristics.

Generative probabilistic models (e. g., hidden
Markov models or conditional random fields) can
partially overcome these shortcomings (Li and Lu,
2018; Reitan et al., 2015; Rokach et al., 2008),
such as the difficulty of recognizing implicit nega-
tions. These process narrative language word-by-
word and move between hidden states represent-
ing negated and non-negated parts. Such mod-
els can adapt to domain-specific language, but re-
quire more computational resources and rely upon
ex ante transition probabilities. Although vari-
ants based on unsupervised learning avoid the
need for any labels, practical applications reveal
inferior performance compared to supervised ap-
proaches (Pröllochs et al., 2015). The latter usu-

ally depend on manual labels at a granular level,
which are not only costly but suffer from subjec-
tive interpretations (Fancellu et al., 2017).

A third category of methods links the polar-
ity shift effect of negations more closely to sen-
timent analysis tasks at sentence or document
level. For example, text parts can be classified
into a polarity-unshifted part and a polarity-shifted
part according to certain rules (Li and Huang,
2009). Sentiment classification models are then
trained using both parts (Li et al., 2010). Alterna-
tively, rule-based algorithms can extract sentences
with inconsistent sentiment and omit them from
standard sentiment analysis procedures (Orimaye
et al., 2012). Reversely, antonym dictionaries have
been used to generate sentiment-inverted texts to
classify polarity in pairs (Xia et al., 2016). Al-
though such data expansion techniques usually en-
hance the performance of sentiment analysis, they
require either complex linguistic knowledge or ex-
tra human annotations (Xia et al., 2015).

Research gap. In contrast to these methods,
we propose a novel strategy for learning negation
rules via weak supervision. Our model uses re-
inforcement learning to reconstruct negation rules
based on an document-level variable and does not
require any kind of manual word-level labeling or
precoded linguistic patterns. It is able to recognize
explicit as well as implicit negations, while avoid-
ing the influence of subjective interpretations.

5 Conclusion

This paper proposes the first approach for nega-
tion scope detection based on weak supervision.
Our proposed reinforcement learning strategy cir-
cumvents the need for word-level annotations with
negation scopes, as it reconstructs negation rules
based on a document-level sentiment labels. Our
experiments show that our weak supervision is ef-
fective in negation scope detection; it yields con-
sistent improvements (of up to 4.66 %) over a sen-
timent analysis without negation handling.

Our works suggests important implications. We
are in line with growing literature (e. g., Fancellu
et al., 2017) that reports challenges in resolving
negation scopes through humans. Beyond prior
works, our experiment reveals between-rater in-
consistencies. While negation scope detection is
widely studied as an isolated task, it could be ben-
eficial when linking its evaluation more closely to
context-specific uses such as sentiment analysis.
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Abstract

Unsupervised domain adaptation (UDA) is the
task of modifying a statistical model trained on
labeled data from a source domain to achieve
better performance on data from a target do-
main, with access to only unlabeled data in the
target domain. Existing state-of-the-art UDA
approaches use neural networks to learn repre-
sentations that can predict the values of subset
of important features called “pivot features.”
In this work, we show that it is possible to
improve on these methods by jointly training
the representation learner with the task learner,
and examine the importance of existing pivot
selection methods.

1 Introduction

Unsupervised domain adaptation (UDA) is the
task of modifying a statistical model trained on la-
beled data from a source domain to achieve better
performance on data from a target domain, with-
out access to any labeled data in the target domain.
Supervised domain adaptation methods can obtain
excellent performance from a small number of la-
beled examples in the target domain (Daumé III,
2007), but UDA is attractive in cases where anno-
tation requires specialized expertise or the num-
ber of meaningfully different sub-domains is large
(e.g., both are true for clinical NLP).

Structural correspondence learning (Blitzer
et al., 2006) (SCL) is one widely-used method for
UDA in natural language processing. The key
idea in SCL is that a subset of features, believed
to be predictive across domains, are selected as
pivot features. For each selected pivot feature,
SCL creates an auxiliary classification task of pre-
dicting the value of that feature in an instance,
given the values of all the non-pivot features for
that instance. The auxiliary classifiers therefore
learn important cross-domain information about
the structure of the feature space, which the SCL

algorithm uses to create an augmented represen-
tation that aligns features from different domains
(further details in Section 2).

Meanwhile, recent advances in neural network
learning have shown that training regimens that
jointly consider evidence from multiple sources
can improve performance – both multi-task learn-
ing (Søgaard and Goldberg, 2016) and fine tun-
ing (Howard and Ruder, 2018; Devlin et al., 2018).
However, existing SCL-based methods treat the
representation learning and task learning as sep-
arate tasks, so the parameters of the represen-
tation learning machinery are fixed before train-
ing for the downstream task. Jointly learning the
representation- and task-specific parameters can
potentially allow a learning algorithm to find rep-
resentations that are better suited for the task.

In this work, we describe a new UDA algorithm
that is trained to jointly maximize two objectives:
the primary supervised task in the source domain,
and a pivot feature reconstruction task that can
be trained on unlabeled data. We also explore
the importance of pivot feature selection to this
algorithm, in experiments that quantitatively and
qualitatively examine the quality of existing pivot
selection methods. We find that our joint neu-
ral approach to SCL improves unsupervised do-
main adaptation substantially on a standard sen-
timent classification task. Our results also show
that while existing pivot selection methods per-
form well, they are below an oracle-provided ceil-
ing for many source-target pairs for the sentiment
classification task we examine.

2 Background

This work builds off of existing work in
unsupervised domain adaptation, starting with
Blitzer’s work on structural correspondence learn-
ing (SCL) (Blitzer et al., 2006, 2007). In the UDA
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task setup, one is given two datasets, the source
DS = {Xs, ys}, with labels for each instance, and
the target DT = {Xt}, with unlabeled instances
only. The goal of UDA is to learn a function
fu(Xs, ys, Xt) that improves on the classification
performance over a function fl(Xs, ys) when ap-
plied to new data drawn from the target distribu-
tion.

SCL is essentially a representation learning al-
gorithm that works by creating a number of auxil-
iary classification tasks from the unlabeled source
and target training instances (inspired by Ando
and Zhang 2005). First, a set of p pivot features
are selected, intended (in Blitzer’s words) to be
“features which behave in the same way for dis-
criminative learning in both domains.” Then, SCL
creates p auxiliary tasks of predicting the value of
pivot features in an instance given the non-pivot
features in the instance. The weights of these lin-
ear classifiers are then aligned as columns in a ma-
trix W , and the k left singular vectors are cho-
sen from the singular value decomposition W =
UΣV > to reduce its dimensionality, leading to a
projection matrix θ ∈ Rn×k that maps instances
from the original feature space into the learned
space. Most practical implementations find the
best performance of SCL is obtained when pro-
jected features are concatenated with the original
feature space; for some tasks and datasets other
combinations have been tested and proved supe-
rior (Sapkota et al., 2016).

Recently, neural-network-based domain adap-
tation algorithms have been successful, including
domain adversarial methods (Ganin et al., 2016)
and auto-encoder-based methods (Glorot et al.,
2011; Chen et al., 2014). However, a neural ver-
sion of SCL still obtains near state-of-the-art per-
formance (Ziser and Reichart, 2017). In that work,
the AE-SCL system uses a multi-layer perceptron
to replace the SVD for learning the feature pro-
jection. This network takes non-pivot features as
input, has one hidden layer, and predicts the value
of the pivot features at the output layer. Since it
obtains supervision from the values of features,
it can be trained on unlabeled instances from the
source and target domains. To train for the down-
stream sentiment classification task, the source in-
stances are first passed into the trained representa-
tion learning network, and the values of the hidden
layer are considered an additional set of features.
These features are combined with all the original

features, and the authors use a logistic regression
classifier for the final sentiment classifier.

One standard corpus used to develop new do-
main adaptation algorithms is the Amazon senti-
ment analysis dataset.1 This corpus was created
by Blitzer et al. (2007), but we use the version
included in the software release from Ziser and
Reichart (2017)2, along with their pre-processing
steps, for ease of comparison with their results.
This dataset contains reviews from four prod-
uct categories on Amazon.com – books, DVDs,
electronics, and kitchen appliances. Reviews are
mapped to binary categories: positive if the review
assigns the product >3 stars (out of 5) and nega-
tive if it assigns the product< 3 stars. This dataset
also contains additional unlabeled instances for
each category, used for training the pivot predic-
tor.

3 Methods

The current work has two motivating factors.
First, we would like to improve the performance
of SCL using joint training. Existing SCL-based
methods are successful in treating pivot prediction
as a pre-training phase, but joint training may im-
prove UDA by allowing the network to find rep-
resentations that are equally good at pivot recon-
struction but better for downstream task perfor-
mance. Second, we would like to evaluate the
quality of pivot selection methods and explore
whether this step might be eliminated to simplify
SCL.

We focus on feature-based UDA methods,
as opposed to approaches that rely on embed-
dings (e.g., Barnes et al., 2018; Ziser and Reichart,
2018), since our primary interest is in improving
existing models developed with a feature engineer-
ing approach. Such methods allow us to quickly
adapt a number of different models to new datasets
(e.g., for already-existing NLP pipeline software),
rather than engineering new neural models from
scratch for each of the pipeline tasks. For that rea-
son, we compare to the AE-SCL model of Ziser
and Reichart, rather than their subsequent models
that take embeddings as input. In any case, we
show that with some tuning the AE-SCL model
can obtain state-of-the-art performance for many
pairs.

1https://www.cs.jhu.edu/˜mdredze/
datasets/sentiment/

2https://github.com/yftah89/
Neural-SCL-Domain-Adaptation
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Figure 1: Network architecture for unsupervised do-
main adaptation.

3.1 Joint Neural Structural Correspondence
Learning

Figure 1 graphically depicts our proposed joint
model. The input to the model x ∈ Rn is
the set of all features extracted from the text –
to compare with Ziser and Reichart (2017) we
use unigrams and bigrams, extracted using scikit-
learn (Pedregosa et al., 2011). We experimented
with a few different hidden layer sizes, and settled
on d = 2000 – this balances the need of the rep-
resentation to predict more output variables than
the AE-SCL method with run-time constraints.
The representation is generated with h(x) =
ReLU(Whx), for Wh ∈ Rd×n. The task pre-
diction is ftask(x) = Sigmoid(Wth(x)) (Wt ∈
R1×d) and the pivot prediction is fpivot(x) =
Sigmoid(Wph(x)) (Wp ∈ Rp×d).

The joint loss function for labeled source data
Dl, all data Da, and model parameters θ is:

L(D; θ) =
∑

x,y∈Dl
BCE(ftask(x), y)+

λ
∑

x∈Da
BCE(fpivot(x), pivots(x))+

ρR(θ)

(1)

where BCE is the binary cross-entropy loss, λ
controls the weight of pivot prediction loss, pivots
is a function that selects the indices from an in-
stance that are the pivot features to be predicted,
and ρ is the weight of the regularization termR.

To train this model, we alternate passing labeled
source data and unlabeled data from the source
and target domains into the network. For the la-
beled data, the error term is the sum of task- and

pivot-prediction tasks, while for the unlabeled data
only the pivot-prediction loss is computed.

Training proceeds for 30 epochs, with mini-
batch size of 50 instances, using the Adam opti-
mizer (Kingma and Ba, 2014) with learning rate
0.001. For the loss function weight, we used
ρ = 0.1 and λ = 100. We used held-out source
data to compute validation loss after each epoch
and selected the trained model with the lowest val-
idation loss.

3.2 Pivot Selection for Neural Systems

One standard way of choosing pivot features is by
calculating mutual information (MI) between the
source features and labels, and selecting the fea-
tures with the highest MI. It is far from clear, how-
ever, that this technique is always optimal. Earlier
experiments with the POS tagging task (Blitzer
et al., 2006) used feature frequency instead, and
the extent of the correlation between frequency
and MI for that task is not established.

Here, we attempt to provide some evidence
about the quality of MI for the task of senti-
ment classification, using the classification pair
of books to electronics. First, we wanted to rule
out the null hypothesis that prediction of MI piv-
ots is essentially a generic representation learn-
ing algorithm – in other words, that a network
learning structure between any sets of sufficiently
common features may improve adaptation perfor-
mance. We modified Ziser et al.’s code to sim-
ply select random feature indices from the sub-
set of those that occurred frequently enough to be
pivot candidates. With this setup, adaptation per-
formance averaged 0.724 across ten runs, well be-
low their reported 0.744, casting doubt on the null
hypothesis.

Next, we want to examine the contention that
features with high MI relative to source labels are
general. To do this, we simply compare the list
of MI features used when the source is books to
those when the source is electronics. We find that,
out of the 100 pivot features selected by MI in ei-
ther cases, there is overlap of 26 features, some
examples of which are shown in Table 1 (left). Ta-
ble 1 also shows a number of MI-selected pivots
from the books domain that are not general (mid-
dle), and then a set of features MI-correlated with
the target domain that seem general (right). These
latter two columns are essentially precision and re-
call errors of the MI pivot selection algorithm.
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Shared features Book (spec) Elec (gen)
an excellent writing and great

best care about is perfect
bad flat never buy

highly recommend pages not good
waste your finish poor

Table 1: Example features selected as pivots using
MI. Shared features indicates those selected for both
domains. Book (spec) highlights pivots selected in
the books domain that appear domain-specific. Elec
(gen) indicates high-MI pivots in the electronics do-
main that appear domain-general that are not selected
when books is the source domain.

Finally, we perform an oracle-based adaptation
experiment, where we select the pivot feature in-
dices using MI against the gold labels of the tar-
get domain, but then proceed with training look-
ing only at source labels, with results in Table 2
discussed below.

4 Evaluation

We follow the standard setup for the Amazon sen-
timent task, splitting each source dataset into 1600
training and 400 validation instances, and evalu-
ating on the entire labeled target dataset for each
pair. We compare against two baselines: First, the
reported results of Ziser and Reichart, and sec-
ond, our replication of their results using their
code. Our replication changed their code by re-
placing the stochastic gradient descent optimizer
with Adam (Kingma and Ba, 2014), and increas-
ing the training batch size from 1 to 50. These
changes were made to speed training runs during
development; we found they produced better-than-
reported results and include these superior results
as an even stronger baseline. We report results
of two configurations of our joint learner. The
first configuration (JointMI ) uses the MI between
source labels and features to select 100 pivot fea-
tures. The second configuration (JointOracle) is
an oracle-informed system where we use the MI
between target labels and features to select pivot
features, but only use source labels while training
the network. Both the AE-SCLR model and our
JointMI model were run for 10 iterations to min-
imize differences due to random initialization and
to calculate significance statistics.

Table 2 shows the results of our experiments.
First, we note that our replication of AE-SCL im-

S→T AE-SCL AE-SCLR JointMI JointO
B→D 0.794 0.812 0.808 0.84
B→E 0.744 0.761 0.786 0.818
B→K 0.795 0.814 0.809 0.831
D→B 0.758 0.779 0.807 0.808
D→E 0.763 0.763 0.803 0.843
D→K 0.8 0.821 0.83 0.832
E→B 0.701 0.701 0.738 0.749
E→D 0.732 0.748 0.766 0.824
E→K 0.848 0.848 0.875 0.869
K→B 0.742 0.731 0.744 0.767
K→D 0.743 0.754 0.752 0.828
K→E 0.828 0.841 0.856 0.851
Ave. 0.771 0.781 0.798 0.821

Table 2: Summary of results. B=Books, D=Dvd,
E=Electronics,K=Kitchen. AE-SCL=Reported results
from Ziser and Reichart (2017). AE-SCLR=Replicated
results from the same. JointMI=results from the joint
model in Section 3.1. JointO=results from the joint
model using oracle MI pivot selection. Bold indicates
a significant difference (p < 0.05) between AE-SCLR

and JointMI using Welch’s one-tailed t-test.

proves upon their reported results in 8 of 12 pairs,
often by substantial margins, and is only worse in
one pair (Kitchen→Books). Our JointMI method
is superior to the reported AE-SCL results in all
pairs, 1.7 points (absolute) on average, and sig-
nificantly better than the AE-SCLR in 9 of 12
pairs, using Welch’s one-tailed t-test. This is, to
our knowledge, the best result on this task using
a feature-based approach (i.e., excluding systems
that use embeddings). Despite constraining our
system to adapting feature-based models, this re-
sult is competitive with the best-known result us-
ing a pure neural approach with embeddings as in-
put, as Ziser and Reichart (2018) report an average
accuracy of 0.804. The JointOracle configuration
shows that, despite the large gains of joint train-
ing, there is still significant improvement available
with better pivot selection.

5 Discussion and Conclusion

Our results show that by jointly learning represen-
tations and task networks, UDA can be greatly im-
proved over existing neural UDA methods. We
note that there are existing domain adaptation
methods that use joint training with auxiliary
tasks. Yu and Jiang (2016) use an auxiliary task of
predicting whether a masked pivot word in a sen-
tence is positive or negative sentiment, where they
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introduce a new technique to select pivots that still
is based on correlations with source labels. Our
work is unique in showing that the standard task
of mutual-information-selected pivot prediction is
a high quality auxiliary task, though future work
should explore whether their pivot selection algo-
rithm is superior to MI in our joint model. We also
showed that existing neural UDA methods can be
improved significantly with minor changes to the
training regimen. Finally, we show that mutual in-
formation pivot selection is quite far from the per-
formance ceiling provided by oracle-based pivot
selection.

This work evaluated on the widely-used Ama-
zon sentiment dataset from Blitzer et al. (2007).
However, we believe that future work on do-
main adaptation should phase out the use of this
dataset.3 The test set for this setup is flawed in
two important ways: first, it is artificially balanced
with positive and negative reviews, when the prob-
lem is not actually balanced; it also has 3-star re-
views removed, which is not a realistic test set
setup without looking at labels. For these reasons,
we recommend that future work use different do-
main adaptation datasets.

The Pytorch implementation used to produce
these results is publicly available. 4
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Abstract

Word embeddings learned in two languages
can be mapped to a common space to pro-
duce Bilingual Word Embeddings (BWE). Un-
supervised BWE methods learn such a map-
ping without any parallel data. However,
these methods are mainly evaluated on tasks
of word translation or word similarity. We
show that these methods fail to capture the
sentiment information and do not perform
well enough on cross-lingual sentiment anal-
ysis. In this work, we propose UBiSE (Un-
supervised Bilingual Sentiment Embeddings),
which learns sentiment-specific word repre-
sentations for two languages in a common
space without any cross-lingual supervision.
Our method only requires a sentiment corpus
in the source language and pretrained mono-
lingual embeddings of both languages. We
evaluate our method on three language pairs
for cross-lingual sentiment analysis. Exper-
imental results show that our method out-
performs previous unsupervised BWE meth-
ods and even supervised BWE methods. Our
method succeeds for a distant language pair
English-Basque.

1 Introduction

Lack of annotated corpora degrades the qual-
ity of sentiment analysis in low-resource lan-
guages. Cross-lingual sentiment analysis tackles
this problem by adapting the sentiment resource
in a resource-rich language (the source language)
to a resource-poor language (the target language).

Bilingual Word Embeddings (BWE) provide a
way to transfer the sentiment information from the
source language to the target language. There has
been an increasing interest in BWE methods in re-
cent years, including both supervised methods and
unsupervised methods. Supervised BWE meth-
ods map the word vectors of the two languages in
a common space by exploiting either a bilingual

seed dictionary or other parallel data, while unsu-
pervised BWE methods do not utilize any form
of bilingual supervision. Yet, these methods are
mostly evaluated on tasks of word translation or
word similarity, and do not perform well enough
on cross-lingual sentiment analysis as shown in
Section 4.

Consider the case where we want to perform
sentiment analysis on the target language with
merely an annotated sentiment corpus in the
source language. We assume pretrained monolin-
gual embeddings of both languages are available
to us. One solution is to first align the embeddings
of both languages in a common space using un-
supervised BWE methods, then train a classifier
based on the source sentiment corpus. In this so-
lution, no sentiment information is utilized to learn
the alignment.

In this paper, we propose to exploit the sen-
timent information and learn sentiment-specific
alignment. The sentiment information is gradu-
ally incorporated into the BWE through an itera-
tive constraint relaxation procedure. Unlike pre-
vious work which performed alignment in a single
direction by linearly mapping the source vectors to
the target vector space, we propose an alignment
model that maps the vectors of the two languages
to a new shared space with two non-linear trans-
formations. Our model is able to separate posi-
tive vectors from negative vectors in the bilingual
space and allow such sentiment information to be
transferred to the target language. Our main con-
tributions are as follows:

1. We propose a novel approach to learn
bilingual sentiment-specific word embed-
dings without any cross-lingual supervision
and perform cross-lingual sentiment analy-
sis with minimum resource requirement. We
propose an iterative constraint relaxation pro-
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cedure that gradually incorporates the senti-
ment information into the BWE. Our pro-
posed approach achieves state-of-the-art re-
sults.

2. We introduce a novel sentiment-specific ob-
jective without having to explicitly build a
classifier. Our approach is more explainable
and better balances sentimental similarity and
semantic similarity compared to previous ap-
proaches.

3. We introduce an alignment-specific objective
and a simple re-normalization trick. Unlike
previous BWE methods that learn orthogo-
nal mappings, we introduce non-orthogonal
mappings which enable the transfer of senti-
ment information from the source language
to the target language.

2 Related Work

Cross-Lingual Sentiment Analysis Existing
approaches for cross-lingual sentiment analysis
can be mainly divided into two categories: (i) ap-
proaches that rely on machines translation (MT)
systems (ii) approaches that rely on cross-lingual
word embeddings.

Standard MT-based approaches perform cross-
lingual sentiment analysis by translating the sen-
timent data into a selected language (e.g. En-
glish). More sophisticated algorithms includ-
ing co-training (Wan, 2009; Demirtas and Pech-
enizkiy, 2013) and multi-view learning (Xiao and
Guo, 2012) have been shown to improve perfor-
mance.

Zhou et al. (2015, 2016b,a) performed cross-
lingual sentiment analysis by learning bilingual
document representations. These methods trans-
late each document into the other language and
enforce a bilingual constraint between the original
document and the translated version.

Bilingual Word Embeddings Word embed-
dings trained separately on two languages can be
aligned in a shared space to produce Bilingual
Word Embeddings (BWE), which support many
NLP tasks including machine translation (Lam-
ple et al., 2017), cross-lingual sentiment analysis
(Barnes et al., 2018; Zhou et al., 2015) and cross-
lingual dependency parsing (Guo et al., 2015).
BWE can be obtained in a supervised way using a
seed dictionary (Joulin et al., 2018; Artetxe et al.,

2016), or in an unsupervised way without any
bilingual data. Adversarial training was the first
successful attempt to learn unsupervised BWE
(Zhang et al., 2017; Conneau et al., 2017). Self-
learning was proposed by (Artetxe et al., 2017)to
learn BWE with minimum bilingual resources,
which was later extended into a fully unsupervised
framework by adding an unsupervised dictionary
initialization step (Artetxe et al., 2018).

Multilingual Word Embeddings BWE meth-
ods can be extended to the case of multiple lan-
guages by simply mapping all the languages to
the vector space of a selected language. How-
ever, directly learning multilingual word embed-
dings (MWE) in a shared space has been shown to
improve performance (Ammar et al., 2016; Duong
et al., 2017; Chen and Cardie, 2018; Alaux et al.,
2018). Yet, all these approaches are mainly eval-
uated on word translation and their effectiveness
on cross-lingual sentiment analysis have not been
empirically compared.

Sentimental Embeddings Continuous word
representations encode the syntactic context
of a word but often ignore the information of
sentiment polarity. This drawback makes them
hard to distinguish words with similar syntactic
context but opposite sentiment polarity (e.g. good
and bad), resulting in unsatisfactory performance
on sentiment analysis. Tang et al. (2014) learned
word representations that encode both syntactic
context and sentiment polarity by adding an ob-
jective to classify the polarity of an n-gram. This
method can be generalized to the cross-lingual
setting by training monolingual sentimental
embeddings on both languages then aligning
them in a common space. However, it requires
sentiment resources in the target language thus is
impractical for low-resource languages.

There are also approaches to learn sentimen-
tal embeddings in the bilingual space without any
sentiment resources in the target language. Barnes
et al. (2018) jointly minimized an alignment ob-
jective based on a seed dictionary, and a clas-
sification objective based on the sentiment cor-
pus. Its performance is compared to our method
in Section 4. Xu and Wan (2017) learned multi-
lingual sentimental embeddings by extending the
BiSkip model (Luong et al., 2015). However, their
method does not apply to pretrained embeddings
and requires large-scale parallel corpora thus is not
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included in our experiments.

3 Proposed Method

3.1 The Overall Framework

This subsection first introduces the proposed map-
pings for aligning the monolingual embeddings in
the bilingual space, then describes the general self-
learning algorithm used to learn these bilingual
mappings. The details of our algorithm are ex-
plained in Section 3.2 - Section 3.6.

3.1.1 The Alignment Model
We assume we have normalized monolingual em-
beddings S ∈ Rv×d and T ∈ Rv×d, where the i-th
row of S is the vector representation of word i in
the source language. The normalization procedure
is as follows: (i) l2-normalize each vector (ii) cen-
ter the vectors (iii) l2-normalize each vector again
(Artetxe et al., 2018).

Given these monolingual embeddings, existing
BWE methods typically learn a projection ma-
trix W ∈ Rd×d from the source vector space to
the target vector space. However, these meth-
ods are unsuitable in our setting for two reasons:
(i) most methods constrain W to be orthogonal
or near-orthogonal, thus preserving distances be-
tween word vectors; (ii) word vectors in the tar-
get language space remain unchanged. These two
properties prevent us from separating words with
opposite sentiment polarity in the bilingual space.
In this work, we propose to align the monolingual
embeddings with two non-linear mappings:

fs(x) =
Wsx

‖Wsx‖
ft(x) =

Wtx

‖Wtx‖

where ‖ · ‖ denotes the l2-norm, Ws (Wt) is the
projection matrix for the source (target) embed-
dings, and x is a d-dimension word vector. Each
mapping can be seen as a linear projection fol-
lowed by a re-normalization step.

We propose the following convex domain D =
{W ∈ Rd×d | ‖W‖2 ≤ r} as an alternative for
the orthogonal constraint, where ‖ · ‖2 denotes the
spectral norm and r is a hyperparameter that de-
termines to what extent we want to preserve word
distances. This is inspired by the unit spectral
norm constraint proposed by (Joulin et al., 2018).

3.1.2 The Self-learning Procedure
Given a bilingual seed dictionary, we can learn the
projection matrices Ws and Wt by forcing the

word pairs in the dictionary to have similar rep-
resentations in the bilingual space. In the unsuper-
vised case, such a dictionary can be induced from
the monolingual embeddings S and T (Artetxe
et al., 2018). However, the quality of this dictio-
nary is usually not good, which in turn degrades
the quality of the projection matrices learned from
this dictionary. Previous work (Artetxe et al.,
2017, 2018) showed that an iterative self-learning
procedure can induce a good bilingual dictionary
and hence good projection matrices. Given an ini-
tial dictionaryDbi, this procedure iterates over two
steps: (i) it aligns the monolingual embeddings in
a common space based onDbi, yielding S′ and T′;
(ii) it computes a new dictionaryDbi using nearest
neighbour retrieval over the approximately aligned
embeddings S′ and T′.

In our method, there are three objects Ws, Wt

and Dbi to update through the self-learning pro-
cedure. Thus we iterates over the following three
steps:

1. Solve Ws by minimizing a sentiment-
specific objective Ls over D, as described in
Section 3.3;

2. Solve Wt by minimizing an alignment-
specific objective Lt over D, as described in
Section 3.4;

3. Derive a new bilingual dictionary Dbi based
on S′ = SW>

s and T′ = TW>
t , as de-

scribed in Section 3.5.

Re-normalization is applied as a final step after
we have obtained Ws and Wt.

3.2 Preliminaries
3.2.1 Unsupervised Bilingual Dictionary

Initialization
The normalized embeddings S and T are not
aligned along the first axis, i.e., the i-th row
of S does not correspond to the i-th row of
T. Therefore, an initial bilingual dictionary is
required in order to access the correspondence
between the two languages. Following (Artetxe
et al., 2018), we first compute the similarity
matrices Ms =

√
SS> and Mt =

√
TT>,

sort them along the second axis and normalize
the rows, yielding M′s and M′t. For each row
in M′s, we apply nearest neighbour retrieval
over the rows of M′t to find its correspond-
ing translation, yielding a dictionary Ds→t =
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{(1, Ts→t(1)), (2, Ts→t(2)), . . . , (v, Ts→t(v))},
where Ts→t(i) is the translation of the source
word i. The same procedure is repeated in the
other direction, yielding Dt→s. The two dictio-
naries are then concatenated to produce the initial
bilingual dictionary Dbi = Ds→t ∪Dt→s.

3.2.2 Learning Sentiment-Specific Vectors
In order to incorporate the sentiment information
into the bilingual word embeddings, we need a set
of d-dimension vectors with known sentiment po-
larity. We propose a neural network based ap-
proach to learn these sentiment-specific vectors.
Let the training corpus in the source language be
C = {(z1, y1), (z2, y2), . . . , (z|C|, y|C|)}, where zi
is a text and yi is its corresponding label. A d-
dimension vector with sentiment polarity yi can
be obtained by calculating the weighted average
of the word vectors in zi:

hi =

∑
j∈zi exp(αj)Sj·∑
j∈zi exp(αj)

(1)

where Sj· is the vector representation of the word
j in the source language (corresponding to the j-
th row of S) and αj is a scalar that scores the im-
portance of word j on the sentiment polarity. αj
is computed by αj = max(ASj· + b), where
A ∈ Rh×d and b ∈ Rh are the parameters to
learn. This function can be seen as a convolu-
tion layer with h filters followed by a max pooling
layer. The number of filters h is set to 4. Each hi
is then forwarded to a linear classifier to predict
the sentiment label yi.

Once we have trained the model by minimiz-
ing the cross-entropy loss, we re-compute hi for
each training example zi. We denote the set of
vectors (i.e., hi) with positive labels as P =
{hp1,hp2, . . . ,hp|P|} and the set of vectors with neg-
ative labels as N = {hn1 ,hn2 , . . . ,hn|N |}. In the
4-class setup, we have four sets: P , N , SP (the
set of strongly positive vectors), SN (the set of
strongly negative vectors).

3.3 Solving Ws

Given a set of positive d-dimension vectors
P = {hp1,hp2, . . . ,hp|P|} and a set of negative d-
dimension vectors N = {hn1 ,hn2 , . . . ,hn|N |} (or
four sets in the 4-class setup), our goal is to distin-
guish the positive vectors from the negative vec-
tors in the bilingual space, i.e., to separate Wsh

p
i

from Wsh
n
j for any pair of i, j.

We introduce a new d-dimension vector ap ∈
O = {x ∈ Rd | ‖x‖ ≤ 1} to represent the
“positive direction”, which is to be learned. In or-
der to separate positive vectors from negative vec-
tors in the bilingual space, we try to make Wsh

p
i

(i = 1, . . . , |P|) to be close to ap and Wsh
n
i

(i = 1, . . . , |N |) to be distant from ap.
For a given ap, we first compute ap

>
Wsh

p
i for

i = 1, 2, . . . , |P| and denote the set of i with
λ|P| smallest values as Qp+, where λ ∈ [0, 1] is
a hyperparameter1. These Wsh

p
i are least sim-

ilar with ap (dot product is used as the similar-
ity metric), hence we maximize the average of
ap
>
Wsh

p
i over Qp+. Likewise, we denote the

set of i ∈ {1, 2, . . . , |N |} with λ|N | largest val-
ues of ap

>
Wsh

n
i as Qp−. These Wsh

n
i are most

similar to ap, hence we minimize the average of
ap
>
Wsh

n
i over Qp−. The overall objective is as

follows:

min
Ws∈D
ap∈O

Ls(Ws,a
p) = L′(Ws,a

p,P,N )

∆
= − 1

λ|P|
∑

i∈Qp+

ap
>
Wsh

p
i

+
1

λ|N |
∑

i∈Qp−

ap
>
Wsh

n
i (2)

whereD is the convex set defined in Section 3.1.1.
The rationale for this objective is that, instead of
forcing every Wsh

p
i to be close to ap, we only

focus on a fraction of positive vectors that are most
distant from ap, and vice versa for those negative
vectors. We observe that this objective can be re-
written as:

min
Ws∈D
ap∈O

Ls(Ws,a
p)

=
1

λ|P| max
Q∈Sλ|P|(|P|)

−
∑

i∈Q
ap
>
Wsh

p
i

+
1

λ|N | max
Q∈Sλ|N|(|N |)

∑

i∈Q
ap
>
Wsh

n
i (3)

where Sλ|P|(|P|) represents all subsets of
{1, 2, . . . , |P|} of size λ|P|, and Sλ|N |(|N |) is
similarly defined. 2 This formulation shows that

1For simplicity, we assume λ|P| is already rounded to an
integer.

2There is no need to introduce a new vector an to repre-
sent the “negative direction” and introduce a new objective,
since the new objective is exactly the same after replacing ap

with −an.
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both terms of this objective can be seen as a
maximum of linear functions of either Ws or ap.
Therefore, our objective is convex with respect to
either Ws or ap, thus can be efficiently minimized
by using the projected gradient descent algorithm.
We first minimize this objective with respect to ap

over O, then minimize it with respect to Ws over
D.

While this objective is useful in the binary
setup, it does not separate a strongly positive vec-
tor in SP from a weakly positive vector in P (sim-
ilarly for SN and N ). In order to achieve bet-
ter performance in the 4-class setup, we adopt the
one-versus-rest strategy to write Ls as the sum of
four terms:

min
Ws∈D
ap∈O
asp∈O
an∈O
asn∈O

Ls(Ws,a
p,asp,an,asn)

= L′(Ws,a
p,P,N ∪ SP ∪ SN )

+ L′(Ws,a
sp,SP,P ∪N ∪ SN )

+ L′(Ws,a
n,N ,P ∪ SP ∪ SN )

+ L′(Ws,a
sn,SN ,P ∪ SP ∪N ) (4)

where L′ is defined in Eq.(2) and ac is a d-
dimension vector representing the “direction” of
class c.

3.4 Solving Wt

Based on the current bilingual dictionary Dbi, we
construct two sets of vectors {xs1,xs2, . . . ,xs2v}
and {xt1,xt2, . . . ,xt2v}, where xsi and xti are the
vector representations of the i-th word pair in Dbi.
With Ws fixed, we can solve Wt by minimizing:

min
Wt∈D

Lt(Wt) =

2v∑

i=1

‖Wsx
s
i −Wtx

t
i‖2 (5)

whereD is the convex set defined in Section 3.1.1.
This objective is convex with respect to Wt, thus
can be minimized efficiently by using the pro-
jected gradient descent algorithm.

3.5 Bilingual Dictionary Induction
Once we have computed Ws and Wt, we can
obtain the aligned embeddings S′ = SW>

s and
T′ = TW>

t . Then we induce a new dictio-
naryDbi using nearest neighbour retrieval over the
rows of S′ and T′. We perform the induction in
two directions to produce Ds→t and Dt→s, then
concatenate them to produce Dbi.

In this work, we propose a modified version
of CSLS(Conneau et al., 2017) to be used as the
similarity metric to preform nearest neighbour re-
trieval:

CSLS′(x,y) = x>y

− 1

k

∑

y′∈NY (x)

x>y′ − 1

k

∑

x′∈NX(y)

x′>y (6)

whereNY (x) is the set of k nearest neighbours of
x in the set of vectors Y (in our case Y is the set of
rows of T′). We set k to 10 following the original
paper.

3.6 Iterative Constraint Relaxation

As mentioned in Section 3.1.1, we introduce a hy-
perparameter r to define the convex domain D.
There is a trade-off to make for r: a large r bet-
ter incorporates sentimental similarity but signifi-
cantly harms the quality of the alignment, while a
small r constrains Ws to be near-orthogonal thus
prevents it to capture the sentimental similarity.

In order to address this problem, we propose to
first set r to 1, letting the the monolingual embed-
dings to be properly aligned. Then r is iteratively
increased by ∆r, causing the positive vectors in
the bilingual space to be gradually moved further
away from the negative vectors. The training pro-
cess stops when r reaches a maximum value rmax,
where rmax is a hyperparameter 3.

The pseudo code of UBISE in the binary setup
is shown in Algorithm 1. For the 4-class UBISE,
lines 3,6,7 are replaced by their counterparts in the
4-class setup.

4 Experiments

4.1 Datasets

We use the multilingual sentiment dataset pro-
vided by (Barnes et al., 2018). It contains anno-
tated hotel reviews in English (EN), Spanish (ES),
Catalan (CA) and Basque (EU). In our experi-
ment, we use EN as the source language and ES,
CA, EU as the target languages. For each target
language, the dataset is divided into a target de-
velopment set and a target test set. We also com-
bine the strong and weak labels to produce a bi-
nary setup.

3Although having the number of iterations be implicitly
defined by rmax and ∆r makes choosing a small rmax im-
practical, it allows us to tune rmax in a single training pro-
cess.
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Algorithm 1 binary UBISE
Input: λ, rmax,∆r,S,T, C
Output: S′,T′,Ws,Wt

1: r ← 1
2: Initialize Ws and Wt to identity matrices
3: Learn P , N from S and C, according to Sec-

tion 3.2.2
4: Compute the initial bilingual dictionary Dbi

from S and T, according to Section 3.2.1
5: while r ≤ rmax do
6: ap ← argminap∈OLs(ap,Ws)
7: Ws ← argminWs∈DLs(ap,Ws)
8: Wt ← argminWt∈DLt(Wt)
9: S′ ← SW>

s

10: T′ ← TW>
t

11: Derive a new bilingual dictionary Dbi from
S′ and T′, according to Section 3.5

12: r ← r + ∆r
13: end while
14: Normalize the rows of S′, T′ to unit length
15: return S′,T′,Ws,Wt

The normalized 300-dimension fastText vectors
(Bojanowski et al., 2017) are used by all methods.

The MUSE dataset(Conneau et al., 2017) is
used by approaches that require bilingual super-
vision 4. Each dictionary contains 5000 unique
source words.

4.2 Implementation details
We empirically set ∆r = 0.01 and v = 10000.
The vocabulary of each language is limited to the v
most frequent words so that the embedding matrix
has shape v × d. Hyper parameters λ and rmax
are tuned on the target development set via a grid
search. We apply stochastic dictionary induction
by randomly setting the elements of the similarity
matrix used for nearest neighbour retrieval to zero
with probability 1 − p, as described in (Artetxe
et al., 2018). p is initialized to 0.1 and increased
by 0.005 at each iteration. We empirically stop
updating the dictionary when r exceeds 3.

4.3 Baselines
We compare our method with the following base-
lines, including state-of-the-art BWE methods
that are originally evaluated on the word transla-
tion task, as well as bilingual sentimental embed-

4This dataset does not contain a dictionary for EN-EU,
thus we translate the EN-ES dictionary into EN-EU

dings methods that are optimized for cross-lingual
sentiment analysis. The bilingual word embed-
dings learned by each method are later evaluated
on cross-lingual sentiment analysis using the same
classifier for fairness.

4.3.1 Unsupervised BWE Methods
ADVERSARIAL Conneau et al. (2017) pro-
posed an unsupervised BWE method based on ad-
versarial training. After a near-orthogonal projec-
tion matrix is learned through adversarial training,
a refinement procedure is applied to improve the
quality of the alignment.

VECMAP Artetxe et al. (2018) proposed an un-
supervised BWE learning framework. It consists
of an unsupervised dictionary initialization step
and the self-learning procedure mentioned in Sec-
tion 3.1.2.

4.3.2 Supervised BWE Methods
PROCRUSTES Artetxe et al. (2016) proposed
a simple and effective supervised BWE method
that requires a seed dictionary. It computes the
optimal projection matrix by taking singular value
decomposition (SVD).

RCSLS Joulin et al. (2018) proposed an su-
pervised BWE method that also requires a seed
dictionary. They proposed a training objective
that is consistent with the retieval criterion that
can be minimized by using gradient descent. It
achieves state-of-the-art results on the word trans-
lation task.

4.3.3 Bilingual Sentimental Embedding
Methods

BLSE Barnes et al. (2018) exploited both bilin-
gual supervision and the sentiment corpus to learn
bilingual sentimental embeddings. They jointly
minimize an alignment-specific objective and a
classification objective to learn the projection ma-
trices. The trade-off between the two objectives
is controlled by a hyperparameter α ∈ [0, 1]. We
tune α on the target development set as described
in the original paper. Once the projection matri-
ces have been learned, the classifier in this model
is abandoned. The quality of the resulting BWE is
evaluated using the classifier mentioned in Section
4.4.

4.4 Evaluation
We use DAN (Iyyer et al., 2015) as the classifier to
preform cross-lingual sentiment analysis. The loss
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of each instance is weighted by its inverse class
frequency to address the class imbalance problem.
For each method, the dropout rate is fixed at 0.3
and the l2-regularization strength is tuned on the
target development set5. We train five classifiers
for each method and report the average macro-F1
on the target test set.

4.5 Results and Analysis
Table 1 presents the results of different BWE
methods. UBISE outperforms all unsupervised
methods on all six tasks and outperforms all base-
lines on four out of six tasks.

All methods, especially unsupervised methods,
suffer from distant language pairs, which is con-
sistent with the observation of (Søgaard et al.,
2018). VECMAP and ADVERSARIAL perform
significantly worse on EN-EU compared to su-
pervised methods. Yet, UBISE outperforms the
strongest baseline by 2.1% on EN-EU, indicat-
ing that incorporating sentiment is vital for cross-
lingual sentiment analysis on distant languages.

Despite the similar performance across differ-
ent BWE methods in the binary setup, UBISE
outperform all baselines in the 4-class setup by a
large margin (average of +2.2%). This may indi-
cate that the original monolingual embeddings are
able to distinguish positive words from negative
words(e.g., good and bad), but bad at distinguish-
ing strongly positive words from weakly positive
words (e.g., good and perfect).

The performance of BLSE is merely compar-
ative with other baselines.6 We suspect that this
is due to the classifier we use to perform cross-
lingual sentiment analysis. The original paper
used SVM or logistic regression to perform classi-
fication, in which case BLSE achieved better per-
formance due to the utilization of sentiment infor-
mation. But if we use a deeper neural network to
perform cross-lingual sentiment analysis, preserv-
ing the original semantic similarity is more impor-
tant. A qualitative comparison between BLSE and
UBISE is presented in Section 4.8.

4.6 Effect of the Sentiment Information
We perform an ablation test to demonstrate the ef-
fect of the sentiment information provided by Ls.

5The optimal regularization strength depends on the
BWE method. Stronger regularization is favourable to
BLSE and UBISE.

6We already obtain significantly better results after replac-
ing the original classifier with DAN, compared with the orig-
inal reported results.

We create a new model UBISE MIN that does not
utilize the sentiment information by eliminating
lines 6,7,12 in Algorithm 1. UBISE MIN runs
500 iterations for every language pairs.

The comparative results in Table 2 show that
utilizing the sentiment information leads to an av-
erage improvement of +3.1% in the binary setup
or +4.1% in the 4-class setup.

4.7 Effect of Re-Normalization

Re-normalization is useful in the sense that it leads
to better alignment by constraining all the bilin-
gual vectors to be on the unit sphere. While
this property does not matter for word transla-
tion as long as cosine-similarity is used as the re-
trieval criterion, it matters for cross-lingual senti-
ment analysis. Another effect of re-normalization
is that it introduces non-linearity between the lin-
ear projection and the classifier, which is vital for
separating words with opposite sentiment polarity.
Without non-linearity the linear projection and the
first layer of the classifier would collapse into a
single linear projection, thus eliminating the ef-
fect of Ws. Figure 2 illustrates how this non-
linearity helps separating positive words from neg-
ative words in the bilingual space. This effect is
demonstrated in Section 4.8.

4.8 Visualization of the Bilingual Space

To illustrate how UBISE transfers sentiment in-
formation from the source language to the target
language, we visualize six categories of words in
the bilingual space of UBISE and BLSE using
t-SNE (Maaten and Hinton, 2008). As shown in
Figure 1, both methods manage to separate pos-
itive words from negative words without any an-
notated data in Spanish. However, Barnes et al.
(2018) abandon the original semantic similarity,
which degrades its performance as shown in Sec-
tion 4.5. In contrast, our method preserves seman-
tic similarity by limiting the largest singular val-
ues of Ws and Wt to be smaller than rmax. The
trade-off between semantic similarity and senti-
mental similarity is made by choosing an appro-
priate rmax.

5 Conclusion

This paper presents a method to learn bilingual
sentiment-specific word embeddings without any
cross-lingual supervision. We propose a novel
sentiment-specific objective that separates words
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Binary 4-class
Bilingual Supervision Method ES CA EU ES CA EU

5k dict.
PROCRUSTES 80.4 83.1 74.1 49.1 50.9 43.0

RCSLS 80.7 81.4 73.4 50.3 47.8 41.3
BLSE 80.2 82.2 73.5 50.0 47.0 35.1

None
VECMAP 80.0 80.2 69.2 51.2 52.2 38.8

ADVERSARIAL 79.8 79.9 60.3 45.8 47.9 31.0
None UBISE 80.5 80.4 76.7 54.4 54.1 44.6

Table 1: Macro F1 of different BWE approaches. The best score for each language pair is shown in bold. The
best score among unsupervised BWE methods for each language pair is underlined.

pos neg animals transport grammatical verbs

Figure 1: t-SNE Visualization of the Spanish word vectors. Grammatical words include pronouns, prepositions,
articles, conjunctions, etc. left: original normalized vectors; middle: the bilingual space of binary UBISE with
λ = 0.5 and rmax = 5.5; right: the bilingual space of BLSE.

Setup Method ES CA EU

Binary
UBISE MIN 77.4 80.2 70.8

UBISE 80.5 80.4 76.7

4-class
UBISE MIN 51.7 49.3 39.9

UBISE 54.4 54.1 44.6

Table 2: Comparison between UBISE and
UBISE MIN

.

with opposite sentiment polarity in the bilingual
space, and an alignment objective that enables the
transfer of sentiment information from the source
language to the target language. An iterative con-
straint relaxation procedure is applied to grad-
ually incorporate the sentiment information into
the bilingual word embeddings. We empirically
evaluate our method on three language pairs for
cross-lingual sentiment analysis and demonstrate
its effectiveness. Experimental results show that
incorporating sentiment information significantly
improves the performance on fine-grained cross-
lingual sentiment analysis.

(a) (b) (c)

Figure 2: Illustration of the effect of re-normalization.
(a) the original normalized embeddings (b) embed-
dings after linear projection (c) embeddings after re-
normalization
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Abstract

Regularization of neural machine translation
is still a significant problem, especially in
low-resource settings. To mollify this prob-
lem, we propose regressing word embeddings
(ReWE) as a new regularization technique in
a system that is jointly trained to predict the
next word in the translation (categorical value)
and its word embedding (continuous value).
Such a joint training allows the proposed sys-
tem to learn the distributional properties rep-
resented by the word embeddings, empirically
improving the generalization to unseen sen-
tences. Experiments over three translation
datasets have showed a consistent improve-
ment over a strong baseline, ranging between
0.91 and 2.54 BLEU points, and also a marked
improvement over a state-of-the-art system.

1 Introduction

The last few years have witnessed remarkable
improvements in the performance of machine
translation (MT) systems. These improvements
are strongly linked to the development of neu-
ral machine translation (NMT): based on encoder-
decoder architectures (also known as seq2seq),
NMT can use recurrent neural networks (RNNs)
(Sutskever et al., 2014; Cho et al., 2014; Wu et al.,
2016), convolutional neural networks (CNNs)
(Gehring et al., 2017) or transformers (Vaswani
et al., 2017) to learn how to map a sentence from
the source language to an adequate translation in
the target language. In addition, attention mecha-
nisms (Bahdanau et al., 2015; Luong et al., 2015)
help soft-align the encoded source words with the
predictions, further improving the translation.

NMT systems are usually trained via maxi-
mum likelihood estimation (MLE). However, as

∗∗ The author has changed affiliation to Microsoft af-
ter the completion of this work. His new email is:
Ehsan.ZareBorzeshi@microsoft.com
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Linear Softmax
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s_dim
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word_emb_dim
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Figure 1: The proposed regularizer: the hidden vec-
tor in the decoder, sj , transits through two paths: 1)
a linear and a softmax layers that output vector vj (vo-
cab dim) which is used for predicting the target word as
usual, and 2) a two-layer network (ReWE) that outputs
a vector, ej , of word embedding size (word emb dim).
During training, ej is used in a regressive loss with the
ground-truth embedding.

pointed out by (Elbayad et al., 2018), MLE suf-
fers from two obvious limitations: the first is that
it treats all the predictions other than the ground
truth as equally incorrect. As a consequence, syn-
onyms and semantically-similar words — which
are often regarded as highly interchangeable with
the ground truth — are completely ignored dur-
ing training. The second limitation is that MLE-
trained systems suffer from “exposure bias” (Ben-
gio et al., 2015; Ranzato et al., 2015) and do
not generalize well over the large output space
of translations. Owing to these limitations, NMT
systems still struggle to outperform other tradi-
tional MT approaches when the amount of super-
vised data is limited (Koehn and Knowles, 2017).

In this paper, we propose a novel regulariza-
tion technique for NMT aimed to influence model
learning with contextual properties. The technique
— nicknamed ReWE from “regressing word em-
bedding” — consists of modifying a conventional
seq2seq decoder to jointly learn to a) predict the
next word in the translation (categorical value), as
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usual, and b) regress its word embedding (numer-
ical value). Figure 1 shows the modified decoder.
Both predictions are incorporated in the training
objective, combining standard MLE with a con-
tinuous loss function based on word embeddings.
The rationale is to encourage the system to learn to
co-predict the next word together with its context
(by means of the word embedding representation),
in the hope of achieving improved generalization.
At inference time, the system operates as a stan-
dard NMT system, retaining the categorical pre-
diction and ignoring the predicted embedding. We
qualify our proposal as a regularization technique
since, like any other regularizers, it only aims to
influence the model’s training, while leaving the
inference unchanged. We have evaluated the pro-
posed system over three translation datasets of dif-
ferent size, namely English-French (en-fr), Czech-
English (cs-en), and Basque-English (eu-en). In
each case, ReWE has significantly outperformed
its baseline, with a marked improvement of up to
2.54 BLEU points for eu-en, and consistently out-
performed a state-of-the-art system (Denkowski
and Neubig, 2017).

2 Related work

A substantial literature has been devoted to im-
proving the generalization of NMT systems.
Fadaee et al. (2017) have proposed a data augmen-
tation approach for low-resource settings that gen-
erates synthetic sentence pairs by replacing words
in the original training sentences with rare words.
Kudo (2018) has trained an NMT model with dif-
ferent subword segmentations to enhance its ro-
bustness, achieving consistent improvements over
low-resource and out-of-domain settings. Zhang
et al. (2018) have presented a novel regulariza-
tion method that encourages target-bidirectional
agreement. Other work has proposed improve-
ments over the use of a single ground truth for
training: Ma et al. (2018) have augmented the
conventional seq2seq model with a bag-of-words
loss under the assumption that the space of cor-
rect translations share similar bag-of-words vec-
tors, achieving promising results on a Chinese-
English translation dataset; Elbayad et al. (2018)
have used sentence-level and token-level reward
distributions to “smooth” the single ground truth.
Chousa et al. (2018) have similarly leveraged a
token-level smoother.

In a recent paper, Denkowski and Neubig

(2017) have achieved state-of-the-art translation
accuracy by leveraging a variety of techniques
which include: dropout (Srivastava et al., 2014),
lexicon bias (Arthur et al., 2016), pre-translation
(Niehues et al., 2016), data bootstrapping (Chen
et al., 2016), byte-pair encoding (Sennrich et al.,
2016) and ensembles of independent models
(Rokach, 2010).

However, to our knowledge none of the men-
tioned approaches have explicitly attempted to
leverage the embeddings of the ground-truth to-
kens as targets. For this reason, in this paper we
explore regressing toward pre-trained word em-
beddings as an attempt to capture contextual prop-
erties and achieve improved model regularization.

3 Model

3.1 Seq2seq baseline
The model is a standard NMT model with atten-
tion in which we use RNNs for the encoder and de-
coder. Following the notation of (Bahdanau et al.,
2015), the RNN in the decoder generates a se-
quence of hidden vectors, {s1, . . . , sm}, given the
context vector, the previous hidden state sj−1 and
the previous predicted word yj−1:

sj = decrnn(sj−1, yj−1, cj) j = 1, . . . ,m (1)

where y0 and s0 are initializations for the state and
label chains. Each hidden vector sj (of parameter
size S) is then linearly transformed into a vector of
vocabulary size, V , and a softmax layer converts
it into a vector of probabilities (Eq. 2), where W
(a matrix of size V × S) and b (a vector of size
V × 1) are learnable parameters. The predicted
conditional probability distribution over the words
in the target vocabulary, pj , is given as:

pj = softmax(Wsj + b) (2)

As usual, training attempts to minimize the neg-
ative log-likelihood (NLL), defined as:

NLLloss = −
m∑

j=1

log(pj(yj)) (3)

where pj(yj) notes the probability of ground-truth
word yj . The NLL loss is minimized when the
probability of the ground truth is one and that of
all other words is zero, treating all predictions dif-
ferent from the ground truth as equally incorrect.
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3.2 ReWE
Pre-trained word embeddings (Pennington et al.,
2014; Bojanowski et al., 2017; Mikolov et al.,
2013) capture the contextual similarities of words,
typically by maximizing the probability of word
wt+k to occur in the context of center word wt.
This probability can be expressed as:

p(wt+k|wt), − c ≤ k ≤ c, k 6= 0

t = 1, . . . , T
(4)

where c is the size of the context and T is the total
number of words in the training set. Traditionally,
word embeddings have only been used as input
representations. In this paper, we instead propose
using them in output as part of the training objec-
tive, in the hope of achieving regularization and
improving prediction accuracy. Building upon the
baseline model presented in Section 3.1, we have
designed a new “joint learning” setting: our de-
coder still predicts the probability distribution over
the vocabulary, pj (Eq. 2), while simultaneously
regressing the same shared sj to the ground-truth
word embedding, e(yj). The ReWE module con-
sists of two linear layers with a Rectified Linear
Unit (ReLU) in between, outputting a vector ej of
word embedding size (Eq. 5). Please note that
adding this extra module adds negligible compu-
tational costs and training time. Full details of this
module are given in the supplementary material.

ej = ReWE(sj)
= W2(ReLU(W1sj + b1)) + b2

(5)

The training objective is a numerical loss, l (Eq.
6), computed between the output vector, ej , and
the ground-truth embedding, e(yj):

ReWEloss = l(ej , e(yj)) (6)

In the experiment, we have explored two cases
for the ReWEloss: the minimum square error
(MSE)1 and the cosine embedding loss (CEL)2.
Finally, the NLLloss and the ReWEloss are com-
bined to form the training objective using a posi-
tive trade-off coefficient, λ:

Loss = NLLloss + λReWEloss (7)

As mentioned in the Introduction, at inference
time we ignore the ReWE output, ej , and the
model operates as a standard NMT system.

1https://pytorch.org/docs/stable/nn.html#torch.nn.
MSELoss

2https://pytorch.org/docs/stable/nn.html#torch.nn.
CosineEmbeddingLoss

Dataset Size Sources
IWSLT16 en-fr 219, 777 TED talks
IWSLT16 cs-en 114, 243 TED talks
WMT16 eu-en 89, 413 IT-domain data

Dataset Validation set Test set
en-fr TED test 2013+2014 TED test 2015+2016
cs-en TED test 2012+2013 TED test 2015+2016
eu-en Sub-sample of PaCo IT-domain test

Table 1: Top: parallel training data. Bottom: validation
and test sets.

4 Experiments

We have developed our models building upon the
OpenNMT toolkit (Klein et al., 2017)3. For train-
ing, we have used the same settings as (Denkowski
and Neubig, 2017). We have also explored the use
of sub-word units learned with byte pair encoding
(BPE) (Sennrich et al., 2016). All the preprocess-
ing steps, hyperparameter values and training pa-
rameters are described in detail in the supplemen-
tary material to ease reproducibility of our results.

We have evaluated these systems over three
publicly-available datasets from the 2016 ACL
Conference on Machine Translation (WMT16)4

and the 2016 International Workshop on Spoken
Language Translation (IWSLT16)5. Table 1 lists
the datasets and their main features. Despite hav-
ing nearly 90,000 parallel sentences, the eu-en
dataset only contains 2,000 human-translated sen-
tences; the others are translations of Wikipedia
page titles and localization files. Therefore, we
regard the eu-en dataset as very low-resource.

In addition to the seq2seq baseline, we have
compared our results with those recently reported
by Denkowski and Neubig for non-ensemble mod-
els (2017). For all models, we report the BLEU
scores (Papineni et al., 2002), with the addition
of selected comparative examples. Two con-
trastive experiments are also added in supplemen-
tary notes.

4.1 Results

As a preliminary experiment, we have carried out a
sensitivity analysis to determine the optimal value
of the trade-off coefficient, λ (Eq. 6), using the
en-fr validation set. The results are shown in Fig-
ure 2, where each point is the average of three runs
trained with different seeds. The figure shows that

3Our code can be found at:
https://github.com/ijauregiCMCRC/ReWE NMT

4WMT16: http://www.statmt.org/wmt16/
5IWSLT16: https://workshop2016.iwslt.org/

432



Models en-fr cs-en eu-en
Word BPE Word BPE Word BPE

(Denkowski and Neubig, 2017) 33.60 34.50 21.00 22.60
(Denkowski and Neubig, 2017) + Dropout 34.5 34.70 21.4 23.60
(Denkowski and Neubig, 2017) + Lexicon 33.9 34.80 20.6 22.70
(Denkowski and Neubig, 2017) + Pre-translation N/A 34.90 N/A 23.80
(Denkowski and Neubig, 2017) + Bootstrapping 34.40 35.20 21.60 23.60
Our baseline 34.16 34.09 20.57 22.69 12.14 17.17
Our baseline + ReWE (CEL) (λ = 20) 35.52 35.22 21.83 23.60 13.73 19.71

Table 2: BLEU scores over the test sets. Average of 10 models independently trained with different seeds.

Figure 2: BLEU scores of three models over the en-
fr validation set for different λ values: baseline (red,
dashed), baseline + ReWE (MSE) (green, •), baseline
+ ReWE (CEL) (blue,×). Each point in the graph is an
average of 3 independently trained models.

the MSE loss has outperformed slightly the base-
line for small values of λ (< 1), but the BLEU
score has dropped drastically for larger values.
Conversely, the CEL loss has increased steadily
with λ, reaching 38.23 BLEU points for λ = 20,
with a marked improvement of 1.53 points over
the baseline. This result has been encouraging and
therefore for the rest of the experiments we have
used CEL as the ReWEloss and kept the value of
λ to 20. In Section 4.3, we further discuss the be-
havior of CEL and MSE.

Table 2 reports the results of the main experi-
ment for all datasets. The values of our experi-
ments are for blind runs over the test sets, averaged
over 10 independent runs with different seeds. The
results show that adding ReWE has significantly
improved the baseline in all cases, with an aver-
age of 1.46 BLEU points. In the case of the eu-en
dataset, the improvement has reached 2.54 BLEU
points. We have also run unpaired t-tests between
our baseline and ReWE, and the differences have
proved statistically significant (p-values < 0.05)
in all cases. Using BPE has proved beneficial for
the cs-en and eu-en pairs, but not for the en-fr

Src: Hautatu Kontrol panela → Programa
lehenetsiak , eta aldatu bertan .

Ref: Go to Control Panel → Default pro-
grams , and change it there .

Baseline: Select the Control Panel → program ,
and change .

Baseline + ReWE: Select the Control Panel→ Default Pro-
gram , and change it .

Table 3: Translation example from the eu-en test set.

pair. We speculate that English and French may
be closer to each other at word level and, there-
fore, less likely to benefit from the use of sub-word
units. Conversely, Czech and Basque are morpho-
logically very rich, justifying the improvements
with BPE.

Table 2 also shows that our model has outper-
formed almost all the state-of-the-art results re-
ported in (Denkowski and Neubig, 2017) (dropout,
lexicon bias, pre-translation, and bootstrapping),
with the only exception of the pre-translation case
for the cs-en pair with BPE. This shows that the
proposed model is competitive with contemporary
NMT techniques.

4.2 Qualitative comparison

To further explore the improvements obtained
with ReWE, we have qualitatively compared sev-
eral translations provided by the baseline and the
baseline + ReWE (CEL), trained with identical
seeds. Overall, we have noted a number of in-
stances where ReWE has provided translations
with more information from the source (higher ad-
equacy). For reasons of space, we report only one
example in Table 3, but more examples are avail-
able in the supplementary material. In the exam-
ple, the baseline has chosen a generic word, “pro-
gram”, while ReWE has been capable of correctly
predicting “Default Program” and being specific
about the object, “it”.
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Figure 3: Plot of the values of various loss functions during training of our model over the en-fr training set: green,
•: training loss (NLL + (λ = 20) ReWE (CEL); Eq.7); red, +: NLL loss; blue, dashed: ReWE (CEL) loss;
magenta,×: ReWE (CEL) loss scaled by λ = 20. Each point in the graph is an average value of the corresponding
loss over 25,000 sentences.

4.3 Discussion
To further explore the behaviour of the ReWE loss,
Figure 3 plots the values of the NLL and ReWE
(CEL) losses during training of our model over
the en-fr training set. The natural values of the
ReWE (CEL) loss (blue, dashed) are much lower
than those of the NLL loss (red, +), and thus its
contribution to the gradient is likely to be limited.
However, when scaled up by a factor of λ = 20
(magenta, ×), its influence on the gradient be-
comes more marked. Empirically, both the NLL
and ReWE (CEL) losses decrease as the training
progresses and the total loss (green, •) decreases.
As shown in the results, this combined training ob-
jective has been able to lead to improved transla-
tion results.

Conversely, the MSE loss has not exhibited a
similarly smooth behaviour (supplementary mate-
rial). Even when brought to scale with the NLL
loss, it shows much larger fluctuations as the train-
ing progresses. In particular, it shows major in-
creases at the re-starts of the optimizer for the sim-
ulated annealing that are not compensated for by
the rest of the training. It is easy to speculate that
the MSE loss is much more sensitive than the co-
sine distance to the changes in the weights caused
by dropout and the re-starts. As such, it seems less
suited for use as training objective.

5 Conclusion

In this paper, we have proposed a new regulariza-
tion technique for NMT (ReWE) based on a joint

learning setting in which a seq2seq model simul-
taneously learns to a) predict the next word in the
translation and b) regress toward its word embed-
ding. The results over three parallel corpora have
shown that ReWE has consistently improved over
both its baseline and recent state-of-the-art results
from the literature. As future work, we plan to ex-
tend our experiments to better understand the po-
tential of the proposed regularizer, in particular for
unsupervised NMT (Artetxe et al., 2018; Lample
et al., 2018).
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Abstract
A desideratum of high-quality translation sys-
tems is that they preserve meaning, in the
sense that two sentences with different mean-
ings should not translate to one and the same
sentence in another language. However, state-
of-the-art systems often fail in this regard, par-
ticularly in cases where the source and tar-
get languages partition the “meaning space” in
different ways. For instance, “I cut my finger.”
and “I cut my finger off.” describe different
states of the world but are translated to French
(by both Fairseq and Google Translate) as “Je
me suis coupé le doigt.”, which is ambiguous
as to whether the finger is detached. More gen-
erally, translation systems are typically many-
to-one (non-injective) functions from source to
target language, which in many cases results in
important distinctions in meaning being lost in
translation. Building on Bayesian models of
informative utterance production, we present
a method to define a less ambiguous trans-
lation system in terms of an underlying pre-
trained neural sequence-to-sequence model.
This method increases injectivity, resulting in
greater preservation of meaning as measured
by improvement in cycle-consistency, with-
out impeding translation quality (measured by
BLEU score).

1 Many-to-One Translations

Languages differ in what meaning distinctions
they must mark explicitly. As such, translations
risk mapping from a form in one language to a
more ambiguous form in another. For example,
the definite (1) and indefinite (2) both translate
(under Fairseq and Google Translate) to (3) in
French, which is ambiguous in definiteness.

The animals run fast. (1)

Animals run fast. (2)

Les animaux courent vite (3)

Figure 1: State-of-the-art neural image captioner SSNT
0

loses a meaning distinction which informative model
SSNT-IP

1 preserves.

Survey To evaluate the nature of this problem,
we explored a corpus1 of 500 pairs of distinct En-
glish sentences which map to a single German one
(the evaluation language in section 2.3). We iden-
tify a number of common causes for the many-
to-one maps. Two frequent types of verbal dis-
tinction lost when translating to German are tense
(54 pairs, e.g. “...others {were, have been} intro-
duced .”) and modality (16 pairs, e.g. “...prospects
for this year {could, might} be better.”), where
German “können” can express both epistemic and
ability modality, distinguished in English with
“might” and “could” respectively. Owing to En-
glish’s large vocabulary, lexical difference in verb
(31 pairs, e.g. “arise” vs. “emerge” ), noun (56
pairs, e.g. “mystery” vs. “secret”), adjective (47
pairs, e.g. “unaffected” vs. “untouched”) or deic-
tic/pronoun (32 pairs, usually “this” vs “that”) are
also common. A large number of the pairs differ
instead either orthographically, or in other ways
that do not correspond to a clear semantic distinc-

1Generated by selecting short sentences from the Brown
corpus (Kučera and Francis, 1967), translating them to Ger-
man, and taking the best two candidate translations back into
English, if these two themselves translate to a single Ger-
man sentence. Translation in both directions was done with
Fairseq.
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A He is wearing glasses.
B He wears glasses.
SSNT

0 (A) Er trägt eine Brille.
SSNT

0 (B) Er trägt eine Brille .
SSNT-IP

1 (A) Er trägt jetzt eine Brille.
SSNT-IP

1 (B) Er hat eine Brille.

Figure 2: Similar to Figure 1, SSNT
0 collapses two

English sentences into a single German one, whereas
SSNT-IP

1 distinguishes the two in German.

tion (e.g. “She had {taken, made} a decision.”).

Our approach While languages differ in what
distinctions they are required to express, all are
usually capable of expressing any given distinc-
tion when desired. As such, meaning loss of the
kind discussed above is, in theory, avoidable. To
this end, we propose a method to reduce meaning
loss by applying the Rational Speech Acts (RSA)
model of an informative speaker to translation.
RSA has been used to model natural language
pragmatics (Goodman and Frank, 2016), and re-
cent work has shown its applicability to image
captioning (Andreas and Klein, 2016; Vedantam
et al., 2017; Mao et al., 2016), another sequence-
generation NLP task. Here we use RSA to de-
fine a translator which reduces many-to-one map-
pings and consequently meaning loss, in terms
of a pretrained neural translation model. We in-
troduce a strategy for performing inference effi-
ciently with this model in the setting of translation,
and show gains in cycle-consistency2 as a result.
Moreover, we obtain improvements in translation
quality (BLEU score), demonstrating that the goal
of meaning preservation directly yields improved
translations.

2 Meaning Preservation as Informativity

In the RSA framework, speakers and listeners,
modeled as Bayesian agents, reason about each
other in a nested fashion. We refer to listeners and
speakers which do not reason about another agent
as L0 and S0 respectively, and an agent which rea-
sons about another agent asL1 or S1. For instance,
an informative speaker model S1 is given a state

2Formally, say that a pair of functions f : A → B,
g : B → A is cycle-consistent if g · f = id, the identity
function. If f is not one-to-one, then (f, g) is not cycle-
consistent. (Note however that when A and B are infinite,
the converse does not hold: even if f and g are both one-to-
one, (f, g) need not be cycle-consistent, since many-to-one
maps between infinite sets are not necessarily bijective.)

w ∈ W , and chooses an utterance u ∈ U to con-
vey w to S1’s model of a listener. By contrast,
S0 chooses utterances without a listener model in
mind — its behavior might be determined by a
semantics, or in our case, by a pretrained neural
model.

For translation, the state space W is a set of
source language sentences (sequences of words
in the language), while U is a set of target lan-
guage sentences. S1’s goal is to choose a trans-
lation u which allows a listener to pick out the
source sentence w from among the set of dis-
tractors. This informative behavior discourages
many-to-one maps that a non-informative transla-
tion model S0 might allow.

S0 Model BiLSTMs with attention (Bahdanau
et al., 2014), and more recently CNNs (Gehring
et al., 2016) and entirely attention based models
(Vaswani et al., 2017) constitute the state-of-the-
art architectures in neural machine translation .
All of these systems, once trained end-to-end on
aligned data, can be viewed as a conditional distri-
bution3 SWD

0 (wd |w, c), for a word wd in the target
language, a source language sentencew, and a par-
tial sentence c in the target language. SWD

0 yields
a distribution SSNT

0 over full sentences4:

SSNT
0 (u|w, c) =

∏

t

SWD
0 (u[t]|w, c + u[: t]) (4)

SSNT
0 returns a distribution over continuations of
c into full target language sentences5. To obtain
a sentence from SSNT

0 given a source language
sentence s, one can greedily choose the highest
probability word from SWD

0 at each timestep, or
explore a beam of possible candidates. We im-
plement SWD

0 (in terms of which all our other
models are defined) using Fairseq’s publicly avail-
able6 pretrained Transformer models for English-
German, and for German-English train a CNN us-
ing Fairseq.

2.1 Explicit Distractors

We first describe a sentence level, globally prag-
matic model SSNT-GP

1 for the simple case where

3We use SWD
0/1 and SSNT

0/1 respectively to distinguish word
and sentence level speaker models

4Python list indexing conventions are used, “+” means
concatenation of list to element or list

5In what follows, we omit c when it is empty, so that
SSNT

0 (u|w) is the probability of sentence u given w
6https://github.com/pytorch/fairseq
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a source language sentence needs to be distin-
guished from a presupplied distractor7 (as in the
pairs shown in figures (2) and (1)). We use this
model as a stepping stone to one which requires an
input sentence in the source language only, and no
distractors. We begin by defining a listener LSNT

1 ,
which receives a target language sentence u and
infers which sentence w ∈ W (a presupplied set
such as the pair (1) and (2)) would have resulted
in the pretrained neural model SSNT

0 producing u:

LSNT
1 (w|u) ∝ SSNT

0 (u|w)∑
w′∈W SSNT

0 (u|w′) (5)

This allows SSNT-GP
1 to be defined in terms of

LSNT
1 , where U is the set of all possible target lan-

guage sentences8:

SSNT-GP
1 (u|w) = SSNT

0 (u|w)LSNT
1 (w|u)α∑

u′∈U S
SNT
0 (u′|w)LSNT

1 (w|u′)α
(6)

The key property of this model is that, for
W = {A,B}, when translating A, SSNT-GP

1
prefers translations of A that are unlikely to be
good translations of B. So for pairs like (1) and
(2), SSNT-GP

1 is compelled to produce a translation
for the former that reflects its difference from the
latter, and vice versa.

Inference Since U is an infinite set, exactly
computing the most probable utterance under
SSNT-GP

1 (·|w) is intractable. Andreas and Klein
(2016) and Mao et al. (2016) perform approximate
inference by sampling the subset ofU produced by
a beam search from SSNT

0 . Vedantam et al. (2017)
and Cohn-Gordon et al. (2018) employ a different
method, using an incremental model SSNT-IP

1 as an
approximation of SSNT-GP

1 on which inference can
be tractably performed.
SSNT-IP

1 considers informativity not over the
whole set of utterances, but instead at each deci-
sion of the next word in the target language sen-
tence. For this reason, the incremental method
avoids the problem of lack of beam diversity en-
countered when subsampling from SSNT

0 , which

7Implementations for all models are available
to https://github.com/reubenharry/
pragmatic-translation

8α is a hyperparameter of SSNT-GP
1 ; as it increases, the

model cares more about being informative and less about pro-
ducing a reasonable translation.

becomes especially bad when producing long se-
quences, as is often the case in translation. SSNT-IP

1
is defined as the product of informative decisions,
specified by SWD

1 (itself defined in terms of LWD
1 ),

which are defined analogously to (6) and (5).

LWD
1 (w|wd, c) ∝ SWD

0 (wd|w, c) (7)

SWD
1 (wd |w, c) ∝ (8)

SWD
0 (wd|w, c) ∗ LWD

1 (w|wd, c)α

SSNT-IP
1 (u|w, c) =

∏

t

SWD
1 (u[t]|w, c + u[: t])

(9)

Examples SSNT-IP
1 is able to avoid many-to-one

mappings by choosing more informative transla-
tions. For instance, its translation of (1) is “Ces
animaux courent vite” (These animals run fast.).
See figures (1) and (2) for other examples of many-
to-one mappings under SSNT

0 avoided by SSNT-IP
1 .

2.2 Avoiding Explicit Distractors
While SSNT-IP

1 can disambiguate between pairs of
sentences, it has two shortcomings. First, it re-
quires one (or more) distractors to be provided, so
translation is no longer fully automatic. Second,
because the distractor set W consists of only a
pair (or finite set) of sentences, SSNT-IP

1 only cares
about being informative up to the goal of distin-
guishing between these sentences. Intuitively, to-
tal meaning preservation is achieved by a trans-
lation which distinguishes the source sentence w
from every other sentence in the source language
which differs in meaning.

Both of these problems can be addressed by
introducing a new “cyclic” globally pragmatic
model SSNT-CGP

1 which reasons not about LSNT
1 but

about a pretrained translation model from target
language to source language, which we termLSNT

0 .

SSNT-CGP
1 (u|w) ∝ SSNT

0 (u|w)LSNT
0 (w|u)α (10)

SSNT-CGP
1 is like SSNT-GP

1 , but its goal is to pro-
duce a translation which allows a listener model
(now LSNT

0 ) to infer the original sentence, not
among a small set of presupplied possibilities, but
among all source language sentences. As such,
an optimal translation u of w under SSNT-CGP

1 has
high probability of being generated by SSNT

0 and
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high probability of being back-translated to w by
LSNT

0 . SSNT-CGP
1 is very closely related to recon-

struction methods, e.g. (Tu et al., 2017).

Incremental Model Exact inference is again in-
tractable, though as with SSNT-GP

1 , it is possible
to approximate by subsampling from SSNT

0 . This
is very close to the approach taken by (Li et al.,
2016), who find that reranking a set of outputs by
probability of recovering input “dramatically de-
creases the rate of dull and generic responses.”
in a question-answering task. However, because
the subsample is small relative to U , they use this
method in conjunction with a diversity increasing
decoding algorithm.

As in the case with explicit distractors, we in-
stead opt for an incremental model, now SSNT-CIP

1
which approximates SSNT-CGP

1 . The definition of
SSNT-CIP

1 (12) is more complex than the incremen-
tal model with explicit distractors (SSNT-IP

1 ) since
LWD

0 must receive complete sentences, rather than
partial ones like LWD

1 . As such, we need to
marginalize over continuations k of partial sen-
tences in the target language:

SWD-C
1 (wd |w, c) ∝ SWD

0 (wd |w, c)∗
∑

k

(LSNT
0 (w|c+ wd + k)SSNT

0 (k|w, c+ wd))

(11)

SSNT-CIP
1 (u|w, c) =

∏

t

SWD-C
1 (u[t]|w, c + u[: t])

(12)
Since the sum over continuations of c in (11) is

intractable to compute exactly, we approximate it
by a single continuation, obtained by greedily un-
rolling SSNT

0 . The whole process of generating a
new word wd of the translation from a sequence
c and a source language sentence w is as follows:
first use SWD

0 to generate a set of candidates for the
next word (in practice, we only consider two, for
efficiency). For each of these, use SSNT

0 to greedily
unroll a full target language sentence from c+wd ,
namely c+wd+k, and rank each wd by the prob-
ability LSNT

0 (w|c+ wd + k).

2.3 Evaluating the Informative Translator
Our objective is to improve meaning preserva-
tion without detracting from translation quality
in other regards (e.g. grammaticality). We
conduct our evaluations on English to German
translation, making use of publicly available

pre-trained English-German and German-English
Fairseq models. The pragmatic model we evaluate
is SSNT-CIP

1 since, unlike SSNT-IP
1 , it is not necessary

to hand-supply a distractor set of source language
sentences.

An example of the behavior of SSNT-CIP
1 and

SSNT
0 on of our test sentences is shown below;
SSNT

0 is able to preserve the phrase “world’s eyes”,
which SSNT

0 translates merely as “world”:

• Source sentence: Isolation keeps the world’s
eyes off Papua.

• Reference translation: Isolation hält die Au-
gen der Welt fern von Papua.

• SSNT
0 : Die Isolation hält die Welt von Papua

fern.

• SSNT-CIP
1 : Die Isolation hält die Augen der

Welt von Papua fern.

We use cycle-consistency as a measure of
meaning preservation, since the ability to recover
the original sentence requires meaning distinc-
tions not to be collapsed. In evaluating cycle-
consistency, it is important to use a separate target-
source translation mechanism than the one used
to define SSNT-CIP

1 . Otherwise, the system has ac-
cess to the model which evaluates it and may im-
prove cycle-consistency without producing mean-
ingful target language sentences. For this rea-
son, we translate German sentences (produced by
SSNT

0 or SSNT-CIP
1 ) back to English with Google

Translate. To measure cycle-consistency, we use
the BLEU metric (implemented with sacreBLEU
(Post, 2018)), with the original sentence as the ref-
erence.

However, this improvement of cycle consis-
tency, especially with a high value of α, may come
at the cost of translation quality. Moreover, it is
unclear whether BLEU serves as a good metric for
evaluating sentences of a single language. To fur-
ther ensure that translation quality is not compro-
mised by SSNT-CIP

1 , we evaluate BLEU scores of
the German sentences it produces. This requires
evaluation on a corpus of aligned sentences, unlike
the sentences collected from the Brown corpus in
section 19.

9While we find that SSNT-CIP
1 improves cycle-consistency

for the Brown corpus over SSNT
0 , we have no way to establish

whether this comes at the cost of translation quality.
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Model Cycle Translate

SSNT
0 43.35 37.42
SSNT-CIP

1 47.34 38.29

Table 1: BLEU score on cycle-consistency and transla-
tion for WMT, across baseline and informative models.
Greedy unrolling and α = 0.1

We perform both evaluations (cycle-consistency
and translation) on 750 sentences10 of the 2018
English-German WMT News test-set.11 We use
greedy unrolling in all models (using beam search
is a goal for future work). For α (which represents
the trade-off between informativity and translation
quality) we use 0.1, obtained by tuning on valida-
tion data.

Results As shown in table (1), SSNT-CIP
1 im-

proves over SSNT
0 not only in cycle-consistency,

but in translation quality as well. This suggests
that the goal of preserving information, in the
sense defined by SSNT-CGP

1 and approximated by
SSNT-CIP

1 , is important for translation quality.

3 Conclusions

We identify a shortcoming of state-of-the-art
translation systems and show that a version of the
RSA framework’s informative speaker S1, adapted
to the domain of translation, alleviates this prob-
lem in a way which improves not only cycle-
consistency but translation quality as well. The
success of SSNT-CIP

1 on two fairly similar languages
raises the question of whether improvements will
increase for more distant language pairs, in which
larger scale differences exist in what information
is obligatorily represented - this is a direction for
future work.
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Abstract

We aim to better exploit the limited amounts
of parallel text available in low-resource set-
tings by introducing a differentiable recon-
struction loss for neural machine translation
(NMT). This loss compares original inputs
to reconstructed inputs, obtained by back-
translating translation hypotheses into the in-
put language. We leverage differentiable sam-
pling and bi-directional NMT to train models
end-to-end, without introducing additional pa-
rameters. This approach achieves small but
consistent BLEU improvements on four lan-
guage pairs in both translation directions, and
outperforms an alternative differentiable re-
construction strategy based on hidden states.

1 Introduction

Neural Machine Translation (NMT) performance
degrades sharply when parallel training data is
limited (Koehn and Knowles, 2017). Past work
has addressed this problem by leveraging mono-
lingual data (Sennrich et al., 2016a; Ramachan-
dran et al., 2017) or multilingual parallel data
(Zoph et al., 2016; Johnson et al., 2017; Gu et al.,
2018a). We hypothesize that the traditional train-
ing can be complemented by better leveraging lim-
ited training data. To this end, we propose a new
training objective for this model by augmenting
the standard translation cross-entropy loss with a
differentiable input reconstruction loss to fur-
ther exploit the source side of parallel samples.

Input reconstruction is motivated by the idea
of round-trip translation. Suppose sentence f is
translated forward to e using model θfe and then
translated back to f̂ using model θef , then e is
more likely to be a good translation if the distance
between f̂ and f is small (Brislin, 1970). Prior
work applied round-trip translation to monolin-
gual examples and sampled the intermediate trans-
lation e from a K-best list generated by model

θfe using beam search (Cheng et al., 2016; He
et al., 2016). However, beam search is not differ-
entiable which prevents back-propagating recon-
struction errors to θfe. As a result, reinforcement
learning algorithms, or independent updates to θfe
and θef were required.

In this paper, we focus on the problem of mak-
ing input reconstruction differentiable to simplify
training. In past work, Tu et al. (2017) addressed
this issue by reconstructing source sentences from
the decoder’s hidden states. However, this re-
construction task can be artificially easy if hid-
den states over-memorize the input. This approach
also requires a separate auxiliary reconstructor,
which introduces additional parameters.

We propose instead to combine benefits from
differentiable sampling and bi-directional NMT to
obtain a compact model that can be trained end-
to-end with back-propagation. Specifically,

• Translations are sampled using the Straight-
Through Gumbel Softmax (STGS) estima-
tor (Jang et al., 2017; Bengio et al., 2013),
which allows back-propagating reconstruc-
tion errors.

• Our approach builds on the bi-directional
NMT model (Niu et al., 2018; Johnson et al.,
2017), which improves low-resource transla-
tion by jointly modeling translation in both
directions (e.g., Swahili ↔ English). A sin-
gle bi-directional model is used as a translator
and a reconstructor (i.e. θef = θfe) without
introducing more parameters.

Experiments show that our approach outper-
forms reconstruction from hidden states. It
achieves consistent improvements across various
low-resource language pairs and directions, show-
ing its effectiveness in making better use of limited
parallel data.
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2 Background

Using round-trip translations (f→ e→ f̂ ) as a
training signal for NMT usually requires auxil-
iary models to perform back-translation and can-
not be trained end-to-end without reinforcement
learning. For instance, Cheng et al. (2016) added
a reconstruction loss for monolingual examples to
the training objective. He et al. (2016) evaluated
the quality of e by a language model and f̂ by
a reconstruction likelihood. Both approaches have
symmetric forward and backward translation mod-
els which are updated alternatively. This require
policy gradient algorithms for training, which are
not always stable.

Back-translation (Sennrich et al., 2016a) per-
forms half of the reconstruction process, by gener-
ating a synthetic source side for monolingual tar-
get language examples: e → f̂ . It uses an auxil-
iary backward model to generate the synthetic data
but only updates the parameters of the primary
forward model. Iteratively updating forward and
backward models (Zhang et al., 2018; Niu et al.,
2018) is an expensive solution as back-translations
are regenerated at each iteration.

Prior work has sought to simplify the opti-
mization of reconstruction losses by side-stepping
beam search. Tu et al. (2017) first proposed to re-
construct NMT input from the decoder’s hidden
states while Wang et al. (2018a,b) suggested to use
both encoder and decoder hidden states to improve
translation of dropped pronouns. However, these
models might achieve low reconstruction errors by
learning to copy the input to hidden states. To
avoid copying the input, Artetxe et al. (2018) and
Lample et al. (2018) used denoising autoencoders
(Vincent et al., 2008) in unsupervised NMT.

Our approach is based instead on the Gum-
bel Softmax (Jang et al., 2017; Maddison et al.,
2017), which facilitates differentiable sampling of
sequences of discrete tokens. It has been success-
fully applied in many sequence generation tasks,
including artificial language emergence for multi-
agent communication (Havrylov and Titov, 2017),
composing tree structures from text (Choi et al.,
2018), and tasks under the umbrella of genera-
tive adversarial networks (Goodfellow et al., 2014)
such as generating the context-free grammar (Kus-
ner and Hernández-Lobato, 2016), machine com-
prehension (Wang et al., 2017) and machine trans-
lation (Gu et al., 2018b).

3 Approach

NMT is framed as a conditional language model,
where the probability of predicting target token et
at step t is conditioned on the previously generated
sequence of tokens e<t and the source sequence f
given the model parameter θ. Suppose each token
is indexed and represented as a one-hot vector, its
probability is realized as a softmax function over
a linear transformation a(ht) where ht is the de-
coder’s hidden state at step t:

P (et|e<t,f ;θ) = softmax(a(ht))
>et. (1)

The hidden state is calculated by a neural network
g given the embeddings of the previous target to-
kens e<t in the embedding matrixE(e<t) and the
context ct coming from the source:

ht = g(E(e<t), ct). (2)

In our bi-directional model, the source sentence
can be either f or e and is respectively translated
to e or f . The language is marked by a tag (e.g.,
<en>) at the beginning of each source sentence
(Johnson et al., 2017; Niu et al., 2018). To facil-
itate symmetric reconstruction, we also add lan-
guage tags to target sentences. The training data
corpus is then built by swapping the source and
target sentences of a parallel corpus and append-
ing the swapped version to the original.

3.1 Bi-Directional Reconstruction
Our bi-directional model performs both forward
translation and backward reconstruction. By con-
trast, uni-directional models require an auxiliary
reconstruction module, which introduces addi-
tional parameters. This module can be either
a decoder-based reconstructor (Tu et al., 2017;
Wang et al., 2018a,b) or a reversed dual NMT
model (Cheng et al., 2016; He et al., 2016; Wang
et al., 2018c; Zhang et al., 2018).

Here the reconstructor, which shares the same
parameter with the translator T (·), can also
be trained end-to-end by maximizing the log-
likelihood of reconstructing f :

LR =
∑

f

logP (f |T (f ;θ);θ), (3)

Combining with the forward translation likelihood

LT =
∑

(f‖e)
logP (e |f ;θ), (4)
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we useL = LT +LR as the final training objective
for f → e. The dual e → f model is trained si-
multaneously by swapping the language direction
in bi-directional NMT.

Reconstruction is reliable only with a model
that produces reasonable base translations. Fol-
lowing prior work (Tu et al., 2017; He et al., 2016;
Cheng et al., 2016), we pre-train a base model with
LT and fine-tune it with LT + LR.

3.2 Differentiable Sampling
We use differentiable sampling to side-step beam
search and back-propagate error signals. We use
the Gumbel-Max reparameterization trick (Mad-
dison et al., 2014) to sample a translation token
at each time step from the softmax distribution in
Equation 1:

et = one-hot
(

arg max
k

(
a(ht)k +Gk

))
(5)

whereGk is i.i.d. and drawn from Gumbel(0, 1)1.
We use scaled Gumbel with parameter β, i.e.
Gumbel(0, β), to control the randomness. The
sampling becomes deterministic (which is equiv-
alent to greedy search) as β approaches 0.

Since arg max is not a differentiable operation,
we approximate its gradient with the Straight-
Through Gumbel Softmax (STGS) (Jang et al.,
2017; Bengio et al., 2013): ∇θet ≈ ∇θ ẽt, where

ẽt = softmax
(
(a(ht) +G)/τ

)
(6)

As τ approaches 0, softmax is closer to arg max
but training might be more unstable. While the
STGS estimator is biased when τ is large, it per-
forms well in practice (Gu et al., 2018b; Choi
et al., 2018) and is sometimes faster and more ef-
fective than reinforcement learning (Havrylov and
Titov, 2017).

To generate coherent intermediate translations,
the decoder used for sampling only consumes its
previously predicted ê<t. This contrasts with
the usual teacher forcing strategy (Williams and
Zipser, 1989), which always feeds in the ground-
truth previous tokens e<t when predicting the
current token êt. With teacher forcing, the se-
quence concatenation [e<t; êt] is probably coher-
ent at each time step, but the actual predicted se-
quence [ê<t; êt] would break the continuity.2

1i.e. Gk = − log(− log(uk)) and uk ∼ Uniform(0, 1).
2Sampling with teacher forcing yielded consistently

worse BLEU than baselines in preliminary experiments.

# sent. Training Dev. Test
SW↔EN 60,570 500 3,000
TL↔EN 70,703 704 3,000
SO↔EN 68,550 844 3,000
TR↔EN 207,021 1,001 3,007

Table 1: Experiments are conducted on four low-
resource language pairs, in both translation directions.

4 Experiments

4.1 Tasks and Data

We evaluate our approach on four low-resource
language pairs. Parallel data for Swahili↔English
(SW↔EN), Tagalog↔English (TL↔EN) and
Somali↔English (SO↔EN) contains a mix-
ture of domains such as news and weblogs
and is collected from the IARPA MATERIAL
program3, the Global Voices parallel corpus4,
Common Crawl (Smith et al., 2013), and the
LORELEI Somali representative language pack
(LDC2018T11). The test samples are extracted
from the held-out ANALYSIS set of MATERIAL.
Parallel Turkish↔English (TR↔EN) data is pro-
vided by the WMT news translation task (Bojar
et al., 2018). We use pre-processed “corpus”,
“newsdev2016”, “newstest2017” as training,
development and test sets.5

We apply normalization, tokenization, true-
casing, joint source-target BPE with 32,000 op-
erations (Sennrich et al., 2016b) and sentence-
filtering (length 80 cutoff) to parallel data. Item-
ized data statistics after preprocessing can be
found in Table 1. We report case-insensitive
BLEU with the WMT standard ‘13a’ tokenization
using SacreBLEU (Post, 2018).

4.2 Model Configuration and Baseline

We build NMT models upon the attentional RNN
encoder-decoder architecture (Bahdanau et al.,
2015) implemented in the Sockeye toolkit (Hieber
et al., 2017). Our translation model uses a bi-
directional encoder with a single LSTM layer of
size 512, multilayer perceptron attention with a
layer size of 512, and word representations of size
512. We apply layer normalization (Ba et al.,

3https://www.iarpa.gov/index.php/
research-programs/material

4http://casmacat.eu/corpus/
global-voices.html

5http://data.statmt.org/wmt18/
translation-task/preprocessed/
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Model EN→SW SW→EN EN→TL TL→EN EN→SO SO→EN EN→TR TR→EN
Baseline 33.60 ± 0.14 30.70 ± 0.19 27.23 ± 0.11 32.15 ± 0.21 12.25 ± 0.08 20.80 ± 0.12 12.90 ± 0.04 15.32 ± 0.11
HIDDEN 33.41 ± 0.15 30.91 ± 0.19 27.43 ± 0.14 32.20 ± 0.35 12.30 ± 0.11 20.72 ± 0.16 12.77 ± 0.11 15.34 ± 0.10

∆ -0.19 ± 0.24 0.21 ± 0.14 0.19 ± 0.13 0.04 ± 0.17 0.05 ± 0.11 -0.08 ± 0.12 -0.13 ± 0.13 0.01 ± 0.07
β = 0 33.92 ± 0.10 31.37 ± 0.18 27.65 ± 0.09 32.75 ± 0.32 12.47 ± 0.08 21.14 ± 0.19 13.26 ± 0.07 15.60 ± 0.19

∆ 0.32 ± 0.12 0.66 ± 0.11 0.42 ± 0.16 0.59 ± 0.13 0.22 ± 0.04 0.35 ± 0.15 0.36 ± 0.09 0.28 ± 0.11
β = 0.5 33.97 ± 0.08 31.39 ± 0.09 27.65 ± 0.10 32.65 ± 0.24 12.48 ± 0.09 21.20 ± 0.14 13.16 ± 0.08 15.52 ± 0.07

∆ 0.37 ± 0.09 0.69 ± 0.11 0.42 ± 0.11 0.50 ± 0.08 0.23 ± 0.03 0.41 ± 0.13 0.25 ± 0.09 0.19 ± 0.05

Table 2: BLEU scores on eight translation directions. The numbers before and after ‘±’ are the mean and standard
deviation over five randomly seeded models. Our proposed methods (β = 0/0.5) achieve small but consistent
improvements. ∆BLEU scores are in bold if mean−std is above zero while in red if the mean is below zero.

2016) and add dropout to embeddings and RNNs
(Gal and Ghahramani, 2016) with probability 0.2.
We train using the Adam optimizer (Kingma and
Ba, 2015) with a batch size of 48 sentences and
we checkpoint the model every 1000 updates. The
learning rate for baseline models is initialized to
0.001 and reduced by 30% after 4 checkpoints
without improvement of perplexity on the devel-
opment set. Training stops after 10 checkpoints
without improvement.

The bi-directional NMT model ties source and
target embeddings to yield a bilingual vector
space. It also ties the output layer’s weights and
embeddings to achieve better performance in low-
resource scenarios (Press and Wolf, 2017; Nguyen
and Chiang, 2018).

We train five randomly seeded bi-directional
baseline models by optimizing the forward trans-
lation objective LT and report the mean and stan-
dard deviation of test BLEU. We fine-tune base-
line models with objective LT + LR, inherit-
ing all settings except the learning rate which is
re-initialized to 0.0001. Each randomly seeded
model is fine-tuned independently, so we are able
to report the standard deviation of ∆BLEU.

4.3 Contrastive Reconstruction Model

We compare our approach with reconstruction
from hidden states (HIDDEN). Following the best
practice of Wang et al. (2018a), two reconstruc-
tors are used to take hidden states from both the
encoder and the decoder. The corresponding two
reconstruction losses and the canonical transla-
tion loss were originally uniformly weighted (i.e.
1, 1, 1), but we found that balancing the recon-
struction and translation losses yields better results
(i.e. 0.5, 0.5, 1) in preliminary experiments.6

We use the reconstructor exclusively to compute
the reconstruction training loss. It has also been

6We observed around 0.2 BLEU gains for TR↔EN tasks.

used to re-rank translation hypotheses in prior
work, but Tu et al. (2017) showed in ablation stud-
ies that the gains from re-ranking are small com-
pared to those from training.

4.4 Results

Table 2 shows that our reconstruction approach
achieves small but consistent BLEU improve-
ments over the baseline on all eight tasks.7

We evaluate the impact of the Gumbel Softmax
hyperparameters on the development set. We se-
lect τ = 2 and β = 0/0.5 based on training sta-
bility and BLEU. Greedy search (i.e. β = 0) per-
forms similarly as sampling with increased Gum-
bel noise (i.e. more random translation selection
when β = 0.5): increased randomness in sam-
pling does not have a strong impact on BLEU,
even though random sampling may approximate
the data distribution better (Ott et al., 2018). We
hypothesize that more random translation selec-
tion introduces lower quality samples and there-
fore noisier training signals. This is consistent
with the observation that random sampling is less
effective for back-translation in low-resource set-
tings (Edunov et al., 2018).

Sampling-based reconstruction is effective even
if there is moderate domain mismatch between
the training and the test data, such as in the case
that the word type out-of-vocabulary (OOV) rate
of TR→EN is larger than 20%. Larger improve-
ments can be achieved when the test data is closer
to training examples. For example, the OOV rate
of SW→EN is much smaller than the OOV rate of
TR→EN and the former obtains higher ∆BLEU.

Our approach yields more consistent results
than reconstructing from hidden states. The lat-
ter fails to improve BLEU in more difficult cases,
such as TR↔EN with high OOV rates. We ob-
serve extremely low training perplexity for HID-

7The improvements are significant with p < 0.01.
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Figure 1: Training curves of perplexity on the training and the development sets for TR↔EN. Reconstructing from
hidden states (HIDDEN) and reconstructing from sampled translations (β = 0) are compared. HIDDEN achieves
extremely low training perplexity and suffers from unstable training during the early stage.

DEN compared with our proposed approach (Fig-
ure 1a). This suggests that HIDDEN yields repre-
sentations that memorize the input rather than im-
prove output representations.

Another advantage of our approach is that all
parameters were jointly pre-trained, which results
in more stable training behavior. By contrast, re-
constructing from hidden states requires to initial-
ize the reconstructors independently and suffers
from unstable early training behavior (Figure 1).

5 Conclusion

We studied reconstructing the input of NMT from
its intermediate translations to better exploit train-
ing samples in low-resource settings. We used
a bi-directional NMT model and the Straight-
Through Gumbel Softmax to build a fully dif-
ferentiable reconstruction model that does not re-
quire any additional parameters. We empirically
demonstrated that our approach is effective in
low-resource scenarios. In future work, we will
investigate the use of differentiable reconstruc-
tion from sampled sequences in unsupervised and
semi-supervised sequence generation tasks. In
particular, we will exploit monolingual corpora in
addition to parallel corpora for NMT.
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Abstract

Leveraging user-provided translation to con-
strain NMT has practical significance. Exist-
ing methods can be classified into two main
categories, namely the use of placeholder tags
for lexicon words and the use of hard con-
straints during decoding. Both methods can
hurt translation fidelity for various reasons.
We investigate a data augmentation method,
making code-switched training data by replac-
ing source phrases with their target transla-
tions. Our method does not change the NMT
model or decoding algorithm, allowing the
model to learn lexicon translations by copy-
ing source-side target words. Extensive exper-
iments show that our method achieves consis-
tent improvements over existing approaches,
improving translation of constrained words
without hurting unconstrained words.

1 Introduction

One important research question in domain-
specific machine translation (Luong and Manning,
2015) is how to impose translation constraints
(Crego et al., 2016; Hokamp and Liu, 2017; Post
and Vilar, 2018). As shown in Figure 1 (a), the
word “breadboard” can be translated into “切面
包板 (a wooden board that is used to cut bread
on)” in the food domain, but “电路板 (a con-
struction base for prototyping of electronics)” in
the electronic domain. To enhance translation
quality, a lexicon can be leveraged for domain-
specific or user-provided words (Arthur et al.,
2016; Hasler et al., 2018). We investigate the
method of leveraging pre-specified translation for
NMT using such a lexicon.

For leveraging pre-specified translation, one ex-
isting approach uses placeholder tags to substitute
named entities (Crego et al., 2016; Li et al., 2016;
Wang et al., 2017b) or rare words (Luong et al.,

Input:  I want a breadboard 

Output: � �� �� 
�	� 

Constrained: � �� �� ���
I

���breadboard
user-provided or domain-specific dictionary:

Input: I want a breadboard 

Code-switched: I want a ��� 

Output: � �� �� ���

(a) Constrained NMT (b) Constrained NMT: Our Method

want a

I want a I want a

Figure 1: Constrained NMT

2014) on both the source and target sides during
training, so that a model can translate such words
by learning to translate placeholder tags. For ex-
ample, the i-th named entity in the source sentence
is replaced with “tagi”, as well as its correspond-
ing translation in the target side. Placeholder tags
in the output are replaced with pre-specified trans-
lation as a post-processing step. One disadvantage
of this approach, however, is that the meaning of
the original words in the pre-specified translation
is not fully retained, which can be harmful to both
adequacy and fluency of the output.

Another approach (Hokamp and Liu, 2017; Post
and Vilar, 2018) imposes pre-specified transla-
tion via lexical constraints, making sure such con-
straints are satisfied by modifying NMT decod-
ing. This method ensures that pre-specified trans-
lations appear in the output. A problem of this
method is that it does not explicitly explore the
correlation between pre-specified translations and
their corresponding source words during decod-
ing, and thus can hurt translation fidelity (Hasler
et al., 2018). There is not a mechanism that allows
the model to learn constraint translations during
training, which the placeholder method allows.

We investigate a novel method based on data
augmentation, which combines the advantages of
both methods above. The idea is to construct syn-
thetic parallel sentences from the original paral-
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lel training data. The synthetic sentence pairs re-
semble code-switched source sentences and their
translations, where certain source words are re-
placed with their corresponding target transla-
tions. The motivation is to make the model learn to
“translate” embedded pre-specified translations by
copying them from the modified source. During
decoding, the source is similarly modified as a pre-
processing step. As shown in Figure 1 (b), trans-
lation is executed over the code-switched source,
without further constraints or post-processing.

In contrast to the placeholder method, our
method keeps lexical semantic information (i.e.
target words v.s. placeholder tags) in the source,
which can lead to more adequate translations.
Compared with the lexical constraint method, pre-
specified translation is learned because such in-
formation is available both in training and de-
coding. As a data augmentation method, it can
be used on any NMT architecture. In addi-
tion, our method enables the model to translate
code-switched source sentences, and preserve its
strength in translating un-replaced sentences.

To further strengthen copying, we propose two
model-level adjustments: First, we share target-
side embeddings with source-side target words, so
that target vocabulary words have a unique embed-
ding in the NMT system. Second, we integrate
pointer network (Vinyals et al., 2015; Gulcehre
et al., 2016; Gu et al., 2016; See et al., 2017) into
the decoder. The copy mechanism was firstly pro-
posed to copy source words. In our method, it is
further used to copy source-side target words.

Results on large scale English-to-Russian (En-
Ru) and Chinese-to-English (Ch-En) tasks show
that our method outperforms both placeholder and
lexical constraint methods over a state-of-the-art
Transformer (Vaswani et al., 2017) model on var-
ious test sets across different domains. We also
show that shared embedding and pointer network
can lead to more successful applications of the
copying mechanism. We release four high-quality
En-Ru e-commerce test sets translated by Russian
language experts, totalling 7169 sentences with an
average length of 211.

2 Related Work

Using placeholders. Luong et al. (2014) use an-
notated unk tags to present the unk symbols in

1To best of our knowledge, this is the first public e-
commerce test set.

training corpora, where the correspondence be-
tween source and target unk symbols are obtained
from word alignment (Brown et al., 1993). Output
unk tags are replaced through a post-processing
stage by looking up a pre-specified dictionary or
copying the corresponding source word. Crego
et al. (2016) extended unk tags symbol to spe-
cific symbols that can present name entities. Wang
et al. (2017b) and Li et al. (2016) use a similar
method. This method is limited when constrain
NMT with pre-specified translations consisting of
more general words, due to the loss of word mean-
ing when representing them with placeholder tags.
In contrast to their work, word meaning is fully
kept in modified source in our work.

Lexical constraints. Hokamp and Liu (2017)
propose an altered beam search algorithm, namely
grid beam search, which takes target-side pre-
specified translations as lexical constraints during
beam search. A potential problem of this method
is that translation fidelity is not specifically con-
sidered, since there is no indication of a match-
ing source of each pre-specific translation. In
addition, decoding speed is significantly reduced
(Post and Vilar, 2018). Hasler et al. (2018) use
alignment to gain target-side constraints’ corre-
sponding source words, simultaneously use finite-
state machines and multi-stack (Anderson et al.,
2016) decoding to guide beam search. Post and
Vilar (2018) give a fast version of Hokamp and
Liu (2017), which limits the decoding complex-
ity linearly by altering the beam search algorithm
through dynamic beam allocation.

In contrast to their methods, our method does
not make changes to the decoder, and therefore
decoding speed remains unchanged. Translation
fidelity of pre-specified source words is achieved
through a combination of training and decod-
ing procedure, where replaced source-side words
still contain their target-side meaning. As a soft
method of inserting pre-specified translation, our
method does not guarantee that all lexical con-
straints are satisfied during decoding, but has bet-
ter overall translation quality compared to their
method.

Using probabilistic lexicons. Aiming at mak-
ing use of one-to-many phrasal translations, the
following work is remotely related to our work.
Tang et al. (2016) use a phrase memory to pro-
vide extra information for their NMT encoder, dy-
namically switching between word generation and
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phrase generation during decoding. Wang et al.
(2017a) use SMT to recommend prediction for
NMT, which contains not only translation opera-
tions of a SMT phrase table, but also alignment in-
formation and coverage information. Arthur et al.
(2016) incorporate discrete lexicons by converting
lexicon probabilities into predictive probabilities
and linearly interpolating them with NMT proba-
bility distributions.

Our method is similar in the sense that external
translations of source phrases are leveraged. How-
ever, their tasks are different. In particular, these
methods regard one-to-many translation lexicons
as a suggestion. In contrast, our task aims to con-
strain NMT translation through one-to-one pre-
specified translations. Lexical translations can be
used to generate code-switched source sentences
during training, but we do not modify NMT mod-
els by integrating translation lexicons. In addition,
our data augmentation method is more flexible,
because it is model-free.

Alkhouli et al. (2018) simulate a dictionary-
guided translation task to evaluate NMT’s align-
ment extraction. A one-to-one word translation
dictionary is used to guide NMT decoding. In their
method, a dictionary entry is limited to only one
word on both the source and target sides. In addi-
tion, a pre-specified translation can come into ef-
fect only if the corresponding source-side word is
successfully aligned during decoding.

On translating named entities, Currey et al.
(2017) augment the training data by copying
target-side sentences to the source-side, resulting
in augmented training corpora where the source
and the target sides contain identical sentences.
The augmented data is shown to improve transla-
tion performance, especially for proper nouns and
other words that are identical in the source and tar-
get languages.

3 Data augmentation

Our method is based on data augmentation. Dur-
ing training, augmented data are generated by re-
placing source words or phrases directly with their
corresponding target translations. The motivation
is to sample as many code-switched translation
pairs as possible. During decoding, given pre-
specified translations, the source sentence is mod-
ified by replacing phrases with their pre-specified
translations, so that the trained model can directly
copy embedded target translations in the output.

3.1 Training
Given a bilingual training corpus, we sample aug-
mented sentence pairs by leveraging a SMT phrase
table, which can be trained over the same bilin-
gual corpus or a different large corpus. We extract
source-target phrase pairs2 from the phrase table,
replacing source-side phrases of source sentences
using the following sampling steps:

1. Indexing between source-target phrase pairs
and training sentences: (a) For each source-
target phrase pair, we record all the match-
ing bilingual sentences that contain both the
source and target. Word alignment can be
used to ensure the phrase pairs that are mu-
tual translation. (b) We also sample bilin-
gual sentences that match two source-target
phrase pairs. In particular, given a combina-
tion of two phrase pairs, we index bilingual
sentences that match both simultaneously.

2. Sampling: (a) For each source-target phrase
pair, we keep at most k1 randomly selected
matching sentences. The source-side phrase
is replaced with its target-side translation. (b)
For each combination of two source-target
phrase pairs, we randomly sample at most
k2 matching sentences. Both source-side
matching phrases are replaced with their tar-
get translations.3

The sampled training data is added to the origi-
nal training data to form a final set of training sen-
tences.

3.2 Decoding
We impose target-side pre-specified translations to
the source by replacing source phrases with their
translations. Lexicons are defined in the form of
one-to-one source-target phrase pairs. Different
from training, the number of replaced phrases in
a source sentence is not necessarily restricted to
one or two, which will be discussed in Section
5.5. In practice, pre-specified translations can be
provided by customers or through user feedback,
which contains one identified translation for spec-
ified source segment.

4 Model

Transformer (Vaswani et al., 2017) uses self-
attention network for both encoding and decod-

2Source-side phrase is at most trigram.
3We set k1 = 100, k2 = 30 empirically.

451



ing. The encoder is composed of n stacked neu-
ral layers. For time step i in layer j, the hidden
state hi,j is calculated by employing self-attention
over the hidden states in layer j − 1, which are
{h1,j−1, h2,j−1, ..., hm,j−1}, where m is the num-
ber of source-side words.

In particular, hi,j is calculated as follows: First,
a self-attention sub-layer is employed to encode
the context. Then attention weights are computed
as scaled dot product between the current query
hi,j−1 and all keys {h1,j−1, h2,j−1, ..., hm,j−1},
normalized with a softmax function. Af-
ter that, the context vector is represented as
weighted sum of the values projected from hid-
den states in the previous layer, which are
{h1,j−1, h2,j−1, ..., hm,j−1}. The hidden state in
the previous layer and the context vector are then
connected by residual connection, followed by a
layer normalization function (Ba et al., 2016), to
produce a candidate hidden state h

′
i,j . Finally, an-

other sub-layer including a feed-forward network
(FFN) layer, followed by another residual connec-
tion and layer normalization, are used to obtain the
hidden state hi,j .

In consideration of translation quality, multi-
head attention is used instead of single-head at-
tention as mentioned above, positional encoding
is also used to compensate the missing of position
information in this model.

The decoder is also composed of n stacked
layers. For time step t in layer j, a self-
attention sub-layer of hidden state st,j is calcu-
lated by employing self-attention mechanism over
hidden states in previous target layer, which are
{s1,j−1, s2,j−1, ..., st−1,j−1}, resulting in candi-
date hidden state s

′
t,j . Then, a second target-to-

source sub-layer of hidden state st,j is inserted
above the target self-attention sub-layer. In par-
ticular, the queries(Q) are projected from s

′
t,j , and

the keys(K) and values(V ) are projected from the
source hidden states in the last layer of encoder,
which are {h1,n, h2,n, ..., hm,n}. The output state
is another candidate hidden state s

′′
t,j . Finally, a

last feed-forward sub-layer of hidden state st,j is
calculated by employing self-attention over s

′′
t,j .

A softmax layer based on decoder’s last layer
st,n is used to gain a probability distribution
Ppredict over target-side vocabulary.

p(yt|y1, ..., yt−1, x) = softmax(st,n ∗ W), (1)

where W is the weight matrix which is learned, x

i want

h1,1 h2,1 h3,1
Encoder Layer n

[ ] [ ] [ ]
s4,n

[ ]
[ ]

[ ]
[ ]

Source Embeddings Target Embeddings

i
want ���

: target-to-source attention weights

Linear & Softmax

: target-side vocabulary probability distribution

(1− gpred )*Pcopy

Pcopy Ppredict

gpred *Ppredict

probability distribution over source-side words and target-side vocabulary

Decoder Layer n[ ]

h4,1

[ ] a [ ]

a ���

�������

�������

iwant a

Figure 2: Shared embeddings and pointer network

represent the source sentence, {y1, y2, ..., yt} rep-
resent target words.

4.1 Shared Target Embeddings

Shared target embeddings enforces the correspon-
dence between source-side and target-side expres-
sions on the embedding level. As shown in Fig-
ure 2, during encoding, source-side target word
embeddings are identical to their embeddings in
the target-side vocabulary embedding matrix. This
makes it easier for the model to copy source-side
target words to the output.

4.2 Pointer Network

To strengthen copying through locating source-
side target words, we integrate pointer network
(Gulcehre et al., 2016) into the decoder, as shown
in Figure 2. At each decoding time step t, the
target-to-source attention weights αt,1, ...,αt,m

are utilized as a probability distribution Pcopy,
which models the probability of copying a word
from the i-th source-side position. The i-th
source-side position may represent a source-side
word or a source-side target word. Pcopy is added
to Ppredict, the probability distribution over target-
side vocabulary, to gain a new distribution over
both the source and the target side vocabulary4:

P = (1− gpred) ∗ Pcopy + gpred ∗ Ppredict , (2)

where gpred is used to control the contribution of
two probability distributions. For time step t, gpred
is calculated from the context vector ct and the
current hidden state of the decoder’s last layer st,n:

4For the words which belong to the source-side vocab-
ulary but are not appeared in the source-side sentence, the
probabilities are set to 0.
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gpred = σ(ct ∗Wp + st,n ∗Wq + br), (3)

where Wp, Wq, and br are parameters trained and
σ is the sigmoid function. In addition, the context
vector ct is calculated as ct =

󰁓m
i=1 αt,i ∗ hi,n,

where αt,i is attention weight mentioned earlier.
{h1,n, h2,n, ..., hm,n} are the source-side hidden
states of the encoder’s last layer.

5 Experiments

We compare our method with strong baselines
on large-scale En-Ru and Ch-En tasks on var-
ious test sets across different domains, using a
strongly optimized Transformer (Vaswani et al.,
2017). BLEU (Papineni et al., 2002) is used for
evaluation.

5.1 Data

Our training corpora are taken from the
WMT2018 news translation task.

En-Ru. We use 13.88M sentences as base-
line training data, containing both a real bilin-
gual corpus and a synthetic back-translation cor-
pus (Sennrich et al., 2015a). The synthetic corpus
is translated from “NewsCommonCrawl”, which
can be obtained from the WMT task. The
news domain contains four different test sets
published by WMT2018 over the recent years,
namely “news2015”, “news2016”, “news2017”,
and “news2018”, respectively, each having one
reference. The e-commerce domain contains
four files totalling 7169 sentences, namely “sub-
ject17”, “desc17”, “subject18”, and “desc18”, re-
spectively, each having one reference. The sen-
tences are extracted from e-commerce websites,
in which “subject”s are the goods names shown
on a listing page. “desc”s refer to information in
a commodity’s description page. “subject17” and
“desc17” are released5. Our development set is
“news2015”.

Ch-En. We use 7.42M sentences as our base-
line training data, containing both real bilingual
corpus and synthetic back-translation corpus (Sen-
nrich et al., 2015a). We use seven public devel-
opment and test data sets, four in the news do-
main, namely “NIST02”, “NIST03”, “NIST04”,
“NIST05”, respectively, each with four references,
and three in the spoken language domain, namely

5https://github.com/batman2013/
e-commerce_test_sets

“CSTAR03”, “IWSLT2004”, “IWLST2005”, re-
spectively, each with 16 references. “NIST03” is
used for development.

5.2 Experimental Settings

We use six self-attention layers for both the en-
coder and the decoder. The embedding size and
the hidden size are set to 512. Eight heads are
used for self-attention. A feed-forward layer with
2048 cells and Swish (Ramachandran et al., 2018)
is used as the activation function. Adam (Kingma
and Ba, 2014) is used for training; warmup step is
16000; the learning rate is 0.0003. We use label
smoothing (Junczys-Dowmunt et al., 2016) with a
confidence score of 0.9, and all the drop-out (Gal
and Ghahramani, 2016) probabilities are set to 0.1.

We extract a SMT phrase table on the bilin-
gual training corpus by using moses (Koehn et al.,
2007) with default setting, which is used for
matching sentence pairs to generate augmented
training data. We apply count-based pruning
(Zens et al., 2012) to the phrase table, the thresh-
old is set to 10.

During decoding, similar to Hasler et al.
(2018), Alkhouli et al. (2018) and Post and Vi-
lar (2018), we make use of references to obtain
gold constraints. Following previous work, pre-
specified translations for each source sentence are
sampled from references and used by all systems
for fair comparison.

In all the baseline systems, the vocabulary size
is set to 50K on both sides. For “Data augmenta-
tion”, to allow the source-side dictionary to cover
target-side words, the target- and source-side vo-
cabularies are merged for a new source vocabu-
lary. For “Shared embeddings”, the source vo-
cabulary remains the same as the baselines, where
the source-side target words use embeddings from
target-side vocabulary.

5.3 System Configurations

We use an in-house reimplementation of Trans-
former, similar to Google’s Tensor2Tensor. For
the baselines, we reimplement Crego et al. (2016),
as well as Post and Vilar (2018). BPE (Sennrich
et al., 2015b) is used for all experiments, the oper-
ation is set to 50K. Our test sets cover news and e-
commerce domains on En-Ru, and news and spo-
ken language domains on Ch-En.

Baseline 1: Using Placeholder. We combine
Luong et al. (2014) and Crego et al. (2016). For
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news15 news16 news17 news18 △ subject17 desc17 subject18 desc18 △

Marian 33.27 31.91 36.18 32.11 -0.15 8.03 23.21 11.02 27.94 -0.46

Transformer 33.29 31.95 36.57 32.27 - 8.56 23.53 11.95 27.90 -
+ Placeholder 33.14 32.07 36.24 32.03 -0.15 9.81 24.04 13.84 29.34 +1.27
+ Lexi. Cons. 33.50 32.62 36.65 32.88 +0.39 9.24 23.67 13.1 29.83 +0.98

Data Aug. 34.71 33.69 38.43 33.51 +1.57 10.63 25.56 14.26 30.92 +2.36
+ Share 35.28 34.37 39.02 34.44 +2.26 10.82 25.84 15.20 30.97 +2.72
+ Share&Point 36.44 35.31 40.23 35.43 +3.33 11.58 26.53 16.08 32.17 +3.61

Table 1: Results on En-Ru, one or two source phrases of each sentence have pre-specified translation. “Trans-
former” is our in-house vanilla Transformer baseline. “Marian” is the implementation of Transformer by Junczys-
Dowmunt et al. (2018), which is used as a reference of our Transformer implementation.

CSTAR03 IWSLT04 IWSLT05 △ NIST02 NIST03 NIST04 NIST05 △

Transformer 53.03 56.52 64.72 - 40.52 37.85 40.12 39.26 -
+ Placeholder 52.51 56.15 64.44 -0.39 40.01 37.16 39.96 38.87 -0.44
+ Lexi. Cons. 53.30 56.95 65.63 +0.54 40.36 38.02 40.44 39.72 +0.20

Data Aug. 53.82 57.28 65.54 +0.79 40.85 38.41 40.81 40.29 +0.65
+Share 53.90 57.67 65.59 +0.96 41.06 38.57 41.22 40.38 +0.87
+Share&Point 53.79 57.29 65.65 +0.82 41.11 38.7 41.3 40.4 +0.94

Table 2: Results on Ch-En, one or two source phrases of each sentence have pre-specified translation.

generating placeholder tags during training, fol-
lowing Crego et al. (2016), we use a named en-
tity translation dictionary which is extracted from
Wikidata6. The dictionary is released together
with e-commerce test sets, which is mentioned be-
fore. For Ch-En, the dictionary contains 285K per-
son names, 746K location names and 1.6K orga-
nization names. For En-Ru, the dictionary con-
tains 471K person names, 254K location names
and 1.5K organization names. Additionally, we
manually corrected a dictionary which contains
142K brand names and product names translation
for En-Ru. By further leveraging word alignment
in the same way as Luong et al. (2014), the place-
holder tags are annotated with indices. We use
FastAlign (Dyer et al., 2013) to generate word
alignment. The amount of sentences containing
placeholder tags is controlled to a ratio of 5% of
the corpus. During decoding, pre-specified trans-
lations described in Section 5.2 are used.

Baseline 2: Lexical Constraints. We re-
implement Post and Vilar (2018), integrating their
algorithm into our Transformer. Target-side words
or phrases of pre-specified translations mentioned
in Section 5.2 are used as lexical constraints.

6https://www.wikidata.org

Our System. During training, we use the
method described in Section 3.1 to obtain the
augmented training data. The SMT phrase table
mentioned in Section 5.2 is used for “Indexing”
and “Sampling”. During decoding, pre-specified
translations mentioned in Section 5.2 are used.
The augmented data contain sampled sentences
with one or two replacements on the source side.
By applying the two sampling steps described in
Section 3.1, about 10M and 6M augmented Ch-En
and En-Ru sentences are generated, respectively.
The final training corpora consists of both the aug-
mented training data and the original training data.

5.4 Results

Comparison with Baselines. Our Transformer
implementation can give comparable performance
with state-of-the-art NMT (Junczys-Dowmunt
et al., 2018), see “Transformer” and “Marian” in
Table 1, which also shows a comparison of dif-
ferent methods on En-Ru. The lexical constraint
method gives improvements on both the news
and the e-commerce domains, compared with the
Transformer baseline. The placeholder method
also gives an improvement on the e-commerce
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Figure 3: Sample outputs.

domain. The average improvement is calculated
over all the test set results in each domain. In
the news domain, the average improvement of
our method is 3.48 BLEU higher compared with
placeholder, and 2.94 over lexical constraints. In
the e-commerce domain, the average improvement
of our method is 1.34 BLEU compared with place-
holder, and 2.63 with lexical constraints. Both
shared embedding and pointer network are effec-
tive. Table 2 shows the same comparison on Ch-
En. In the spoken language domain, the average
improvement is 1.35 BLEU compared with place-
holder, and 0.42 with lexical constraints. In the
news domain, the average improvement is 1.38
BLEU compared with placeholder, and 0.74 with
lexical constraints.

We find that the placeholder method can only
bring improvements on the En-Ru e-commerce
test sets, since the pre-specified translations of the
four e-commerce test sets are mostly entities, such
as brand names or product names. Using place-
holder tags to represent these entities leads to rel-
atively little loss of word meaning. But on many
of the other test sets, pre-specified translations are
mostly vocabulary words. The placeholder tags
fail to keep their word meaning during translation,
leading to lower results.

The speed contrast between unconstrained
NMT, lexical constraint and our method is shown
in Table 3. The decoding speed of our method is
equal to unconstrained NMT, and faster than the
lexical constraint method, which confirms our in-

Beam Size 5 10 20 30

Unconstrained & Ours 416 312 199 146
Lexical Constraint 102 108 74 50

Table 3: Decoding speed (words/sec), Ch-En dev set.

tuition introduced earlier.
Sample Outputs. Figure 3 gives a comparison

of different system’s translations. Given a Chi-
nese source sentence, the baseline system fails to
translate “计划生育” adequately, as “family plan-
ning” is not a correct translation of “计划生育”.
In the pre-specified methods, the correct trans-
lation (“计划生育” to “planned parenthood”) is
achieved through different ways.

For the placeholder method, the source phrase
“计划生育” is replaced with the placeholder tag
“tag1” during pre-processing. After translation,
output “tag1” is replaced with “planned parent-
hood” as a post-processing step. However, the
underlined word “program” is generated before
“planned parenthood”, which has no relationship
with any source-side word. The source-side word
“协会”, which means “association”, is omitted in
translation. Through deeper analysis, the specific
phrase “program tag1” occurs frequently in the
training data. During decoding, using the hard
tag leads to the loss of the source phrase’s origi-
nal meaning. As a result, the word “program” is
incorrectly generated along with “tag1”.

The lexical constraints method regards the tar-
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Figure 4: Increased BLEU on Ch-En test sets.

Figure 5: Copy success rate on Ch-En test sets.

get side of the pre-specified translation as a lex-
ical constraint. Here the altered beam search al-
gorithm fails to predict the constraint “planned
parenthood” during previous decoding steps. Al-
though the constraint finally comes into effect,
over translation occurs, which is highlighted by
the underlined words. This is because the method
enforces hard constraints, preventing decoding to
stop until all constraints are met.

Our method makes use of pre-specified transla-
tion by replacing the source-side phrase “计划生
育” with the target-side translation “planned par-
enthood”, copying the desired phrase to the out-
put along with the decoding procedure. The trans-
lation “association of planned parenthood from
providing” is the exact translation of the source-
side phrase “计划(planned) 生育(parenthood) 协
会(association)提供(providing)”, and agrees with
the reference, “planned parenthood to provide”.

5.5 Analysis

Effect of Using More Pre-specified Transla-
tions. Even though the augmented training data
have only one or two replacements on the source
side, the model can translate a source sentence
with up to five replacements. Figure 4 shows
that compared with unconstrained Transformer,
the translation quality of our method keeps in-
creasing when the number of replacements in-
creases, since more pre-specified translations are
used.

We additionally measure the effect on the Ch-
En WMT test sets, namely “newsdev2017”, “new-
stest2017”, “newstest2018”, respectively, each
having only one reference instead of four. The
baseline BLEU scores on these three test sets are
18.49, 20.01 and 19.05, respectively. Our method
gives BLEU scores of 20.56, 22.3, 21.08, respec-
tively, when using one or two pre-specified trans-
lations for each sentence. The increased BLEU
when utilizing different number of pre-specified
translations is shown in Figure 4. We found that
the improvements on WMT test sets are more sig-
nificant than on NIST, since pre-specified transla-
tions are sampled from one reference only, enforc-
ing the output to match this reference. The place-
holder method does not give consistent improve-
ments on news test sets, due to the same reason as
mentioned earlier.

As shown in Figure 5, the copy success rate of
our method does not decrease significantly when
the number of replacements grows. Here, a copy
success refers a pre-specified target translation that
can occur in the output. The placeholder method
achieves a higher copy success rate than ours when
the number of replacements is 1, but the copy suc-
cess rate decreases when using more pre-specified
translations. The copy success rate of the lexi-
cal constraint method is always 100%, since it im-
poses hard constraints rather than soft constraints.
However, as discussed earlier, overall translation
quality can be harmed as a cost of satisfying de-
coding constraints by their method.

In the presented experiment results, the highest
copy success rate of our method is 90.54%, which
means a number of source-side target words or
phrases are not successfully copied to the trans-
lation output. This may be caused by the lack of
training samples for certain target-side words or
phrases. In En-Ru, we additionally train a model
with augmented data that is obtained by matching
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NIST02 NIST03 NIST04 NIST05

Data Aug. 83.89% 85.71% 86.71% 87.45%
+Share&Point 87.72% 88.31% 89.18% 90.54%

Table 4: Copy success rate on Ch-En test sets.

news15 news16 news17 news18

Baseline 33.29 31.95 36.57 32.27
Ours 33.53 32.29 36.54 32.47

Table 5: BLEU scores of non code-switched (original)
input on En-Ru test sets.

an SMT phrase table without any pruning strategy.
The copy success rate can reach 98%, even with-
out using “shared embedding” and “pointer net-
work” methods.

Effect of Shared Embeddings and Pointer
Network. The gains of shared embeddings and
pointer network are reflected in both the copy suc-
cess rate and translation quality. As shown in Ta-
ble 4, when using one pre-specified translation for
each source sentence, the copy success rate im-
proves on various test sets by integrating shared
embeddings and pointer network, demonstrating
that more pre-specified translations come into ef-
fect. Table 1 and Table 2 earlier show the improve-
ment of translation quality.

Translating non Code-Switched Sentences.
Our method preserves its strength on translating
non code-switched sentences. As shown in Ta-
ble 5, the model trained on the augmented cor-
pus has comparable strength on translating un-
replaced sentences as the model trained on the
original corpus. In addition, on some test sets, our
method is slightly better than the baseline when
translating non code-switched source sentences.
This can be explained from two aspects: First,
the augmented data make the model more robust
to perturbed inputs; Second, the pointer network
makes the model better by copying certain source-
side words (Gulcehre et al., 2016), such as non-
transliterated named entities.

6 Conclusion

We investigated a data augmentation method for
constraining NMT with pre-specified translations,
utilizing code-switched source sentences and their
translations as augmented training data. Our
method allows the model to learn to translate

source-side target phrases by “copying” them to
the output, achieving consistent improvements
over previous lexical constraint methods on large
NMT test sets. To the best of our knowledge, we
are the first to leverage code switching for NMT
with pre-specified translations.

7 Future Work

In the future, we will study how the copy suc-
cess rate and the BLEU scores interact when dif-
ferent sampling strategies are taken to obtain aug-
mented training corpus and when the amount of
augmented data grows. Another direction is to
validate the performance when applying this ap-
proach to language pairs that contain a number of
identical letters in their alphabets, such as English
to French and English to Italian.
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Abstract

The problem of learning to translate between
two vector spaces given a set of aligned points
arises in several application areas of NLP. Cur-
rent solutions assume that the lexicon which
defines the alignment pairs is noise-free. We
consider the case where the set of aligned
points is allowed to contain an amount of
noise, in the form of incorrect lexicon pairs
and show that this arises in practice by ana-
lyzing the edited dictionaries after the cleaning
process. We demonstrate that such noise sub-
stantially degrades the accuracy of the learned
translation when using current methods. We
propose a model that accounts for noisy pairs.
This is achieved by introducing a generative
model with a compatible iterative EM algo-
rithm. The algorithm jointly learns the noise
level in the lexicon, finds the set of noisy
pairs, and learns the mapping between the
spaces. We demonstrate the effectiveness
of our proposed algorithm on two alignment
problems: bilingual word embedding transla-
tion, and mapping between diachronic embed-
ding spaces for recovering the semantic shifts
of words across time periods.

1 Introduction

We consider the problem of mapping between
points in different vector spaces. This problem has
prominent applications in natural language pro-
cessing (NLP). Some examples are creating bilin-
gual word lexicons (Mikolov et al., 2013), ma-
chine translation (Artetxe et al., 2016, 2017a,b,
2018a,b; Conneau et al., 2017), hypernym gen-
eration (Yamane et al., 2016), diachronic embed-
dings alignment (Hamilton et al., 2016) and do-
main adaptation (Barnes et al., 2018). In all these
examples one is given word embeddings in two
different vector spaces, and needs to learn a map-
ping from one to the other.

The problem is traditionally posed as a super-
vised learning problem, in which we are given two
sets of vectors (e.g.: word-vectors in Italian and in
English) and a lexicon mapping the points between
the two sets (known word-translation pairs). Our
goal is to learn a mapping that will correctly map
the vectors in one space (e.g.: English word em-
beddings) to their known corresponding vectors in
the other (e.g.: Italian word embeddings). The
mapping will then be used to translate vectors for
which the correspondence is unknown. This setup
was popularized by Mikolov et al. (2013).

The supervised setup assumes a perfect lexicon.
Here, we consider what happens in the presence of
training noise, where some of the lexicon’s entries
are incorrect in the sense that they don’t reflect an
optimal correspondence between the word vectors.

2 Background

2.1 The Supervised Translation Problem

We are given two datasets, X = x1, ..., xm
and Y = y1, ..., yn, coming from d-dimensional
spaces X and Y . We assume that the spaces are
related, in the sense that there is a function f(x)
mapping points in space X to points in space Y .
In this work, we focus on linear mappings, i.e. a
d× d matrix Q mapping points via yi = Qxi. The
goal of the learning is to find the translation ma-
trix Q. In the supervised setting, m = n and we
assume that ∀i f(xi) ≈ yi. We refer to the sets
X and Y as the supervision. The goal is to learn a
matrix Q̂ such the Frobenius norm is minimized:

Q̂ = arg min
Q

‖QX − Y ‖2F . (1)

2.2 Existing Solution Methods

Gradient-based The objective in (1) is convex,
and can be solved via least-squares method or via
stochastic gradient optimization iterating over the
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pairs (xi, yi), as done by Mikolov et al. (2013) and
Dinu and Baroni (2014).

Orthogonal Procrustes (OP) Artetxe et al.
(2016) and Smith et al. (2017) argued and proved
that a linear mapping between sub-spaces must be
orthogonal. This leads to the modified objective:

Q̂ = arg min
Q,s.t:QTQ=I

‖QX − Y ‖2F (2)

Objective (2) is known as the Orthogonal Pro-
crustes Problem. It can be solved algebraically
by using a singular value decomposition (SVD).
Schnemann (1966) proved that the solution to 2
is: Q̂ = UV T s.t. UΣV T is the SVD of Y XT .

The OP method is used in Xing et al. (2015);
Artetxe et al. (2016, 2017a,b, 2018a,b); Hamilton
et al. (2016); Conneau et al. (2017); Ruder et al.
(2018).

2.3 The Unsupervised Translation Problem

The supervised alignment problem can be ex-
pended to the semi-supervised (Artetxe et al.,
2017b; Lample et al., 2017; Ruder et al., 2018)
or unsupervised (Zhang et al., 2017; Conneau
et al., 2017; Artetxe et al., 2018b; Xu et al., 2018;
Alvarez-Melis and Jaakkola, 2018) case, where a
very small lexicon or none at all is given. In it-
erative methods, the lexicon is expended and used
to learn the alignment, later the alignment is used
to predict the lexicon for the next iteration and so
on. In adversarial methods, a final iterative step is
used after the lexicon is built to refine the result.
We will focus on the supervised stage in the un-
supervised setting, meaning estimating the align-
ment once a lexicon is induced.

3 The Effect of Noise

The previous methods assume the supervision set
X,Y is perfectly correct. However, this is often
not the case in practice. We consider the case
where a percentage p of the pairs in the supervi-
sion set are “noisy”: applying the gold transfor-
mation to a noisy point xj will not result in a vec-
tor close to yj . The importance of the quality of
word-pairs selection was previously analyzed by
Vulić and Korhonen (2016). Here, we equate “bad
pairs” to noise, and explore the performance in the
presence of noise by conducting a series of syn-
thetic experiments. We take a set of points X , a
random transformationQ and a gold set Y = QX .
We define error as ‖Y − Ŷ ‖2F where Ŷ = Q̂X is

Figure 1: Noise influence. (A): the effect of a noisy
pair on 2D alignment. (B) mean error over non-noisy
pairs as a function of noise level.

the prediction according to the learned transform
Q̂. Following the claim that linear transformations
between word vector spaces are orthogonal, we fo-
cus here on orthogonal transformations.

Low Dimensional Synthetic Data We begin by
inspecting a case of few 2-dimensional points,
which can be easily visualized. We compare a
noise-free training to the case of a single noisy
point. We construct X by sampling n = 10 points
of dimension d = 2 from a normal distribution.
We take nine points and transformed them via an
orthogonal random transform Q. We then add a
single noisy pair which is generated by sampling
two normally distributed random points and treat-
ing them as a pair. The error is measured only on
the nine aligned pairs.

When no noise is applied, both Gradient-based
and Procrustes methods are aligned with 0 error
mean and variance. Once the noisy condition is
applied this is no longer the case. Figure 1(A)
shows the noisy condition. Here, the red point
(true) and box (prediction) represent the noisy
point. Green dots are the true locations after trans-
formation, and the blue boxes are the predicted
ones after transformation. Both methods are af-
fected by the noisy sample: all ten points fall away
from their true location. The effect is especially
severe for the gradient-based methods.
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High Dimensional Embeddings The experi-
ment setup is as before, but instead of a normal
distribution we use (6B, 300d) English Glove Em-
beddings (Pennington et al., 2014) with lexicon of
size n = 5000. We report the mean error for var-
ious noise levels on an unseen aligned test set of
size 1500.

In Figure 1(B) we can see that both methods are
effected by noise. As expected, as the amount of
noise increases the error on the test set increases.
We can again see that the effect is worse with
gradient-based methods.

4 Noise-aware Model

Having verified that noise in the supervision
severely influences the solution of both methods,
we turn to proposing a noise-aware model.

The proposed model jointly identifies noisy
pairs in the supervision set and learns a translation
which ignores the noisy points. Identifying the
point helps to clean the underlying lexicon (dic-
tionary) that created the supervision. In addition,
by removing those points our model learns a better
translation matrix.

Generative Model We are given x ∈ Rd and we
sample a corresponding y ∈ Rd by first sampling
a Bernoulli random variable with probability α:

z ∼ Bernoulli(α)

y ∼
{
N(µy, σ

2
yI) z = 0 (‘noise’)

N(Qx, σ2I) z = 1 (‘aligned’)

The density function y is a mixture of two Gaus-
sians:

f(y|x) = (1−α)N(µy, σy
2I) + αN(Qx, σ2I).

The likelihood function is:

L(Q, σ, µy, σy) =
∑

t

log f(yt|xt)

EM Algorithm We apply the EM algorithm
(Dempster et al., 1977) to maximize the objective
in the presence of latent variables. The algorithm
has both soft and hard decision variants. We used
the hard decision one which we find more natural,
and note that the posterior probability of zt was
close to 0 or 1 also in the soft-decision case.

It is important to properly initialize the EM al-
gorithm to avoid convergence to a local optima.
We initialize Q by applying OP on the entire lex-
icon (not just the clean pairs). We initialize the

variance, σ, by calculating σ2 = 1
n·d
∑

t=1 ‖Qxt−
yt‖2 . We initialize, µy, σy by taking the mean and
variance of the entire dataset. Finally, we initialize
α to 0.5.

The (hard version) EM algorithm is shown in
Algorithm box 1. The runtime of each iteration is
dominated by the OP algorithm (matrix multipli-
cation and SVD on a d× d matrix). Each iteration
contains an additional matrix multiplication and
few simple vector operations. Figure 1(B) shows it
obtains perfect results on the simulated noisy data.

Algorithm 1 Noise-aware Alignment
Data: List of paired vectors: (x1, y1), ..., (xn, yn)
Result: Q, σ, µy, σy
while |αcurr − αprev| > ε do

E step:
wt = p(zt=1|xt, yt) = αN(Qxt,σ2I)

f(yt|xt)
ht = 1(wt > 0.5)
n1 =

∑
t ht

M step:
Apply OP on the subset {t|ht = 1} to find Q.
σ2 = 1

d·n1

∑
t|ht=1 ‖Qxt − yt‖2

µy = 1
(n−n1)

∑
t|ht=0 yt

σ2y = 1
d(n−n1)

∑
t|ht=0 ‖µy − yt‖2

αprev = αcurr
αcurr = n1

n

end

5 Experiments

5.1 Bilingual Word Embedding

Experiment Setup This experiment tests the
noise-aware solution on an unsupervised transla-
tion problem. The goal is to learn the “translation
matrix”, which is a transformation matrix between
two languages by building a dictionary. We can
treat the unsupervised setup after retrieving a lex-
icon as an iterative supervised setup where some
of the lexicon pairs are noisy. We assumes the un-
supervised setting will contain higher amount of
noise than the supervised one, especially in the
first iterations. We follow the experiment setup
in Artetxe et al. (2018b). But instead of using
OP for learning the translation matrix, we used
our Noise-Aware Alignment (NAA), meaning we
jointly learn to align and to ignore the noisy pairs.
We used the En-It dataset provided by Dinu and
Baroni (2014) and the extensions: En-De, En-Fi
and En-Es of Artetxe et al. (2018a, 2017b).
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Method En→It En→De En→Fi En→Es
best avg iters best avg iters best avg iters best avg iters

Artetxe et al., 2018b 48.53 48.13 573 48.47 48.19 773 33.50 32.63 988 37.60 37.33 808
Noise-aware Alignment 48.53 48.20 471 49.67 48.89 568 33.98 33.68 502 38.40 37.79 551

Table 1: Bilingual Experiment P@1. Numbers are based on 10 runs of each method. The En→De, En→Fi and
En→Es improvements are significant at p < 0.05 according to ANOVA on the different runs.

Experiment Results In Table 1 we report the
best and average precision@1 scores and the aver-
age number of iterations among 10 experiments,
for different language translations. Our model
improves the results in the translation tasks. In
most setups our average case is better than the for-
mer best case. In addition, the noise-aware model
is more stable and therefore requires fewer iter-
ations to converge. The accuracy improvements
are small but consistent, and we note that we con-
sider them as a lower-bound on the actual im-
provements as the current test set comes from the
same distribution of the training set, and also con-
tains similarly noisy pairs. Using the soft-EM ver-
sion results in similar results, but takes roughly
15% more iterations to converge.

Table 2 lists examples of pairs that were kept
and discarded in En-It dictionary. The algorithm
learned the pair (dog→ dog) is an error. Another
example is the translation (good → santo) which
is a less-popular word-sense than (good→ buon /
buona). When analyzing the En-It cleaned dictio-
nary we see the percentage of potentially mislead-
ing pairs (same string, numbers and special char-
acters) is reduced from 12.1% to 4.6%.

English Italian Latent Variable

dog cane Aligned
dog cani Aligned
dog dog Noise
good buon Aligned
good buona Aligned
good santo Noise
new new Noise
new york Noise
new nuove Aligned

Table 2: A sample of decisions from the noise-aware
alignment on the English→ Italian dataset.

5.2 Diachronic (Historical) Word Embedding

Experiment Setup The goal is to align English
word-embedding derived from texts from differ-

ent time periods, in order to identify which words
changed meaning over time. The assumption is
that most words remained stable, and hence the
supervision is derived by aligning each word to it-
self. This problem contains noise in the lexicon
by definition. We follow the exact setup fully de-
scribed in Hamilton et al. (2016), but replace the
OP algorithm with our Noise-aware version 1. We
project 1900s embeddings to 1990s embeddings
vector-space. The top 10 distant word embeddings
after alignment are analyzed by linguistic experts
for semantic shift.

Experiment Results 45.5% of the input pairs
were identified as noise. After the post process-
ing of removing the non-frequent words as de-
scribed in the experiment setup we end up with
121 noisy words. Our algorithm successfully iden-
tifies all the top-changing words in Hamilton et al.
(2016) as noise, and learns to ignore them in the
alignment. In addition, we argue our method pro-
vides better alignment. Table 3 shows the Near-
est Neighbor (NN) of a 1990s word, in the 1900s
vector-space after projection. We look at the top
10 changed words in Hamilton et al. (2016) and 3
unchanged words. We compare the alignment of
the OP projection to the Noise-aware Alignment
(NAA). For example, with our solution the word
actually whose meaning shifted from ”in fact” to
express emphasize or surprise, is correctly mapped
to really instead of believed. The word gay shifted
from cheerful to homosexual, yet is still mapped to
gay with NAA. This happens because the related
embeddings (homosexual, lesbian and so on) are
empty embeddings in 1900s, leaving gay as the
next-best candidate, which we argue is better than
OP’s society. The words car, driver, eve whose
meaning didn’t change, were incorrectly aligned
with OP to cab, stepped, anniversary instead of to
themselves.

1 Pre-possessing: removing proper nouns, stop words and
empty embeddings. Post-processing: removing words whose
frequency is below 10−5 in either years.
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1990s
Word

1900s NN
aligned
with OP

1900s NN
aligned

with NAA

Latent
Variable

wanting need wishing Noise
gay society gay Noise
check give send Noise
starting begin beginning Noise
major general successful Noise
actually believed really Noise
touching touched touching Noise
harry hello john Noise
headed halfway toward Noise
romance artists romance Noise
car cab car Aligned
driver stepped driver Aligned
eve anniversary eve Aligned

Table 3: Diachronic Semantic Change Experiment.
Upper-part: noisy pairs. Bold: real semantic shifts.
Underlined: global genre/discourse shifts. Unmarked:
corpus artifacts. Bottom-part: clean pairs: Italics: un-
changed words, no semantic shift.

6 Conclusion

We introduced the problem of embedding space
projection with noisy lexicons, and showed
that existing projection methods are sensitive
in the presence of noise. We proposed an
EM algorithm that jointly learns the projection
and identifies the noisy pairs. The algorithm
can be used as a drop-in replacement for the
OP algorithm, and was demonstrated to im-
prove results on two NLP tasks. We provide
code at https://github.com/NoaKel/Noise-Aware-
Alignment.
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Abstract

Multilayer architectures are currently the gold
standard for large-scale neural machine trans-
lation. Existing works have explored some
methods for understanding the hidden repre-
sentations, however, they have not sought to
improve the translation quality rationally ac-
cording to their understanding. Towards un-
derstanding for performance improvement, we
first artificially construct a sequence of nested
relative tasks and measure the feature gen-
eralization ability of the learned hidden rep-
resentation over these tasks. Based on our
understanding, we then propose to regularize
the layer-wise representations with all tree-
induced tasks. To overcome the computa-
tional bottleneck resulting from the large num-
ber of regularization terms, we design efficient
approximation methods by selecting a few
coarse-to-fine tasks for regularization. Exten-
sive experiments on two widely-used datasets
demonstrate the proposed methods only lead
to small extra overheads in training but no ad-
ditional overheads in testing, and achieve con-
sistent improvements (up to +1.3 BLEU) com-
pared to the state-of-the-art translation model.

1 Introduction

Neural machine translation (NMT) has witnessed
great successes in recent years (Bahdanau et al.,
2014; Wu et al., 2016). Current state-of-the-art
(SOTA) NMT models are mainly constructed by a
stacked neural architecture consisting of multiple
hidden layers from bottom-up, where a classifier is
built upon the topmost layer to solve the target task
of translation (Gehring et al., 2017; Vaswani et al.,
2017). Most works tend to focus on the transla-
tion performance of the classifier defined on the
topmost layer, however, they do not deeply under-
stand the learned representations of hidden layers.
Shi et al. (2016) and Belinkov et al. (2017) attempt

∗ Conghui Zhu is the corresponding author.
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Figure 1: The structural hierarchical regularization
framework. On the left is a 4-layer NMT decoder; on
the right is a hierarchical clustering tree and the tree-
induced relative tasks at every tree depth.

to understand the hidden representations through
the lens of a few linguistic tasks, while Ding et al.
(2017) and Strobelt et al. (2018) propose appeal-
ing visualization approaches to understand NMT
models including the representation of hidden lay-
ers. However, employing the analyses to moti-
vate new methods for better translation, the ulti-
mate goal of understanding NMT, is not achieved
in these works.

In our paper, we aim at understanding the hid-
den representation of NMT from an alternative
viewpoint, and particularly we propose simple yet
effective methods to improve the translation per-
formance based on our understanding. We start
from a fundamental question: what are the char-
acteristics of the hidden representation for bet-
ter translation modeling? Inspired by the lessons
from transfer learning (Yosinski et al., 2014), we
propose to empirically verify the argument: good
hidden representation for a target task should be
able to generalize well across any similar tasks.
Unlike Shi et al. (2016) and Belinkov et al. (2017)
who employ one or two linguistic tasks involv-
ing human annotated data to evaluate the feature
generalization ability of the hidden representation,
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which might make understanding bias to a specific
task, we instead construct a nested sequence of
many relative tasks with entailment structure in-
duced by a hierarchical clustering tree over the
output label space (target vocabulary). Each task is
defined as predicting the cluster of the next token
according to a given source sentence and its trans-
lation prefix. Similar to Yu et al. (2018), Zamir
et al. (2018) and Belinkov et al. (2017), we mea-
sure the feature generalization ability of the hidden
representation regarding each task. Our observa-
tions are (§2):

• The hidden representations learned by NMT
indeed has decent feature generalization abil-
ity for the tree-induced relative tasks com-
pared to the randomly initialized NMT model
and a strong baseline with lexical features.

• The hidden representations from the higher
layers generalize better across tasks than
those from the lower layers. And more simi-
lar tasks have closer performances.

Based on the above findings, we decide to regu-
larize and improve the hidden representations of
NMT for better predictive performances regarding
those relative tasks, in hope of achieving improved
performance in terms of the target translation task.
One natural solution is to feed all relative tasks to
every hidden layer of the NMT decoder under the
framework of multi-task learning. This may make
the full coverage of the potential regularization ef-
fect. Unfortunately, this vanilla method is ineffi-
cient in training because there are more than one
hundred task-layer combinations. 1 Based on the
second finding, to approximate the vanilla method,
we instead feed a single relative task to each hid-
den layer as a regularization auxiliary in a coarse-
to-fine manner (§3.1). Furthermore, we design an-
other regularization criterion to encourage predic-
tive decision consistency between a pair of adja-
cent hidden layers, which leads to better approxi-
mated regularization effect (§3.2). Our method is
simple to implement and efficient for training and
testing. Figure 1 illustrates the representation reg-
ularization framework.

To summarize, our contributions are as follows:

• We propose an approach to understand hid-
den representation of multilayer NMT by

1There are about 22 tasks that we have constructed and 6
layers in SOTA NMT models (Vaswani et al., 2017).

measuring their feature generalization ability
across relative tasks constructed by a hierar-
chical clustering tree.

• We propose two simple yet effective meth-
ods to regularize the hidden representation.
These two methods serve as trade-offs be-
tween regularization coverage and efficiency
with respect to the tree-induced tasks.

• We conduct experiments on two widely used
datasets and obtain consistent improvements
(up to +1.3 BLEU) over the current SOTA
Transformer (Vaswani et al., 2017) model.

2 Understanding Hidden Representation

In this section, we first introduce some back-
ground knowledge and notations of the multilayer
NMT model. Then, we present a simple approach
to better understand hidden representation through
transfer learning. By analyzing the feature gener-
alization ability, we draw some constructive con-
clusions which are used for designing regulariza-
tion methods in Section 3.

2.1 Background and Notations
Suppose x = 〈x1, · · · , x|x|〉 is a source sentence,
i.e. a sequence of source tokens, and a target
sentence y = 〈y1, · · · , y|y|〉 is a translation of x,
where each yt in y belongs to Y , the target vocabu-
lary. A translation model minimizes the following
chain-rule factorized negative log-likelihood loss:

`mle = − logP (y | x; θ)

= −
∑

t

logP (yt | x, y<t; θ), (1)

where θ denotes the overall parameter of the trans-
lation model. According to Eq.(1), an alterna-
tive view of the translation problem can be cast to
token-level stepwise classification (Daumé et al.,
2009): predict the target token yt given a context
consisting of x and y<t = 〈y1, · · · , yt−1〉 corre-
sponding to each factor P (yt | x, y<t; θ).

The SOTA multilayer NMT models parameter-
ize P (yt | x, y<t; θ) via powerful multilayer en-
coder and stacked layers of feature transforma-
tions 〈h1, · · · , hL〉 at the decoder side:

P (yt | x, y<t; θ) = P (yt | x, y<t, hL; θ), (2)

where hl(x, y<t) = φl
(
x, y<t;h

l−1; θ
)

is the lth

hidden layer recursively defined by φl on hl−1.
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We also use hl(x, y<t) to represent the output hid-
den representation of layer l for a specific context.
Note that, φl bears several types of instantiation
and is an active area of research (Wu et al., 2016;
Gehring et al., 2017; Vaswani et al., 2017).

2.2 Feature Generalization Ability of Hidden
Representations

Inspired by feature transfer learning (Yosinski
et al., 2014), we attempt to understand hidden rep-
resentations of NMT by evaluating their general-
ization abilities across any tasks that are related to
translation. There are some researchers who study
hidden representations of NMT by using linguistic
tasks such as morphology, named entity, part-or-
speech or syntax (Shi et al., 2016; Belinkov et al.,
2017, 2018). They typically rely on human anno-
tated resources to train a model for each linguis-
tic task, so their methods can not be used for lan-
guages which lack human annotations. Moreover,
their considered tasks are too few to have a good
coverage over task space for measuring transfer-
ability (Yu et al., 2018; Zamir et al., 2018), and
their understanding results may bias to a specific
task. As a result, to evaluate the feature gener-
alization ability of hidden representation, we arti-
ficially construct plenty of relative tasks which do
not employ any human annotation. This makes our
evaluation approach more general.

Definition of the relative tasks Suppose Yk de-
notes any partition (or clustering) regarding the
output label space (target vocabulary) Y . That is,
Yk is a set of subsets Yki ⊂ Y where i = 1...|Yk|,
such that ∀i, j,Yki ∩ Ykj = ∅ and ∪iYki = Y . We
define the following relative task: given a context
〈x, y<t〉, predict the subset or the cluster to which
the tth token yt belongs in Yk, denoted as Yk(yt).
To simplify notation, we regard Yk both as a rela-
tive task and as a partition.

It is clear that the above type of tasks are sim-
ilar to the task of translation according to the de-
scription in Section §2.1. Furthermore, different k
represents different relative task and thus we ac-
tually obtain a great many relative tasks in total.
However, it is impossible to evaluate the hidden
representation on all those tasks; moreover, due to
relationship between tokens (Hu et al., 2016) in
Y , not all partitions are reasonable. As a conse-
quence, motivated by the analysis of VC Dimen-
sion (Vapnik, 1995), we construct a sequence of

nested partitions with an entailment structure: 2

Y1 � · · · � YK . The benefit is that a spectrum
of task hardness can be constructed due to the in-
creased partition or task cardinalities.

As a matter of fact, we instantiate the above
nested partitions through brown clustering (Brown
et al., 1992; Stratos et al., 2014) over Y to get a hi-
erarchical clustering tree and then consider each
tree depth along the tree as a partition represent-
ing a relative task Yk (as shown in Figure 1). In
the following experiments, we run brown cluster-
ing algorithm over a Ch⇒En dataset (§4) and con-
struct a tree of English with depth 21. Without loss
of generality, we regard the task Y22 at a virtual
22 depth of the tree as equivalent to the transla-
tion task Y . Actually, Y and Y22 have the same
cardinality but are different in definition. 3

Evaluating generalization We use multi-class
logistic regression to fit the layer-wise hidden
representation learned by a well-trained 6-layer
Transformer (Vaswani et al., 2017) over each
training instance 〈x, y<t〉. Specifically, given a
context 〈x, y<t〉, for each task Yk and a hidden
representation hl(x, y<t) of this context, which is
fixed as constant, we predict the cluster Yk(yt) ac-
cording to the following probability:

P
(
Yk(yt) | hl(x, y<t); θ

l
Yk
)
, (3)

where θlYk is the parameter of the logistic regres-
sion model for task Yk at lth layer. The difference
between Eq.(3) and Eq.(2) is that the former is the
linear model parameterized by θlYk while the latter
is the NMT model parameterized by θ.

Since there are L = 6 layers in Transformer’s
decoder and K = 22 relative tasks, we have more
than one hundred such linear models defined with
Eq. (3) in total. Therefore, it is costly to train
them independently. Since the loss for each linear
model is convex, joint training leads to exactly the
same optimum as independent training and thus
we employ mini-batch stochastic gradient descent
to minimize the joint loss as follows:

−
∑

k

∑

l

∑

t

logP
(
Yk(yt) | hl(x, y<t); θ

l
Yk
)
.

(4)

2Here what we mean entailment relation (�) between two
partitions Yk and Yk+1 is: ∀Yk+1

i , ∃!Ykj , s.t.Yk+1
i ⊆ Ykj .

3 Please refer to Appendix A for detailed preprocessing of
the tree to get nested partitions.
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Figure 2: The transfer learning performances.

After training, we fix each θlYk and then measure
the feature generalization ability of each hl by val-
idating on the task Yk regarding a heldout dataset,
following Yu et al. (2018). For validation, we
report accuracy on a heldout dataset through the
strategy of maximum a posteriori (MAP). 4

Analysis To figure out how good the learned
hidden representations are, we consider two base-
lines to extract features regarding each context
〈x, y<t〉 to train logistic regression models for
comparison. For the first baseline, the features of
the context are the hidden representations from the
last layer of a randomly initialized Transformer;
for the second, the features are derived by lexi-
cal feature templates, which include the source-
side bag-of-words (BOW) features and target-side
BOW features indexed by relative positions of yt’s
previous with up to m (Markov length) tokens. 5

As shown in Figure 2, the lexical baseline deliv-
ers comparable accuracies for fine-grained tasks
with respect to well learned Transformer’s first
layer, thanks to its discriminant ability with abun-
dant lexical features. For example, its accuracy
reaches about 26% for the task with cardinality
|Y21|. The random baseline performs worse for
tasks with cardinality |Y8|, which indicates that
random representations in NMT have limited gen-
eralization abilities to fine-grained tasks as ex-
pected. The well-trained low-layer hidden repre-
sentations yield much higher accuracies than the
random baseline and are even better than the lexi-
cal baseline. This shows that the hidden represen-
tations from a well-trained NMT have good gener-
alization abilities across relative tasks. In addition,
as the layer goes up, the performance of hidden
representations increase significantly over differ-

4The accuracy is measured by whether
argmaxz∈Yk P (z | hl(x, y<t); θlYk )) = Yk(yt).

5Please refer to Appendix B for more details are.

ent relative tasks, which clearly demonstrates that
more complex neural architecture leads to stronger
expressibility. This provides a quantitative evi-
dence to support the statement in Bengio et al.
(2009), Goodfellow et al. (2016).

3 Structural Hierarchical Regularization

In this section, we propose two simple methods,
which respect the above findings, to enhance the
hidden representations in NMT such that they gen-
eralize well across those relative tasks.

3.1 Hierarchical Regularization

A natural method to improve feature generaliza-
tion of hidden representation is to jointly train the
target task with all relative tasks for all hidden
layers, which we call full-coverage method. As
mentioned in Section §2.2, this method will lead
to training more than one hundred tasks (K × L)
in total, where K denotes the depth of the hierar-
chical clustering tree (aka. the number of tasks)
and L the number of hidden layers. Unfortu-
nately, since each task involves a softmax opera-
tion which may be the computation bottleneck for
the task Yk with large cardinality, this method is
inefficient for training.

As a solution to approximate the potential regu-
larization effect of the full-coverage method, we
confine each hidden layer to engage in a single
relative task. Motivated by the observation that
representations from higher layers have better ex-
pressibility than lower layers, as claimed in §2.2,
we instead employ a coarse-to-fine strategy to se-
lect one task for each layer: finer-grained tasks for
higher layers while coarser-grained task for lower
layers. Specifically, suppose 1 ≤ s(l) ≤ K is
the selected index regarding task Ys(l) for the lth

layer, then it subjects to s(l) < s(l + 1) for each
l. In addition, to encourage the diversity among
the selected L tasks, we require s(l + 1)− s(l) to
be large enough for all l. Formally, the loss of the
hierarchical regularization (HR) method is:

`hr = −
∑

l

∑

t

logP (Ys(l)(yt) | x, y<t, hl; θ, θlYs(l)), (5)

where P (Ys(l)(yt) | xj , yj<t, h
l; θ, θlYs(l)) is simi-

lar to Eq. 3 except that it treats the parameters θ in
NMT as parameters besides θlYs(l) . Compared to
Eq. 4, it includes fewer terms for summation.
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Figure 3: The conceptual graph of the KL consistency
loss in SHR. Here, the multinomial probability vector
pl is calculated through P (· | x, y<t, h

l; θ, θlYs(l)).

3.2 Structural Hierarchical Regularization

The HR method is very simple and computation-
ally efficient, however, using one task to regular-
ize a layer may not be a good approximation of
the full-coverage method, since HR method might
lead to inconsistent decisions for two different lay-
ers, which is formalized through the following en-
tailment structure as introduced in Section 2.2:

arg max
z∈Ys(l1)

P (z | x, y<t, hl1 ; θ, θl1Ys(l1)) ⊃

arg max
z∈Ys(l2)

P (z | x, y<t, hl2 ; θ, θl2Ys(l2)), (6)

where s(l) is the selected task for the lth layer by
HR, 1 ≤ l1 < l2 ≤ L and P (z|x, y<t, hl; θ, θlYs(l))
is similar to Eq. (3) for the task Ys(l) and lth layer
except that it does not treat the NMT parameters
θ as constant. However, it always occurs on the
training data that Ys(l1)(yt) ⊂ Ys(l2)(yt).

To alleviate this inconsistency issue for bet-
ter approximating the full-coverage method, we
leverage the above structural property by adding
another regularization term. Firstly, we project
the distribution P (·|x, y<t, hl; θ, θlYs(l)) into the
domain of Ys(l−1). Then we calculate KL di-
vergence between the projected distribution and
P (·|x, y<t, hl−1; θ, θl−1Ys(l−1)). Figure 3 illustrates
the idea. Since it is inefficient to consider all pairs
of l1 and l2, so we instead consider the consistency
between all adjacent layers. Formally, we obtain

Method # Param. Speed
Zh⇒En En⇒De Train Test

Baseline 90.2M 88.0M 1.82

1.33
FHR +60.9M +63.2M 0.72
HR +3.2M +3.1M 1.65

SHR +3.2M +3.1M 1.40

Table 1: Train and test efficiency comparison, mea-
sured by steps/s (second) and sentences/s respectively.

the following loss function:

`shr = `hr +
1

L− 1

∑

l

KL
(
P (·|x, y<t, hl; θ,

θlYs(l)) || PROJ
[
P (·|x, y<t, hl+1; θ, θl+1

Ys(l+1))
])
,

(7)

where PROJ is the projection defined in Figure 3,
and other notations are defined as before.

We call the above regularization as structural hi-
erarchical regularization (SHR) since it takes ad-
vantage of the structure of the tree. In our ex-
periments, we add HR (Eq.(5)) and SHR (Eq.(7))
losses respectively into the negative log-likelihood
regarding Eq. (1) for training all parameters θ and
θlYs(l) . One of our advantage is that we only use
θ for testing and thus our testing is as efficient as
that for the baseline NMT model.

4 Experiments

4.1 Setup
We conduct experiments on two widely-used cor-
pora. We choose from the LDC corpora about
1.8M sentence pairs for Zh⇒En translation with
word-level vocabulary of 30k for both languages.
We use the WMT14 En⇒De task which consists
4.5M sentence pairs and the vocabulary is built by
joint BPE with 32k merging operations. Besides
the baseline, we also conduct experiments on 3
regularization variants:

• Baseline: the Transformer base model pro-
posed in Vaswani et al. (2017).

• FHR: fine-grained HR based Transformer,
which adopts the original label space as task
for all selected layers for regularization. This
variant is used to demonstrate that low layers
which are weak in expressibility can mess up
hard tasks which are unsuitable to learn.

• HR and SHR: as proposed in Section 3.
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Method MT02 MT03 MT04 MT05 MT06 MT08 Avg.
Zhao et al. (2018) N/A 44.98 45.51 43.93 43.95 33.33 42.34

Baseline 46.08 44.09 46.50 44.45 45.26 37.10 43.48
FHR 45.46 43.56 47.51 44.00 45.45 37.22 43.58
HR 46.28 44.04 47.80 44.56 45.56 38.17 44.08

SHR 47.05 44.80 48.15 45.55 46.30 39.02 44.78

Table 2: BLEU comparison on the LDC dataset.

Choice of relative tasks Based on the heuris-
tics in Section 3.1, we first choose the task with
the largest cardinality from the hierarchical clus-
tering tree without the virtual depth, because this
task is most related to translation (close cardinal-
ities). Then we balance task diversity through a
5 times cardinality difference between tasks from
the previous chosen task. As a result, we can ob-
tain 4 tasks with s(l) = 5, 8, 11, 20 for the Zh⇒En
task and s(l) = 5, 7, 10, 21 for the En⇒De task,
where l = 2, 3, 4, 5 of the 6-layer decoder. 6

4.2 Efficiency Comparison

Table 1 summarizes the total number of param-
eters for the baseline and 3 regularization vari-
ants. As in Eq. (5), HR introduces extra param-
eters compared with the baseline. Besides, calcu-
lating the second term in Eq. (7) requires modest
overheads. Therefore, training our SHR is slower
than training the baseline. Although the proposed
HR and SHR introduce extra parameters during
training, they do not involve them during testing
and thus testing is as efficient as the baseline.

4.3 Translation Quality on Zh⇒En Dataset

Table 2 shows the evaluation results of the base-
line and 3 regularization variants on the Zh⇒En
dataset. Since there are no recent work report-
ing Transformer’s performance on this dataset, we
choose a recurrent SOTA model to show that our
baseline is already better than it, which is a com-
mon knowledge that Transformer can outperform
recurrent NMT models. Our HR method sur-
passes the baseline 0.6 BLEU point, while the
SHR method can improve upon HR by about a
further 0.8 point, namely about 1.4 points over the
baseline. Interestingly, the FHR method only per-
forms on par with baseline, which indicates that
forcing low layers to learn fine-grained tasks will
not lead to beneficial intermediate representations
since they struggle to learn a well-structured rep-

6Please refer to Appendix C for detailed information.

resentation space. This matches the finding in Sec-
tion 2: low layers may not be expressible enough
to perform well on tasks with large cardinalities.

4.4 Analyses on Zh⇒En Dataset
In the following, we conduct several quantita-
tive experiments to demonstrate the advantages of
our proposed two regularization methods over the
baseline. Note that, since we need to guarantee
that the decoded sequence has the same length
with the reference for one-by-one token compar-
ison, the following experiments are all conducted
with teacher forcing and greedy decoding.

4.4.1 Better Feature Generalization Ability
In the same manner as Section 2, we learn soft-
max weights for all relative tasks by fixing model
weights learned by HR and SHR methods. Fig-
ure 4(a), (b) show the ∆ feature generalization
ability (absolute accuracy difference) of HR and
SHR over baseline. Since layer 1 is not selected
as the regularized layer, no significant gap is ob-
served. However, since layer 1 is close to the
loss directly imposed on layer 2, improvements
about 5% and 8% are obtained. Since in the base-
line, layer 5, 6 are already close or with the ul-
timate fine-grained loss, HR method shows very
small gain. But our SHR method can still improve
about 4% absolute points. Except for layer 1, it
is also evident to see larger gaps (more than 20%)
at lower layers than higher layers due to the fact
that lower layers, which are distant from the top-
most loss in the baseline, require more supervision
signals to shape their latent representation space.

4.4.2 Improved Decision Consistency
We measure decision consistency for a specific
layer and decision consistency between a pair of
layers using two metrics. The first metric is mea-
sured by conditional accuracy, which is the possi-
bilities of the classifier parameterized by θlYk cor-
rectly predicting Yk(yt) if the classifier parame-
terized by θlYk′ correctly predicts Yk′(yt) for any
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(a) HR vs Baseline (b) SHR vs Baseline

(c) HR vs Baseline (d) SHR vs Baseline

Figure 4: (a), (b) are the ∆ feature generalization ability (absolute accuracy difference) of HR and SHR method
compared to baseline; (c), (d) are the conditional absolute accuracy difference of HR and SHR over baseline.

k′ < k. The second metric is measured by the
counts of consistent decision pairs between any
pair of regularized layers as defined in Eq. (6).

Figure 4(c), (d) shows the absolute conditional
accuracy difference of our HR and SHR over base-
line. In accordance with the observations in pre-
vious subsection, except for layer 1, other layers
show significant gains (HR more than 7%, SHR
more than 10%) over baseline. Decision consis-
tency for each layer proves the well-shaped layer-
wise representation and potentially paves the way
for better inter-layer decision consistency.

(a) (b) (c)

Figure 5: The consistency correlation between different
regularized layers (lyr.2 to lyr.6) of the baseline and our
two regularization methods.

Figure 5 illustrates the consistency counts be-
tween any regularized layer pairs, including those
without KL-based regularization. Deeper color
represents more consistency counts. It is evident

that the baseline has a very poor consistency be-
tween any layers. Our HR method is almost 2
times better, and the SHR obtains further improve-
ment. A better decision consistency can couple the
decision between relative tasks, so that by reach-
ing a high accuracy on easier tasks can benefit
the harder ones. Another interesting observation
is that non-adjacent layers without KL loss also
obtain significant improvements on decision con-
sistency, because the KL term is actually transitive
between layers where the predictive distributions
are in accordance with the tree structure.

Figure 6: Development set accuracy among the base-
line and our proposed regularization variants over dif-
ferent word frequency bins.
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4.4.3 Promoted Low-Frequency Word
Performance

In this subsection, we clarify that the coarse-to-
fine regularized representations can also benefit
low-frequency words. We divide the vocabulary
into ten equally-sized bins, and summarize token
accuracy for each bin over the development set.
As shown in Figure 6, the x-axis represents the
frequency spectra, that is, we sort the bins by
word frequency from rank 1 (the most frequent
words) to 10 (the rare words). We can see that
both HR and SHR methods demonstrate a gradu-
ally increased gap over the baseline as the word
frequency decreases, which means our methods
become better for less frequent word bins. How-
ever the gap shrinks at the 10th bin. This may be
the fact that for those words that appears with less
than 50 counts, both methods are helpless.

For baseline, it is hard to train well-shaped hid-
den representations for low-frequent words; in ad-
dition, due to the distance between the loss and the
low layers, it is also hard to train weights due to the
unstable gradient signal. By adding our regular-
ization terms, every level of the multilayer decoder
will receive supervision signals directly and lower
layers will receive coarser grained thus higher fre-
quency signals to shape their representations.

4.5 Translation Quality on En⇒De Dataset

Table 3 shows the evaluation results of the baseline
and the 3 regularization variants on the En⇒De
dataset. Notice that we use the base model while
Chen et al. (2018) and Ott et al. (2018) use big
models. The FHR method still does not show
significant improvement over the baseline (less
than 0.2 BLEU point), which verifies the hypoth-
esis that we make by analyzing the Zh⇒En re-
sults. Our HR method is already stronger than
Chen et al. (2018) which uses a multilayer RNN
as decoder. Compared to the current state-of-the-
art in Ott et al. (2018) who utilize huge batch
size and over 100 GPUs on the Transformer big
model, our SHR method can be on par with them.
This comparison indicates that better regularized
hidden representations can be potentially power-
ful than increasing model capacity when using the
same optimization method.

5 Related Work

Since the dawn of NMT, many works have pro-
posed for understanding what has been encoded

Method MT13 MT14
Chen et al. (2018) N/A 28.49
Ott et al. (2018) 26.70 29.30

Baseline 25.99 27.75
FHR 26.10 27.91
HR 26.48 28.87

SHR 26.64 29.18

Table 3: BLEU comparison on the WMT14 dataset.
Here MT13 and MT14 denote newstest2013 and new-
stest2014, which are used as development and test set
respectively.

in the learned hidden representations. Shi et al.
(2016) are the first to investigate source syntax
encoded in source hidden representations. Sim-
ilarly, Belinkov et al. (2017) and Belinkov et al.
(2018) give detailed analyses of both encoder and
decoder’s learned knowledge about part-of-speech
and semantic tags at different layers. Unlike those
works that employ one or two linguistic tasks, we
instead construct plenty of artificial tasks without
any human annotations to analyze the hidden rep-
resentations. This makes our approach more gen-
eral and may potentially lead to less biased con-
clusions.

Based on our understanding of the hidden rep-
resentations, we further develop simple methods
to improve NMT through representation regular-
ization. Many works regularize NMT with lexical
knowledge such as BOW (Weng et al., 2017) and
morphology (Niehues and Cho, 2017; Zaremoodi
et al., 2018), or syntactic knowledge (Kiperwasser
and Ballesteros, 2018; Eriguchi et al., 2017). One
significant difference is that we take into account
the structure among plenty of artificial tasks and
design a well motivated regularization term to en-
courage the structural consistency of tasks, which
further improves NMT performance. In addition,
our coarse-to-fine way to select tasks for regular-
ization is also inspired by recent works using a
coarse-to-fine mechanism for learning better word
embeddings in NMT (Zhang et al., 2018) and pre-
dicting intermediate solutions for semantic pars-
ing (Dong and Lapata, 2018).

6 Conclusion

In this work, we present a simple approach for bet-
ter understanding NMT learned layer-wise repre-
sentations with transfer learning over plenty of ar-
tificially constructed relative tasks. This approach
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is general as it requires no human annotated data,
only demanding target monolingual corpus. Based
on our understanding, we propose two efficient yet
effective methods for representation regularization
which further pushes forward the SOTA NMT per-
formances. In the future, we want to dig deeply
into the subspace regularities of the learned repre-
sentations for more fine-grained understanding.
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A Hierarchical Clustering Tree Induced
Relative Tasks

In this appendix, we demonstrate a more detailed
introduction to the partition of Y , the hierarchi-
cal clustering tree constructed by Y and the tree-
induced relative tasks, which are introduced in
Section 2.2, through an example.

Suppose our vocabulary Y only consists of a
few words, that is, Y = {cat, dog, run, jump, is}.
Any partition of Y denoted as Yk is a set of sub-
sets of Y . As shown in Figure 7, this partition is
actually { { cat, dog }, { jump, run }, { is } }.

cat

dog
run

jump

is

Figure 7: One example partition of the vocabulary Y .

Then suppose the constructed hierarchical clus-
tering tree looks like the tree in Figure 8(a). In
this tree, not all the leaves are at the same depth,
so we left-branches the leaves with {cat, dog} at
depth 1 to stretch to depth 2. Then by adding a
virtual level at depth 3, we can construct a relative
task with the same cardinality as the fine-grained
translation task Y , as shown in Figure 9(b).

B Lexical Feature-based Baseline

In this appendix, we describe the lexical feature-
based baseline that we use in Section 2.2 to com-
pare with the layer-wise representations learned
by Transformer. There are two types of feature
template: a) the source-side bag-of-word (BOW)
features; and b) the target-side order-aware BOW
features. Specifically, given a context 〈x, y<t〉, we
extract features according to the above templates:
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{cat, dog}

{run, jump}
Left branching

{is}

{cat, dog} {run, jump} {is}

(a)

3

2

1

depthtask

{cat} {dog} {run} {jump} {is}

{cat, dog} {run, jump} {is}

{run, jump, is}{cat, dog}

{cat, dog, run, jump, is}

={ }

={ }

={ }

(b)

Figure 8: (a) The original hierarchical clustering tree,
with left branching to have all leaves at the same tree
depth; (b) The hierarchical clustering tree with depth 2,
and a virtual task is constructed at depth 3.

• the BOW representation of the source sen-
tence x: that is, if the source vocabulary is X ,
the source BOW feature vector has length of
|X |, with each entry the appearances of that
token in x.

• the order-aware BOW representation within
k-Markov dependency chain: that is, we ex-
tract feature from yt−k:t−1 by considering
both the token identity and the relative dis-
tance of that token to the predicted one yt.
This feature template constructs a feature
vector of k × |Y| entries (Y the target vocab-
ulary), with each entry set to 1 when appears
in the chain, otherwise 0.

• the order-unaware BOW representation out-
side the k-Markov dependency chain, that
is, we extract feature from the y0:t−k−1 with
the same philosophy of the source-side BOW
feature and obtain a feature vector of size Y .

So in total, the feature vector extracted from the
context 〈x, y<t〉 has a size (|X |+ k × |Y|), which
will be around 300k if the vocabulary size is
around 30k and the Markov order k = 10.

C Detailed Experiment Information

In this appendix, we describe the detailed experi-
ment information: the construction of the hierar-

(a) Task cardinalities for English (Zh⇒En).

(b) Task cardinalities for German (En⇒De).

Figure 9: Task cardinalities.

chical clustering tree (Brown et al., 1992; Stratos
et al., 2014), the model configuration, and the
training details.

We construct two hierarchical clustering trees
for the two target languages, English (Zh⇒En)
and German (En⇒De) in our experiments, with
Percy Liang’s Brown Clustering algorithm imple-
mentation. 7 In both languages, we set the num-
ber of clusters to 5000 (a hyperparameter in the
algorithm, c = 5000), that is, we will obtain trees
with 5000 leaves. We set c to 5000 since the total
vocabulary of the two languages are around 30k,
and 5000 clusters will get a token coverage of 6
(30k/5000=6) for each leave if the clusters are bal-
anced. By using left-branching introduced in Ap-
pendix A, we can finally get two trees with every
depths as a relative task. The statistics of each rel-
ative task’s cardinality for each tree are shown in
Figure 9(a) and (b) respectively. For selecting the
depths in a coarse-to-fine manner, we follow the
heuristics mentioned in Section 3.1, that is, we se-
lect depths which are diverse enough so as to have
better coverage of all the relative tasks. Specifi-
cally, we follow a quotient between two adjacent
selected tasks of 5, and select from the task which
has the cardinality of 5000, then we select tasks
of cardinalities around 1000, 200, 40 respectively.

7https://github.com/percyliang/brown-cluster.
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Method MT02 MT03 MT04 MT05 MT06 MT08 Avg.
Baseline 46.08 44.09 46.50 44.45 45.26 37.10 43.48

L2 46.67 44.50 47.35 45.02 46.20 38.43 44.30
L3 46.40 44.65 46.90 45.02 45.95 37.92 44.08
L4 46.35 44.30 46.97 45.10 46.06 37.31 43.95
L5 46.29 44.57 46.97 44.75 45.45 37.74 43.89
HR 46.28 44.04 47.80 44.56 45.56 38.17 44.08

SHR 47.05 44.80 48.15 45.55 46.30 39.02 44.78

Table 4: BLEU comparison on the LDC dataset with independently regularized layers.

For the Zh⇒En dataset, we select tasks at depths
5, 8, 11, 20 with cardinalities 32, 208, 955, 5000;
for the En⇒De dataset, we select tasks at depths
5, 7, 10, 21 with cardinalities 32, 127, 878, 5000.

The model configuration strictly follows that of
the base model in Vaswani et al. (2017) with word
embedding size of 512, hidden size of 512, feed-
forward projection size of 2048, layer and head
number of 6 and 8. The dropout rates of the em-
bedding, attention and residual block are all set to
0.1. All architectural settings are in accordance
with the base model of Vaswani et al. (2017).

We use Adam (Kingma and Ba, 2014) as the
default optimizer with an initial learning rate of
0.0001. Training batch size is set to 8192 × 4
tokens per batch, that is, we use data parallelism
with 4 P40 or M40 GPUs and 8192 tokens per
GPU. We train the Zh⇒En models from scratch
for about 240k iterations about 2 weeks on 4 M40
GPUs for both the baseline and the 3 regulariza-
tion variants. For the En⇒De models, we first
attempt to train all the methods from scratch up
to 200k iterations, but do not see significant im-
provement on BLEU score (around 0.6 points on
test). So we use the pretrained baseline to initial-
ize our proposed methods, and further train them
for about 200k iterations, which results in the re-
ported improvement in Section 4.5.

D Experiments of Independent Layer
Regularization on Zh⇒En

As suggested by the reviewers, we conduct inde-
pendent layer regularization by imposing a rela-
tive task with cardinality of 5000 on layer 2 to
5 with the six layer Transformer. The perfor-
mances are demonstrated in Table 4. It seems
that independent layer regularization can as well
brings about descent improvements over the base-
line. And regularizing layer 2 of the decoder per-
forms better than our HR method. It is surpris-

ing that lower layers are more urgent to be regu-
larized than higher layers. This phenomenon may
raise the question that how on earth the interme-
diate layer representations help with final predic-
tion. One hypothesis may be drawn from our pa-
per is that: in baseline, the coherence among the
layer-wise representations may be weak so that
some non-linear transformations from lower layer
may not lead to essential predictive power of the
final layer representation. And by using KL diver-
gence to externally constrain their decision con-
sistency may take better advantage of lower lay-
ers. As one of the reviewer pointed out, Uni-
versal Transformer (Dehghani et al., 2018) with
base model’s hyperparameters achieves 28.90 on
WMT14 En⇒De newstest14, with 1/6 enc-dec pa-
rameters (not considering embeddings). Its archi-
tectural inductive bias is motivated from iterative
refinement of the layer-wise representation so the
decoder at each time step builds an RNN like rea-
soning process to refine upon previous layer’s rep-
resentation. We think this might be a more effec-
tive inductive bias in ResNet architecture which
is adopted by Transformer, since Jastrzebski et al.
(2017) provides evidence that ResNet does itera-
tive representation inference (residual as refined
quantity). Future directions may include relating
the dimension reduced representations (Law et al.,
2018) to the coarse-to-fine structural bias, or ex-
periments on Universal Transformer architecture
to probe its learned representations.
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Abstract

Syntactic analysis plays an important role in
semantic parsing, but the nature of this role re-
mains a topic of ongoing debate. The debate
has been constrained by the scarcity of empiri-
cal comparative studies between syntactic and
semantic schemes, which hinders the develop-
ment of parsing methods informed by the de-
tails of target schemes and constructions. We
target this gap, and take Universal Dependen-
cies (UD) and UCCA as a test case. After
abstracting away from differences of conven-
tion or formalism, we find that most content
divergences can be ascribed to: (1) UCCA’s
distinction between a Scene and a non-Scene;
(2) UCCA’s distinction between primary re-
lations, secondary ones and participants; (3)
different treatment of multi-word expressions,
and (4) different treatment of inter-clause link-
age. We further discuss the long tail of cases
where the two schemes take markedly differ-
ent approaches. Finally, we show that the pro-
posed comparison methodology can be used
for fine-grained evaluation of UCCA pars-
ing, highlighting both challenges and poten-
tial sources for improvement. The substantial
differences between the schemes suggest that
semantic parsers are likely to benefit down-
stream text understanding applications beyond
their syntactic counterparts.

1 Introduction

Semantic representations hold promise due to their
ability to transparently reflect distinctions relevant
for text understanding applications. For example,
syntactic representations are usually sensitive to
distinctions based on POS (part of speech), such
as between compounds and possessives. Seman-
tic schemes are less likely to make this distinc-
tion since a possessive can often be paraphrased
as a compound and vice versa (e.g., “US presi-
dent”/“president of the US”), but may distinguish

different senses of possessives (e.g., “some of the
presidents” and “inauguration of the presidents”).

Nevertheless, little empirical study has been
done on what distinguishes semantic schemes
from syntactic ones, which are still in many
cases the backbone of text understanding sys-
tems. Such studies are essential for (1) determin-
ing whether and to what extent semantic methods
should be adopted for text understanding applica-
tions; (2) defining better inductive biases for se-
mantic parsers, and allowing better use of infor-
mation encoded in syntax; (3) pointing at semantic
distinctions unlikely to be resolved by syntax.

The importance of such an empirical study is
emphasized by the ongoing discussion as to what
role syntax should play in semantic parsing, if any
(Swayamdipta et al., 2018; Strubell et al., 2018;
He et al., 2018; Cai et al., 2018). See §8.

This paper aims to address this gap, focusing
on content differences. As a test case, we compare
relatively similar schemes (§2): the syntactic Uni-
versal Dependencies (UD; Nivre et al., 2016), and
the semantic Universal Conceptual Cognitive An-
notation (UCCA; Abend and Rappoport, 2013).

We UCCA-annotate the entire web reviews sec-
tion of the UD EWT corpus (§3), and develop a
converter to assimilate UD and UCCA, which use
formally different graphs (§4). We then align their
nodes, and identify which UCCA categories match
which UD relations, and which are unmatched.

Most content differences are due to (§5):

1. UCCA’s distinction between words and
phrases that evoke Scenes (events) and ones
that do not. For example, eventive and
non-eventive nouns are treated differently in
UCCA, but similarly in UD.

2. UCCA’s distinction between primary rela-
tions, secondary relations and Participants, in
contrast to UD’s core/non-core distinction.
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3. Different treatment of multi-word expressions
(MWEs), where UCCA has a stronger ten-
dency to explicitly mark them.

4. UCCA’s conflation of several syntactic realiza-
tions of inter-clause linkage, and disambigua-
tion of other cases that UD treats similarly.

We show that the differences between the
schemes are substantial, and suggest that UCCA
parsing in particular and semantic parsing in gen-
eral are likely to benefit downstream text under-
standing applications. For example, only 72.9% of
UCCA Participants are UD syntactic arguments,
i.e., many semantic participants cannot be recov-
ered from UD.1 Our findings are relevant to other
semantic representations, given their significant
overlap in content (Abend and Rappoport, 2017).

A methodology for comparing syntactic and se-
mantic treebanks can also support fine-grained er-
ror analysis of semantic parsers, as illustrated by
Szubert et al. (2018) for AMR (Banarescu et al.,
2013). To demonstrate the utility of our compar-
ison methodology, we perform fine-grained error
analysis on UCCA parsing, according to UD re-
lations (§6). Results highlight challenges for cur-
rent parsing technology, and expose cases where
UCCA parsers may benefit from modeling syntac-
tic structure more directly.2

2 Representations

The conceptual and formal similarity between UD
and UCCA can be traced back to their shared de-
sign principles: both are designed to be applicable
across languages and domains, to enable rapid an-
notation and to support text understanding appli-
cations. This section provides a brief introduction
to each of the schemes, whereas the next sections
discuss their content in further detail.3

UCCA is a semantic annotation scheme rooted
in typological and cognitive linguistic theory. It
aims to represent the main semantic phenomena
in text, abstracting away from syntactic forms.
Shown to be preserved remarkably well across
translations (Sulem et al., 2015), it has been
applied to improve text simplification (Sulem

1This excludes cases of shared argumenthood, which are
partially covered by enhanced UD. See §4.1.

2Our conversion and analysis code is public available at
https://github.com/danielhers/synsem.

3See Supplementary Material for a definition of each cat-
egory in both schemes, and their abbreviations.

Participant A
Center C
Adverbial D
Elaborator E
Function F
Ground G
Parallel Scene H

Linker L
Connector N
Process P
Quantifier Q
Relator R
State S
Time T

Table 1: Legend of UCCA categories (edge labels).

et al., 2018b), and text-to-text generation evalua-
tion (Birch et al., 2016; Choshen and Abend, 2018;
Sulem et al., 2018a).

Formally, UCCA structures are directed acyclic
graphs (DAGs) whose nodes (or units) correspond
either to words, or to elements viewed as a sin-
gle entity according to some semantic or cognitive
consideration. Edges are labeled, indicating the
role of a child in the relation the parent represents.
Figure 1 shows a legend of UCCA abbreviations.
A Scene is UCCA’s notion of an event or a frame,
and is a description of a movement, an action or
a state which persists in time. Every Scene con-
tains one primary relation, which can be either a
Process or a State. Scenes may contain any num-
ber of Participants, a category which also includes
abstract participants and locations. They may also
contain temporal relations (Time), and secondary
relations (Adverbials), which cover semantic dis-
tinctions such as manner, modality and aspect.4

Scenes may be linked to one another in sev-
eral ways. First, a Scene can provide information
about some entity, in which case it is marked as an
Elaborator. This often occurs in the case of partici-
ples or relative clauses. For example, “(child) who
went to school” is an Elaborator Scene in “The
child who went to school is John”. A Scene may
also be a Participant in another Scene. For exam-
ple, “John went to school” in the sentence: “He
said John went to school”. In other cases, Scenes
are annotated as Parallel Scenes (H), which are
flat structures and may include a Linker (L), as in:
“WhenL [he arrives]H , [he will call them]H”.

Non-Scene units are headed by units of the cat-
egory Center, denoting the type of entity or thing
described by the whole unit. Elements in non-
Scene units include Quantifiers (such as “dozens
of people”) and Connectors (mostly coordinating
conjunctions). Other modifiers to the Center are
marked as Elaborators.

UCCA distinguishes primary edges, corre-
sponding to explicit relations, from remote edges,

4Despite the similar terminology, UCCA Adverbials are
not necessarily adverbs syntactically.
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which allow for a unit to participate in several
super-ordinate relations. See example in Figure 1.
Primary edges form a tree, whereas remote edges
(dashed) enable reentrancy, forming a DAG.

After

L

graduation
P

H
,U

John

A

moved
P

to
R

Paris
C

A

H

A

Figure 1: UCCA graph. Dashed: remote edge.

UD is a syntactic dependency scheme used in
many languages, aiming for cross-linguistically
consistent and coarse-grained treebank annotation.
Formally, UD uses bi-lexical trees, with edge la-
bels representing syntactic relations.

One aspect of UD similar to UCCA is its prefer-
ence of lexical (rather than functional) heads. For
example, in auxiliary verb constructions (e.g., “is
eating”), UD marks the lexical verb (eating) as the
head, while other dependency schemes may select
the auxiliary is instead. While the approaches are
largely inter-translatable (Schwartz et al., 2012),
lexical head schemes are more similar in form to
semantic schemes, such as UCCA and semantic
dependencies (Oepen et al., 2016).

Being a dependency representation, UD is
structurally underspecified in an important way: it
is not possible in UD to mark the distinction be-
tween an element modifying the head of the phrase
and the same element modifying the whole phrase
(de Marneffe and Nivre, 2019).

An example UD tree is given in Figure 2. UD
relations will be written in typewriter font.

After graduation , John moved to Paris

case punct nsubj
obl

case

root
obl

Figure 2: UD tree.

3 Shared Gold-standard Corpus

We annotate 723 English passages (3,813 sen-
tences; 52,721 tokens), comprising the web re-
views section of the English Web Treebank (EWT;
Bies et al., 2012). Text is annotated by two UCCA
annotators according to v2.0 of the UCCA guide-
lines5 and cross-reviewed. As these sentences are

5http://bit.ly/ucca_guidelines_v2

Train Dev Test
# Passages 347 192 184
# Sentences 2,723 554 535
# Tokens 44,804 5,394 5,381

Table 2: Data split for the shared gold-standard corpus.

included in the UD English_EWT treebank, this
is a shared gold-standard UCCA and UD anno-
tated corpus.6 We use the standard train/develop-
ment/test split, shown in Table 2.

4 Comparison Methodology

To facilitate comparison between UCCA and UD,
we first assimilate the graphs by abstracting away
from formalism differences, obtaining a similar
graph format for both schemes. We then match
pairs of nodes in the converted UD and UCCA
trees if they share all terminals in their yields.

UD annotates bi-lexical dependency trees,
while UCCA graphs contain non-terminal nodes.
In §4.1, we outline the unified DAG converter by
Hershcovich et al. (2018a,b),7 which we use to
reach a common format. In §4.2, we describe a
number of extensions to the converter, which ab-
stract away from further non-content differences.

Afterg

c
a
s
e

graduation

h
e
a
d

obl

,g Johng movedg tog

c
a
s
e

Parisg

h
e
a
d

obl

h
e
a
d

pu
nc
t n

s
u
b
j

head

Figure 3: Converted UD tree. Non-terminals and head
edges are introduced by the unified DAG converter.

4.1 Basic Conversion

Figure 3 presents the same tree from Figure 2 after
conversion. The converter adds one pre-terminal
per token, and attaches them according to the orig-
inal dependency tree: traversing it from the root,
for each head it creates a non-terminal parent with
the edge label head, and adds the dependents as
children of the created non-terminal. Relation sub-
types are stripped, leaving only universal relations.
For example, the language-specific definite article
label det:def is replaced by the universal det.

6Our data is available at https://github.com/
UniversalConceptualCognitiveAnnotation/
UCCA_English-EWT.

7https://github.com/huji-nlp/semstr
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Reentrancies. Remote edges in UCCA enable
reentrancy, forming a DAG together with primary
edges. UD allows reentrancy when including
enhanced dependencies (Schuster and Manning,
2016),8 which form (bi-lexical) graphs, represent-
ing phenomena such as predicate ellipsis (e.g.,
gapping), and shared arguments due to coordina-
tion, control, raising and relative clauses.

UCCA is more inclusive in its use of remote
edges, and accounts for the entire class of implicit
arguments termed Constructional Null Instantia-
tion in FrameNet (Ruppenhofer et al., 2016). For
example, in “The Pentagon is bypassing official
US intelligence channels [...] in order to create
strife” (from EWT), remote edges mark Pentagon
as a shared argument of bypassing and create. An-
other example is “if you call for an appointment
[...] so you can then make one”, where a remote
edge in UCCA indicates that one refers to appoint-
ment. Neither is covered by enhanced UD.

In order to facilitate comparison, we remove re-
mote edges and enhanced dependencies in the con-
version process. We thus compare basic UD and
UCCA trees, deferring a comparison of UCCA
and enhanced UD to future work.

4.2 Extensions to the Converter
We extend the unified DAG converter to remove
further non-content differences.

Unanalyzable units. An unanalyzable phrase
is represented in UCCA as a single unit cover-
ing multiple terminals. In multi-word expres-
sions (MWEs) in UD, each word after the first
is attached to the previous word, with the flat,
fixed or goeswith relations (depending on
whether the expression is grammaticalized, or split
by error). We remove edges of these relations and
join the corresponding pre-terminals to one unit.

Promotion of conjunctions. The basic conver-
sion generally preserves terminal yields: the set of
terminals spanned by a non-terminal is the same
as the original dependency yield of its head termi-
nal (e.g., in Figure 3, the yield of the non-terminal
headed by graduation is “After graduation”, the
same as that of “graduation” in Figure 2).

Since UD attaches subordinating and coordinat-
ing conjunctions to the subsequent conjunct, this
results in them being positioned in the same con-
junct they relate (e.g., After will be included in

8https://universaldependencies.org/u/
overview/enhanced-syntax.html

the first conjunct in “After arriving home, John
went to sleep”; and will be included in the sec-
ond conjunct in “John and Mary”). In contrast,
UCCA places conjunctions as siblings to their
conjuncts (e.g., “[After] [arriving home], [John
went to sleep]” and “[John] [and] [Mary]”).

To abstract away from these convention differ-
ences, we place coordinating and subordinating
conjunctions (i.e., cc-labeled units, and mark-
labeled units with an advcl head such as when,
if, after) as siblings of their conjuncts.

5 Analysis of Divergences

Using the shared format, we turn to analyzing the
content differences between UCCA and UD.9

5.1 Confusion Matrix

Table 3 presents the confusion matrix of categories
between the converted UD and UCCA, calculated
over all sentences in the training and development
sets of the shared EWT reviews corpus. We leave
the test set out of this evaluation to avoid contam-
ination for future parsing experiments.

In case of multiple UCCA units with the same
terminal yield (i.e., units with a single non-remote
child), we take the top category only, to avoid
double-counting. Excluding punctuation, this re-
sults in 60,434 yields in UCCA and 58,992 in
UD. Of these, 52,280 are common, meaning that
a UCCA “parser” developed this way would get a
very high F1 score of 87.6%, if it is provided with
the gold UCCA label for every converted edge.

Some yields still have more than one UCCA
category associated with them, due to edges with
multiple categories (A

∣∣P and A
∣∣S). For presen-

tation reasons, 0.15% of the UCCA units in the
data are not presented here, as they belong to rare
(< 0.1%) multiple-category combinations.

Only 82.6% of UD’s syntactic arguments
(ccomp, csubj, iobj, nsubj, obj, obl and
xcomp) are UCCA Participants, and only 72.9%
of the Participants are syntactic arguments—a
difference stemming from the Scene/non-Scene
(§5.2) and argument/adjunct (§5.3) distinctions.
Moreover, if we identify predicates as words hav-
ing at least one argument and Scenes as units with
at least one Participant, then only 92.1% of UD’s
predicates correspond to Scenes (many are sec-
ondary relations within one scene), and only 80%

9See http://bit.ly/uccaud for a detailed expla-
nation of each example in this section.
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NO
A A

∣∣P A
∣∣S C D E F G H L N P Q R S T MATCH

acl 58 1 4 249 1 48 6 1 1 409
advcl 14 12 2 2 6 512 4 11 423
advmod 225 1 69 1778 332 27 135 14 258 2 2 15 44 9 368 273
amod 25 134 647 837 1 28 7 130 3 269 25 176
appos 21 39 2 34 18 8 33
aux 384 2 1335 2 1 1 17
case 11 31 27 25 123 213 26 11 1 2629 154 1 262
cc 8 4 1 4 1 1 1567 381 6 12 52
ccomp 345 1 1 36 2 1 1 166
compound 225 116 67 586 21 2 32 19 1 12 24 683
conj 10 449 4 5 1 1262 1 6 2 10 497
cop 1 1312 1 9 10 178 7
csubj 13 3 46
det 10 17 119 440 2963 1 129 16 1 124
discourse 1 2 1 25 29 27 16 5 19
expl 21 1 98 17 3
iobj 131 1 1 10
list 3 7 2 1 27 1 6
mark 9 7 1 531 1 654 407 1 5 143
nmod 844 1 1 20 9 786 8 4 12 1 1 20 2 2 11 27 488
nsubj 4296 7 21 25 3 2 55 1 5 61 58 1 80 14 4 247
nummod 2 33 12 17 4 4 334 64
obj 1845 1 54 21 6 11 1 4 23 52 1 23 3 11 583
obl 1195 19 115 41 1 17 39 34 6 6 26 7 302 611
parataxis 6 1 5 4 6 285 3 180
vocative 17 8
xcomp 121 4 25 8 38 38 526
head 445 48 159 6388 717 142 564 83 2462 42 1 4163 120 52 1547 32 2235
NO MATCH 1421 37 58 640 417 291 14 33 2291 146 6 802 94 52 369 96

Table 3: UD-UCCA confusion matrix calculated based on EWT gold-standard annotations from the training and
development sets (§3), after applying our extended converter to UD (§4), by matching UD vertices and UCCA
units with the same terminal yield. The last column (row), labeled NO MATCH, shows the number of edges of
each UD (UCCA) category that do not match any UCCA (UD) unit. Zero counts are omitted.

of Scenes correspond to predicates (e.g., eventive
nouns, which are not syntactic predicates).

Examining the head row in Table 3 allows us
to contrast the schemes’ notions of a head. head-
labeled units have at least one dependent in UD, or
are single-clause sentences (technically, they are
non-terminals added by the converter). Of them,
75.7% correspond to Processes, States, Parallel
Scenes or Centers, which are UCCA’s notions of
semantic heads, and 11.6% are left unmatched,
mostly due to MWEs analyzed in UD but not in
UCCA (§5.4). Another source of unmatched units
is inter-Scene linkage, which tends to be flatter in
UCCA (§5.5). The rest are mostly due to head
swap (e.g., “all of Dallas”, where all is a Quanti-
fier of Dallas in UCCA, but the head in UD).

In the following subsections, we review the
main content differences between the schemes, as
reflected in the confusion matrix, and categorize
them according to the UD relations involved.

5.2 Scenes vs. Non-Scenes
UCCA distinguishes between Scenes and non-
Scenes. This distinction crosses UD categories, as
a Scene can be evoked by a verb, an eventive or
stative noun (negotiation, fatigue), an adjective or
even a preposition (“this is for John”).

Core syntactic arguments. Subjects and ob-
jects are usually Participants (e.g., “wine was ex-

cellent”). However, when describing a Scene, the
subject may be a Process/State (e.g., “but service
is very poor”). Some wh-pronouns are the subjects
or objects of a relative clause, but are Linkers or
Relators, depending on whether they link Scenes
or non-Scenes, respectively. For example, “who”
in “overall, Joe is a happy camper who has found a
great spot” is an nsubj, but a Linker. Other argu-
ments are Adverbials or Time (see §5.3), and some
do not match any UCCA unit, especially when
they are parts of MWEs (see §5.4).

Adjectival modifiers are Adverbials when mod-
ifying Scenes (“romantic dinner”), States when
describing non-Scenes (“beautiful hotel”) or when
semantically predicative (“such a convenient lo-
cation”), or Elaborators where defining inherent
properties of non-Scenes (“medical school”).

Nominal and clausal modifiers. Most are Par-
ticipants or Elaborators, depending on whether
they modify a Scene (e.g., “discount on services”
and “our decision to buy when we did” are Partici-
pants, but “my car’s gears and brakes” and “Some
of the younger kids that work there” are Elabo-
rators). Unmatched acl are often free relative
clauses (e.g., in “the prices were worth what I got”,
what is the obj of worth but a Participant of I got).

Case markers. While mostly Relators modi-
fying non-Scenes (e.g., “the team at Bradley
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Chevron”), some case markers are Linkers link-
ing Scenes together (e.g., “very informative web-
site with a lot of good work”). Others are Elab-
orators (e.g., “over a year”) or States when used
as the main relation in verbless or copula clauses
(e.g., “it is right on Wisconsin Ave”).

Coordination. Coordinating conjunctions (cc)
are Connectors where they coordinate non-Scenes
(e.g., “Mercedes and Dan”) or Linkers where they
coordinate Scenes (e.g., “outdated but not bad”).
Similarly, conjuncts and list elements (conj,
list) may be Parallel Scenes (H), or Centers
when they are non-Scenes.10

Determiners. Articles are Functions, but de-
terminers modifying non-Scenes are Elaborators
(e.g., “I will never recommend this gym to any
woman”). Where modifying Scenes (mostly nega-
tion) they are marked as Adverbials. For example,
“no feathers in stock”, “what a mistake”, and “the
rear window had some leakage” are all Adverbials.

5.3 Primary and Secondary Relations
UD distinguishes core arguments, adverb mod-
ifiers, and obliques (in English UD, the latter
mostly correspond to prepositional dependents of
verbs). UCCA distinguishes Participants, includ-
ing locations and abstract entities, from secondary
relations (Adverbials), which cover manner, as-
pect and modality. Adverbials can be verbs (e.g.,
begin, fail), prepositional phrases (with disre-
spect), as well as modals, adjectives and adverbs.

Adverbs and obliques. Most UD adverb mod-
ifiers are Adverbials (e.g., “I sometimes go”),
but they may be Participants, mostly in the case
of semantic arguments describing location (e.g.,
here). Obliques may be Participants (e.g., “wait
for Nick”), Time (e.g., “for over 7 years”) or
Adverbials—mostly manner adjuncts (by far).

Clausal arguments are Participant Scenes (e.g.,
“it was great that they did not charge a service
fee”, “did not really know what I wanted” or “I
asked them to change it”). However, when serving
as complements to a secondary verb, they will not
match any unit in UCCA, as it places secondary
verbs on the same level as their primary relation.
For example, to pay is an xcomp in “they have
to pay”, while the UCCA structure is flat: have

10While in UD the conjunction cc is attached to the fol-
lowing conjunct, in UCCA coordination is a flat structure.
This is a convention difference that we normalize (§4.2).

to is an Adverbial and pay is a Process. Single-
worded clausal arguments may correspond to a
Process/State, as in “this seems great”.

Auxiliary verbs are Functions (e.g., “do not for-
get”), or Adverbials when they are modals (e.g.,
“you can graduate”). Semi-modals in UD are
treated as clausal heads, which take a clausal com-
plement. For example, in “able to do well”, UD
treats able as the head, which takes do well as an
xcomp. UCCA, on the other hand, treats it as an
Adverbial, creating a mismatch for xcomp.

5.4 Multi-Word Expressions
UD and UCCA treat MWEs differently. In UD
they include names, compounds and grammatical-
ized fixed expressions. UCCA treats names and
grammaticalized MWEs as unanalyzable units,
but also a range of semantically opaque construc-
tions (e.g., light verbs and idioms). On the other
hand, compounds are not necessarily unanalyzable
in UCCA, especially if compositional.

Compounds. English compounds are mostly
nominal, and are a very heterogeneous category.
Most compounds correspond to Elaborators (e.g.,
“industry standard”), or Elaborator Scenes (e.g.,
“out-of-place flat-screen TV”), and many are un-
analyzable expressions (e.g., “mark up”). Where
the head noun evokes a Scene, the dependent is
often a Participant (e.g., “food craving”), but can
also be an Adverbial (e.g., “first time buyers”)
depending on its semantic category. Other com-
pounds in UD are phrasal verbs (e.g., “figure out”,
“cleaned up”), which UCCA treats as unanalyz-
able (leading to unmatched units).

Core arguments. A significant number of sub-
jects and objects are left unmatched as they form
parts of MWEs marked in UCCA as unanalyzable.
UD annotates MWEs involving a verb and its ar-
gument(s) just like any other clause, and there-
fore lacks this semantic content. Examples include
light verbs (e.g., “give a try”), idioms (“bites the
dust”), and figures of speech (e.g., “when it comes
to”, “offer a taste (of)”), all are UCCA units.

Complex prepositions. Some complex preposi-
tions (e.g., according to or on top of ), not encoded
as MWEs in UD, are unanalyzable in UCCA.

5.5 Linkage
Head selection. UCCA tends to flatten linkage,
where UD, as a dependency scheme, selects a head
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and dependent per relation. This yields scope am-
biguities for coordination, an inherently flat struc-
ture. For instance, “unique gifts and cards” is am-
biguous in UD as to whether unique applies only
to gifts or to the whole phrase—both annotated
as in Figure 4a. UCCA, allowing non-terminal
nodes, disambiguates this case (Figure 4b).

unique gifts and cards

amod

root

cc
conj

(a) UD

unique
E

gifts
C

and
N

cards
C

C

(b) UCCA
Figure 4: Coordination in UD and UCCA.

Clausal dependents. UD categorizes clause
linkage into coordination, subordination, ar-
gumenthood (complementation), and parataxis.
UCCA distinguishes argumenthood but conflates
the others into the Parallel Scene category. For
example, “We called few companies before we de-
cided to hire them” and “Check out The Willow
Lounge, you’ll be happy” are Parallel Scenes.

Note that while in UD, mark (e.g., before) is at-
tached to the dependent adverbial clause, a UCCA
Linker lies outside the linked Scenes. To reduce
unmatched advcl instances, this convention dif-
ference is fixed by the converter (§4.2). Many
remaining unmatched units are due to conjunc-
tions we could not reliably raise. For instance,
the marker to introducing an xcomp is ambigu-
ous between Linker (purposive to) and Function
(infinitive marker). Similarly, wh-pronouns may
be Linkers (“he was willing to budge a little on the
price which means a lot to me”), but have other
uses in questions and free relative clauses. Other
mismatches result from the long tail of differences
in how UD and UCCA construe linkage. Con-
sider the sentence in Figure 5. While moment is
an oblique argument of know in UD, From the mo-
ment is analyzed as a Linker in UCCA.

(a) UD

From the moment you enter , you know

case

det

obl
acl
nsubj

punct
nsubj

root

(b) UCCA

From
R

the
E

Fmoment
C

L

youk
A

yenter
P

H

, youk
A

yknow
S

H

U

Figure 5: Clause linkage in UD and UCCA.

5.6 Other Differences

Appositions in UD always follow the modified
noun, but named entities in them are UCCA Cen-
ters, regardless of position (e.g., in “its sister store
Peking Garden”, the UD head its sister store is an
Elaborator, while Peking Garden is the Center).

Copulas. UCCA distinguishes copular con-
structions expressing identity (e.g., “This is the
original Ham’s restaurant”) where the copula is
annotated as State, and cases of attribution (e.g.,
“Mercedes and Dan are very thorough”) or loca-
tion (e.g., “Excellent chefs are in the kitchen”),
where the copula is a Function.

Discourse markers and interjections. Units re-
lating a Scene to the speech event or to the
speaker’s opinion are Ground (e.g., “no, Warwick
in New Jersey” and “Please visit my website”).
On the other hand, discourse elements that relate
one Scene to another are Linkers (e.g., anyway).

Vocatives are both Ground and Participants if
they participate in the Scene and are the party ad-
dressed. For example, Mark in “Thanks Mark” is
both the person addressed and the one thanked.11

Expletives and subjects. Expletives are gener-
ally Functions, but some instances of it and that
are analyzed as nsubj in UD and as Function in
UCCA (e.g., “it’s like driving a new car”).

Excluded relations. We exclude the following
UD labels, as they are irrelevant to our evalua-
tion: root (always matches the entire sentence);
punct (punctuation is ignored in UCCA evalu-
ation); dep (unspecified dependency), orphan
(used for gapping, which is represented using re-
mote edges in UCCA—see §4.1); fixed, flat
and goeswith (correspond to parts of unana-
lyzable units in UCCA, and so do not represent
units on their own—see §4.2); reparandum and
dislocated (too rare in EWT).

6 Fine-Grained UCCA Parsing
Evaluation

In §5 we used our comparison methodology, con-
sisting of the conversion to a shared format and
matching units by terminal yield, to compare gold-
standard UD and UCCA. In this section we ap-

11The A
∣∣G column is omitted from Table 3 as this category

combination occurs in only 0.02% of edges in the corpus.
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ply the same methodology to parser outputs, using
gold-standard UD for fine-grained evaluation.

6.1 Experimental Setup

Data. In addition to the UCCA EWT data (§3),
we use the reviews section of the UD v2.3
English_EWT treebank (Nivre et al., 2018),12

annotated over the exact same sentences. We
additionally use UDPipe v1.2 (Straka et al.,
2016; Straka and Straková, 2017), trained on
English_EWT,13 for feature extraction. We apply
the extended converter to UD as before (§4.2).

Parser. We train TUPA v1.3 (Hershcovich et al.,
2017, 2018a) on the UCCA EWT data, with the
standard train/development/test split. TUPA uses
POS tags and syntactic dependencies as features.
We experiment both with using gold UD for fea-
ture extraction, and with using UDPipe outputs.

Evaluation by gold-standard UD. UCCA eval-
uation is generally carried out by considering a
predicted unit as correct if there is a gold unit that
matches it in terminal yield and labels. Precision,
Recall and F-score (F1) are computed accordingly.
For the fine-grained analysis, we split the gold-
standard, predicted and matched UCCA units ac-
cording to the labels of the UD relations whose
dependents have the same terminal yield (if any).

6.2 Results

Table 4 presents TUPA’s scores on the UCCA
EWT development and test sets. Surprisingly, us-
ing UDPipe for feature extraction results in better
scores than gold syntactic tags and dependencies.

Primary Remote
Features LP LR LF LP LR LF

Development
Gold UD 72.1 71.2 71.7 61.2 38.1 47.0
UDPipe 73.0 72.1 72.5 53.7 40.8 46.4

Test
Gold UD 72.2 71.2 71.7 60.9 36.8 45.9
UDPipe 72.4 71.7 72.1 60.3 38.5 47.0

Table 4: Labeled precision, recall and F1 (in %) for pri-
mary and remote edges output by TUPA on the UCCA
EWT development (top) and test (bottom) sets, using
either gold-standard UD or UDPipe for TUPA features.

Table 5 shows fine-grained evaluation by UD re-
lations. TUPA does best on auxiliaries and deter-
miners, despite the heterogeneity of corresponding

12https://hdl.handle.net/11234/1-2895
13https://hdl.handle.net/11234/1-2898

UCCA categories (see Table 3), possibly by mak-
ing lexical distinctions (e.g., modals and auxiliary
verbs are both UD auxiliaries, but are annotated as
Adverbials and Functions, respectively).

Copulas and coordinating conjunctions pose a
more difficult distinction, since the same lexi-
cal items may have different categories depend-
ing on the context: State/Function for copulas,
due to the distinction between identity and attribu-
tion, and Connector/Linker for conjunctions, due
to the distinction between Scenes and non-Scenes.
However, the reviews domain imposes a strong
prior for both (Function and Linker, respectively),
which TUPA learns successfully.

Inter-clause linkage (conj, advcl, xcomp,
ccomp, parataxis, acl and csubj) is a
common source of error for TUPA. Although the
match between UCCA and UD is not perfect in
these cases, it is overall better than TUPA’s un-
labeled performance, despite using gold-standard
syntactic features. Our results thus suggest that
encoding syntax more directly, perhaps using syn-
tactic scaffolding (Swayamdipta et al., 2018) or
guided attention (Strubell et al., 2018), may as-
sist in predicting unit boundaries. However, TUPA
often succeeds at making distinctions that are not
even encoded in UD. For example, it does reason-
ably well (71%) on distinguishing between noun
modifiers of Scene-evoking nouns (Participants)
and modifiers of other nouns (Elaborators), sur-
passing a majority baseline based on the UD re-
lation (51%). Lexical resources that distinguish
eventive and relational nouns from concrete nouns
may allow improving it even further. In the simi-
lar case of compounds, lexical resources for light
verbs and idioms may increase performance.

7 Discussion

NLP tasks often require semantic distinctions that
are difficult to extract from syntactic representa-
tions. Consider the example “after graduation,
John moved to Paris” again. While graduation
evokes a Scene (Figure 1), in UD it is an oblique
modifier of moved, just like Paris is (Figure 2).
The Scene/non-Scene distinction (§5.2) would as-
sist structural text simplification systems in para-
phrasing this sentence to two sentences, each one
containing one Scene (Sulem et al., 2018a).

Another example is machine translation—
translating the same sentence into Hebrew, which
does not have a word for graduation, would re-
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(a) Labeled F1 % 94 93 89 86 83 83 80 76 76 72 71 71 70 62 59 57 55 50 49 48 41 38 29 23 21 20 0
Unlabeled F1 % 99 99 100 99 100 83 84 95 76 95 95 86 97 92 84 65 77 61 51 61 63 95 29 36 48 37 33

(b)

Total in UD # 156 392 187 212 12 8 463 335 15 378 374 38 116 1 219 222 231 244 52 208 1 16 29 52 22 81 5
Match Gold # 156 385 187 206 12 6 468 305 12 359 361 33 111 7 146 187 198 210 40 162 28 10 20 48 17 56 4
Match Predicted # 154 388 187 203 12 6 446 313 9 345 339 32 113 6 136 163 183 177 30 147 26 11 15 30 12 36 2
Labeled Correct # 145 361 166 175 10 5 365 236 8 253 248 23 78 4 83 99 104 96 17 74 11 4 5 9 3 9 0
Unlabeled Correct # 154 381 187 203 12 5 386 293 8 336 334 28 109 6 118 113 147 119 18 94 17 10 5 14 7 17 1

(c) Labeled/Unlabeled % 94 95 89 86 83 100 95 81 100 75 74 82 72 67 70 88 71 81 94 79 65 40 100 64 43 53 0
Mode/Match Gold % 79 82 86 75 58 100 91 79 83 51 35 85 45 71 54 91 51 70 92 68 44 30 94 98 41 72 100

(d) Average Words # 1.0 1.0 1.0 1.0 1.0 1.1 1.6 1.0 2.2 1.2 1.2 1.1 1.0 1.6 1.2 3.0 2.4 5.8 6.6 3.8 6.0 1.1 9.0 6.7 4.0 5.6 7.5

Table 5: Fine-grained evaluation of TUPA (with gold-standard UD features) on the EWT development set. (a)
Columns are sorted by labeled F1, measuring performance on each subset of edges. Unlabeled F1 ignores edge
categories, evaluating unit boundaries only. (b) Total number of instances of each UD relation; of them, matching
UCCA units in gold-standard and in TUPA’s predictions; their intersection, with/without regard to categories. (c)
Percentage of correctly categorized edges; for comparison, percentage of most frequent category (see Table 3). (d)
Average number of words in corresponding terminal yields.

quire a clause to convey the same meaning. The
mapping would therefore be more direct using
a semantic representation, and we would benefit
from breaking the utterance into two Scenes.

8 Related Work

The use of syntactic parsing as a proxy for seman-
tic structure has a long tradition in NLP. Indeed,
semantic parsers have leveraged syntax for out-
put space pruning (Xue and Palmer, 2004), syn-
tactic features (Gildea and Jurafsky, 2002; Her-
shcovich et al., 2017), joint modeling (Surdeanu
et al., 2008; Hajič et al., 2009), and multi-task
learning (Swayamdipta et al., 2016, 2018; Hersh-
covich et al., 2018a). Empirical comparison be-
tween syntactic and semantic schemes, however,
is still scarce. Rudinger and Van Durme (2014)
mapped Stanford Dependencies (precursor to UD)
to Hobbsian Logical Form, identifying semantic
gaps in the former. PredPatt (White et al., 2016),
a framework for extracting predicate-argument
structures from UD, was evaluated by Zhang et al.
(2017) on a large set of converted PropBank anno-
tations. Szubert et al. (2018) proposed a method
for aligning AMR and UD subgraphs, finding that
97% of AMR edges are evoked by one or more
words or syntactic relations. Damonte et al. (2017)
refined AMR evaluation by UD labels, similar to
our fine-grained evaluation of UCCA parsing.

Some syntactic representation approaches, no-
tably CCG (Steedman, 2000), directly reflect the
underlying semantics, and have been used to trans-
duce semantic forms using rule-based systems
(Basile et al., 2012). A related line of work tack-

les the transduction of syntactic structures into se-
mantic ones. Reddy et al. (2016) proposed a rule-
based method for converting UD to logical forms.
Stanovsky et al. (2016) converted Stanford depen-
dency trees into proposition structures (PROPS),
abstracting away from some syntactic detail.

9 Conclusion

We evaluated the similarities and divergences in
the content encoded by UD and UCCA. We anno-
tated the reviews section of the English Web Tree-
bank with UCCA, and used an automated method-
ology to evaluate how well the two schemes align,
abstracting away from differences of mere conven-
tion. We provided a detailed picture of the con-
tent differences between the schemes. Notably,
we quantified the differences between the notions
of syntactic and semantic heads and arguments,
finding substantial divergence between them. Our
findings highlight the potential utility of using se-
mantic parsers for text understanding applications
(over their syntactic counterparts), but also expose
challenges semantic parsers must address, and po-
tential approaches for addressing them.
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Abstract
Learning high-quality embeddings for rare
words is a hard problem because of sparse
context information. Mimicking (Pinter et al.,
2017) has been proposed as a solution: given
embeddings learned by a standard algorithm,
a model is first trained to reproduce embed-
dings of frequent words from their surface
form and then used to compute embeddings
for rare words. In this paper, we introduce
attentive mimicking: the mimicking model is
given access not only to a word’s surface form,
but also to all available contexts and learns
to attend to the most informative and reliable
contexts for computing an embedding. In an
evaluation on four tasks, we show that atten-
tive mimicking outperforms previous work for
both rare and medium-frequency words. Thus,
compared to previous work, attentive mimick-
ing improves embeddings for a much larger
part of the vocabulary, including the medium-
frequency range.

1 Introduction

Word embeddings have led to large performance
gains in natural language processing (NLP). How-
ever, embedding methods generally need many
observations of a word to learn a good represen-
tation for it.

One way to overcome this limitation and im-
prove embeddings of infrequent words is to in-
corporate surface-form information into learning.
This can either be done directly (Wieting et al.,
2016; Bojanowski et al., 2017; Salle and Villavi-
cencio, 2018), or a two-step process is employed:
first, an embedding model is trained on the word
level and then, surface-form information is used
either to fine-tune embeddings (Cotterell et al.,
2016; Vulić et al., 2017) or to completely recom-
pute them. The latter can be achieved using a
model trained to reproduce (or mimic) the orig-
inal embeddings (Pinter et al., 2017). However,

these methods only work if a word’s meaning can
at least partially be predicted from its form.

A closely related line of research is embedding
learning for novel words, where the goal is to ob-
tain embeddings for previously unseen words from
at most a handful of observations. While most
contemporary approaches exclusively use context
information for this task (e.g. Herbelot and Baroni,
2017; Khodak et al., 2018), Schick and Schütze
(2019) recently introduced the form-context model
and showed that joint learning from both surface
form and context leads to better performance.

The problem we address in this paper is that of-
ten, only few of a word’s contexts provide valu-
able information about its meaning. Nonetheless,
the current state of the art treats all contexts the
same. We address this issue by introducing a
more intelligent mechanism of incorporating con-
text into mimicking: instead of using all contexts,
we learn – by way of self-attention – to pick a sub-
set of especially informative and reliable contexts.
This mechanism is based on the observation that
in many cases, reliable contexts for a given word
tend to resemble each other. We call our proposed
architecture attentive mimicking (AM).

Our contributions are as follows: (i) We intro-
duce the attentive mimicking model. It produces
high-quality embeddings for rare and medium-
frequency words by attending to the most informa-
tive contexts. (ii) We propose a novel evaluation
method based on VecMap (Artetxe et al., 2018)
that allows us to easily evaluate the embedding
quality of low- and medium-frequency words. (iii)
We show that attentive mimicking improves word
embeddings on various datasets.

2 Related Work

Methods to train surface-form models to mimic
word embeddings include those of Luong et al.
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(2013) (morpheme-based) and Pinter et al. (2017)
(character-level). In the area of fine-tuning meth-
ods, Cotterell et al. (2016) introduce a Gaus-
sian graphical model that incorporates morpho-
logical information into word embeddings. Vulić
et al. (2017) retrofit embeddings using a set of
language-specific rules. Models that directly in-
corporate surface-form information into embed-
ding learning include fastText (Bojanowski et al.,
2017), LexVec (Salle and Villavicencio, 2018) and
Charagram (Wieting et al., 2016).

While many approaches to learning embeddings
for novel words exclusively make use of context
information (Lazaridou et al., 2017; Herbelot and
Baroni, 2017; Khodak et al., 2018), Schick and
Schütze (2019)’s form-context model combines
surface-form and context information.

Ling et al. (2015) also use attention in embed-
ding learning, but their attention is within a context
(picking words), not across contexts (picking con-
texts). Also, their attention is based only on word
type and distance, not on the more complex fac-
tors available in our attentive mimicking model,
e.g., the interaction with the word’s surface form.

3 Attentive Mimicking

3.1 Form-Context Model
We briefly review the architecture of the form-
context model (FCM), see Schick and Schütze
(2019) for more details.

FCM requires an embedding space of dimen-
sionality d that assigns high-quality embeddings
v ∈ Rd to frequent words. Given an infrequent
or novel word w and a set of contexts C in which
it occurs, FCM can then be used to infer an em-
bedding v(w,C) for w that is appropriate for the
given embedding space. This is achieved by first
computing two distinct embeddings, one of which
exclusively uses surface-form information and the
other context information. The surface-form em-
bedding, denoted vform

(w,C), is obtained from averag-
ing over a set of n-gram embeddings learned by
the model; the context embedding vcontext

(w,C) is ob-
tained from averaging over all embeddings of con-
text words in C.

The two embeddings are then combined using
a weighting coefficient α and a d × d matrix A,
resulting in the form-context embedding

v(w,C) = α ·Avcontext
(w,C) + (1− α) · vform

(w,C) .

The weighing coefficient α is a function of both

embeddings, modeled as

α = σ(u>[vcontext
(w,C) ; v

form
(w,C)] + b)

with u ∈ R2d, b ∈ R being learnable parameters
and σ denoting the sigmoid function.

3.2 Context Attention

FCM pays equal attention to all contexts of a word
but often, only few contexts are actually suitable
for inferring the word’s meaning. We introduce
attentive mimicking (AM) to address this problem:
we allow our model to assign different weights to
contexts based on some measure of their “reliabil-
ity”. To this end, let C = {C1, . . . , Cm} where
each Ci is a multiset of words. We replace the
context-embedding of FCM with a weighted em-
bedding

vcontext
(w,C) =

m∑

i=1

ρ(Ci, C) · vCi

where vCi is the average of the embeddings of
words in Ci and ρ measures context reliability.

To obtain a meaningful measure of reliability,
our key observation is that reliable contexts typi-
cally agree with many other contexts. Consider a
word w for which six out of ten contexts contain
words referring to sports. Due to this high inter-
context agreement, it is then reasonable to assume
thatw is from the same domain and, consequently,
that the four contexts not related to sports are less
informative. To formalize this idea, we first define
the similarity between two contexts as

s(C1, C2) =
(MvC1) · (MvC2)

>
√
d

with M ∈ Rd×d a learnable parameter, inspired
by Vaswani et al. (2017)’s scaled dot-product at-
tention. We then define the reliability of a context
as

ρ(C, C) = 1

Z

m∑

i=1

s(C,Ci)

where Z =
∑m

i=1

∑m
j=1 s(Ci, Cj) is a normaliza-

tion constant, ensuring that all weights sum to one.
The model is trained by randomly sampling

words w and contexts C from a large corpus and
mimicking the original embedding of w, i.e., min-
imizing the squared distance between the original
embedding and v(w,C).
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4 Experiments

For our experiments, we follow the setup of
Schick and Schütze (2019) and use the Westbury
Wikipedia Corpus (WWC) (Shaoul and Westbury,
2010) for training of all embedding models. To
obtain training instances (w, C) for both FCM
and AM, we sample words and contexts from the
WWC based on their frequency, using only words
that occur at least 100 times. We always train
FCM and AM on skipgram embeddings (Mikolov
et al., 2013) obtained using Gensim (Řehůřek and
Sojka, 2010).

Our experimental setup differs from that of
Schick and Schütze (2019) in two respects: (i) In-
stead of using a fixed number of contexts for C,
we randomly sample between 1 and 64 contexts
and (ii) we fix the number of training epochs to 5.
The rationale behind our first modification is that
we want our model to produce high-quality em-
beddings both when we only have a few contexts
available and when there is a large number of con-
texts to pick from. We fix the number of epochs
simply because our evaluation tasks come without
development sets on which it may be optimized.

To evaluate our model, we apply a novel, in-
trinsic evaluation method that compares embed-
ding spaces by transforming them into a common
space (§4.1). We also test our model on three
word-level downstream tasks (§4.2, §4.3, §4.4) to
demonstrate its versatile applicability.

4.1 VecMap

We introduce a novel evaluation method that
explicitly evaluates embeddings for rare and
medium-frequency words by downsampling fre-
quent words from the WWC to a fixed number of
occurrences.1 We then compare “gold” skipgram
embeddings obtained from the original corpus
with embeddings learned by some model trained
on the downsampled corpus. To this end, we trans-
form the two embedding spaces into a common
space using VecMap (Artetxe et al., 2018), where
we provide all but the downsampled words as a
mapping dictionary. Intuitively, the better a model
is at inferring an embedding from few observa-
tions, the more similar its embeddings must be to
the gold embeddings in this common space. We
thus measure the quality of a model by computing

1The VecMap dataset is publicly available at https://
github.com/timoschick/form-context-model

number of occurrences
model 1 2 4 8 16 32 64 128

skipgram 8.7 18.2 30.9 42.3 52.3 59.5 66.7 71.2
fastText 45.4 44.3 45.7 50.0 55.9 56.7 62.6 67.7
Mimick 10.7 11.7 12.1 11.0 12.5 11.0 10.6 9.2
FCM 37.9 45.3 49.1 53.4 58.3 55.4 59.9 58.8
AM 38.0 45.1 49.6 53.7 58.3 55.6 60.2 58.9
FCM† 32.3 36.9 41.9 49.1 57.4 59.9 67.3 70.1
AM† 32.8 37.8 42.8 49.8 57.7 60.5 67.6 70.4

Table 1: Average cosine similarities for the VecMap
evaluation, scaled by a factor of 100. †: Downsampled
words were included in the training set.

maximum word frequency
model 10 50 100 500 1000

skipgram −0.16 0.21 0.33 0.55 0.66
fastText −0.20 0.10 0.23 0.50 0.61
Mimick 0.00 0.01 −0.03 0.40 0.56
FCM 0.21 0.37 0.37 0.55 0.63
AM 0.27 0.39 0.40 0.56 0.64

Table 2: Spearman’s ρ for various approaches on
SemEval2015 Task 10E

the average cosine similarity between its embed-
dings and the gold embeddings.

As baselines, we train skipgram and fastText on
the downsampled corpus. We then train Mimick
(Pinter et al., 2017) as well as both FCM and AM
on the skipgram embeddings. We also try a variant
where the downsampled words are included in the
training set (i.e., the mimicking models explicitly
learn to reproduce their skipgram embeddings).
This allows the model to learn representations of
those words not completely from scratch, but to
also make use of their original embeddings. Ac-
cordingly, we expect this variant to only be helpful
if a word is not too rare, i.e. its original embedding
is already of decent quality. Table 1 shows that
for words with a frequency below 32, FCM and
AM infer much better embeddings than all base-
lines. The comparably poor performance of Mim-
ick is consistent with the observation of Pinter
et al. (2017) that this method captures mostly syn-
tactic information. Given four or more contexts,
AM leads to consistent improvements over FCM.
The variants that include downsampled words dur-
ing training (†) still outperform skipgram for 32
and more observations, but perform worse than the
default models for less frequent words.

4.2 Sentiment Dictionary
We follow the experimental setup of Rothe et al.
(2016) and fuse Opinion lexicon (Hu and Liu,
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f =1 f ∈ [2, 4) f ∈ [4, 8) f ∈ [8, 16) f ∈ [16, 32) f ∈ [32, 64) f ∈ [1, 100]
model acc F1 acc F1 acc F1 acc F1 acc F1 acc F1 acc F1

skipgram 0.0 2.6 2.2 7.8 11.5 30.7 44.7 64.5 37.8 59.4 35.0 59.7 33.5 58.3
fastText 44.6 51.1 50.5 65.1 48.4 62.9 44.3 59.6 34.1 53.5 29.8 55.7 31.4 56.4
Mimick 0.0 0.0 0.0 0.0 0.0 0.0 1.0 4.0 1.0 1.0 3.9 14.4 4.2 14.8
FCM 86.5 88.9 76.9 85.1 72.0 81.8 57.7 68.5 36.0 54.2 27.7 52.5 30.1 53.4
AM 87.8 90.7 79.1 86.5 72.0 80.9 59.5 70.9 37.8 56.1 28.9 53.4 31.1 54.5
AM+skip 87.8 90.7 79.1 86.5 72.0 81.6 60.1 70.9 40.7 59.9 35.0 59.7 36.8 60.5

Table 3: Results on the Name Typing dataset for various word frequencies f . The model that uses a linear combi-
nation of AM embeddings with skipgram is denoted AM+skip.

2004) and the NRC Emotion lexicons (Moham-
mad and Turney, 2013) to obtain a training set of
words with binary sentiment labels. On that data,
we train a logistic regression model to classify
words based on their embeddings. For our evalu-
ation, we then use SemEval2015 Task 10E where
words are assigned a sentiment rating between 0
(completely negative) and 1 (completely positive)
and use Spearman’s ρ as a measure of similarity
between gold and predicted ratings.

We train logistic regression models on both
skipgram and fastText embeddings and, for test-
ing, replace skipgram embeddings by embeddings
inferred from the mimicking models. Table 2
shows that for rare and medium-frequency words,
AM again outperforms all other models.

4.3 Name Typing
We use Yaghoobzadeh et al. (2018)’s name typing
dataset for the task of predicting the fine-grained
named entity types of a word, e.g., PRESIDENT

and LOCATION for “Washington”. We train a lo-
gistic regression model using the same setup as in
§4.2 and evaluate on all words from the test set
that occur ≤100 times in WWC. Based on results
in §4.1, where AM only improved representations
for words occurring fewer than 32 times, we also
try the variant AM+skip that, in testing, replaces
v(w,C) with the linear combination

v̂w = β(fw) · v(w,C) + (1− β(fw)) · vw
where vw is the skipgram embedding of w, fw is
the frequency of w and β(fw) scales linearly from
1 for fw = 0 to 0 for fw = 32.

Table 3 gives accuracy and micro F1 for sev-
eral word frequency ranges. In accordance with
results from previous experiments, AM performs
drastically better than the baselines for up to 16
occurrences. Notably, the linear combination of
skipgram and AM achieves by far the best overall
results.

4.4 Chimeras

The Chimeras (CHIMERA) dataset (Lazaridou
et al., 2017) consists of similarity scores for pairs
of made-up words and regular words. CHIMERA
provides only six contexts for each made-up
word, so it is not ideal for evaluating our model.
Nonetheless, we can still use it to analyze the
difference of FCM (no attention) and AM (using
attention). As the surface-form of the made-up
words was constructed randomly and thus carries
no meaning at all, we restrict ourselves to the con-
text parts of FCM and AM (referred to as FCM-
ctx and AM-ctx). We use the test set of Herbe-
lot and Baroni (2017) and compare the given sim-
ilarity scores with the cosine similarities of the
corresponding word embeddings, using FCM-ctx
and AM-ctx to obtain embeddings for the made-up
words. Table 4 gives Spearman’s ρ for our model
and various baselines; baseline results are adopted
from Khodak et al. (2018). We do not report re-
sults for Mimick as its representations for novel
words are entirely based on their surface form.
While AM performs worse than previous meth-
ods for 2–4 sentences, it drastically improves over
the best result currently published for 6 sentences.
Again, context attention consistently improves re-
sults: AM-ctx performs better than FCM-ctx, re-
gardless of the number of contexts. Since A La
Carte (Khodak et al., 2018), the method perform-
ing best for 2–4 contexts, is conceptually similar to
FCM, it most likely would similarly benefit from
context attention.

While the effect of context attention is more
pronounced when there are many contexts avail-
able, we still perform a quantitative analysis of one
exemplary instance of CHIMERA to better un-
derstand what AM learns; we consider the made-
up word “petfel”, a combination of “saxophone”
and “harmonica”, whose occurrences are shown
in Table 5. The model attends most to sentences
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model 2 sent. 4 sent. 6 sent.

skipgram 0.146 0.246 0.250
additive 0.363 0.370 0.360
additive − sw 0.338 0.362 0.408
Nonce2Vec 0.332 0.367 0.389
A La Carte 0.363 0.384 0.394
FCM-ctx 0.337 0.359 0.422
AM-ctx 0.342 0.376 0.436

Table 4: Spearman’s ρ for the Chimeras task given 2, 4
and 6 context sentences for the made-up word

sentence ρ

• i doubt if we ll ever hear a man play a petfel like
that again

0.19

• also there were some other assorted instruments
including a petfel and some wind chimes

0.31

• they finished with new moon city a song about
a suburb of drem which featured beautifully con-
trolled petfel playing from callum

0.23

• a programme of jazz and classical music showing
the petfel as an instrument of both musical genres

0.27

Table 5: Context sentences and corresponding attention
weights for the made-up word “petfel”

(2) and (4); consistently, the embeddings obtained
from those sentences are very similar. Further-
more, of all four sentences, these two are the ones
best suited for a simple averaging model as they
contain informative, frequent words like “instru-
ment”, “chimes” and “music”.

5 Conclusion

We have introduced attentive mimicking (AM)
and showed that attending to informative and reli-
able contexts improves representations of rare and
medium-frequency words for a diverse set of eval-
uations.

In future work, one might investigate whether
attention mechanisms on the word level (cf. Ling
et al., 2015) can further improve the model’s per-
formance. Furthermore, it would be interesting
to investigate whether the proposed architecture is
also beneficial for languages typologically differ-
ent from English, e.g., morphologically rich lan-
guages.
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Abstract

Research in the area of style transfer for text
is currently bottlenecked by a lack of stan-
dard evaluation practices. This paper aims
to alleviate this issue by experimentally iden-
tifying best practices with a Yelp sentiment
dataset. We specify three aspects of interest
(style transfer intensity, content preservation,
and naturalness) and show how to obtain more
reliable measures of them from human eval-
uation than in previous work. We propose a
set of metrics for automated evaluation and
demonstrate that they are more strongly corre-
lated and in agreement with human judgment:
direction-corrected Earth Mover’s Distance,
Word Mover’s Distance on style-masked texts,
and adversarial classification for the respective
aspects. We also show that the three examined
models exhibit tradeoffs between aspects of in-
terest, demonstrating the importance of evalu-
ating style transfer models at specific points of
their tradeoff plots. We release software with
our evaluation metrics to facilitate research.

1 Introduction

Style transfer in text is the task of changing an
attribute (style) of an input, while retaining non-
attribute related content (referred to simply as con-
tent for brevity in this paper).1 For instance, pre-
vious work has modified text to make it more pos-
itive (Shen et al., 2017), romantic (Li et al., 2018),
or politically slanted (Prabhumoye et al., 2018).

Some style transfer models enable modifica-
tions by manipulating latent representations of the
text (Shen et al., 2017; Zhao et al., 2018; Fu et al.,
2018), while others identify and replace style-
related words directly (Li et al., 2018). Regardless
of approach, they are hard to compare as there is

1This definition of style transfer makes a simplifying as-
sumption that “style” words can be distinguished from “con-
tent” words, or words carrying relatively less or no stylistic
weight, such as “cafè” in “What a nice cafè.” The definition
is motivated by penalizing unnecessary changes to content
words, e.g. “What a nice cafè” to “This is an awful cafè.”

currently neither a standard set of evaluation prac-
tices, nor a clear definition of which exact aspects
to evaluate. In Section 2, we define three key as-
pects to consider. In Section 3, we summarize is-
sues with previously used metrics. Many rely on
human ratings, which can be expensive and time-
consuming to obtain.

To address these issues, in Section 4, we con-
sider how to obtain more reliable measures of
human judgment for aspects of interest, and au-
tomated methods more strongly correlated with
human judgment than previously used methods.
Lastly, in Section 5, we show that the three ex-
amined models exhibit aspect tradeoffs, highlight-
ing the importance of evaluating style transfer
models at specific points of their tradeoff plots.
We release software with our evaluation met-
rics at https://github.com/passeul/
style-transfer-model-evaluation.

2 Aspects of Evaluation

We consider three aspects of interest on which to
evaluate output text x′ of a style transfer model,
potentially with respect to input text x:

1. style transfer intensity STI(SC(x), SC(x′))
quantifies the difference in style, where
SC(·) maps an input to a style distribution

2. content preservation CP (x, x′) quantifies
the similarity in content between the input
and the output

3. naturalness NT (x′) quantifies the degree to
which the output appears as if it could have
been written by humans

Style transfer models should be compared
across all three aspects to properly characterize
differences. For instance, if a model transfers from
negative to positive sentiment, but alters content
such as place names, it preserves content poorly.
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Style Transfer Content Preservation Naturalness
HRC(x′) HRD(x′) SC(x′) HRC(x,x′) HRR(x,{x′}) BLEU(x,x′) HRC(x′) PPL(x′)

CAAE x x x xF

ARAE x x x x x xF

DAR x x x x xG

Table 1: Summary of past evaluation techniques. HRC is human rating on a continuous scale (e.g. 1 to 5). HRD is
on discrete options (e.g. positive/negative). HRR is human ranking (most to least similar) of outputs, with respect
to given input x. {x′} is the set of x′ from models trained on different parameters. SC is a style classifier. PPL is
perplexity. Superscripts denote that evaluation is done for fluency (F) or grammar (G), which we consider subsets
of naturalness. Readers can see the original papers for details on methods falling under these techniques.

If it preserves content well, but sequentially re-
peats words such as “the”, the output is unnatu-
ral. Conversely, a model that overemphasizes text
reconstruction would yield high content preserva-
tion and possibly high naturalness, but little to no
style transfer. All three aspects are thus critical to
analyze in a system of style transfer evaluation.

3 Related Work

We review previously used approaches for eval-
uating the outputs of style transfer models. Due
to the high costs related to obtaining human eval-
uations, we focus on three models: the cross-
aligned autoencoder (CAAE), adversarially reg-
ularized autoencoder (ARAE), and delete-and-
retrieve (DAR) models (Shen et al., 2017; Zhao
et al., 2018; Li et al., 2018). Table 1 illustrates
the spread of evaluation practices in these papers
using our notation from Section 2, showing that
they all rely on a different combination of human
and automated evaluation. For human evaluation,
the papers use different instruction sets and scales,
making it difficult to compare scores. Below we
describe the automated metrics used for each as-
pect. Some rely on training external models on
the corpus of input texts, X , and/or the corpus of
output texts, X ′. We encourage readers seeking
details on how to compute the metrics to reference
the algorithms in the original papers.

Style Transfer Previous work has trained clas-
sifiers on X and corresponding style labels, and
measured the number of outputs classified as hav-
ing a target style (Shen et al., 2017; Zhao et al.,
2018; Li et al., 2018). Results from this target
style scoring approach may not be directly com-
parable across papers due to different classifiers
used in evaluations.

Content Preservation To evaluate content
preservation between x and x′, previous work has

used BLEU (Zhao et al., 2018; Li et al., 2018),
an n-gram based metric originally designed to
evaluate machine translation models (Papineni
et al., 2002). BLEU does not take into account
the aim of style transfer models, which is to alter
style by necessarily changing words. Intended
differences between x and x′ are thus penalized.

Naturalness Past evaluations of naturalness
have relied largely on human ratings on a vari-
ety of scales under different names: grammatical-
ity, fluency/readability, and naturalness itself (Ta-
ble 1). An issue with measuring grammaticality
is that text with proper syntax can still be seman-
tically nonsensical, e.g. “Colorless green ideas
sleep furiously” (Chomsky, 1957). Furthermore,
input texts may not demonstrate perfect grammat-
icality or readability, despite being written by hu-
mans and thus being natural by definition (Sec-
tion 2). This undermines the effectiveness of mea-
sures for such specific qualities of output texts.

Zhao et al. (2018) used perplexity to evaluate
fluency, which, like grammaticality, we consider a
subset of naturalness itself. Low perplexity signi-
fies less uncertainty over which words can be used
to continue a sequence, quantifying the ability of a
language model to predict gold or reference texts
(Brown et al., 1992; Young et al., 2006). However,
style transfer outputs are not necessarily gold stan-
dard, and the correlation between perplexity and
human judgments of those outputs is unknown in
the style transfer setting.

4 Methods

We describe how to construct a style lexicon for
use in human and automated evaluations. We also
describe best practices that we recommend for ob-
taining scores of those evaluations, as well as how
they can be used for evaluating other datasets.
Please refer to Section 5 for experimental results.
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Negative Sentiment Positive Sentiment
ruined mouthwatering
worst delightfully
failure wonderfully

lackluster marvelous
horrible refreshing

Table 2: Sample of words in a sentiment style lexicon.

4.1 Construction of Style Lexicon

Because the process of style transfer may result
in the substitution or removal of more stylisti-
cally weighted words, it is ideal to have a lexicon
of style-related words to reference. Words in x
and/or x′ that also appear in the lexicon can be ig-
nored in evaluations of content preservation.

While building a new style lexicon or an exten-
sion of existing ones like WordNet-Affect (Strap-
parava and Valitutti, 2004) may be feasible with
binary sentiment as the style, it may not be scal-
able to manually do so for various other types of
styles. Static lexica also might not take context
into account. This is an issue for text with words
or phrases that are ambiguous in terms of stylistic
weight, e.g. “dog” in “That is a man with a dog”
vs. “That man is a dog.”

It is more appropriate to automate the construc-
tion of a style lexicon per dataset of interest. While
multiple options may exist for doing so, we em-
phasize the simplicity and replicability of train-
ing a logistic regression classifier on X and cor-
responding style labels. We populate the lexicon
with features having the highest absolute weights,
as those have the most impact on the outcome of
the style labels. (Table 2 shows sample words in
the lexicon constructed for the dataset used in our
experiments.) While sentiment datasets have been
widely used in the literature (Shen et al., 2017;
Zhao et al., 2018; Li et al., 2018), a lexicon can
be constructed for other datasets in the same man-
ner, as long as the dataset has style labels.

Given existing NLP techniques, it may not
be possible to correctly identify all style-related
words in a text. Consequently, there is a tradeoff
between identifying more style-related words and
incorrectly marking some other (content) words
as style-related. We opt for higher precision and
lower recall to minimize the risk of removing con-
tent words, which are essential to evaluations of
content preservation. This issue is not critical be-
cause researchers can compare their style transfer
methods using our lexicon.

4.2 Human Evaluation
As seen in Table 1, past evaluations of both style
transfer and naturalness consider only output text
x′. Existing work from other fields have, how-
ever, shown that asking human raters to evaluate
two relative comparisons provides more accurate
scores than asking them to provide a numerical
score for a single observation (Stewart et al., 2005;
Bijmolt and Wedel, 1995). With this knowledge,
we construct more reliable ways of obtaining hu-
man evaluations via relative scoring instead of ab-
solute scoring.

Style Transfer Intensity Past evaluations have
raters mark the degree to which x′ exhibits a tar-
get style (Li et al., 2018). We instead ask raters
to score the difference in style between x and x′,
on a scale of 1 (identical styles) to 5 (completely
different styles). This approach can also used for
non-binary cases. Consider text modeled as a dis-
tribution over multiple emotions (e.g. happy, sad,
scared, etc.), where each emotion can be thought
of as a style. One task could be to make a scared
text more happy. Presented with x and x′, raters
would still rate the degree to which they differ in
style.

Content Preservation We consider the diffi-
culty of asking raters to ignore style-related words
as done in (Shen et al., 2017). Because not all
raters may identify the same words as stylistic,
their evaluations may vary substantially from one
another. To account for this, we ask raters to eval-
uate content preservation on the same texts, but
where we have masked style words using our style
lexicon. Under this new “masking” approach,
raters have a simpler task, as they are no longer re-
sponsible for taking style into account when they
rate the similarity of two texts on a scale of 1 to 5.

Naturalness We ask raters to determine whether
x or x′ (they are not told which is which) is
more natural. An x′ marked as more natural indi-
cates some success on the part of the style transfer
model, as it is able to fool the rater. This is in con-
trast to previous work, where raters score the natu-
ralness of x′ on a continuous scale without taking
x into account at all, even though x serves as the
basis for comparison of what is considered natural.

4.3 Automated Evaluation
In this section, we describe our approaches to au-
tomating the evaluation of each aspect of interest.
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No modification
Input: the girls up front incompetent .
Output: the girls up front are amazing .
Style removal
Input: the girls up front .
Output: the girls up front are .
Style masking
Input: the girls up front 〈customstyle〉.
Output: the girls up front are 〈customstyle〉.

Table 3: Text under different settings of style-based
modification, as used in evaluations of content preser-
vation. The sample output is from ARAE (λ = 1).

Style Transfer Intensity Rather than count how
many output texts achieve a target style, we can
capture more nuanced differences between the
style distributions of x and x′, using Earth Mover’s
Distance (Rubner et al., 1998; Pele and Werman,
2009). EMD(SC(x), SC(x′)) is the minimum
“cost” to turn one distribution into the other, or
how “intense” the transfer is. Distributions can
have any number of values (styles), so EMD han-
dles binary and non-binary datasets.

Note that even if argmax(SC(x′)) is not the
target style class,EMD still acknowledges move-
ment towards the target style with respect to
SC(x). However, we penalize (negate) the score
if SC(x′) displays a relative change of style in the
wrong direction, away from the target style.

Depending on x, not a lot of rewriting may be
necessary to achieve a different style. This is not
an issue, as STI relies on a style classifier to quan-
tify not the difference between the content of x and
x′, but their style distributions. For the style classi-
fier, we experiment with textcnn (Kim, 2014; Lee,
2018) and fastText (Joulin et al., 2017).

Content Preservation We first subject texts to
different settings of modification: style removal
and style masking. This is to address undesired pe-
nalization of metrics on texts expected to demon-
strate changes after style transfer (Section 3). For
style removal, we remove style words from x and
x′ using the style lexicon. For masking, we re-
place those words with a 〈customstyle〉 place-
holder. Table 3 exemplifies these modifications.

For measuring the degree of content preserva-
tion, in addition to the widely used BLEU, we
consider METEOR and embedding-based metrics.
METEOR is an n-gram based metric like BLEU,
but handles sentence-level scoring more robustly,
allowing it to be both a sentence-level and corpus-
level metric (Banerjee and Lavie, 2005).

For the embedding-based metrics, word em-
beddings can be obtained with methods like
Word2Vec (Mikolov et al., 2013) or GloVe (Pen-
nington et al., 2014). Sentence-level embeddings
can be comprised of the most extreme values of
word embeddings per dimension (vector extrema)
(Forgues et al., 2014), or word embedding aver-
ages (Sharma et al., 2017). Word Mover’s Dis-
tance (WMD), based on EMD, calculates the
minimum “distance” between word embeddings
of x and of x′, where smaller distances signify
higher similarity (Kusner et al., 2015). Greedy
matching greedily matches words in x and x′

based on their embeddings, calculates their simi-
larity (e.g. cosine similarity), and averages all the
similarities. It repeats the process in the reverse di-
rection and takes the average of those two scores
(Rus and Lintean, 2012).

We evaluate with all these metrics to identify
the one most strongly correlated with human judg-
ment of content preservation.

Naturalness For a baseline understanding of
what is considered “natural,” any method used
for automated evaluation of naturalness requires
the human-sourced input texts. We train unigram
and neural logistic regression classifiers (Bowman
et al., 2016) on samples of X and X ′ for each
transfer model. Via adversarial evaluation, these
classifiers must distinguish human-generated in-
puts from machine-generated outputs. The more
natural an output is, the likelier it is to fool a clas-
sifier (Jurafsky and Martin, 2018). We calculate
agreement between each type of human evaluation
(Section 4.2) and each classifier AC. Agreement
is the ratio of instances where humans andAC rate
a text as more natural than the other.

We also train LSTM language models (Hochre-
iter and Schmidhuber, 1997) on X and compute
sentence-level perplexities for each text in X ′ in
order to determine the relative effectiveness of ad-
versarial classification as a metric.

5 Experiments and Results

Due to high costs of human evaluation, we focus
on CAAE, ARAE, and DAR models with transfer
tasks based on samples from the Yelp binary senti-
ment dataset (Shen et al., 2017).2 Below we detail

2Like most literature, including the papers on CAAE,
ARAE and DAR, we focus on the binary case. Creating a
high-quality, multi-label style transfer dataset for evaluation
is a demanding task, which is out of scope for this paper.
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Input would n’t recommend until management works on friendliness and communication with residents .
ARAE (λ = 1) highly recommend this place while living in tempe and management .
CAAE (ρ = 0.5) would highly recommend management on duty and staff on business .
DAR (γ = 500) until management works on friendliness and is a great place for communication with residents .

Table 4: Sample outputs of a negative to positive sentiment style transfer task. Italicized words are style-related,
according to a style lexicon. They can be masked or removed in evaluations of content preservation (Section 4.3).

the range of parameters each model is trained on in
order to compare evaluation practices and generate
aspect tradeoff plots. Each of three Amazon Turk
raters evaluated 244 texts per aspect, per model.
Of those texts, half are originally of positive senti-
ment transferred to negative, and vice versa.

For brevity, we reference average scores (cor-
relation, kappa, and agreement, each of which is
described below) from across all models in our
analysis of results. For detailed scores per model,
please refer to the corresponding tables.

5.1 Style Transfer Models

For each style transfer model, we choose a wide
range of training parameters to allow for variation
of content preservation, and indirectly, of style
transfer intensity, in X . We show sample outputs
from the models for a given input text in Table 4.

CAAE uses autoencoders (Vincent et al., 2008)
that are cross-aligned, assuming that texts already
share a latent content distribution (Shen et al.,
2017). It uses latent states of the RNN and mul-
tiple discriminators to align distributions of texts
in X ′ exhibiting one style with distributions of
texts in X exhibiting another. Adversarial compo-
nents help separate style information from the la-
tent space where inputs are represented. We train
CAAE on various values (0.01, 0.1, 0.5, 1, 5) of ρ,
a weight on the adversarial loss.

CAAE is a baseline for other style transfer mod-
els, such as ARAE, which trains a separate de-
coder per style class (Zhao et al., 2018). We train
ARAE on various values (1, 5, 10) of λ, which is
also a weight on adversarial loss.

The third model that we evaluate, which also
uses CAAE as a baseline, avoids adversarial meth-
ods in an approach called Delete-and-Retrieve
(DAR) (Li et al., 2018). It identifies and removes
style words from texts, searches for related words
pertaining to a new target style, and combines the
de-stylized text with the search results using a neu-
ral model. We train DAR on γ = 15, where γ is a
threshold parameter for the maximum number of
style words that can be removed from texts, with

Model Text Modification Setting
Unmasked Style Masked

CAAE 0.158 0.289
ARAE 0.201 0.321
DAR 0.161 0.281
Average 0.173 0.297

Table 5: Fleiss’ kappas for human judgments of content
preservation of unmasked and style-masked texts.

Model Absolute Relative
τ = 3 τ = 2

CAAE 0.193 0.321 0.579
ARAE 0.215 0.415 0.741
DAR 0.103 0.201 0.259
Average 0.170 0.312 0.526

Table 6: Fleiss’ kappas for human judgments of abso-
lute naturalness and relative naturalness of texts.

respect to the size of the corpus vocabulary. For
this single training value, we experiment with a
range of γ values (0.1, 1, 15, 500) during test time
because, by design, the model does not need to be
retrained (Li et al., 2018).

5.2 Human Evaluation
We use Fleiss’ kappa κ of inter-rater reliability
(see formula in L. Fleiss and Cohen, 1973) to iden-
tify the more effective human scoring task for dif-
ferent aspects of interest. The kappa metric is of-
ten levied in a relative fashion, as there are no uni-
versally accepted thresholds for agreements that
are slight, fair, moderate, etc. For comprehen-
sive experimentation, we compare kappas over the
outputs of each style transfer model. The kappa
score for ratings of content preservation based on
style-masked texts is 0.297. Given the kappa score
of 0.173 for unmasked texts, style masking is a
more reliable approach towards human evaluation
for content preservation (Table 5).

For style transfer intensity, kappas for relative
scoring do not show improvement over the pre-
viously used approach of absolute scoring of x′.
However, we observe the opposite for the aspect of
naturalness. Kappas for relative naturalness scor-
ing tasks exceed those of the absolute scoring ones
(Table 6). Despite the two types of tasks having
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Model fastText textcnn
Target Style Scores Earth Mover’s Distance Target Style Scores Earth Mover’s Distance

CAAE 0.566 ± 0.038 0.573 ± 0.038 0.587 ± 0.037 0.589 ± 0.037
ARAE 0.513 ± 0.053 0.516 ± 0.053 0.515 ± 0.053 0.519 ± 0.053
DAR 0.470 ± 0.049 0.539 ± 0.045 0.508 ± 0.047 0.566 ± 0.043
Average 0.516 ± 0.047 0.543 ± 0.045 0.537 ± 0.046 0.558 ± 0.044

Table 7: Correlations of automated style transfer intensity metrics with human scores.

Model BLEU METEOR Embed Average Greedy Match Vector Extrema WMD
CAAE 0.458 ± 0.044 0.498 ± 0.042 0.370 ± 0.048 0.489 ± 0.043 0.496 ± 0.042 0.496 ± 0.042
ARAE 0.337 ± 0.064 0.387 ± 0.062 0.313 ± 0.065 0.419 ± 0.060 0.423 ± 0.060 0.445 ± 0.058
DAR 0.440 ± 0.051 0.455 ± 0.050 0.379 ± 0.054 0.472 ± 0.049 0.472 ± 0.049 0.484 ± 0.048
Average 0.412 ± 0.053 0.447 ± 0.051 0.354 ± 0.056 0.460 ± 0.051 0.464 ± 0.050 0.475 ± 0.049

Table 8: Absolute correlations of content preservation metrics with human scores on texts with style removal.

Model BLEU METEOR Embed Average Greedy Match Vector Extrema WMD
CAAE 0.488 ± 0.043 0.517 ± 0.041 0.356 ± 0.049 0.490 ± 0.043 0.496 ± 0.042 0.517 ± 0.041
ARAE 0.356 ± 0.063 0.374 ± 0.062 0.302 ± 0.066 0.405 ± 0.061 0.422 ± 0.060 0.457 ± 0.057
DAR 0.444 ± 0.050 0.454 ± 0.050 0.370 ± 0.054 0.450 ± 0.050 0.473 ± 0.049 0.475 ± 0.049
Average 0.429 ± 0.052 0.448 ± 0.051 0.343 ± 0.056 0.448 ± 0.051 0.464 ± 0.050 0.483 ± 0.049

Table 9: Absolute correlations of content preservation metrics with human scores on texts with style masking.

different numbers of categories (2 vs 5), we can
compare them by using a threshold τ to bin the
absolute score for each text into a “natural” group
(x′ is considered to be more natural than x) or “un-
natural” one (vice versa), like in relative scoring.
For example, τ = 2 places texts with absolute
scores greater than or equal to 2 into the natural
group. Judgments for relative tasks yield greater
inter-rater reliability than those of absolute tasks
across multiple thresholds (τ ∈ {2, 3}). This sug-
gests that the relative scoring paradigm is prefer-
able in human evaluations of naturalness.

5.3 Automated Evaluation

Per aspect of interest, we compute Pearson cor-
relations between scores from the existing metric
and human judgments. (As there were three raters
for any given scoring task, we take the average of
their scores.) We do the same for our proposed
metrics to identify which metric is more reliable
for automated evaluation of a given aspect.

For style transfer intensity, across both the
fastText and textcnn classifiers, our proposed
direction-corrected Earth Mover’s Distance metric
has higher correlation with human scores than the
past approach of target style scoring (Table 7).

For content preservation, METEOR, shown to
have higher correlation with human judgments

Model
Unigram Adv. Clf. Neural Adv. Clf.
Absolute Relative Absolute Relative

CAAE 56.07 64.51 57.38 67.87
ARAE 49.45 66.67 50.68 67.90
DAR 65.16 65.57 61.07 62.30
Average 56.89 65.58 56.38 66.02

Table 10: Percent agreement between adversarial clas-
sifiers and human scores on the naturalness of texts.

than BLEU for machine translation (Banerjee and
Lavie, 2005), shows the same relationship for style
transfer. However, across various text modifica-
tion settings, WMD generally shows the strongest
correlation with human scores (Tables 8 and 9).
Because WMD is lower when texts are more sim-
ilar, it is anti-correlated with human scores. We
take absolute correlations to facilitate comparison
with other content preservation metrics. With re-
spect to text modification, style masking may be
more suitable as it, on average for WMD, exhibits
a higher correlation with human judgments.

For naturalness, both unigram and neural classi-
fiers exhibit greater agreement on which texts are
considered more natural with the humans given
relative scoring tasks than with those given abso-
lute scoring tasks (Table 10), although the neural
classifier achieves higher agreements on average.
We also confirm that sentence-level perplexity is
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Figure 1: Extreme tradeoff plots, with style transfer intensity on the x-axis and content preservation on the y-axis.

(a) Content vs. Style Tradeoffs (b) Naturalness vs. Style Tradeoffs

Figure 2: Tradeoffs between aspects of evaluation, using metrics most strongly correlated with human scores.

not an appropriate metric. It exhibits no significant
correlation with human scores (α = 0.05). These
results suggest that adversarial classifiers can be
useful for automating measurement of naturalness.

5.4 Aspect Tradeoffs

Previous work has compared models with respect
to a single aspect of interest at a time, but has only,
to a limited degree, considered how relationships
between multiple aspects influence these compar-
isons. In particular, concurrent work by (Li et al.,
2018) examines tradeoff plots, but focuses primar-
ily on variants of its own model, while including
only a single point on the plots of style transfer
models from other papers. For a comprehensive
comparison, it is ideal to have plots for all models.

It is helpful to first understand the tradeoff
space. For example, we define extreme cases
for style transfer intensity and content preserva-
tion, where we assume measurement of the lat-
ter ignores stylistic content. Consider two classes
of suboptimal models. One class produces out-
puts with a wide range of style transfer intensity,
but poor content preservation (Figure 1a). The
other class of models produces outputs with low
style transfer intensity, but a wide range of content
preservation (Figure 1b).

This is in contrast to a model that yields a wide

range of style transfer intensity and consistently
high content preservation (Figure 1c). If we take
that to be an ideal model for a sentiment dataset,
we can interpret models with better performance
to be the ones whose tradeoff plots are closer to
that of the ideal model and farther from those of
the suboptimal ones. The plot for an ideal model
will likely vary by dataset, especially because the
tradeoff between content preservation and style
transfer intensity depends on the level of distinc-
tion between style words and content words of the
dataset.

With this interpretation of the tradeoff space,
we construct a plot for each style transfer model
(Figure 2), where each point represents a different
hyperparameter setting for training (Section 5.1).
We collect scores based on the automated metrics
most strongly correlated with human judgment:
direction-corrected EMD for style transfer inten-
sity, WMD for content preservation, and percent
of output texts marked by an adversarial classifier
as more natural than input texts. Because WMD
scores are lower when texts are more similar, we
instead take the normalized inverses of the scores
to represent the degree of content preservation.

Across all models, there is a trend of reduction
in content preservation and naturalness as style
transfer intensity increases. Without the plots, one
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might conclude that ARAE and DAR perform sub-
stantially differently, especially if hyperparame-
ters are chosen such that ARAE achieves the left-
most point on its plot and DAR achieves the right-
most point on its plot. With the plots, at least for
the set of hyperparameters considered, it is evident
that they perform comparably (Figure 2a) and do
not exhibit the same level of decrease in natural-
ness as CAAE (Figure 2b).

6 Discussion

Previous work on style transfer models used a va-
riety of evaluation methods (Table 1), making it
difficult to meaningfully compare results across
papers. Moreover, it is not clear from existing re-
search how exactly to define particular aspects of
interest, or which methods (whether human or au-
tomated) are most suitable for evaluating and com-
paring different style transfer models.

To address these issues, we specified key as-
pects of interest (style transfer intensity, content
preservation, and naturalness) and showed how
to obtain more reliable measures of them from
human evaluation than in previous work. Our
proposed automated metrics (direction-corrected
EMD, WMD on style-masked texts, and adversar-
ial classification) exhibited stronger correlations
with human scores than existing automated met-
rics on a binary sentiment dataset. While human
evaluation may still be useful in future research,
automation facilitates evaluation when it is infea-
sible to collect human scores due to prohibitive
cost or limited time.

6.1 Human Evaluation

For style transfer intensity, the relative scoring
task (rating the degree of stylistic difference be-
tween x and x′) did not have greater rater reliabil-
ity than the previously used task of rating output
texts on an absolute scale. This is likely due to
task complexity or rater uncertainty, which moti-
vates the need for further exploration of task de-
sign for this particular aspect of interest.

For content preservation, our form of human
evaluation operates on texts whose style words
are masked out, unlike the previous approach (no
masking). Our approach addresses the uninten-
tional variable of rater-dependent style identifica-
tion that could lead to noisy, less reliable ratings.

Identification and masking of words was made
possible with a style lexicon. We automatically

constructed the lexicon in a way that can be done
for any style dataset, as long as style labels are
available (Section 4.1). We acknowledge a trade-
off between filling the lexicon with more style
words and being conservative in order to avoid
capturing content words. We justify taking a more
conservative approach as content words are natu-
rally critical to evaluations of content preservation.

For naturalness, we introduced a paradigm of
relative scoring that uses both the output and input
texts. This achieved a higher inter-rater reliability
than did absolute scoring, the previous approach.

6.2 Automated Evaluation

For style transfer intensity, we proposed using a
metric with EMD as the basis to acknowledge the
spectrum of styles that can appear in outputs and to
handle both binary and non-binary datasets. The
metric also accounts for direction by penalizing
scores in the cases where the style distribution of
the output text explicitly moves away from the tar-
get style. Previous work used external classifiers,
whose style distributions for x and x′ can be used
to calculate direction-corrected EMD, making it a
simple addition to the evaluation workflow.

For content preservation, WMD (based on
EMD) works in a similar fashion, but with word
embeddings of x and of x′. BLEU, used widely
in previous work, may yield weaker correlations
with human judgment in comparison as it was de-
signed to have multiple reference texts per candi-
date text (Papineni et al., 2002). Several reference
texts, which are more common in machine trans-
lation tasks, increase the chance of n-gram (such
as n ≥ 3) overlap with the candidate. In the style
transfer setting, however, the only reference text
for x′ is x. Having a single reference text reduces
the likelihood of overlap and the overall effective-
ness of BLEU.

For naturalness, strong agreement of adversarial
classifiers with relative scores assigned by humans
suggest that classifiers are suitable for automated
evaluation. One might assume input texts would
almost always be rated as more natural by both hu-
mans and classifiers, biasing the agreement. This
is not the case, as we justify our rating scheme
with evidence of outputs being rated as more natu-
ral across several models (Figure 2b). Output texts
classified as more natural indicate some success
for a style transfer model, as it can produce texts
with a quality like that of human-generated inputs,
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which are, by definition, natural.
Finally, with aspect tradeoff plots constructed

using scores from the automated metrics, we can
directly compare models with respect to multi-
ple aspects simultaneously. Points of intersection,
or near intersection, for different models signify
that they, at the hyperparameters that yielded those
points, can achieve similar results for various as-
pects. These parameters can be useful for un-
derstanding the impact of decisions made during
model design and optimization phases.

6.3 Future Research
As we confirmed, sentence-level perplexity of out-
put x′ is not meaningful by itself for the automated
evaluation of naturalness. The idea of using both x
and x′, akin to how we train automated classifiers
of naturalness (Section 4.3), can be extended to
construct a perplexity-based metric that also takes
into account the perplexity of input x.

Another avenue for future work could be evalu-
ating on datasets with a different style or number
of style classes. It is worth studying the distinc-
tion between style words and content words in the
vocabulary of each such dataset. Given the defini-
tion of style transfer and its simplifying assump-
tion in Section 1, it would be reasonable to expect
naturally low content preservation scores for any
given style transfer model operating on datasets
with less distinction, such as those of formality.
This is not so much an issue as it is a dataset-
specific trend that can be visualized in correspond-
ing tradeoff plots, which would provide a holis-
tic evaluation of model performance. In any case,
results from inter-rater reliability and correlation
testing on these additional datasets would over-
all enable more consistent evaluation practices and
further progress in style transfer research.
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Abstract

Bigrams (two-word sequences) hold a special
place in semantic composition research since
they are the smallest unit formed by
composing words. A semantic relatedness
dataset that includes bigrams will thus be
useful in the development of automatic
methods of semantic composition. However,
existing relatedness datasets only include
pairs of unigrams (single words). Further,
existing datasets were created using rating
scales and thus suffer from limitations such as
inconsistent annotations and scale region bias.
In this paper, we describe how we created a
large, fine-grained, bigram relatedness dataset
(BiRD), using a comparative annotation
technique called Best–Worst Scaling. Each of
BiRD’s 3,345 English term pairs involves at
least one bigram. We show that the
relatedness scores obtained are highly reliable
(split-half reliability r = 0.937). We analyze
the data to obtain insights into bigram
semantic relatedness. Finally, we present
benchmark experiments on using the
relatedness dataset as a testbed to evaluate
simple unsupervised measures of semantic
composition. BiRD is made freely available
to foster further research on how meaning can
be represented and how meaning can be
composed.

1 Introduction

The term semantic relatedness refers to the extent
to which two concepts are close in meaning. The
ability to assess semantic relatedness is central to
the use and understanding of language
(Hutchison, 2003; Mohammad and Hirst, 2005;
Huth et al., 2016). Manual ratings of semantic
relatedness are useful for: (a) obtaining insights
into how humans perceive and use language; and
(b) developing and evaluating automatic natural
language systems.

Existing datasets of semantic relatedness, such
as the one by Finkelstein et al. (2002), only focus
on pairs of unigrams (single words). However,
the concept of semantic relatedness applies more
generally to any unit of text. Work in semantic
representation explores how best to represent the
meanings of words, phrases, and sentences.
Bigrams (two-word sequences) are especially
important there since they are the smallest unit
formed by composing words. Thus it would be
useful to have large semantic relatedness datasets
involving bigrams.

Existing datasets also suffer from shortcomings
due to the annotation schemes employed. Except
in the case of a few small but influential datasets,
such as those by Miller and Charles (1991) and
Rubenstein and Goodenough (1965), annotations
were obtained using rating scales. (Annotators
were asked to give scores for each pair; usually
on a discrete 0 to 5 scale.) Rating scales suffer
from significant known limitations, including:
inconsistencies in annotations by different
annotators, inconsistencies in annotations by the
same annotator, scale region bias (annotators
often have a bias towards a portion of the scale),
and problems associated with a fixed granularity
(Presser and Schuman, 1996).

Best–Worst Scaling (BWS) is an annotation
scheme that addresses these limitations by
employing comparative annotations (Louviere,
1991; Cohen, 2003; Louviere et al., 2015;
Kiritchenko and Mohammad, 2017). Annotators
are given n items at a time (an n-tuple, where
n > 1 and commonly n = 4). They are asked
which item is the best (highest in terms of the
property of interest) and which is the worst (least
in terms of the property of interest).1 When

1At its limit, when n = 2, BWS becomes a paired
comparison (Thurstone, 1927; David, 1963), but then a much
larger set of tuples need to be annotated (closer to N2).
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working on 4-tuples, best–worst annotations are
particularly efficient because each best and worst
annotation will reveal the order of five of the six
items (i.e., for a 4-tuple with items A, B, C, and
D, if A is the best, and D is the worst, then A >
B, A > C, A > D, B > D, and C > D). It has
been empirically shown that annotating 2N
4-tuples is sufficient for obtaining reliable scores
(where N is the number of items) (Louviere,
1991; Kiritchenko and Mohammad, 2016).
Kiritchenko and Mohammad (2017) showed
through empirical experiments that BWS
produces more reliable and more discriminating
scores than those obtained using rating scales.2

In this paper, we describe how we obtained
fine-grained human ratings of semantic
relatedness for English term pairs involving at
least one bigram.3 The other term in the pair is
either another bigram or a unigram. We first
selected a set of target bigrams AB (A represents
the first word in the bigram and B represents the
second word). For each AB, we created several
pairs of the form AB–X, where X is a unigram or
bigram. As X’s we chose terms from a diverse set
of language resources:

• terms that are transpose bigrams BA—where
the first word is B and the second word is A
(taken from occurrences in Wikipedia);

• terms that are related to AB by traditional
semantic relations such as hypernymy,
hyponymy, holonymy, meronymy, and
synonymy (taken from WordNet); and

• terms that are co-aligned with AB in a
parallel corpus (taken from a machine
translation phrase table).

The dataset includes 3,345 term pairs
corresponding to 410 ABs. We refer to this
dataset as the Bigram Relatedness Dataset (or,
BiRD).

We use BWS to obtain semantic relatedness
by: (1) creating items that are pairs of terms, and
(2) prompting four items (pairs) at a time and
asking annotators to mark the pair that is most
related and the pair that is least related. Once the
annotations are complete, we obtain real-valued
scores of semantic relatedness for each pair using

2See Kiritchenko and Mohammad (2016, 2017) for
further details on BWS and its use in NLP applications.

3In a separate project, the second author is developing
a semantic relatedness dataset for unigrams using BWS (an
order of magnitude larger than existing ones). Project page:
http://saifmohammad.com/WebPages/Relatedness.html

simple arithmetic on the counts of how often an
item is chosen best and worst (Orme, 2009; Flynn
and Marley, 2014). (Details in Section 3.) To
evaluate the quality of BiRD we determine the
consistency of the BWS annotations. A
commonly used approach to determine
consistency in dimensional annotations is to
calculate split-half reliability (Cronbach, 1951).
We show that our semantic relatedness
annotations have a split-half reliability score of
r = 0.937, indicating high reliability, that is, if
the annotations were repeated then similar scores
and rankings would be obtained. (Details in
Section 4.)

We use BiRD to (a) obtain insights into bigram
semantic relatedness, and (b) to evaluate
automatic semantic composition methods.

Examining Bigram Semantic Relatedness:
Since very little work exists on the semantic
relatedness of bigrams, several research questions
remain unanswered, including: What is the
distribution and mean of the semantic relatedness
between a bigram and its transpose?; What is the
average semantic relatedness between a bigram
and its hypernym?; Are co-aligned terms from a
phrase table a good source of term pairs to be
included in a semantic relatedness dataset
(specifically, do they cover a wide range of
semantic relatedness values)?; etc. In Section 5,
we present an analysis of BiRD to obtain insights
into these questions.

Evaluating Semantic Composition: A common
approach to evaluate different methods of
representing words via vectors is through their
ability to rank pairs of words by closeness in
meaning (Pennington et al., 2014; Levy and
Goldberg, 2014; Faruqui and Dyer, 2014). BiRD
allows for the evaluation of semantic composition
methods through their ability to rank pairs
involving bigrams, by semantic relatedness. In
Section 6, we present benchmark experiments on
using BiRD as a testbed to evaluate various
common semantic composition methods using
various pre-trained word representations.
Specifically, we conduct experiments to gain
insights into research questions such as: Which
common mathematical operations for vector
composition (e.g., vector addition, vector
multiplication, etc.) capture the semantics of a
bigram more accurately?; Which of the two
words in a noun phrase bigram (the head noun or
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the modifier) has greater influence on the
semantics of the bigram?; etc.

Contributions: The contributions of this work
can be summarized as follows:

• We obtain fine-grained human ratings of
semantic relatedness for 3,345 term pairs,
each of which includes at least one bigram.
The other term in the pair is either another
bigram or a unigram.

• We use the comparative annotation
technique Best–Worst Scaling, which
addresses the limitations of traditional rating
scales. This is the first time BWS has been
used to create a dataset for semantic
relatedness. We show that the ratings
obtained are highly reliable.

• We analyse BiRD to obtain insights into
semantic relatedness when it involves
bigrams. We also develop interactive
visualizations that allow for easy exploration
of the data. (Available on the project
webpage.)

• We present benchmark experiments on using
BiRD as a testbed to evaluate methods of
semantic composition.

The Bigram Relatedness Dataset, visualizations
of the data, and the annotation questionnaire are
made freely available through the project’s
webpage.4 We hope that the new dataset will
foster further research on how meaning is
composed in bigrams, on semantic representation
in general, and on the understanding of bigram
semantic relatedness.

The annotation task described in this paper was
approved by the National Research Council
Canada’s Research Ethics Board (protocol
number 2018-72). The board examines the
proposed methods to ensure that they adhere to
the required ethical standards. Special attention
was paid to obtaining informed consent and
protecting participant anonymity.

2 Background and Related Work

Semantic Relatedness and Semantic Similarity
Closeness of meaning can be of two kinds:
semantic similarity and semantic relatedness.
Two terms are considered to be semantically
similar if there is a taxonomic relationship

4http://saifmohammad.com/WebPages/BiRD.html

between them such as hyponymy (hypernymy), or
troponymy. Two terms are considered to be
semantically related if there is any lexical
semantic relation between them—taxonomic or
non-taxonomic. Semantically similar items tend
to share a number of properties. For example,
apples and bananas (co-hyponyms of fruit) are
both edible, they grow on trees, they have seeds,
etc. On the other hand, semantically related
concepts may not have many properties in
common, but there exists some relationship
between them which lends them the property of
being semantically close. For example, surgeon
and scalpel are semantically related as the former
uses the latter for their work.

We focus on semantic relatedness in this work,
not only because it is the broader class subsuming
semantic similarity, but also because many
psychology and neuro-linguistic studies have
demonstrated the importance of semantic
relatedness. Notable among these are studies on
semantic priming and fMRI studies that show that
the human brain stores information in a thematic
manner (based on relatedness) rather than based
on similarity (Hutchison, 2003; Huth et al., 2016).

Word-Pair Datasets: Several semantic similarity
and relatedness datasets involving unigram pairs
(word pairs) exist. Rubenstein and Goodenough
(1965) and Miller and Charles (1991) provided
influential but small English word–pair datasets
with fine–grained semantic similarity scores.
More recent larger datasets including hundreds of
pairs were provided by Finkelstein et al. (2002)
(for relatedness) and Hill et al. (2015) (for
similarity). Similar datasets exist in some other
languages as well, such as the one by Gurevych
(2006) and Panchenko et al. (2016) for
relatedness. However, none of these datasets
include items that are bigrams.

Bigram Semantic Similarity Datasets: Mitchell
and Lapata (2010) created a semantic similarity
dataset for 324 bigram pairs. The terms include
adjective–noun, noun–noun, and verb–object
bigrams. Annotators were asked to choose an
integer between one and seven, indicating a
coarse semantic similarity rating. Turney (2012)
compiled a dataset of 2,180 bigram–unigram
synonym pairs from WordNet synsets. (The
bigrams are either noun–noun or adjective–noun
phrases.) Other pairs were created taking bigrams
and words that do not exist in the same synsets.
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He thus created a dataset of synonyms and
non-synonyms. In contrast to these datasets,
BiRD has fine-grained relatedness scores.

Other Similarity Datasets: There exist datasets
on the semantic similarity between sentences and
between documents (Marelli et al., 2014; Agirre
et al., 2014; Cera et al., 2017). Those are outside
the scope of this work.

Other Natural Language Datasets Created
Using BWS: BWS has been used for creating
datasets for relational similarity (Jurgens et al.,
2012), word-sense disambiguation (Jurgens,
2013), word–sentiment intensity (Kiritchenko and
Mohammad, 2016), word–emotion intensity
(Mohammad, 2018b), and tweet–emotion
intensity (Mohammad and Kiritchenko, 2018).
The largest BWS dataset is the NRC Valence,
Arousal, and Dominance Lexicon, which has
valence, arousal, and dominance scores for over
20,000 English words (Mohammad, 2018a).

3 English Bigram Relatedness Dataset

We first describe how we selected the term pairs to
include in the bigram relatedness dataset, followed
by how they were annotated using BWS.

3.1 Term Pair Selection

Randomly selecting term pairs will result in most
pairs being unrelated. This is sub-optimal in
terms of the human annotation effort that is to
follow. Further, since our goal is to create a gold
standard relatedness dataset, we wanted it to
include term pairs across the whole range of
semantic relatedness: from maximally unrelated
to maximally related. Thus, a key challenge in
term-pair selection is obtaining pairs with a wide
range of semantic relatedness scores, without
knowing their true semantic relatedness in
advance. In addition, we also wanted the dataset
to satisfy the following criteria:

• For each target bigram AB we wanted to
include several pairs of the form AB–X,
where X is a unigram or bigram.
Motivation: Applications of semantic
relatedness, such as real-word spelling
correction and textual entailment, often
require judgments of the form ‘is AB–X1

more related or less related than AB–X2’.

• There should exist some pairs AB–X, such
that X is BA and a common English bigram.

Motivation: This is useful for testing
sensitivity of semantic composition models
to word order.

• The unigrams and bigrams should be
commonly used English terms.
Motivation: Data annotation of common
terms is expected to be more reliable. Also,
common terms are more likely to occur in
application datasets.

• There should exist pairs that are
taxonomically related (i.e., semantically
similar), for example, hypernyms,
hyponyms, holonyms, etc.; and there should
exist pairs that are not taxonomically related
but semantically related nonetheless.
Motivation: This increases dataset diversity.

• We focus on noun phrases (adjective–noun
and noun–noun bigrams).
Motivation: Noun phrases are the most
frequent phrases.

To pursue these criteria, we compiled a set of
term pairs from three diverse sources (Wikipedia,
WordNet, and a machine translation phrase table)
as described below.

Wikipedia: We chose to collect our target
bigrams from the English Wikipedia dump
(2018).5 The corpus was tagged with parts of
speech (POS) using the NLTK toolbox.6 For each
of the adjective–noun and noun–noun bigrams
AB in the corpus, we checked to see if the bigram
BA (its transpose) also exists in the corpus. We
will refer to such pairs of bigrams as transpose
bigrams. Only those transpose bigrams (AB and
BA) were selected that were both noun phrases
and where both AB and BA occur in the corpus
with frequencies greater than a pre-chosen
threshold t (we chose t = 30). For a pair of
transpose bigrams, the bigram with the higher
frequency was chosen as AB and the bigram with
the lower frequency was chosen as the
corresponding BA. The above process resulted in
4,095 transpose pairs (AB–BA).

WordNet: Among the 4,095 ABs, 330 exist in
WordNet version 3.0 (Fellbaum, 1998).7 For each
of these, we selected (when available) synonyms
(at most five), a hypernym, a hyponym, a
holonym, and a meronym from WordNet.

5https://dumps.wikimedia.org/
6https://www.nltk.org/
7https://wordnet.princeton.edu/download/current-version
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Translation Phrase Table: Word-aligned
parallel corpora map words in text of one
language to those in text of another language.
Often this can lead to more than one word/phrase
in one language being mapped to a common
word/phrase in the other language. We will refer
to such terms as being co-aligned. Due to the
nature of languages and the various forms that the
same text can be translated to, co-aligned terms
tend to include not just synonyms but also other
semantically related terms, and sometimes even
unrelated terms. Thus, we hypothesize that it is
beneficial to include pairs of co-aligned terms in a
semantic relatedness dataset as they pertain to
varying degrees of semantic relatedness.

We used an English–French phrase table from
the Portage Machine Translation Toolkit (Larkin
et al., 2010) to determine additional pairs AB–X.8

Specifically, for each AB–F entry in the phrase
table (where F is a French term) we keep the five
most frequent English unigrams and the five most
frequent English bigrams (other than AB) that are
also aligned to F. Among the 4,095 ABs, 454
occurred in the phrase table. This resulted in
3,255 AB–X pairs in total (1,897 where X is a
unigram, and 1,358 where X is a bigram).

Finally, we chose to filter the term pairs,
keeping only those ABs that occurred in at least
three unique pairs. (So for a given AB, apart from
the AB–BA entry, there should be at least two
other entries of the form AB–X, generated using
WordNet or the phrase table.) We also manually
examined the remaining entries and removed
those with obscure terms. The final master term
pairs list consists of 3,345 AB–X pairs in total
(1,718 where X is a unigram, and 1,627 where X
is a bigram), corresponding to 410 ABs. Thus on
average, each AB occurred in about 8 distinct
pairs. This is yet another aspect that makes BiRD
unique, as existing datasets were not designed to
include terms in multiple pairs. Table 1 shows the
number of adjective–noun pairs, the number of
noun–noun pairs, and the total number of pairs in
BiRD. (We grouped the hypernym and hyponym
pairs into a common class, which we will refer to
as the is-a pairs. Similarly we group the meronym
and holonym pairs into a common class, which
we will refer to as the part-whole pairs.)

8French was chosen as it is close to English and there exist
English–French parallel corpora of sufficient size.

Source # a–n # n–n # both
Wikipedia transpose 80 330 410
WordNet synonym 18 70 88
WordNet is-a 49 220 269
WordNet part-whole 7 30 37
PhraseTable co-aligned 440 2,101 2,541
All 594 2,751 3,345

Table 1: Number of pairs from different sources.

3.2 Annotating For Semantic Relatedness
As mentioned in the introduction, we use the
comparative annotation method Best–Worst
Scaling (BWS) to obtain the annotations. From
the list of N = 3, 345 term pairs, we generated
2N = 6, 690 distinct 4-tuples (each 4-tuple is a
set of four term pairs) such that each term pair
appears in roughly equal distinct tuples, and no
term pair appears more than once in a tuple.9

(Recall that past research has shown that
generating 2N 4-tuples in this manner is sufficient
for obtaining fairly reliable scores (Louviere,
1991; Kiritchenko and Mohammad, 2017;
Mohammad, 2018a).) The annotators were
presented with one tuple at a time and were asked
to specify which of the four pairs is most close in
meaning (or most related) and which term is the
least close (or least related).

Detailed annotation instructions (with
examples of appropriate and inappropriate
responses) were provided. Notably, we made it
clear that if terms in the pair have several
meanings, then the annotators should consider the
meanings that are closest to each other. We also
asked the annotators to be mindful of word order
(i.e., the meaning of a bigram AB may be
different from the meaning of its transpose BA).

We set up the annotation task on the
crowdsourcing platform, Figure Eight.10 We did
not collect personally identifiable information
from the annotators. The compensation that the
annotators would receive was clearly stated. We
selected a pool of annotators fluent in English and
with a history of high-quality annotations.
Annotators were told that they could annotate as
many instances as they wished. As mentioned in
the Introduction, prior to the annotation, the
planned procedure was approved by the National
Research Council Canada’s Research Ethics
Board (protocol number 2018-72).

9If 2N 4-tuples are generated from N items, and each item
is to occur in an equal number of tuples, then each item will
occur in eight tuples.

10https://www.figure-eight.com/
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# Term Pairs # Tuples # Annotations per Tuple # Annotations # Annotators SHR
3,345 6,690 8 (for most tuples), >8 (for some) 57,482 427 0.9374

Table 2: BiRD annotation statistics. SHR = split-half reliability (as measured by Pearson correlation).

About 2% of the data was annotated
beforehand by the authors. These questions are
referred to as gold questions. Figure Eight
interspersed the gold questions with the other
questions. If a crowd worker answered a gold
question incorrectly, then they were immediately
notified. This served as an additional way to
guide the annotators. If an annotator’s accuracy
on the gold questions fell below 70%, then they
were refused further annotation, and all of their
annotations were discarded. This served as a
mechanism to avoid malicious annotations.

In the task settings for Figure Eight, we
specified that we needed annotations from eight
people for each 4-tuple.11 In all, 57,482 pairs of
best and worst responses were obtained from 427
annotators.12

Annotation Aggregation: The final semantic
relatedness scores were calculated from the BWS
responses using a simple counting procedure
(Orme, 2009; Flynn and Marley, 2014): For each
term pair, the semantic relatedness score is the
proportion of times the term pair was chosen as
the best minus the proportion of times the term
pair was chosen as the worst.13 The scores were
linearly transformed to the interval: 0 (lowest
semantic relatedness) to 1 (highest semantic
relatedness). We refer to the final list of 3,345
English term pairs along with their scores for
semantic relatedness as the Bigram Relatedness
Dataset (BiRD). Table 2 summarizes key
annotation statistics.

4 Reliability of Data Annotations

A commonly used measure of quality in
dimensional annotation tasks is the
reproducibility of the final scores—the extent to
which repeated independent manual annotations
produce similar results. To assess this
reproducibility, we calculate average split-half
reliability (SHR) (Cronbach, 1951) as follows:

11Note that since each term pair occurs in eight different
4-tuples, it is involved in 8⇥ 8 = 64 best–worst judgments.

12Gold questions were annotated more than eight times.
13More complex optimization algorithms exist, such

as those described in (Hollis, 2018); however, our past
experiments showed that the simple counting procedure
obtained the most reliable results.

The annotations for each 4-tuple are randomly
split into two halves. One set is put in bin 1 and
another set in bin 2. Next, two sets of semantic
relatedness scores are produced independently
from the two bins, 1 and 2, respectively. Then the
Pearson correlation between the two sets of
scores is calculated. If the annotations are of good
quality, then the correlation between the two sets
of relatedness scores will be high (closer to 1).14

This process is repeated 100 times, and the
correlations are averaged. The last column in
Table 2 shows the result. An SHR of r = 0.9374
indicates high reliability.

5 Studying Bigram Semantic Relatedness

Since very little prior work exists on the semantic
relatedness of bigrams, several research questions
remain unanswered, including:

• If both AB and BA are common English
bigrams, then what is the average semantic
relatedness between AB and BA?

• What is the range of semantic relatedness
between a bigram and its hypernym or
hyponym? What is the average semantic
relatedness of such pairs? How do these
averages and standard deviations vary with
respect to the different semantic relations?

• What is the distribution of semantic
relatedness values for co-aligned terms?

We now present analyses of the relatedness dataset
to obtain insights into these questions.

Figure 1 shows example adjective–noun and
noun–noun entries from BiRD. Observe that for
the term ageing population, the most related term
is ageing society—a co-aligned term in the phrase
table. (Other co-aligned terms have lower
relatedness scores.) The transpose bigram
population ageing is also marked as highly
related. WordNet does not provide a synonym for
ageing population. For the term adult female, the
WordNet synonym and the transposed bigram
(BA) are marked as being most related. Note that
the WordNet-provided hyponym amazon is
marked as less related (probably because that
sense of amazon is rare). BiRD can be examined

14Scores close to 0 indicate no correlation.
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Figure 1: Example entries from BiRD.

for each individual relation and sorted by
relatedness scores to determine other example
pairs that seemingly should be closely related, but
are not highly semantically related in the
perception of the average English speaker. These
include pairs such as subject area–discipline
(WordNet synonym) and frying pan–spider
(WordNet hyponym). The AB–BA pairs with low
relatedness, such as law school–school law, home
run–run home, and traffic light–light traffic are
especially useful in testing whether measures of
semantic composition generate suitably different
representations for the terms in such pairs.

Table 3 shows the average semantic relatedness
scores as well as standard deviations for the term
pairs from various sources.15 Observe that, on
average, the AB–BA pairs and the AB–WordNet
synonym pairs are found to be the most related.
On average, the AB–WordNet part-whole pairs
and the AB–phrase table co-aligned pairs have
the lowest semantic relatedness scores. The high
average relatedness and low standard deviation
(�) for the transpose bigrams, indicate that these
pairs tend to be closely related to each other. The
standard deviation is markedly higher for the
other sources of word pairs. Manual examination
of such pairs (especially those involving WordNet
synonyms) revealed that this is often because one
of the terms might be related to the other in a rare
sense (such as in the amazon example). The high
standard deviations for hypernyms, hyponyms,
meronyms, and holonyms, indicate that pairs
connected by this relation in WordNet can still
exhibit a wide range of semantic relatedness.

The standard deviations also indicate that 95%

15The scores for just the adjective–noun pairs and just the
noun—noun pairs are similar.

Source avg. rel. �
Wikipedia transpose 0.669 0.118
WordNet synonym 0.640 0.194
WordNet is-a 0.550 0.177
WordNet part-whole 0.453 0.193
PhraseTable co-aligned 0.463 0.189

Table 3: Average relatedness and standard deviation
(�) scores for term pairs from the various sources.

of the co-aligned pairs have semantic relatedness
between 0.09 and 0.83 (a wide interval). Manual
examination revealed that the lowest score pairs
were unrelated and the highest score terms were
often synonymous. Thus co-aligned pairs from
phrase tables are indeed a good source of term
pairs for a semantic relatedness dataset, since
they include pairs with a wide variety of
relatedness values.

6 Evaluating Methods of Semantic
Composition on BiRD

A popular approach to represent word meaning in
natural language systems is through vectors that
capture the contexts in which the word occurs.
An area of active research is how these word
vectors can be composed to create representations
for larger units of text such as phrases and
sentences (Mitchell and Lapata, 2010; Baroni and
Zamparelli, 2010; Socher et al., 2012; Tai et al.,
2015). Even though there is a large body of work
on how to represent the meanings of sentences
(Le and Mikolov, 2014; Kiros et al., 2015; Lin
et al., 2017), there is relatively less work on how
best to compose the meanings of two words to
represent the meaning of a bigram. One reason
for this is a lack of suitable evaluation resources.
A common approach to evaluate representations
of unigrams is through their ability to rank pairs
of words by closeness in meaning (Pennington
et al., 2014; Levy and Goldberg, 2014; Faruqui
and Dyer, 2014). BiRD allows for the evaluation
of semantic composition methods through their
ability to rank pairs involving bigrams, by
semantic relatedness.

Here, we present benchmark experiments on
commonly used semantic composition methods
by measuring their ability to rank the term pairs
in BiRD by relatedness scores. The underlying
assumption is that the more accurately a method
of semantic composition can determine the
representation of a bigram, the more accurately
systems can determine the relatedness of that
bigram with other terms.
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We focus on unsupervised approaches as we
wanted to identify how well basic composition
operations perform. The applicability of BiRD is
much broader though, and it can be used: (1) for
evaluating the large number of proposed
supervised methods of semantic composition; (2)
for evaluating the large number of measures of
semantic relatedness; (3) to study the mechanisms
underpinning semantic composition; etc. We
leave those for future work.

We test three vector space models to obtain
word representations: GloVe (Pennington et al.,
2014), fastText (Grave et al., 2018), and a
traditional model based on matrix factorization of
a word–context co-occurrence matrix (Turney
et al., 2011). We test four mathematical
composition operations: (1) vector addition, (2)
element-wise vector multiplication, (3) tensor
product with circular convolution (Widdows,
2008), and (4) dilation (Mitchell and Lapata,
2010). In adjective–noun and noun–noun
bigrams, the second word usually plays a role of a
head noun, and the first word is a modifier. We
test the performance of two baseline methods that
do not employ vector composition: one that
represents a bigram with the vector for the first
word and one that represents a bigram with the
vector for the second word.

Word representations: We use GloVe word
embeddings pre-trained on 840B-token
CommonCrawl corpus16 and fastText word
embeddings pre-trained on Common Crawl and
Wikipedia using CBOW.17 For the traditional
model, we use the exact word–context
co-occurrence matrix described in Turney et al.
(2011).18 They created the matrix from a corpus
of 5 ⇥ 1010 tokens gathered from university
websites. The rows correspond to terms (single
words from WordNet) and the columns
correspond to contexts (single words from
WordNet appearing to the left or to the right of
the term). Each cell of the matrix is the positive
pointwise mutual information between the term
and the context. The matrix is decomposed to
Ud⌃dV

>
d (d denotes dimensionality) via

truncated singular value decomposition. Word
vectors are obtained from the matrix Ud⌃

p
d,

where rows correspond to the d-dimensional

16https://nlp.stanford.edu/projects/glove/
17https://fasttext.cc/docs/en/crawl-vectors.html
18We thank Peter Turney for providing the data.

word vectors and p is the weight factor for
singular values in ⌃d. We set parameter p to 0.5,
and the dimensionality of word vectors to
d = 300 for all three vector space models.

Unsupervised Compositional Models: For a
bigram w1w2, let u 2 R1⇥d and v 2 R1⇥d denote
the vectors for words w1 and w2, respectively.
Each of the methods below applies a different
composition function f on the word vectors u and
v to obtain the vector representation p for the
bigram w1w2: p = f(u, v):

• Addition (Salton and McGill, 1986): add the
two word vectors (p = u + v).

• Multiplication (Mitchell and Lapata, 2010):
element-wise multiplication of the two
vectors (p = u� v, where pi = ui · vi).

• Tensor product with convolution (Widdows,
2008): outer product of two vectors resulting
in matrix Q (qij = uivj). Then, circular
convolution is applied to map Q to vector p.
This is equivalent to: pi =

P
j

uj · vi�j .

• Dilation (Mitchell and Lapata, 2010):
decompose v to parallel and orthogonal
components to u, and then stretch the
parallel component along u
(pi = vi

P
j

ujuj + (�� 1)ui
P
j

ujvj , where

� is the dilation factor). We set � = 2.

For the two baseline experiments that do not
employ vector composition, head only: p = v and
modifier only: p = u.

Semantic Relatedness: The relatedness score for
a term pair AB–X in the Bigram Relatedness
Dataset (BiRD) is computed by taking the cosine
between the vectors representing AB and X,
where X can be a unigram or a bigram.

Evaluation: As evaluation metric, we use the
Pearson correlation of the relatedness scores
predicted by a method with the gold relatedness
scores in BiRD. Some words in BiRD do not
occur in some of the corpora used to create the
word vectors. Thus we conduct experiments on a
subset of BiRD (3,159 pairs) for which word
vectors exist for all models under consideration.
To determine if the differences between the
correlation scores are statistically significant, we
perform Steiger’s Z significance test (Steiger,
1980).
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Method GloVe fastText Matrix Factor.
Baselines

head only 0.342 0.403 0.339
modifier only 0.438 0.495 0.425

Composition methods
addition 0.564 0.601 0.582
multiplication 0.182 0.328 0.244
tensor product 0.374 0.382 0.451
dilation 0.523 0.495 0.496

Table 4: Pearson correlations of model predictions with
BiRD relatedness ratings. Highest scores are in bold.

Results: Table 4 shows the results. Observe that
among the three methods of word vector
representations, the best results are obtained
using fastText (word–context matrix factorization
model being a close second). Among the methods
of semantic composition, the additive models
perform best (for all three ways of representing
word vectors). The scores are statistically
significantly higher than those of the second best
(dilation). The element-wise vector multiplication
and tensor product with convolution perform
poorly (even worse than the baseline methods).
These results differ substantially from the
observations by Mitchell and Lapata (2010). In
particular, in their work the multiplication model
showed the best results, markedly outperforming
the addition model. Our results are consistent
with the findings of Turney (2012), where too the
addition model performed better than the
multiplication model. It should be noted though
that unlike BiRD which has scores for semantic
relatedness, the Mitchell and Lapata (2010) and
Turney (2012) datasets have scores for semantic
similarity. Further work is required to determine
whether certain composition models are better
suited for estimating one or the other.

Surprisingly, the baseline model that uses the
vector for the modifier word obtains better results
than the one that uses the vector for the head
noun. (The difference is statistically significant.)
To better understand this, we compute relatedness
correlations using the weighted addition of the
two word vectors (p = ↵u + (1 � ↵)v), where ↵
is a parameter that we vary between 0 and 1, in
steps of 0.1. Figure 2 shows the results. Observe
that giving more weight (but not too much
weight) to the modifier word than the head word
is beneficial. ↵ = 0.7 and ↵ = 0.8 produce the
highest correlations. These results raise further
questions under what conditions is the role of the
modifier particularly prominent, and why. We
leave that for future work.
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Figure 2: Pearson correlation coefficient (r) of the
model predictions using weighted addition with BiRD
relatedness ratings. ↵ is varied from 0 to 1 in steps of
0.1. ↵ = 0.7 and ↵ = 0.8 produce the highest scores.

7 Conclusions

We created a dataset with fine-grained human
ratings of semantic relatedness for term pairs
involving bigrams. We used the comparative
annotation technique Best–Worst Scaling, which
addresses the limitations of traditional rating
scales. We showed that the ratings obtained are
highly reliable (high SHR, r = 0.937). We
analyzed the dataset to obtain insights into the
distributions of semantic relatedness values for
pairs associated through various relations such as
WordNet assigned lexical semantic relations,
transposed bigrams, and co-aligned terms in a
parallel corpus. We show that co-aligned terms
can be related to varying degrees (from unrelated
to synonymous), thereby making them a useful
source of term pairs to include in relatedness
datasets. Finally, we presented benchmark
experiments on using BiRD as a testbed to
evaluate various unsupervised methods of
semantic composition. We found that the additive
models performed best and that giving more
weight to the modifier word can improve results
further. We make BiRD freely available to foster
further research. In the short term, it will be
interesting to explore the use of supervised
semantic composition methods, including
resources and models such as BERT (Devlin
et al., 2018) and ELMo (Peters et al., 2018), to
determine bigram relatedness.
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Abstract

In a corpus of data, outliers are either errors:
mistakes in the data that are counterproduc-
tive, or are unique: informative samples that
improve model robustness. Identifying out-
liers can lead to better datasets by (1) remov-
ing noise in datasets and (2) guiding collection
of additional data to fill gaps. However, the
problem of detecting both outlier types has re-
ceived relatively little attention in NLP, partic-
ularly for dialog systems. We introduce a sim-
ple and effective technique for detecting both
erroneous and unique samples in a corpus of
short texts using neural sentence embeddings
combined with distance-based outlier detec-
tion. We also present a novel data collection
pipeline built atop our detection technique to
automatically and iteratively mine unique data
samples while discarding erroneous samples.
Experiments show that our outlier detection
technique is effective at finding errors while
our data collection pipeline yields highly di-
verse corpora that in turn produce more robust
intent classification and slot-filling models.

1 Introduction

High-quality annotated data is one of the fun-
damental drivers of progress in Natural Lan-
guage Processing (e.g. Marcus et al., 1993; Koehn,
2005). In order to be effective at producing an
accurate and robust model, a dataset needs to be
correct while also diverse enough to cover the full
range of ways in which the phenomena it targets
occur. Substantial research effort has considered
dataset correctness (Eskin, 2000; Dickinson and
Meurers, 2003; Rehbein and Ruppenhofer, 2017),
particularly for crowdsourcing (Snow et al., 2008;
Jiang et al., 2017), but addressing diversity in data
has received less attention, with the exception of
using data from diverse domains (Hovy et al.,
2006). Outlier detection, the task of finding ex-

amples in a dataset that are atypical, provides a
means of approaching the questions of correctness
and diversity, but has mainly been studied at the
document level (Guthrie et al., 2008; Zhuang et al.,
2017), whereas texts in dialog systems are often no
more than a few sentences in length.

We propose a novel approach that uses sen-
tence embeddings to detect outliers in a corpus of
short texts. We rank samples based on their dis-
tance from the mean embedding of the corpus and
consider samples farthest from the mean outliers.
Outliers come in two varieties: (1) errors, sen-
tences that have been mislabeled whose inclusion
in the dataset would be detrimental to model per-
formance, and (2) unique samples, sentences that
differ in structure or content from most in the data
and whose inclusion would be helpful for model
robustness. Building upon this approach, we pro-
pose a novel crowdsourcing pipeline that distin-
guishes errors from unique samples and uses the
unique samples to guide workers to give more di-
verse samples.

Experimentally, we find that our outlier detec-
tion technique leads to efficient detection of both
artificial and real errors in our datasets. We also
use the proposed crowdsourcing pipeline to collect
new datasets and build models for the dialog sys-
tem tasks of intent classification and slot-filling.
We find that the proposed pipeline produces more
diverse data, which in turn results in models that
are more robust.

2 Background and Related Work

2.1 Outlier Detection

Outlier detection (Rousseeuw and Leroy, 1987),
also called outlier analysis (Aggarwal, 2015) or
anomaly detection (Chandola et al., 2009), is the
task of identifying examples in a dataset that dif-
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fer substantially from the rest of the data.

For almost two decades, a body of work in NLP
has investigated applying these ideas to data in
order to identify annotation errors (Abney et al.,
1999). Approaches have included the use of
scores from trained models for POS tagging (Ab-
ney et al., 1999; Eskin, 2000; van Halteren, 2000;
Dligach and Palmer, 2011; Fukumoto and Suzuki,
2004), count-based methods that compare exam-
ples from across the corpus (Nakagawa and Mat-
sumoto, 2002; Hollenstein et al., 2016), charac-
terizing data based on feature vectors projected
down into a low-dimensional space (Guthrie et al.,
2008), and tracking the difficulty of learning each
example during training (Amiri et al., 2018). One
particularly effective approach has been to find
n-grams that match but have different labels, as
shown for annotations including POS tags (Dick-
inson and Meurers, 2003), syntactic parses (Dick-
inson and Meurers, 2005; Dickinson, 2010; Dick-
inson and Smith, 2011), and predicate-argument
relations (Dickinson and Lee, 2008). Our work
instead uses continuous representations of text de-
rived from neural networks.

While finding errors is an extremely useful ap-
plication of outlier detection, also of interest are
examples that are correct even though they are out-
liers, as these can be the most interesting and in-
formative examples in a dataset. We term these
examples unique. The problems of detecting and
leveraging the unique examples in a dataset has
received less attention, and the work that does ex-
ist focuses on identifying complete documents or
segments of documents that are outliers out of a
broader set of documents: Guthrie et al. (2007)
used manually defined feature vectors to iden-
tify segments of documents with anomalous style,
topic, or tone, and Kumaraswamy et al. (2015) and
Zhuang et al. (2017) construct statistical models,
identifying complete documents that are outliers
within a set based on semantic variation.

Finally, a related but distinct topic is novelty de-
tection (Soboroff and Harman, 2005; Lee, 2015;
Ghosal et al., 2018), in which two sets of doc-
uments are provided, one that is assumed to be
known, and one that may contain new content.
The task is to identify novel content in the second
set. While outlier detection methods are often ap-
plied to this problem, the inclusion of the known
document set makes the task fundamentally differ-
ent from the problem we consider in this work.

2.2 Data Collection
We build on prior work employing online crowd
workers to create data by paraphrasing. In par-
ticular, we refine the idea of iteratively asking for
paraphrases, where each round prompts workers
with sentences from the previous round, leading to
more diverse data (Negri et al., 2012; Jiang et al.,
2017; Kang et al., 2018). We also apply the idea
of a multi-stage process, in which a second set
of workers check paraphrases to ensure they are
correct (Buzek et al., 2010; Burrows et al., 2013;
Coucke et al., 2018). Most notably, by incorpo-
rating our outlier detection method, we are able to
automate detecting detrimental data points while
also prompting workers in subsequent rounds to
paraphrase more unique examples.

3 Outlier Detection

We propose a new outlier detection approach us-
ing continuous representations of sentences. Us-
ing that approach, we explored two applications:
(1) identifying errors in crowdsourced data, and
(2) guiding data collection in an iterative pipeline.

3.1 Method
We detect outliers in a dataset as follows:

1. Generate a vector representation of each in-
stance.

2. Average vectors to get a mean representation.

3. Calculate the distance of each instance from
the mean.

4. Rank by distance in ascending order.

5. (Cut off the list, keeping only the top k% as
outliers.)

The final step is parenthesized as in practice we
use a dynamic threshold approach, allowing the
user to go through as much or as little of the list
as they like.

The intuition behind this approach is that we
expect our representations to capture the seman-
tic structure of the space for each class. An ex-
ample that is far away from other examples in the
set is therefore less semantically similar in some
sense, making it an outlier. Importantly, it may be
an outlier for two distinct reasons: (1) it is not a
valid instance of this class (i.e., an error), or (2) it
is an unusual example of the class (i.e., unique).

This approach is applied independently to each
class of data. As example applications we consider
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two dialog system tasks: intent classification and
slot-filling. For classification, data for each possi-
ble intent label is considered separately, meaning
we find outliers in the data by considering one in-
tent class at a time. For slot-filling, we group the
data into classes based on combinations of slots.

This outlier detection method is rather simple as
it relies only on a sentence embedding method, a
distance metric, and a threshold k; no other hyper-
parameters are involved. Moreover, the method
requires no training. We shall see in Section 4
that this method performs well compared to base-
line methods, no matter what sentence embedding
method is used. We use Euclidean distance as our
distance metric.1

3.1.1 Sentence Representations
Vector representation of sentences is an active area
of research and we leverage the following ap-
proaches, each of which has been shown to have
state of the art results in different use cases:

Universal Sentence Encoder (USE; Cer et al.,
2018) A Deep Averaging Network method,
which averages word embeddings and passes the
result through a feedforward network. The USE is
trained using a range of supervised and unsuper-
vised tasks.

Smooth Inverse Frequency (SIF; Arora et al.,
2017) A weighted average of word embed-
dings, with weights determined by word frequency
within a corpus. We consider word embeddings
from GloVe (Pennington et al., 2014) and ELMo
(Peters et al., 2018).

Average An unweighted average of word em-
beddings. While simple, this approach has been
shown to be effective for classification (Zhang
and Wallace, 2017) and other downstream tasks
(Zhu et al., 2018). Again, we consider GloVe and
ELMo word embeddings as inputs.

3.1.2 Model Combination
In addition to ranked lists produced by using
these core sentence embeddings, we also investi-
gated aggregating the ranked lists using the Borda
count, a rank aggregation technique that has previ-
ously been used for combining web search results
(Dwork et al., 2001).

The Borda count aggregates multiple ranked
lists of the same set of items into a single ranked

1 We found similar results in experiments with a density-
based metric, Local Outlier Factor (Breunig et al., 2000).

list. First, points are assigned to each item in each
list, with an item in position i in a ranked list
of length N receiving N– i points. Next, points
for items are summed across all of the lists. Fi-
nally, the items are ranked by their total number of
points, producing a final ranking.

3.2 Application: Error Detection

Our proposed use of outlier detection to identify
errors requires no further processing. When used
in practice, a user looks through the sorted list of
examples, either stopping at a given fraction, or
when errors become infrequent enough.

3.3 Application: Uniqueness-driven Data
Collection

One core insight in this work is that outlier de-
tection can be used for more than just finding er-
rors. The outliers that are not errors are likely to be
the most interesting and informative examples in
our dataset. We propose to use these examples to
guide data collection in an iterative process, with
the goal of yielding more diverse data.

To demonstrate this idea, we developed a novel
crowdsourcing pipeline for data collection. Fol-
lowing prior work in crowdsourcing for dialog
(Kang et al., 2018; Jiang et al., 2017), we ask
crowd workers to write paraphrases of seed sen-
tences with known intents and slot values. This
provides linguistic diversity in our data in a way
that is easily explained to workers. For instance,
given the seed sentence “What is my savings ac-
count balance?” a worker might write “How much
money do I have in my savings account?”.

Figure 1a shows a common crowdsourcing
pipeline. The task designer writes seed sentences
that target an intent (for classification) or a slot
(for slot-filling). Crowd workers read the seed
and write paraphrases. These paraphrases are then
passed to another set of workers who validate if
they are in fact accurate paraphrases.

There are two major downsides to this stan-
dard pipeline. First, the validation step increases
the cost-per-example. Second, the diversity of
paraphrases depends on the given seed sentences
(Jiang et al., 2017), creating a challenge for the
task designer to think creatively.

We introduce a new pipeline, shown in Fig-
ure 1b that uses outlier detection to (1) reduce the
number of sentences being checked, and (2) col-
lect more diverse examples. Our new approach
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(b) Our Uniqueness-driven Pipeline

Figure 1: Data collection pipelines. Our outlier detection method is incorporated into the uniqueness-driven data
collection pipeline to guide crowd workers to write more diverse paraphrases. Boxes with rounded corners are
manual processes performed by crowd workers, boxes with curved bases are data, and the box with square corners
is our outlier detection method. In (b), r is the number of outliers detected from n samples.

uses outlier detection to select only a subset of sen-
tences to be checked: namely, the ones ranked as
most likely to be outliers. This reduces effort by
focusing on the sentences most likely to be incor-
rect.

To try to increase diversity, we also introduce
a process with several rounds of data collection.
Outlier paraphrases collected in one round are
used to seed the next round of data collection. We
could directly use the sentences labeled as correct
in the validation step, but while these sentences
are correct, they may have diverged from the de-
sired semantics (e.g. diverged from the desired in-
tent class). To avoid confusion in the next round,
we add a step in which workers are shown the
most similar sentence from another intent (based
on sentence embedding distance) and asked if the
new seed is more similar to its intended intent
or the alternative example. Only seeds judged as
closer to their intended intent are retained.

This iterative process is intended to collect more
diverse data by priming workers to think about
ways of phrasing the intent that are not well cov-
ered in the current data. At the same time, we
avoid the correctness issues Jiang et al. (2017) ob-
served by incorporating the validation step.

4 Experiments

We perform two sets of experiments to probe
the effectiveness of our outlier detection method.

First, we consider error detection, comparing var-
ious ranking methods in artificial and real data
scenarios. Second, we use our uniqueness-driven
pipeline to collect data, measuring the impact on
data diversity and model robustness. All experi-
ments were conducted on English language data.

4.1 Error Detection
We measure error detection effectiveness in two
settings, one artificial and the other more realistic.

Artificial First, following prior work, we con-
sider an artificial dataset in which we inject noise
by mixing data from different intents (Guthrie
et al., 2007, 2008; Zhuang et al., 2017; Amiri et al.,
2018). This provides an easy way to control the
amount and type of anomalous data, but does lead
to an easier task as the incorrect examples are gen-
erally more different than naturally collected er-
rors would be. The specific data we consider is a
set of 20 intents from an in-production dialog sys-
tem. To generate outliers for a given intent class
Xi, we randomly sample p · |Xi| sentences from
other intents (e.g. p = 0.04, or 4%).

Real We collected a new set of sentences for ten
intents. Workers were given three seed sentences
per intent and asked to write five paraphrases per
seed.2 Each seed was given to 15 crowd work-
ers, leading to 2250 samples overall, after which

2 Crowd workers were paid 20¢ per HIT.
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MAP Recall@k=10%
Method 1% 2% 4% 8% Real 1% 2% 4% 8% Real

Baseline

Random 0.02 0.04 0.07 0.09 0.06 0.06 0.09 0.12 0.09 0.04
Short 0.02 0.05 0.07 0.11 0.27 0.12 0.13 0.12 0.15 0.27
Long 0.08 0.10 0.08 0.17 0.04 0.25 0.17 0.11 0.12 0.04
BoW 0.14 0.14 0.14 0.24 0.10 0.41 0.24 0.24 0.22 0.10

Neural

Average GloVe 0.16 0.17 0.22 0.26 0.33 0.55 0.41 0.49 0.39 0.33
Average ELMo 0.20 0.19 0.23 0.32 0.32 0.48 0.48 0.45 0.42 0.32
SIF GloVe (SG) 0.35 0.29 0.41 0.45 0.21 0.75 0.64 0.62 0.54 0.20
SIF ELMo (SE) 0.30 0.37 0.48 0.52 0.20 0.87 0.74 0.70 0.65 0.19
USE (U) 0.46 0.50 0.63 0.69 0.37 0.84 0.83 0.80 0.74 0.38

Combined
U+SG 0.51 0.54 0.66 0.68 0.36 0.84 0.81 0.83 0.76 0.33
U+SE 0.58 0.62 0.68 0.72 0.34 0.89 0.87 0.86 0.81 0.38
U+SE+SG 0.51 0.57 0.67 0.69 0.36 0.87 0.84 0.84 0.78 0.34

Table 1: Outlier detection effectiveness for error detection in an artificial setting (constructed by randomly adding
content from other intents) and a real setting (manually checked utterances from a crowdsourced set). The artificial
results are represented by different values of p (1%, 2%, 4%, and 8%), where p represents different amounts of
errors injected into each intent class. Our proposed neural methods are consistently more effective, reducing the
manual effort required to identify errors.

Intent Label Example
seed what is my withdrawal limit?

withdrawal inlier how high is my withdrawal ceiling?
error How much money do I have available
seed what’s my balance?

balance inlier Let me know how much money I have.
error What can I afford?
seed what’s my bank’s phone number

phone inlier I need to call my bank
error information on my bank
seed i need to order more checks

checks inlier I need to stock up on more checks
error No checkbox, more?

Table 2: Examples from the Real dataset. The “How
much money do I have available” example was labeled
an error since it is too similar to the balance intent. The
“What can I afford?”, “information on my bank”, and
“No checkbox, more?” examples are labeled as errors
since they are too vague and ambiguous.

duplicates were discarded. To identify errors, the
authors independently checked each sentence and
discussed any disagreements to determine a con-
sensus label (either inlier or error). Examples
of seed sentences, along with inliers and errors is
shown in Table 2.

4.1.1 Evaluation Metrics

Since our core outlier detection method produces
a ranked list, we are interested in evaluating how
effective it is at ranking errors near the top. We

use Mean Average Precision (MAP) as an overall
measure of list quality. MAP is the mean over in-
tents of:

1

|errors for intent|
∑

e ∈ errors

|errors at or above e|
e

where e is the position of an error in the list.
While this gives an overall qualitative measure

for comparison, we are also interested in under-
standing the precision–recall tradeoff when choos-
ing a threshold k on the ranked lists. We consider
defining the cutoff as a percentage k of the list and
measure the percentage of errors that are covered
for each possible cutoff. This measure is equiva-
lent to Recall@k, that is,

Recall@k =
| errors above k|
|errors| .

We average these values across intents to get an
overall value for each cutoff percentage k.

4.1.2 Baselines
For comparison, we consider four simple base-
lines: randomly ordering the samples (Random),
sorting from shortest to longest (Short), sorting
from longest to shortest (Long), and calculating
distances in the vector space defined by a bag of
words (BoW).

521



(a) Artificial data.

(b) Real data.

Figure 2: Cumulative distribution of errors in ranked lists: a higher line indicates that the method places more
errors earlier in the list. Results are less smooth for the real data as there are only 51 errors in the set. For each
plot, the legend is in the same order as the lines at 20% (i.e., in (a) the top line is Borda U+SE, while in (b) it is
USE). Neural ranking methods are consistently more effective, with USE covering over 80% of errors in the first
20% of the list.

4.1.3 Results

Table 1 presents MAP and Recall@k for error de-
tection in the two settings (Artificial and Real).
The neural methods outperform the baselines in
both settings, demonstrating the effectiveness of
our proposed approach. However, the relative per-
formance of the neural methods differs substan-
tially between the two settings. Specifically, (1)
SIF performs better than an unweighted average
on artificial data, but on real data we see the op-
posite trend, (2) combining rankings with Borda
appears to help on the artificial data, but not on
the real data, (3) ranking by length is surprisingly
effective on the real data, and (4) results tend to
be lower on the real data than the artificial (even at
lower values of p). This last point suggests that the
commonly used artificial setting does not perfectly
capture the types of errors that occur in practice.

For (3), we note that the Short baseline method

show . . . . . . . .average exchange rate from ten usd to cad
::
last

::::
year

Figure 3: Example annotated sentence for the slot-
filling task. The slot names are (in order of appearance)
. . . . . . .metric, amount, currency, and

::::
date.

performs particularly well vis-à-vis other base-
lines on the real data, but not comparatively well
on the artificial data. This can be explained by ob-
serving that the length of the average error in the
real data is roughly 6 tokens, while the average in-
lier length is 8 tokens. Lengths of errors and inliers
are roughly the same (roughly 8 tokens) in the ar-
tificial dataset, due to the outlier selection scheme.

While the values in Table 1 allow an overall
comparison of the methods, they do not provide
a clear qualitative sense of the distribution of er-
rors in the lists. Figure 2 shows the distribution
for each method in the two settings. The effective-
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same 1
unique 2
random 2
same 2

unique 3
random 3
same 3

Round 2Round 1 Round 3

Figure 4: Data collection rounds. The final datasets
combine data from all three rounds along each path.

ness of the neural methods, and USE in particular,
is again clear. In the real data, when considering
just the first 20% of the list, USE covers over 85%
of the errors on average. One easy example was
“No checkbox, more?” when the intent was to or-
der more checks. This is clearly an error, which
would at the very least need to have checkbox re-
placed by checkbook. In contrast, one hard exam-
ple for USE was “How much money do my banks”
when the intent was to request the user’s balance.
Until the last word, this example looks like it will
be a valid balance request. These examples show
that the system is qualitatively fitting our expecta-
tions for error detection.

4.2 Uniqueness-driven Data Collection
The second set of experiments evaluates our pro-
posed uniqueness-driven data collection pipeline.
We consider collecting data for two tasks used
by dialog systems: intent classification and slot-
filling. In each case, we calculate intrinsic mea-
sures of data diversity and the robustness of mod-
els trained on the data.

Tasks We consider intent classification with 10
intents related to banking, and slot-filling for
foreign exchange rate requests with four slots:
amount, currency, date, and metric. Figure 3
shows an example query with annotated slots.

Approaches As well as our proposed data col-
lection pipeline (unique), we consider a vari-
ant where the next seed is chosen randomly
(random), and one where the seeds are the same
in every round (same). The third case is equiva-
lent to the standard pipeline from Figure 1a. All
three pipelines start from the same first round and
then vary in the subsequent rounds, as depicted in
Figure 4. Each pipeline collected data for three
rounds. The final dataset for each approach com-
bines data collected from all three rounds.

In both tasks, we asked workers to rephrase
each seed sentence 5 times and showed each seed
sentence to 15 workers. For classification there
were 3 seed sentences per intent. For slot-filling

D(a, b) = 1− 1

N

N∑

n=1

|n-gramsa ∩ n-gramsb|
|n-gramsa ∪ n-gramsb|

Diversity(X) =
1

|I|

|I|∑

i=1

1

|Xi|2

[ ∑

a∈Xi

∑

b∈Xi

D(a, b)

]

Coverage(X,Y ) =
1

|I|

|I|∑

i=1

1

|Yi|
∑

b∈Yi

max
a∈Xi

(1−D(a, b))

Figure 5: Metrics for diversity and coverage from
Kang et al. (2018). X and Y are sets of utterances la-
beled with intents from I , and Xi is the data in X for
intent i. The distance metric for comparing a pair of
utterances is based on the Jaccard Index over n-grams.
We follow the work from Kang et al. (2018) and set N ,
the max n-gram length, to 3.

we defined 4 example scenarios, each correspond-
ing to a specific combination of slots. We used
Borda USE+SG with k set to 10% for the outlier
detection model.

4.2.1 Evaluation Metrics

We consider several different metrics to probe how
effectively our proposed pipeline improves data
quality. In all cases, higher values are better.

Intrinsic We measure the diversity and cover-
age of each dataset using the metrics introduced
in (Kang et al., 2018) and shown in Figure 5.

Extrinsic The main reason to increase dataset
diversity is to construct more robust models. To
directly evaluate that objective, we randomly di-
vided the datasets collected by each pipeline into
training and test sets (85-15 split). Our intuition
is that a robust model should perform fairly well
across all test sets. Training on a dataset that is
not diverse will lead to a brittle model that only
does well on data collected with the same seed
sentences. For intent classification, we measure
accuracy of two models: an SVM (Cortes and
Vapnik, 1995) using bag of words feature rep-
resentation, and FastText (Joulin et al., 2017), a
neural network that averages across sentence em-
beddings and passes the result through feedfor-
ward layers. For slot-filling, we measure the F1-
score of a bi-directional LSTM with word vectors
that are trained, but initialized with GloVe 300-
dimensional embeddings. For all models, we av-
erage results across 10 runs.
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Data Collection Round
1 2 3 All

Diversity
same 0.911 0.917 0.908 0.916
random – 0.912 0.817 0.920
unique – 0.935 0.944 0.947

Samples
same 2040 2025 2024 5648
random – 2010 2007 5747
unique – 2083 1954 5922

Table 3: Classification: Diversity scores for data col-
lected in each round (top), and the number of samples
collected (bottom). The data for the All column com-
bines the previous two sets in the row and the data from
(same round 1). The unique approach produces data
that is considerably higher diversity.

Test Set
Metric Training same random unique

SVM
Accuracy

same 0.99 0.97 0.81
random 0.98 0.98 0.81
unique 0.99 0.97 0.98

FastText
Accuracy

same 0.98 0.97 0.80
random 0.98 0.99 0.83
unique 0.98 0.98 0.98
same 0.68 0.64 0.45

Coverage random 0.67 0.66 0.44
unique 0.64 0.58 0.56

Table 4: Classifier accuracy when training on one
dataset and testing on another (top and middle), and
coverage of the test set for each training set (bottom).
As expected, the highest scores are when we train and
test on the same data, but off the diagonal the unique
test set (gray column) is considerably harder for mod-
els trained on other data while a model trained on
unique performs consistently well. This accuracy
trend is matched in coverage.

4.2.2 Results

Classification Table 3 presents the number of
examples and diversity of data collected in each
round with each approach. Diversity is consis-
tently higher with seeds chosen using our pro-
posed unique approach. Dataset sizes vary be-
cause of the removal of duplicates. The unique
approach produces a larger final set as there is less
duplication across rounds.

Table 4 displays accuracy scores and coverage
for each combination of train and test sets. As

Data Collection Round
1 2 3 All

Diversity
same 0.916 0.911 0.893 0.909
random – 0.913 0.910 0.915
unique – 0.926 0.935 0.930

Samples
same 994 911 952 2717
random – 941 923 2808
unique – 977 988 2914

Table 5: Slot-filling: Diversity scores for data col-
lected in each round (top), and the number of samples
collected (bottom). The data for the All column com-
bines the previous two sets in the row and the data from
(same Round 1). As seen for intent classification, the
unique approach produces data that is of consider-
ably higher diversity.

Test Set
Metric Training same random unique

Slot
F1

same 96.4 96.0 93.1
random 96.4 96.8 93.6
unique 96.7 96.5 94.9
same 0.812 0.788 0.726

Coverage random 0.736 0.764 0.660
unique 0.761 0.752 0.774

Table 6: F1-scores and coverage scores for each train-
test pair for the slot-filling experiment. Training on the
unique data produces a more robust model, with con-
sistently high performance across test sets.

expected, the highest scores are on the diagonal—
training and testing on the same source data. More
importantly however, training on the unique data
produces a model that is robust, performing well
across all three test sets. In contrast, training on
the same or random data produces models that
perform substantially worse on the unique test
set. This trend is also present in the coverage
scores in the bottom section of the table.

Table 7 shows some of the seed sentences pro-
duced by the unique and random approaches.
These examples illustrate the trends in our met-
rics, with the seeds for the random approach of-
ten being very similar. Meanwhile, the unique
approach produces seeds with grammatical varia-
tion and the introduction of quite different expres-
sions, such as “ABA” instead of “routing number”.
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Intent Pipeline Round 2 Round 3

routing

random
Where can I find the routing number for my bank? what is the best routing number for my bank

Do you have my bank’s routing number? can you help find my bank routing number?
show me my banks routing number I need to see the routing number for my bank

unique
acquire my banks routing number what is the correct ABA?

how does a person find their correct routing number? How do I find the ABA?
I’m looking for the router number for my bank. Whats the router number?

hours

random
Can you tell me when my bank is open? How long is my bank open?

When does my bank open? What are the hours for my bank?
What time is the bank open What time will the bank be open

unique
display when the bank closes What hours do you carry

What is the earliest you are open? what are your operating hours?
look up the hours of operation for my bank What is the latest I can come in to a physical branch?

checks

random
i require ordering more checks. I’d like additional checks

Get me more checks. Can you get me more checks?
can you explain to me how to order additional checks Please order more checks for me.

unique
I need to stock up on more checks what is check ordering procedure?

in what manner would i get more checks what is the fastest method to order checks?
Could you rush me some more checks? I’m nearly out. Teach me how to get more checks.

Table 7: Seed sentences for selected intents for the classification task. The unique approach leads to changes
like the use of ABA for routing (top), and grammatical variations in the sentences for requesting checks (bottom).
Examples of seeds for Round 1 include “what is my bank’s routing number?”, “when does the bank close?”, and
“how do i order more checks?”.

Slot-filling Table 5 shows the number of sam-
ples collected per round for each of the data col-
lection pipelines and the diversity of the sets. As
in the classifier experiment, we observe that data
produced by the unique pipeline is of higher di-
versity than the other two pipelines.

Table 6 displays F1-scores and coverage for
each train–test combination. Again, we see the
same trends, with training on same or random
leading to low results on the unique dataset, but
not the reverse, and similarly for coverage, though
the gaps are smaller than for classification.

5 Conclusion

Outliers are often the most interesting parts of our
data, but outlier detection has received relatively
little attention in NLP beyond its application to
finding annotation errors. This paper introduces
the first neural outlier detection method for short
text and demonstrates its effectiveness across mul-
tiple metrics in multiple experiments.

We also propose a way to integrate outlier de-
tection into data collection, developing and eval-
uating a novel crowdsourcing pipeline. This
pipeline supports the creation of higher quality
datasets to yield higher quality models by both re-
ducing the number of errors and increasing the di-
versity of collected data. While the experiments
discussed herein are concerned with components
of dialog systems, we believe that similar data col-

lection strategies could yield benefits to other ar-
eas of NLP as well.
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Abstract
People often share personal narratives in order
to seek advice from others. To properly infer
the narrator’s intention, one needs to apply a
certain degree of common sense and social in-
tuition. To test the capabilities of NLP sys-
tems to recover such intuition, we introduce
the new task of inferring what is the advice-
seeking goal behind a personal narrative. We
formulate this as a cloze test, where the goal is
to identify which of two advice-seeking ques-
tions was removed from a given narrative.

The main challenge in constructing this task is
finding pairs of semantically plausible advice-
seeking questions for given narratives. To ad-
dress this challenge, we devise a method that
exploits commonalities in experiences people
share online to automatically extract pairs of
questions that are appropriate candidates for
the cloze task. This results in a dataset of over
20,000 personal narratives, each matched with
a pair of related advice-seeking questions: one
actually intended by the narrator, and the other
one not. The dataset covers a very broad array
of human experiences, from dating, to career
options, to stolen iPads. We use human an-
notation to determine the degree to which the
task relies on common sense and social intu-
ition in addition to a semantic understanding
of the narrative. By introducing several base-
lines for this new task we demonstrate its feasi-
bility and identify avenues for better modeling
the intention of the narrator.

1 Introduction
“Computers are useless.
They can only give you answers.” - Pablo Picasso

People often share their personal experiences to
elicit advice from others. These personal narra-
tives provide the necessary context for properly
understanding the informational goals of the nar-
rators. Endowing automated systems with the ca-
pability to infer these advice-seeking intentions

Personal narrative: I am generally a person who
needs a lot of sleep, but today I was not able to
sleep more than 6 hours and I am extremely tired.
My eyes hurt and two hours later I have program-
ming [lesson] so I have to be alert. I’ve already
drunk a cup of coffee and although I rarely drink
coffee, it had no effect on me. I am not at home
so I have limited possibilities as for food. I don’t
want to do anything too unhealthy such as drink-
ing 10 cups of coffee, tho I may consider drink-
ing another one.

Which advice-seeking question is more likely
to have been asked by the narrator:
Q1: Is it even possible to be addicted to coffee?
Q2: How can I energize myself?

Figure 1: An abbreviated instance from the ASQ
dataset. A personal narrative is matched with two plau-
sible advice-seeking questions, only one of which was
actually asked by the narrator when sharing the story.

could support personalized assistance and more
empathetic human-computer interaction.

As humans, to properly distill the narrator’s in-
tention from the events and situations they de-
scribe, we need to apply a certain degree of social
intuition (Conzelmann, 2012; Conzelmann et al.,
2013; Baumgarten et al., 2015; Kehler and Rohde,
2017). As an example, consider the goals of a nar-
rator sharing the personal story in Figure 1. We are
presented with a wealth of information about the
narrator’s general sleep patterns, about a particu-
lar sleep deprivation situation and its physiologi-
cal effects, about an upcoming lesson, about cof-
fee intake, its effects, and potential health impacts,
and about the current location of the narrator and
its impact on food supply. Taking these facts sepa-
rately, we can imagine providing advice on how to
get more sleep, on whether to postpone the lesson,
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Task Desired output

A Question generation What do I need to do in 2 hours?
Reading comprehension

Summarization I must go for a lesson after getting little sleep.

B Ending generation Lastly, I tried an energizing drink.
Narrative chains, story cloze

C Event2Mind to learn to code, to be educated
Desire fulfillment

D Our task How can I energize myself?

Table 1: Contrast with desired outputs in related narrative understanding tasks that focus on the within-story
(intradiegetic) aspects of narrative understanding. Tasks are grouped according to the categories discussed in
Section 2.1 (which also includes corresponding references). We assumed the second sentence (“My eyes hurt and
two hours later I have programming lesson so I have to be alert.”) to be the answer span for question generation,
and the input for Event2Mind (which operates at sentence level).

on how to get food delivered, or on the risks of caf-
feine intake. However, given how the narrative is
constructed, we can intuit that the more likely goal
of the narrator is to get advice on how to overcome
the effects of sleep deprivation so that they can be
alert for the upcoming programming lesson.

Importantly, the primary goal of our proposed
task is not to understand details about the narra-
tor’s actions in the story (“Why is the narrator
tired?”, “When do they need to go to the lesson?”),
but to infer the reason why the narrator is sharing
this story (i.e., “To get advice on how to stay alert
in the next few hours.”). That is, we are not con-
cerned with the intradiegetic aspects of the narra-
tive, but with the extradiegetic intention of the nar-
rator in sharing the story. While an understanding
of the former is likely necessary for the latter, it is
often not sufficient.

In this work, we introduce a task and a large
dataset to evaluate the capabilities of automated
systems to infer the narrator’s (extradiegetic) in-
tention in constructing and sharing an advice-
seeking personal story. This complements existing
narrative understanding tasks which focus on test-
ing semantic understanding of events, actors and
their (intradiegetic) intentions within the narrative
itself. Table 1 contrasts the goals of these existing
narrative understanding tasks with that of inferring
a narrator’s advice-seeking intention, in the con-
text of our introductory example.

Formally, we implement the task as a binary
choice cloze test, where the goal is to identify
which of two candidate advice-seeking questions

was actually asked by the narrator of a given per-
sonal narrative. Beyond collecting a large and di-
verse set of realistic personal stories that contain
an advice-seeking question, the main challenge
in constructing this task is finding a plausible al-
ternative advice-seeking question for each given
narrative. To address this challenge, we develop
a methodology for identifying such questions by
exploiting both the commonalities in experiences
people share online and the diversity of possible
advice-seeking intentions that can be tied to simi-
lar experiences.

By applying our methodology to a large collec-
tion of online personal narratives, we construct a
dataset of over 20,000 cloze test instances, cov-
ering a very broad spectrum of realistic advice-
seeking situations.1 Each instance contains a nar-
rative that is matched with two advice-seeking
questions, one of which is actually asked by the
narrator (Q2 in our introductory example), and the
other semantically related to the narrative (Q1).

We use human annotations to judge the relative
difficulty of different subsets of the test instances
and the type of reasoning necessary to solve them.
We find that more than half of the instances con-
tain pairs of questions that are not only seman-
tically related to the narratives but also do not
contain any explicit factual mismatches with the
stories. These are thus unsolvable by pure log-
ical reasoning and require some degree of com-
mon sense or social intuition. And indeed, simple

1The dataset is available at https://github.com/
CornellNLP/ASQ.
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baseline approaches perform worse on these types
of instances, highlighting the need for more direct
modeling of the intention of the narrator.

To summarize, in this work we:

• formulate the task of inferring advice-seeking
intents from personal narratives (Section 2);

• develop a methodology to construct a
large dataset of personal narratives matched
with plausible options for advice-seeking
questions (the ASQ dataset) to be used for this
task (Section 3);

• show the task is viable and evaluate the rela-
tive difficulty of its items (Sections 4 & 5).

We end by discussing the practical implications
of endowing systems with the capability to infer
advice-seeking intentions and use our results to
identify avenues for developing better models.

2 Task formulation

To evaluate the capability of automated systems
to infer advice-seeking intentions, we formulate a
cloze-style binary choice test where the system is
presented with a personal narrative and is required
to choose between two plausible candidate ques-
tions: one actually asked by the narrator and the
other one not (as exemplified in Figure 1).

We motivate the task by contrasting it with other
(narrative) understanding tasks (Section 2.1), and
provide the rationale for this particular formula-
tion by discussing its advantages (Section 2.2).

2.1 Related narrative understanding tasks

There are many tasks involving reading compre-
hension in general, and story understanding in par-
ticular. Given a narrative, there are a few broad
categories of questions that may be asked to test
different types and degrees of understanding. Ta-
ble 1 follows directly from the discussion below,
by contrasting the goal of our task with those of
(intradiegetic) narrative understanding tasks in the
context of our introductory example.
A: What happened in the story? The most direct
approach to test story understanding is to check
whether the reader could comprehend the events
and actions that occur within the story. This re-
quires semantic understanding, but nothing more.
This type of task can be set up in various forms,
as the system can be asked to summarize the

story (summarization, see Nenkova (2011); Allah-
yari et al. (2017) for surveys), generate a question
that is answerable from the text (question gener-
ation (Du et al., 2017)), or answer a question for
which the information can be retrieved or reasoned
directly from the story (reading comprehension,
see Chen (2018) for a survey; notable datasets
include MCTest (Richardson, 2013) and Narra-
tiveQA (Kočiský et al., 2018)).
B: What might happen next? While reading
the story, people not only grasp and process the
events that already occurred but also have some
intuition of its likely trajectory. Related tasks in-
clude the narrative cloze task (Chambers and Ju-
rafsky, 2008), the story cloze test (Mostafazadeh
et al., 2016; Chaturvedi et al., 2016), and its gen-
erative versions (Guan et al., 2019). These tasks
might require some common sense reasoning on
top of semantic understanding; the fact that they
aim to predict the future might require a deeper
level of understanding than the previous tasks.
C: What can we infer about the characters?
When people read a narrative, they not only grasp
the facts explicitly stated in the story, but also
make inferences about the actors’ mental states,
such as their attitudes and desires, as the story
unfolds.2 Oftentimes, such an understanding re-
quires inference, either logical or based on com-
mon sense reasoning. Such tasks can aim to gener-
ate the likely intents and reactions from the actors
involved in the events (Rashkin et al., 2018a,b), or
to determine whether a given desire of the protag-
onist was fulfilled (Rahimtoroghi et al., 2017).
D: What is the intention of the narrator in shar-
ing their story? While these prior tasks cover
a wide range of angles to narrative understand-
ing, they take an intradiegetic view by focusing
on understanding the story itself. We propose an-
other dimension to this line of work by taking an
outside-the-story (extradiegetic) perspective3 and
aiming to understand why the story is shared by
the narrator, potentially inferred from how the nar-
rator decides to construct it. In particular, the task
introduced here is to infer the advice-seeking in-
tention of the narrator.4

2See Bratman (1987) for an account of the Belief-Desire-
Intention model of human practical reasoning.

3Recognizing the importance of these two different per-
spectives for story understanding, Swanson et al. (2017) at-
tempted to classify narrative clauses into intradiegetic vs. ex-
tradiegetic levels.

4Sharing personal stories can have other goals, e.g., ther-
apeutic (Pennebaker, 1997; Pennebaker and Seagal, 1999).
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We argue that solving this task requires not only
the semantic understanding and common sense
reasoning involved in prior tasks but also a certain
degree of social intuition. To uncover the goals
of the narrator, one needs to find cues in the nar-
rative construction—what has been selectively in-
cluded or emphasized, and what might have been
purposefully omitted (Labov, 1972). In fact, such
intention-understanding tasks are often included
in “social intelligence” tests (Conzelmann et al.,
2013; Baumgarten et al., 2015).

2.2 Advantages of cloze test formulation

To evaluate the capacity of NLP systems to solve
this task, we consider a binary choice cloze test
formulation for two main reasons. First, it allows
natural ground-truth labels: often, when people
share their personal experiences to seek advice,
they add explicit requests for the information they
are seeking. After removing these requests from
the narratives, we can use them as proxies for the
narrators’ intentions. Second, the binary choice
operationalization also has the advantage of non-
ambiguity in evaluations and ease of comparisons
between systems (as opposed to a generation task).

It is worth noting that our dataset is con-
structed in a way that allows easy modifications
into other task formats if so desired. For instance,
the methodology of identifying a plausible false
choice for a given narrative could be applied mul-
tiple times to extend the task to a more difficult
multiple-choice version. Similarly, by ignoring
the incorrect question in each instance, our dataset
can be used as a source for a new generation task,
i.e., generating the advice-seeking question from
the given narrative.

3 Task implementation

For a meaningful implementation of the proposed
task, the collection of test instances must conform
to several expectations, in terms of both the narra-
tives and their (actual) advice-seeking questions.
In what follows we outline these desiderata and
our method for collecting instances that meet them
(Section 3.1).

Furthermore, as with any multiple-choice cloze
test formulation, the difficulty of each test instance
largely depends on how plausible the alternative
answers are. Yet, finding plausible (but not ac-
tually correct) alternatives automatically is chal-
lenging. Not surprisingly, many of the cloze-style

multiple-choice datasets use humans to write these
alternatives (Mostafazadeh et al., 2016; Xie et al.,
2018), limiting their scalability.

We tackle this challenge by developing a
methodology that exploits both the commonalities
in human experiences shared online and the diver-
sity in the types of advice needed for similar situa-
tions under different circumstances (Section 3.2).

3.1 Collection of candidate instances

Narratives desiderata. As a pre-requisite, we
need to start from personal narratives containing
advice-seeking needs that are explicitly expressed
(as questions), and that can be removed to form
the cloze test instances.5 Ideally, these narratives
would cover a broad range of topics, in order to
be able to test how well a system can generalize to
a diverse range of real-life scenarios, rather than
apply only to restricted and artificial settings.
Question desiderata. Not all questions contained
within an advice-seeking narrative are suitable for
our task. Some of the questions might be too
general, while others might be rhetorical. For in-
stance, Any advice? holds no particular connec-
tion with the context of the narrative in which
it appears. To contribute to meaningful test in-
stances, questions need to meet a level of rele-
vance and specificity such that (at least) humans
could match them with the narratives from which
they are extracted.
Data source. We start from a dataset of over
415,000 advice-seeking posts collected from the
subreddit r/Advice, which self-defines as “a place
where anyone can seek advice on any subject”.6

We only use publicly available data and will honor
the authors’ rights to remove their posts.
Applying cloze. For each post, we strip off all
questions that appear in any position of the post,
including the post title.7

We keep the remaining narratives as the cloze
texts.8 Figure 2 shows how the cloze transforma-

5An interesting future work avenue could be considering
narratives that only have implicit advice-seeking intentions.

6We start from an existing collection of Reddit posts (Tan
and Lee, 2015) which we supplement with The Baumgartner
Reddit Corpus retrieved via Pushshift API on Nov. 21, 2018.

7To identify questions, we use the simple heuristic of
looking for sentences that end with ‘?’ or start with why,
how, am, is, are, do, does, did, can, could, should, would.

8To ensure that the cloze text can provide sufficient con-
text, yet are not overly verbose, we only consider cloze texts
that are 50-300 tokens long. This is a choice we made prior to
any experiments, and we do not claim it is the optimal range
to set up the task.
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Selected topics Question keywords Example questions

Housing move live house city
apartment roommate

What is it like living with roommates?
Should I move to the city?

School college school class
degree study

Should I drop out of college?
What’s the best way for me to study for my biology tests?

Work job boss quit work
interview employer

Can I somehow ask to work from home?
How do I explain during an interview why I left a job?

Relationships girl date text tell guy
think crush

Does it sound like this girl may like me?
How can I think of a better greeting for online dating?

Personal finances money car pay rent
loan insurance

How do I afford a car in my situation?
Am I stupid for wanting a student loan?

Family parent convince let
mom dad sister

How do I convince my parents to believe me?
How can I try and make a better relationship with my sister?

Table 2: Selected narrative topics and example question keywords associated with each topic.

Title: How can I energize myself?

I am generally a person who needs a lot of
sleep [...] I don’t want to do anything too
unhealthy such as drinking 10 cups of cof-
fee, tho I may consider drinking another one.
Help? What has worked for you?

Figure 2: Cloze application to the post from which we
obtain the introductory test instance. After filtering out
questions that are too general, only the title question re-
mains as a candidate for representing the actual advice-
seeking intention of the narrator.

tion is applied to the post containing our introduc-
tory example.
Selecting ground-truth test answers.9 We se-
lect candidate ground-truth answers for the cloze
test as the ?-ending sentences removed from
narratives. In order to keep only well-formed
information-seeking questions, we filter the can-
didate questions by keeping only those that start
with interrogatives10 or any, anyone, help, advice,
thoughts. To further discard questions that are
too general, we compute a simple specificity score
S(q) of a question q containing the set of words

9As it happens, test answers are actually questions.
10We consider the following set of words as interrogatives:

what, when, why, where, which, who, whom, whose, how, am,
is, are, was, were, do, does, did, has, have, had, can, could,
shall, should, will, would, may, might, must.

{w1, w2, . . . , wN} as its maximum inverse docu-
ment frequency (idf):

S(q) = S({w1, w2, . . . , wN}) = max
i∈N

idf(wi),

and filter out questions for which S(q) < 5 or
questions that have less than 5 words. At the end
of this selection process, from the example post in
Figure 2, Help? and What has worked for you?
are discarded and the title question is kept as the
ground-truth answer to this cloze instance. If mul-
tiple questions survive the filtering process, we se-
lect one at random.
Diversity evaluation. To verify that the result-
ing data has broad topical diversity in both narra-
tives and questions, we perform a two-step cluster-
ing analysis. First, we use singular value decom-
position on tf-idf transformed narratives to obtain
their vector representations, we then cluster sim-
ilar narratives using k-means to surface underly-
ing topics. Next, for each topic, we extract nouns
and verbs from the questions attached to each nar-
rative in the topic, and surface common question
keywords as those with high document frequency
within the topic, correcting for their global docu-
ment frequency (via subtraction).

To provide a qualitative feel of the diversity of
the data, Table 2 shows a selection of the resulting
narrative topics and question keywords, together
with example questions (corresponding narratives
can be found in the data release). We find a

532



wide range of experiences represented in the nar-
ratives, from relationships to student life to apart-
ment rentals. Furthermore, within each narrative
topic, there is a variety of question types; for in-
stance, questions related to housing could be about
dealing with roommates, paying rent, or choosing
a city to live in.

3.2 Finding alternative test answers
To find plausible alternative answer options for
each candidate cloze test instance, one direct ap-
proach could be to find questions that are se-
mantically related to the ground-truth question.
However, there are two underlying problems with
this approach. First, the task of finding seman-
tically similar questions is itself very challenging
(Haponchyk et al., 2018), given their terseness and
lack of context. Second, semantic similarity is ar-
guably a different concept from plausibility with
respect to a narrative. For example, the two ques-
tions in the introductory example are semantically
distant, but they are both plausible in the context
of the narrative.

Our main intuition in solving this problem is
that individuals who are in similar situations tend
to have advice-seeking intentions that are related.
For each candidate cloze test narrative instance,
we can thus search for a similar narrative first
(by exploiting commonalities in experiences peo-
ple share online) and then select an advice-seeking
question from that narrative as the alternative an-
swer for the test.
Narrative pairing. To operationalize this intu-
ition, we first find pairs of similar narratives based
on the cosine similarity of their tf-idf representa-
tions.11 A greedy search based on this similarity
metric results in a set of pairs of related narra-
tives (N1, N2) with their respective advice-seeking
questions (qn1, qn2) identified in the previous step.
Narrative masking. At this point, the pair of
advice-seeking questions could be used with ei-
ther narrative to form a test instance. For exam-
ple, Figure 3 shows the other possible cloze in-
stance corresponding to the introductory example
if we were to use the other narrative in the narra-
tive pair. This, however, would arguably be a poor

11We consider both unigrams and bigrams, and set a min-
imum document frequency of 50. We also remove likely du-
plicates (cosine > 0.8) and cases for which the similarity
between narratives is too low (cosine < 0.1). We have also
experimented with embedding-based representations to com-
pute cosine similarities from, but they do not seem to produce
qualitatively better pairings upon inspection.

Masked narrative: I’ve noticed something, over
the past few years I’ve gained a habit of drink-
ing coffee. The average day is about six cups,
but it can exceed that sometimes (8 or so). The
only reason I question my habit is cause I’m up
at 4AM right now cause I couldn’t fall asleep. I
honestly have a headache in the morning until I
drink a cup of coffee. I’ll have some for essen-
tially no reason, I’ll just make some out of a urge
almost.

Q1: Is it even possible to be addicted to coffee?
Q2: How can I energize myself?

Figure 3: Alternative cloze test instance corresponding
to the introductory example.

test instance since Q2 is hardly applicable to this
other narrative. More generally, we want to ensure
that our choice of which narrative (Ni) to include
in the cloze test optimizes the plausibility of the
question pair (qn1, qn2).

To achieve this, we compute the similarity be-
tween each narrative in the pair and each of the
two respective questions,12 and select the narrative
that maximizes the minimum question-narrative
similarity. Formally,

Ni = argmaxi MIN{sim(Ni, qn1), sim(Ni, qn2)}.

Importantly, this selection criterion is purposely
symmetric with respect to the two questions in or-
der to avoid introducing any unnatural preference
between the two that a classifier (with no access to
the masked narrative) could exploit.

As a final check, we ensure that in each cloze
instance the two questions are neither too similar
to each other (and thus indistinguishable) nor too
dissimilar (which may indicate unsatisfactory nar-
rative pairings). To this end, we discard instances
in which the questions have extremely high or
low surface similarity according to their InferSent
(Conneau et al., 2017) sentence embeddings.13

This process leaves us with a total of 21,865 in-
stances. A detailed account of the number of in-
stances filtered at different stages of the construc-
tion process can be found in the Appendix.

12To account for the terseness of the questions, we repre-
sent both narratives and questions with tf-idf weighted GloVe
embeddings (Pennington et al., 2014) and compute the cosine
similarity between them.

13We set a lower bound of 0.8 and an upper bound of 0.95.
We choose this representation because questions are short and
thus we anticipate tf-idf representation to be less informative.
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4 Human performance

To understand the feasibility of the task, as well as
the relative difficulty of the items in the dataset,
eight non-author annotators labeled a random
sample of 200 instances.14 Each annotator is asked
to choose first, out of the two candidate questions,
which they consider to be more likely to have been
asked by the narrator. Overall, human annota-
tors achieve an accuracy of 90% (Cohen’s κ =
0.79),15 showing that humans can indeed recover
the advice-seeking intentions of the narrators, and
thus validating the feasibility of the task.16

We are also interested in understanding the
types of skills needed to solve the task. In particu-
lar, we want to estimate the proportion of the task
instances that can not be solved by mere factual
reasoning. To this end, we ask humans to iden-
tify candidate questions that contain a factual mis-
match with the narrative, making them Explicitly
incompatible; 57% of the annotated instances do
not contain any such mismatches in any of the
questions. Similarly, we want to estimate how
many instances require common sense expecta-
tions about the behavior of the protagonist (within
the story). So we ask annotators to mark ques-
tions as being Implicitly incompatible if they do
not contain any factual mismatches, but they are
incompatible with what can be inferred implicitly
about events and characters in the story.

The questions that are neither explicitly nor im-
plicitly incompatible would be labeled as being
Compatible, and as either Likely or Unlikely to
represent the narrators’ intentions. Test items in
our data forcing a choice between Compatible
questions are expected to be the hardest to solve,
as they might require a certain degree of social in-
tuition in addition to factual and common sense
reasoning. Table 3 provides an example narrative
and one representative question from each of the
above-mentioned categories.17

Table 4 shows a human performance breakdown
according to some of the most common types of
instances in our data.18 As expected, instances

14See the Appendix for detailed annotation instructions.
15We obtained a second round of annotations on a subset

of 75 task instances to compute agreement statistics.
16By construction, random accuracy is 50%.
17The example is adapted from our instructions to annota-

tors, which includes further explanations for these categories.
See the Appendix for details.

18See the Appendix for some representative examples for
selected question pair types in our data.

Narrative: I asked a girl that I really like if she
would like to get coffee sometime. She said she’s
really busy but that we’ll see. I can’t get her off
my mind and I spend all day waiting for her to tell
me she’s free.

Explicitly incompatible (E):
How to deal with my roommate?

Implicitly incompatible (I):
What to do if I asked a girl out and now regret it?

Compatible (C) but unlikely (U):
Which coffee place would you recommend?

Compatible (C) and likely (L):
Would it seem desperate if I asked her again in a
more direct way a week later?

Table 3: Example questions in each plausibility cate-
gory for an example narrative.

Pair type SIM FT-LM HUMAN % in data

C + E 86% 88% 100% 38%
C + {C, I} 68% 74% 89% 46%
C + C 66% 73% 84% 32%
L + {U, I} 75% 75% 100% 30%
OVERALL 76% 80% 90%

Table 4: Breakdown of performances on selected AC-
TUAL + ALTERNATIVE question pair types. For in-
stance, the pair type C + E corresponds to instances
where the ACTUAL question asked by the narrator is
compatible and the ALTERNATIVE question is explic-
itly incompatible.

involving only compatible questions (C + C) are
harder to solve,19 as they might require some so-
cial intuition, whereas when explicit contradic-
tions exist (C + E), they are perfectly solvable.
We also note that humans can perfectly solve the
subset of task instances (L + {U, I}) that exhibit
perceived qualitative differences between the ac-
tual and the alternative questions, but nevertheless,
require more than semantic understanding (and
sometimes require social intuition).

19We also concede that some of the instances in this cat-
egory may be unsolvable, e.g., when the wrong question fits
the narrative just as well.
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Model Accuracy (held-out)

NARRATIVE-QN-SIM 73.4%
FINETUNED LM 78.7%

Table 5: Performance of different baselines.

5 Baseline systems performance

We divide our data into a 8,865-2,500 train-test
split and have reserved 10,000 instances as a held-
out set.20 In Table 5 we report accuracy for the
best-performing model on the (never-before-seen)
held-out for a simple similarity-based method and
for a deep learning method.
Narrative-question similarity. We expect that
questions would show greater similarity to narra-
tives they are removed from. We thus establish
a narrative-question similarity baseline by con-
sidering features based on cosine similarities be-
tween narrative and questions, with text repre-
sented as tf-idf vectors, tf-idf weighted GloVe em-
beddings, averaged GloVe embeddings, as well
as word overlap between content words, all com-
bined in a logistic regression model.
Finetuned transformer LM. We also use a Fine-
tuned Transformer LM model (Radford et al.,
2018), which was shown to perform competitively
on a diverse set of NLP tasks, achieving state-of-
the-art results on the story cloze test.21

5.1 Error analysis

Required skills. As shown in Table 4, systems
perform worst on items that do not exhibit any
(implicit or explicit) mismatches (C + C), and thus
might require some social intuition. Importantly,
the largest gap between baseline and human per-
formance (25%) is on the subset of items that can
not be solved based solely on a semantic under-
standing (L + {U, I}). These results underline the
need for models that can combine common sense
reasoning about the events within the story with an
intuition about the intention of the narrator.
Question concreteness. Questions may also dif-
fer in how concrete they are. In a preliminary
analysis aimed at understanding how this prop-
erty affects performance, we compare words used

20The set annotated by humans is disjoint.
21We fine-tune with our training set on top of the pre-

trained transformer language model, using the implemen-
tation from https://github.com/huggingface/
pytorch-openai-transformer-lm.

in ground-truth questions that the best-performing
model predicts correctly with those used in ques-
tions that are classified incorrectly. We observe
that questions that are predicted correctly have
significantly higher average inverse document fre-
quencies (t-test p < 0.01). Intuitively, these more
specific questions may be more concrete in nature,
making them easier to connect to the narratives to
which they belong. We also find that some com-
mon interrogatives have skewed distributions. For
instance, questions starting with Is are less likely
to be classified correctly than those starting with
How. A cursory manual investigation suggests
that this can also be tied by concreteness, with the
latter type of questions appearing to be more con-
crete than the former.

6 Further related work

One broad motivation behind our work is to even-
tually help better support personalized informa-
tional needs (Teevan et al., 2007). This connects
to several related lines of work that were not pre-
viously discussed.

Query/question intents. Datasets and models
are proposed for understanding user intents be-
hind search queries (Radlinski et al., 2010; Fariha
et al., 2018), or even more generally, user ques-
tions (Haponchyk et al., 2018). To complement
this line of work that looks at user intents behind
the explicit request, our task aims to uncover user
intents when they are implied in personal narra-
tives (without access to the explicit question).

Conversational search/QA. One way to better
satisfy user intents is by making such processes
collaborative (Morris and Horvitz, 2007; Morris,
2013), or conversational (Radlinski and Craswell,
2017). Conversational QA datasets (Choi et al.,
2018; Reddy et al., 2019) have been introduced to
help develop systems with such capability.

Social QA. Some questions posed by users are in-
herently more social in nature, and require more
nuanced contextual understanding (Harabagiu,
2008). The social nature may affect how peo-
ple ask questions (Dahiya and Talukdar, 2016;
Rao and Daumé III, 2018), and pose challenges
for identifying appropriate answers (Shtok et al.,
2012; Zhang et al., 2017).
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7 Discussion

In this work, we introduce the new task of infer-
ring advice-seeking intentions from personal nar-
ratives, a methodology for creating appropriate
test instances for this task and the ASQ dataset.
This task complements existing (intradiegetic)
narrative understanding tasks by focusing on ex-
tradiegetic aspects of the narrative: in order to un-
derstand “Why is the narrator sharing this?”, we
often need to apply a certain degree of common
sense and social intuition.

From a practical perspective, this extradiegetic
capability is a prerequisite to properly address per-
sonalized information needs that are constrained
by personal circumstances described as free-form
personal stories. Currently, to address these types
of information needs, people seek (or even hire)
other individuals with relevant experience or ex-
pertise. As with conversational search (Radlinski
and Craswell, 2017), we can envision systems that
can more directly address complex information
needs by better understanding the circumstances
and intentions of the user.

Our analysis of the human and baseline perfor-
mance on different types of test instances points
to interesting avenues for future work, both in
terms of designing better-performing systems and
in terms of constructing better test data. We en-
vision that (intradiegetic) narrative understanding
could help identify the components of the narra-
tive that are most relevant to the advice-seeking
goal. For example, identifying the narrator’s inten-
tions and desires within the story (Rashkin et al.,
2018b), and whether these desires are fulfilled
(Rahimtoroghi et al., 2017) could help focus the
attention of the model, especially when dealing
with less concrete questions. Furthermore, a bet-
ter representation of the structure of the narra-
tive (Ouyang and McKeown, 2014), in terms of
discourse acts (Elson, 2012) and sentiment flow
(Ouyang and McKeown, 2015), could also help
distinguish between spurious and essential cir-
cumstances of the narratives.

In terms of improving the task itself and the
methodology for creating testing instances that
better approximate the inferential task, we note a
few possible directions. Firstly, better narrative
modeling could lead to higher quality matching.
Similarly, better representation of the questions
can help select more appropriate candidate options
(e.g., currently 6% of the questions are deemed by

the annotators to be too general). In addition, the
generative version of the task, when appropriately
evaluated, could be a closer operationalization for
intention inference, and also offer more potential
for practical uses.

Finally, future work could expand on our
methodology to formulate other more general
tasks aiming to understand the reasons why a per-
son is sharing a personal story. While we have
focused on narratives shared with the intention of
seeking advice, people may also share stories to
express emotions, to entertain or educate others.
A better understanding of these different (explicit
or implicit) intentions could lead to more personal-
ized and empathetic human-computer interaction.
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Appendix

A1 Instructions to human annotators

As described in Section 4 of the main paper, we
obtained human annotations on a small subset of
our data for validation purposes. Annotators were
shown instructions which included the definitions
for different question-narrative plausibility types,
together with two examples to help further clarify
the task and the definitions. The exact instructions
are reproduced in Table A8, while the examples
provided are shown in Table A9.

A2 Distribution of plausibility categories

Table A6 shows the distribution of plausibility cat-
egories given out by our human annotators, for
both the actual questions which belong to the
given narrative (Column 2) and the paired alter-
native questions (Column 3).

Question type
% in
actual

% in
altern.

Compatible and Likely 81% 15%
Compatible but Unlikely 10% 21%
Incompatible (Implicit) 5% 16%
Incompatible (Explicit) 2% 41%
Very General 3% 8%

Table A6: Data distribution estimated from the hu-
man annotated subset. For more than half of the cases,
the wrong answer (i.e., the alternative question) could
not be simply discarded based on factual mismatches,
and the task instance would require additional common
sense or social intuition to solve.

# of unique post ids 415,693
# of posts with narrative bodies 339,815
# of narratives with questions 262,721
# of narratives after filtering for length 151,418
# of narratives with specific questions 89,527
# of narratives paired 43,730

Table A7: Counts for narrative instances at different
stages of dataset construction.

A3 Further processing details

Table A7 provides the number of instances re-
maining at each of the processing steps. After
masking one narrative from each narrative pair, we
have a total of 21,865 narratives, each successfully
paired with two plausible candidate questions.

A4 Examples of pair types

In our error analysis, we find that the performance
of both our baselines, as well as that of our human
annotators, vary depending on question pair type,
where pair type is defined as the human-judged
plausibility of the ground-truth question and that
of the alternative question. To give a better sense
of what these pair types look like in practice, Ta-
ble A10 shows example instances for a few se-
lected pair types.
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You will be presented with one narrative and two advice-seeking questions (qn1 and qn2).

Firstly, you will need to indicate which of these questions is more likely to be asked by the narrator
in the context of the narrative (Column D, in yellow). Use the dropdown menu to select the more
likely question among the two. (You must pick one.)

In addition, for each question separately, you will need to provide a rating on how plausible the
question is in the context of the narrative by choosing one of the following options (dropdown
menu in Columns E and F, in green):

1. Very general: i.e., this question could follow most narratives, and it’s not in any way specific
to this narrative.

2. Compatible and likely: i.e., the question follows naturally from this narrative.

3. Compatible but unlikely: i.e., while there is no direct contradiction (either explicit or im-
plicit) with the narrative, it seems unlikely that the narrator’s intention was to ask this question.

4. Incompatible (explicit): i.e., the question is incompatible due to clear factual mismatches
with the information explicitly contained in the narrative, or it is completely irrelevant.

5. Incompatible (implicit): i.e., the question is incompatible due to mismatches with something
that you can indirectly infer from the narrative.

You should judge each question separately when selecting a category. It is possible for both ques-
tions to fall into the same category.

Now you need to read the example narratives, questions and explanations in the adjacent cells (B2
and C2) to get a feel of each of the categories, after which you could proceed to the sub-sheet Items
to annotate (see tab at the bottom of this page) to complete the annotation task.

Optionally, you can also provide comments for each item (scroll to the right to see the comment
column): Did you find an item particularly challenging or interesting? Was one of the questions not
really asking for an advice? Do share your thoughts with us.

Table A8: Instruction text shown to the annotators.
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Example 1 Example 2

Narrative: “I am a freshman in college and I have
a group of friends that I have been hanging out
with for the past couple months. I feel like we
have a good time when we hang out, but a lot of
the time, the rest of the group will go out and do
stuff together, but I won’t be included.”

Example questions in each category [and ex-
planations where appropriate]:

a) Very general:
Any advice?

b) Compatible and likely:
Can I ask to be included?

c) Compatible but unlikely:
How to make new friends in college?
[explanation: it is more likely that the narrator is
trying to be more included in the current group
of friends, rather than giving up entirely on them
and look for replacement.]

d) Incompatible (explicit):
Any advice for finding new friends for a senior in
college?
[Explanation: The narrator is a freshman in
college, not a senior. This constitutes a clear
factual mismatch between the question and the
narrative.]

e) Incompatible (implicit):
What are some excuses to not hang out with
them?
[Explanation: We can imply from the narrative
that the narrator wants to hang out with the group.
This is incompatible with a question asking how
NOT to do that.]

Narrative: “I asked a girl that I really like if she
would like to get coffee sometime. She said she’s
really busy but that we’ll see. I can’t get her off
my mind and I spend all day waiting for her to tell
me she’s free.”

Example questions in each category [and ex-
planations where appropriate]:

a) Very general:
What should I do?

b) Compatible and likely:
Would it seem desperate if I asked her again in a
more direct way a week later ?

c) Compatible but unlikely:
Which coffee place would you recommend?
[Explanation: While the narrator is trying to invite
the girl for coffee, the main concern seems to be
whether the attempt would be successful rather
the choices between coffee places.]

d) Incompatible (explicit):
How to deal with my roommate?
[Explanation: This question is completely irrele-
vant to the narrative (no roommate is mentioned).]

e) Incompatible (implicit):
What to do if I asked a girl out and now regret it?
[Explanation: We can infer that the narrator is
looking forward to the potential date, which
contradicts with the feeling of regret in the
question.]

Table A9: Example narratives and questions shown to the annotators.
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Pair
type

Narrative Actual
question

Alternative
question

L + L Hey everyone I have a bit of a dilemma. It’s the first week
of school and I am talking three advanced classes, AP
world history II, English honors II and Chemistry honors.
I am pretty sure that I can handle it but; I am falling be-
hind in chemistry honors and it is the first week. I don’t
have the mathematical background as the other students.
They have taken physics and geometry. I am in a special
Algebra class which means I am a year behind in math
and science.

Should I drop
chemistry hon-
ors?

How much do
honors courses
matter?

L + U My college roommate/one of my best friends is getting
married Saturday. I’m a groomsman, as is our third room-
mate. Our third roommate gave he and his betrothed their
wedding gifts early today: an Xbox One and a crystal dec-
orative bowl from Tiffany. I’m an assistant manager at a
sporting goods store making $8.50 an hour, and between
rent, utilities, groceries, gas, and my student loan pay-
ments, I usually either barely break even every month or
have to borrow money from my parents until my next pay-
check. I’ve checked their registry, and even the less ex-
pensive gifts are outside what I can afford ($30 can make
or break me right now).

What to do
about a wed-
ding gift if I’m
broke?

Where can I
buy food that’s
cheap, and it’ll
last me until
then?

C + I I just recently switched schools this school year. I’m
pretty okay with how it’s going so far academics wise but
I have no idea how to put myself out there. Everyone
has seemed to have made friend groups already or they
already know everyone from previous years. I used to be
in a private school so no one really knows me from this
school except for my close friends that I’ve known for a
long time.

Is there any way
that I could gain
any popularity
before it’s too
late?

Is it too early to
tell if I want to
drop out?

L + E So there is a dream job which is PERFECT for me and
of course I really want it. I called the employer last week
and she said she was going to call candidates for inter-
views that week. Then I called this week and she said she
was going to call for interviews this week. And please,
no advice telling me ’don’t call’. I have nothing to lose,
so I’m going to call, I would just really appreciate some
advice as to how to ask for an interview appropriately -
Thank you all!

How do I call
an employer
asking for an
interview?

When I went for
the interview
she did seem
busy so maybe
she was too
busy to call?

L + G I’m in a relationship with an amazing girl and feel very
happy with her. Recently though I’ve been having in-
trusive thoughts about her ex-boyfriends (her having sex
with them, etc) which are leading to feelings of jealousy
and it’s really disrupting my ability to enjoy my time with
her.

How to deal
with feelings of
jealousy?

Is this “normal”
– in the sense of,
do other people
experience this?

Table A10: Example task instances for different ACTUAL + ALTERNATIVE question pair types.
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Abstract

One key consequence of the information revo-
lution is a significant increase and a contami-
nation of our information supply. The practice
of fact-checking won’t suffice to eliminate the
biases in text data we observe, as the degree
of factuality alone does not determine whether
biases exist in the spectrum of opinions visi-
ble to us. To better understand controversial
issues, one needs to view them from a diverse
yet comprehensive set of perspectives.

For example, there are many ways to respond
to a claim such as “animals should have law-
ful rights”, and these responses form a spec-
trum of perspectives, each with a stance rel-
ative to this claim and, ideally, with evidence
supporting it. Inherently, this is a natural lan-
guage understanding task, and we propose to
address it as such. Specifically, we propose
the task of substantiated perspective discov-
ery where, given a claim, a system is expected
to discover a diverse set of well-corroborated
perspectives that take a stance with respect to
the claim. Each perspective should be substan-
tiated by evidence paragraphs which summa-
rize pertinent results and facts.

We construct PERSPECTRUM, a dataset of
claims, perspectives and evidence, making use
of online debate websites to create the ini-
tial data collection, and augmenting it using
search engines in order to expand and diver-
sify our dataset. We use crowdsourcing to
filter out noise and ensure high-quality data.
Our dataset contains 1k claims, accompanied
by pools of 10k and 8k perspective sentences
and evidence paragraphs, respectively. We
provide a thorough analysis of the dataset to
highlight key underlying language understand-
ing challenges, and show that human baselines
across multiple subtasks far outperform ma-
chine baselines built upon state-of-the-art NLP
techniques. This poses a challenge and an op-
portunity for the NLP community to address.

Figure 1: Given a claim, a hypothetical system is ex-
pected to discover various perspectives that are sub-
stantiated with evidence and their stance with respect
to the claim.

1 Introduction

Understanding most nontrivial claims requires in-
sights from various perspectives. Today, we make
use of search engines or recommendation systems
to retrieve information relevant to a claim, but this
process carries multiple forms of bias. In particu-
lar, they are optimized relative to the claim (query)
presented, and the popularity of the relevant doc-
uments returned, rather than with respect to the
diversity of the perspectives presented in them or
whether they are supported by evidence.

In this paper, we explore an approach to miti-
gating this selection bias (Heckman, 1979) when
studying (disputed) claims. Consider the claim
shown in Figure 1: “animals should have lawful
rights.” One might compare the biological simi-
larities/differences between humans and other an-
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imals to support/oppose the claim. Alternatively,
one can base an argument on morality and ra-
tionality of animals, or lack thereof. Each of
these arguments, which we refer to as perspectives
throughout the paper, is an opinion, possibly con-
ditional, in support of a given claim or against it.
A perspective thus constitutes a particular attitude
towards a given claim.

Natural language understanding is at the heart
of developing an ability to identify diverse per-
spectives for claims. In this work, we propose and
study a setting that would facilitate discovering di-
verse perspectives and their supporting evidence
with respect to a given claim. Our goal is to iden-
tify and formulate the key NLP challenges under-
lying this task, and develop a dataset that would
allow a systematic study of these challenges. For
example, for the claim in Figure 1, multiple (non-
redundant) perspectives should be retrieved from
a pool of perspectives; one of them is “animals
have no interest or rationality”, a perspective that
should be identified as taking an opposing stance
with respect to the claim. Each perspective should
also be well-supported by evidence found in a pool
of potential pieces of evidence. While it might be
impractical to provide an exhaustive spectrum of
ideas with respect to a claim, presenting a small
but diverse set of perspectives could be an im-
portant step towards addressing the selection bias
problem. Moreover, it would be impractical to de-
velop an exhaustive pool of evidence for all per-
spectives, from a diverse set of credible sources.
We are not attempting to do that. We aim at for-
mulating the core NLP problems, and developing a
dataset that will facilitate studying these problems
from the NLP angle, realizing that using the out-
comes of this research in practice requires address-
ing issues such as trustworthiness (Pasternack and
Roth, 2010, 2013) and possibly others. Inherently,
our objective requires understanding the relations
between perspectives and claims, the nuances in
the meaning of various perspectives in the context
of claims, and relations between perspectives and
evidence. This, we argue, can be done with a di-
verse enough, but not exhaustive, dataset. And it
can be done without attending to the legitimacy
and credibility of sources contributing evidence,
an important problem but orthogonal to the one
studied here.

To facilitate the research towards developing
solutions to such challenging issues, we propose

Figure 2: Depiction of a few claims, their perspectives
and evidences from PERSPECTRUM. The supporting
and opposing perspectives are indicated with green

and red colors, respectively.

PERSPECTRUM, a dataset of claims, perspectives
and evidence paragraphs. For a given claim and
pools of perspectives and evidence paragraphs, a
hypothetical system is expected to select the rele-
vant perspectives and their supporting paragraphs.

Our dataset contains 907 claims, 11,164 per-
spectives and 8,092 evidence paragraphs. In con-
structing it, we use online debate websites as our
initial seed data, and augment it with search data
and paraphrases to make it richer and more chal-
lenging. We make extensive use of crowdsourcing
to increase the quality of the data and clean it from
annotation noise.

The contributions of this paper are as follows:

• To facilitate making progress towards the prob-
lem of substantiated perspective discovery, we
create a high-quality dataset for this task.1

• We identify and formulate multiple NLP tasks
that are at the core of addressing the substanti-
ated perspective discovery problem. We show
that humans can achieve high scores on these
tasks.
• We develop competitive baseline systems for

each sub-task, using state-of-the-art techniques.

1https://github.com/CogComp/perspectrum
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2 Design Principles and Challenges

In this section we provide a closer look into the
challenge and propose a collection of tasks that
move us closer to substantiated perspective dis-
covery. To clarify our description we use to fol-
lowing notation. Let c indicate a target claim of
interest (for example, the claims c1 and c2 in Fig-
ure 2). Each claim c is addressed by a collection
of perspectives {p} that are grouped into clusters
of equivalent perspectives. Additionally, each per-
spective p is supported, relative to c, by at least one
evidence paragraph e, denoted e � p|c.

Creating systems that would address our chal-
lenge in its full glory requires solving the follow-
ing interdependent tasks:
Determination of argue-worthy claims: not every
claim requires an in-depth discussion of perspec-
tives. For a system to be practical, it needs to be
equipped with understanding argumentative struc-
tures (Palau and Moens, 2009) in order to discern
disputed claims from those with straightforward
responses. We set aside this problem in this work
and assume that all the inputs to the systems are
discussion-worthy claims.
Discovery of pertinent perspectives: a sys-
tem is expected to recognize argumentative sen-
tences (Cabrio and Villata, 2012) that directly ad-
dress the points raised in the disputed claim. For
example, while the perspectives in Figure 2 are
topically related to the claims, p1, p2 do not di-
rectly address the focus of claim c2 (i.e., “use of
animals” in “entertainment”).
Perspective equivalence: a system is expected
to extract a minimal and diverse set of perspec-
tives. This requires the ability to discover equiv-
alent perspectives p, p′, with respect to a claim c:
p|c ≈ p

′ |c. For instance, p3 and p4 are equiva-
lent in the context of c2; however, they might not
be equivalent with respect to any other claim. The
conditional nature of perspective equivalence dif-
ferentiates it from the paraphrasing task (Bannard
and Callison-Burch, 2005).
Stance classification of perspectives: a system is
supposed to assess the stances of the perspectives
with respect to the given claim (supporting, oppos-
ing, etc.) (Hasan and Ng, 2014).
Substantiating the perspectives: a system is ex-
pected to find valid evidence paragraph(s) in sup-
port of each perspective. Conceptually, this is sim-
ilar to the well-studied problem of textual entail-
ment (Dagan et al., 2013) except that here the en-

tailment decisions depend on the choice of claims.

3 Related Work

Claim verification. The task of fact verification
or fact-checking focuses on the assessment of the
truthfulness of a claim, given evidence (Vlachos
and Riedel, 2014; Mitra and Gilbert, 2015; Samadi
et al., 2016; Wang, 2017; Nakov et al., 2018;
Hanselowski et al., 2018; Karimi et al., 2018; Al-
hindi et al., 2018). These tasks are highly re-
lated to the task of textual-entailment that has been
extensively studied in the field (Bentivogli et al.,
2008; Dagan et al., 2013; Khot et al., 2018). Some
recent work study jointly the problem of identi-
fying evidence and verifying that it supports the
claim (Yin and Roth, 2018).

Our problem structure encompasses the fact
verification problem (as verification of perspec-
tives from evidence; Figure 1).

Stance classification. Stance classification aims
at detecting phrases that support or oppose a given
claim. The problem has gained significant at-
tention in the recent years; to note a few impor-
tant ones, Hasan and Ng (2014) create a dataset
of dataset text snippets, annotated with “reasons”
(similar to perspectives in this work) and stances
(whether they support or oppose the claim). Un-
like this work, our pool of the relevant “reasons”
is not restricted. Ferreira and Vlachos (2016)
create a dataset of rumors (claims) coupled with
news headlines and their stances. There are a few
other works that fall in this category (Boltužić and
Šnajder, 2014; Park and Cardie, 2014; Rinott et al.,
2015; Swanson et al., 2015; Mohammad et al.,
2016; Sobhani et al., 2017; Bar-Haim et al., 2017).
Our approach here is closely related to existing
work in this direction, as stance classification is
part of the problem studied here.

Argumentation. There is a rich literature on
formalizing argumentative structures from free
text. There are a few theoretical works that lay the
ground work to characterizing units of arguments
and argument-inducing inference (Teufel et al.,
1999; Toulmin, 2003; Freeman, 2011).

Others have studied the problem of extracting
argumentative structures from free-form text; for
example, Palau and Moens (2009); Khatib et al.
(2016); Ajjour et al. (2017) studied elements of ar-
guments and the internal relations between them.
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Dataset Stance Clas-
sification

Evidence
Verification

Human
Verified

Open
Domain

PERSPECTRUM (this work) 3 3 3 3
FEVER (Thorne et al., 2018) 7 3 3 3

(Wachsmuth et al., 2017) 3 3 7 3
LIAR (Wang, 2017) 7 3 3 3

(Vlachos and Riedel, 2014) 7 3 3 3
(Hasan and Ng, 2014) 3 7 3 7

Table 1: Comparison of PERSPECTRUM to a few notable datasets in the field.

Feng and Hirst (2011) classified an input into one
of the argument schemes. Habernal and Gurevych
(2017) provided a large corpus annotated with ar-
gument units. Cabrio and Villata (2018) provide
a thorough survey the recent work in this direc-
tion. A few other works studied other aspects
of argumentative structures (Cabrio and Villata,
2012; Khatib et al., 2016; Lippi and Torroni, 2016;
Zhang et al., 2017; Stab and Gurevych, 2017).

A few recent works use a similar conceptual de-
sign that involves a claim, perspectives and evi-
dence.These works are either too small due to the
high cost of construction (Aharoni et al., 2014)
or too noisy because of the way they are crawled
from online resources (Wachsmuth et al., 2017;
Hua and Wang, 2017). Our work makes use of
both online content and of crowdsourcing, in or-
der to construct a sizable and high-quality dataset.

4 The PERSPECTRUM Dataset

4.1 Dataset construction

In this section we describe a multi-step process,
constructed with detailed analysis, substantial re-
finements and multiple pilots studies.

We use crowdsourcing to annotate different as-
pects of the dataset. We used Amazon Mechan-
ical Turk (AMT) for our annotations, restricting
the task to workers in five English-speaking coun-
tries (USA, UK, Canada, New Zealand, and Aus-
tralia), more than 1000 finished HITs and at least
a 95% acceptance rate. To ensure the diversity of
responses, we do not require additional qualifica-
tions or demographic information from our anno-
tators.

For any of the annotations steps described be-
low, the users are guided to an external platform
where they first read the instructions and try a ver-
ification step to make sure they have understood
the instructions. Only after successful completion
are they allowed to start the annotation tasks.

Throughout our annotations, it is our aim to

make sure that the workers are responding objec-
tively to the tasks (as opposed to using their per-
sonal opinions or preferences). The screen-shots
of the annotation interfaces for each step are in-
cluded in the Appendix (Section A.3).

In the steps outlined below, we filter out a subset
of the data with low rater–rater agreement ρ (see
Appendix A.2). In certain steps, we use an infor-
mation retrieval (IR) system2 to generate the best
candidates for the task at hand.

Step 1: The initial data collection. We start
by crawling the content of a few notable debat-
ing websites: idebate.com, debatewise.org,

procon.org. This yields ∼ 1k claims, ∼ 8k per-
spectives and∼ 8k evidence paragraphs (for com-
plete statistics, see Table 4 in the Appendix). This
data is significantly noisy and lacks the structure
we would like. In the following steps we explain
how we denoise it and augment it with additional
data.

Step 2a: Perspective verification. For each per-
spective we verify that it is a complete English
sentence, with a clear stance with respect to the
given claim. For a fixed pair of claim and perspec-
tive, we ask the crowd-workers to label the per-
spective with one of the five categories of support,
oppose, mildly-support, mildly-oppose, or not a
valid perspective. The reason that we ask for two
levels of intensity is to distinguish mild or condi-
tional arguments from those that express stronger
positions.

Every 10 claims (and their relevant perspec-
tives) are bundled to form a HIT. Three indepen-
dent annotators solve a HIT, and each gets paid
$1.5-2 per HIT. To get rid of the ambiguous/noisy
perspectives we measure rater-rater agreement on
the resulting data and retain only the subset which
has a significant agreement of ρ ≥ 0.5. To ac-
count for minor disagreements in the intensity of

2www.elastic.co
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perspective stances, before measuring any notion
of agreement, we collapse the five labels into three
labels, by collapsing mildly-support and mildly-
oppose into support and oppose, respectively.

To assess the quality of these annotations, two
of the authors independently annotate a random
subset of instances in the previous step (328 per-
spectives for 10 claims). Afterwards, the differ-
ences were adjudicated. We measure the accuracy
adjudicated results with AMT annotations to esti-
mate the quality of our annotation. This results in
an accuracy of 94%, which shows high-agreement
with the crowdsourced annotations.

Step 2b: Perspective paraphrases. To enrich
the ways the perspectives are phrased, we crowd-
source paraphrases of our perspectives. We ask
annotators to generate two paraphrases for each of
the 15 perspectives in each HIT, for a reward of
$1.50.

Subsequently, we perform another round of
crowdsourcing to verify the generated para-
phrases. We create HITs of 24 candidate para-
phrases to be verified, with a reward of $1. Over-
all, this process gives us ∼ 4.5 paraphrased per-
spectives. The collected paraphrases form clusters
of equivalent perspectives, which we refine further
in the later steps.

Step 2c: Web perspectives. In order to ensure
that our dataset contains more realistic sentences,
we use web search to augment our pool of perspec-
tives with additional sentences that are topically
related to what we already have. Specifically, we
use Bing search to extract sentences that are simi-
lar to our current pool of perspectives, by querying
“claim+perspective”. We create a pool of relevant
web sentences and use an IR system (introduced
earlier) to retrieve the 10 most similar sentences.
These candidate perspectives are annotated using
(similar to step 2a) and only those that were agreed
upon are retained.

Step 2d: Final perspective trimming. In a fi-
nal round of annotation for perspectives, an ex-
pert annotator went over all the claims in order to
verify that all the equivalent perspectives are clus-
tered together. Subsequently, the expert annotator
went over the most similar claim-pairs (and their
perspectives), in order to annotate the missing per-
spectives shared between the two claims. To cut
the space of claim pairs, the annotation was done
on the top 350 most similar claim pairs retrieved

Category Statistic Value

Claims

# of claims (step 1) 907
avg. claim length (tokens) 8.9
median claims length (tokens) 8
max claim length (tokens) 30
min claim length (tokens) 3

Perspectives

# of perspectives 11,164
Debate websites (step 1) 4,230
Perspective paraphrase (step 2b) 4,507
Web (step 2c) 2,427

# of perspectives with stances 5,095
# of “support” perspectives 2,627
# of “opposing” perspectives 2,468
avg size of perspective clusters 2.3
avg length of perspectives (tokens) 11.9

Evidences # of total evidences (step 1) 8,092
avg length of evidences (tokens) 168

Table 2: A summary of PERSPECTRUM statistics

by the IR system.

Step 3: Evidence verification. The goal of this
step is to decide whether a given evidence para-
graph provides enough substantiations for a per-
spective or not. Performing these annotations ex-
haustively for any perspective-evidence pair is not
possible. Instead, we make use of a retrieval sys-
tem to annotate only the relevant pairs. In par-
ticular, we create an index of all the perspectives
retained from step 2a. For a given evidence para-
graph, we retrieve the top relevant perspectives.
We ask the annotators to note whether a given
evidence paragraph supports a given perspective
or not. Each HIT contains a 20 evidence para-
graphs and their top 8 relevant candidate perspec-
tives. Each HIT is paid $1 and annotated by at
least 4 independent annotators.

In order to assess the quality of our annota-
tions, a random subset of instances (4 evidence-
perspective pairs) are annotated by two indepen-
dent authors and the differences are adjudicated.
We measure the accuracy of our adjudicated labels
versus AMT labels, resulting in 87.7%. This indi-
cates the high quality of the crowdsourced data.

4.2 Statistics on the dataset

We now provide a brief summary of
PERSPECTRUM. The dataset contains about
1k claims with a significant length diversity
(Table 2). Additionally, the dataset comes
with ∼ 12k perspectives, most of which were
generated through paraphrasing (step 2b). The
perspectives which convey the same point with
respect to a claim are grouped into clusters. On
average, each cluster has a size of 2.3 which
shows that, on average, many perspectives have
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Figure 3: Distribution of claim topics.

equivalents. More granular details are available in
Table 2.

To better understand the topical breakdown of
claims in the dataset, we crowdsource the set of
“topics” associated with each claim (e.g., Law,
Ethics, etc.) We observe that, as expected, the
three topics of Politics, World, and Society have
the biggest portions (Figure 3). Additionally, the
included claims touch upon 10+ different topics.
Figure 4 depicts a few popular categories and sam-
pled questions from each.

4.3 Required skills
We perform a closer investigation of the abili-
ties required to solve the stance classification task.
One of the authors went through a random sub-
set of claim-perspectives pairs and annotated each
with the abilities required in determining their
stances labels. We follow the common defini-
tions used in prior work (Sugawara et al., 2017;
Khashabi et al., 2018). The result of this anno-
tation is depicted in Figure 5. As can be seen,
the problem requires understanding of common-
sense, i.e., an understanding that is commonly
shared among humans and rarely gets explicitly
mentioned in the text. Additionally, the task re-
quires various types of coreference understanding,
such as event coreference and entity coreference.

5 Empirical Analysis

In this section we provide empirical analysis to ad-
dress the tasks. We create a split of 60%/15%/25%
of the data train/dev/test. In order to make sure
our baselines are not overfitting to the keywords
of each topic (the “topic” annotation from Sec-
tion 4.2), we make sure to have claims with the
same topic fall into the same split.

For simplicity, we define a notation which we
will extensively use for the rest of this paper. The

clusters of equivalent perspectives are denoted as
[[p]], given a representative member p. Let P (c)
denote the collection of relevant perspectives to a
claim c, which is the union of all the equivalent
perspectives participating in the claim: {[[pi]]}i.
Let E([[p]]) = E(p) =

⋃
i ei denote the set of evi-

dence documents lending support to a perspective
p. Additionally, denote the two pools of perspec-
tives and evidence with Up and Ue, respectively.

5.1 Systems
We make use of the following systems in our eval-
uation:

IR (Information Retrieval). This baseline has
been successfully used for related tasks like Ques-
tion Answering (Clark et al., 2016). We create two
versions of this baseline: one with the pool of per-
spectives Up and one with the pool of evidences
Ue. We use this system to retrieve a ranked list of
best matching perspective/evidence from the cor-
responding index.

BERT (Contextual representations). A recent
state-of-the-art contextualized representation (De-
vlin et al., 2018). This system has been shown to
be effective on a broad range of natural language
understanding tasks.

Human Performance. Human performance
provides us with an estimate of the best achievable
results on datasets. We use human annotators to
measure human performance for each task. We
randomly sample 10 claims from the test set, and
instruct two expert annotators to solve each of T1
to T4.

5.2 Evaluation metrics.
We perform evaluations on four different subtasks
in our dataset. In all of the following evaluations,
the systems are given the two pools of perspectives
Up and evidences Ue.
T1: Perspective extraction. A system is ex-
pected to return the collection of mutually
disjoint perspectives with respect to a given
claim. Let P̂ (c) be the set of output per-
spectives. Define the precision and recall as

Pre(c) =

∑
p̂∈P̂ (c) 1{∃p,s.t.p̂∈[[p]]}

|P̂ (c)| and Rec(c) =
∑
p̂∈P̂ (c) 1{∃p,s.t.p̂∈[[p]]}

|P (c)| respectively. To calculate
dataset metrics, the aforementioned per-claim
metrics are averaged across all the claims in the
test set.
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Figure 4: Visualization of the major topics and sample claims in each category.

Figure 5: The set of reasoning abilities required to
solve the stance classification task.

T2: Perspective stance classification. Given a
claim, a system is expected to label every perspec-
tive in P (c) with one of two labels support or op-
pose. We use the well-established definitions of
precision-recall for this binary classification task.

T3: Perspective equivalence. A system is ex-
pected to decide whether two given perspectives
are equivalent or not, with respect to a given claim.
We evaluate this task in a way similar to a cluster-
ing problem. For a pair of perspectives p1, p2 ∈
P (c), a system predicts whether the two are in the
same cluster or not. The ground-truth is whether
there is a cluster which contains both of the per-
spectives or not: ∃p̃ s.t. p̃ ∈ P (c) ∧ p1, p2 ∈ [[p̃]].
We use this pairwise definition for all the pairs in
P (c)× P (c), for any claim c in the test set.

T4: Extraction of supporting evidences.
Given a perspective p, we expect a system to return
all the evidence {ei} from the pool of evidence Ue.
Let Ê(p) and E(p) be the predicted and gold evi-
dence for a perspective p. Define macro-precision

and macro-recall as Pre(p) =
|Ê(p)∩E(p)|
|Ê(p)| and

Rec(p) =
|Ê(p)∩E(p)|
|E(p)| , respectively. The metrics

are averaged across all the perspectives p partici-
pating in the test set.

T5: Overall performance. The goal is to get
estimates of the overall performance of the sys-
tems. Instead of creating a complex measure that
would take all the aspects into account, we approx-
imate the overall performance by multiplying the
disjoint measures in T1, T2 and T4. While this
gives an estimate on the overall quality, it ignores
the pipeline structure of the task (e.g., the propa-
gation of the errors throughout the pipeline). We
note that the task of T3 (perspective equivalence)
is indirectly being measured within T1. Further-
more, since we do not report an IR performance
on T2, we use the “always supp” baseline instead
to estimate an overall performance for IR.

5.3 Results

5.3.1 Minimal perspective extraction (T1)
Table 3 shows a summary of the experimental re-
sults. To measure the performance of the IR sys-
tem, we use the index containing Up. Given each
claim, we query the top k perspectives, ranked ac-
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cording to their retrieval scores. We tune k on our
development set and report the results on the test
section according to the tuned parameter. We use
IR results as candidates for other solvers (includ-
ing humans). For this task, IR with top-15 can-
didates yields >90% recall (for the PR-curve, see
Figure 6 in the Appendix). In order to train BERT
on this task, we use the IR candidates as the train-
ing instances. We then tune a threshold on the dev
data to select the top relevant perspectives. In or-
der to measure human performance, we create an
interface where two human annotators see IR top-
k and select a minimal set of perspectives (i.e., no
two equivalent perspectives).

5.3.2 Perspective stance classification (T2)
We measure the quality of perspective stance clas-
sification, where the input is a claim-perspective
pair, mapped to {support, oppose}. The can-
didate inputs are generated on the collection of
perspectives P (c) relevant to a claim c. To have
an understanding of a lower bound for the met-
ric, we measure the quality of an always-support
baseline. We measure the performance of BERT
on this task as well, which is about 20% below
human performance. This might be because this
task requires a deep understanding of common-
sense knowledge/reasoning (as indicated earlier in
Section 5). Since a retrieval system is unlikely to
distinguish perspectives with different stances, we
do not report the IR performance for this task.

5.3.3 Perspective equivalence (T3)
We create instances in the form of (p1, p2, c)
where p1, p2 ∈ P (c). The expected label is
whether the two perspectives belong to the same
equivalence class or not. In the experiments, we
observe that BERT has a significant performance
gain of ∼ 36% over the IR baseline. Meanwhile,
this system is behind human performance by a
margin of ∼ 20%.

5.3.4 Extraction of supporting evidence (T4)
We evaluate the systems on the extraction of items
from the pool of evidences Ue, given a claim-
perspective pair. To measure the performance
of the IR system working with the index con-
taining Ue we issue a query containing the con-
catenation of a perspective-claim pair. Given the
sorted results (according to their retrieval confi-
dence score), we select the top candidates using
a threshold parameter tuned on the dev set. We

Setting Target
set System Pre. Rec. F1

T
1:

Pe
rs

pe
ct

iv
e

re
le

va
nc

e

Up
IR 46.8 34.9 40.0

IR + BERT 47.3 54.8 50.8

IR + Human 63.8 83.8 72.5

T
2:

Pe
rs

pe
ct

iv
e

st
an

ce P (c)

Always “supp.” 51.6 100.0 68.0

BERT 70.5 71.1 70.8

Human 91.3 90.6 90.9

T
3:

Pe
rs

pe
ct

iv
e

eq
ui

va
le

nc
e

P (c)2

Always “¬equiv.” 100.0 11.9 21.3

Always “equiv.” 20.3 100.0 33.7
IR 36.5 36.5 36.5

BERT 85.3 50.8 63.7

Human 87.5 80.2 83.7

T
4:

E
vi

de
nc

e
ex

tr
ac

tio
n

Ue
IR 42.2 52.5 46.8

IR + BERT 69.7 46.3 55.7

IR + Human 70.8 53.1 60.7

T
5:

O
ve

ra
ll

Up,Ue
IR - - 12.8

IR + BERT - - 17.5

IR + Human - - 40.0

Table 3: Quality of different baselines on different sub-
tasks (Section 5). All the numbers are in percentage.
Top machine baselines are in bold.

also use the IR system’s candidates (top-60) for
other baselines. This set of candidates yields a
>85% recall (for the PR-curve, see Figure 6 in
the Appendix). We train BERT system to map
each (gold) claim-perspective pair to its corre-
sponding evidence paragraph(s). Since each evi-
dence paragraph could be long (hence hard to feed
into BERT), we split each evidence paragraph into
sliding windows of 3 sentences. For each claim-
perspective pair, we use all 3-sentences windows
of gold evidence paragraphs as positive examples,
and rest of the IR candidates as negative examples.
In the run-time, if a certain percentage (tuned on
the dev set) of the sentences from a given evidence
paragraph are predicted as positive by BERT, we
consider the whole evidence as positive (i.e. it sup-
ports a given perspective).

Overall, the performances on this task are lower,
which could probably be expected, considering the
length of the evidence paragraphs. Similar to the
previous scenarios, the BERT solver has a signif-
icant gain over a trivial baseline, while standing
behind human with a significant margin.

6 Discussion

As one of the key consequences of the informa-
tion revolution, information pollution and over-
personalization have already had detrimental ef-
fects on our life. In this work, we attempt to facil-
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itate the development of systems that aid in better
organization and access to information, with the
hope that the access to more diverse information
can address over-personalization too (Vydiswaran
et al., 2014).

The dataset presented here is not intended to be
exhaustive, nor does it attempt to reflect a true dis-
tribution of the important claims and perspectives
in the world, or to associate any of the perspec-
tive and identified evidence with levels of exper-
tise and trustworthiness. Moreover, it is impor-
tant to note that when we ask crowd-workers to
evaluate the validity of perspectives and evidence,
their judgement process can potentially be influ-
enced by their prior beliefs (Markovits and Nantel,
1989). To avoid additional biases introduced in the
process of dataset construction, we try to take the
least restrictive approach in filtering dataset con-
tent beyond the necessary quality assurances. For
this reason, we choose not to explicitly ask anno-
tators to filter contents based on the intention of
their creators (e.g. offensive content).

A few algorithmic components were not ad-
dressed in this work, although they are important
to the complete perspective discovery and presen-
tation pipeline. For instance, one has to first verify
that the input to the system is a reasonably well-
phrased and an argue-worthy claim. And, to con-
struct the pool of perspectives, one has to extract
relevant arguments (Levy et al., 2014). In a similar
vein, since our main focus is the study of the rela-
tions between claims, perspectives, and evidence,
we leave out important issues such as their degree
of factuality (Vlachos and Riedel, 2014) or trust-
worthiness (Pasternack and Roth, 2014, 2010) as
separate aspects of problem.

We hope that some of these challenges and lim-
itations will be addressed in future work.

7 Conclusion

The importance of this work is three-fold; we de-
fine the problem of substantiated perspective dis-
covery and characterize language understanding
tasks necessary to address this problem. We com-
bine online resources, web data and crowdsourc-
ing and create a high-quality dataset, in order to
drive research on this problem. Finally, we build
and evaluate strong baseline supervised systems
for this problem. Our hope is that this dataset
would bring more attention to this important prob-
lem and would speed up the progress in this direc-

tion.
There are two aspects that we defer to future

work. First, the systems designed here assumed
that the input are valid claim sentences. To make
use of such systems, one needs to develop mecha-
nisms to recognize valid argumentative structures.
In addition, we ignore trustworthiness and credi-
bility issues, important research issues that are ad-
dressed in other works.
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A Supplemental Material

A.1 Statistics
We provide brief statistics on the sources of differ-
ent content in our dataset in Table 4. In particular,
this table shows:

1. the size of the data collected from online de-
bate websites (step 1).

2. the size of the data filtered out (step 2a).

3. the size of the perspectives added by para-
phrases (step 2b).

4. the size of the perspective candidates added
by web (step 2c).

Website # of claims # of perspectives # of evidences

af
te

rs
te

p
1 idebate 561 4136 4133

procon 50 960 953
debatewise 395 3039 3036

total 1006 8135 8122

af
te

rs
te

p
2a idebate 537 2571 –

procon 49 619 –
debatewise 361 1462 –

total 947 4652 –

step 2b paraphrases – 4507 –

step 2c web perspectives – 2427 –

Table 4: The dataset statistics (See section 4.1).

A.2 Measure of agreement
We use the following definition formula in calcula-
tion of our measure of agreement. For a fixed sub-
ject (problem instance), let nj represent the num-
ber of raters who assigned the given subject to the
j-th category. The measure of agreement is de-
fined as

ρ , 1

n(n− 1)

k∑

j=1

nj(nj − 1)

where for n =
∑k

j=1 nj . Intuitively, this func-
tion measure concentration of values the vector
(n1, ..., nk). Take the edge cases:

• Values concentrated: ∃j, nj = n (in other
words ∀i 6= j, ni = 0)⇒ P = 1.0.

• Least concentration (uniformly distribution):
n1 = n2 = ... = nk ⇒ ρ = 0.0.

This definition is used in calculation of more
extensive agreement measures (e.g, Fleiss’ kappa
(Fleiss and Cohen, 1973)). There multiple ways of
interpreting this formula:

Figure 6: Candidates retrieved from IR baselines vs
Precision, Recall, F1, for T1 and T4 respectively.

• It indicates how many rater–rater pairs are in
agreement, relative to the number of all pos-
sible rater–rater pairs.

• One can interpret this measure by a simple
combinatorial notions. Suppose we have sets
A1, ...Ak which are pairwise disjunct and for
each j let nj = |Aj |. We choose randomly
two elements from A = A1 ∪ A2 ∪ ... ∪ Ak.
Then the probability that they are from the
same set is the expressed by ρ.

• We can write ρ in terms of
∑k

i=1(ni −
n/k)2/(n/k) which is the conventional Chi-
Square statistic for testing if the vector of ni
values comes from the all-categories-equally-
likely flat multinomial model.

A.3 crowdsourcing interfaces
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Figure 7: Histogram of popular noun-phrases in our dataset. The y-axis shows count in logarithmic scale.

Figure 8: Graph visualization of three related example claims (colored in red) in our dataset with their perspectives.
Each edge indicates a supporting/opposing relation between a perspective and a claim.
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Figure 9: Interfaces shown to the human annotators. Top: the interface for verification of perspectives (step 2a).
Middle: the interface for annotation of evidences (step 3a). Bottom: the interface for generation of perspective
paraphrases (step 2b).
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Figure 10: Annotation interface used for topic of claims (Section 4.2)
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Abstract

Claims are the central component of an argu-
ment. Detecting claims across different do-
mains or data sets can often be challenging
due to their varying conceptualization. We
propose to alleviate this problem by fine tun-
ing a language model using a Reddit corpus of
5.5 million opinionated claims. These claims
are self-labeled by their authors using the in-
ternet acronyms IMO/IMHO (in my (humble)
opinion). Empirical results show that using
this approach improves the state of art perfor-
mance across four benchmark argumentation
data sets by an average of 4 absolute F1 points
in claim detection. As these data sets include
diverse domains such as social media and stu-
dent essays this improvement demonstrates the
robustness of fine-tuning on this novel corpus.

1 Introduction

Toulmin’s influential work on argumentation
(2003) introduced a claim as an assertion that de-
serves our attention. More recent work describes
a claim as a statement that is in dispute and that
we are trying to support with reasons (Govier,
2010). While some traits of claims are defined
by their context, such as that claims usually need
some support to make up a ’complete’ argument
(e.g., premises, evidence, or justifications), the ex-
act definition of a claim may vary depending on
the domain, register, or task. Daxenberger et al.
(2017) try to solve the problem of claim concep-
tualization by training models across one data set
and testing on others, but their cross-domain claim
detection experiments mostly led to decreased re-
sults over in-domain experiments.

To demonstrate that some properties of claims
are shared across domains, we create a diverse and
rich corpus mined from Reddit and evaluate on
held out datasets from different sources. We use
Universal Language Model Fine-Tuning (ULM-

FiT) (Howard and Ruder, 2018), which pre-trains
a language model (LM) on a large general-domain
corpus and fine-tunes it on our Reddit corpus be-
fore training a final classifier to identify claims on
various data sets.

We make the following contributions:

• We release a dataset of 5.5 million opinion-
ated claims from Reddit,1 which we hope will
be useful for computational argumentation.

• We show transfer learning helps in the detec-
tion of claims with varying definitions and
conceptualizations across data sets from di-
verse domains such as social media and stu-
dent essays.

• Empirical results show that using the Red-
dit corpus for language model fine-tuning
improves the state-of-the-art performance
across four benchmark argumentation data
sets by an average of 4 absolute F1 points in
claim detection.

2 Related Work

Argumentation mining (AM) is a research field
within the growing area of computational argu-
mentation. The tasks pursued within this field are
highly challenging and include segmenting argu-
mentative and non-argumentative text units, pars-
ing argument structures, and recognizing argu-
mentative components such as claims- the main
focus of this work. On the modeling side, Stab
and Gurevych (2017) and Persing and Ng (2016)
used pipeline approaches for AM, combining parts
of the pipeline using integer linear programming
(ILP). Eger et al. (2017) proposed state-of-art
sequence tagging neural end-to-end models for
AM. Schulz et al. (2018) used multi-task learn-
ing (MTL) to identify argumentative components,

1https://bitbucket.org/tuhinch/imho-naacl2019
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challenging assumptions that conceptualizations
across AM data sets are divergent and that MTL
is difficult for semantic or higher-level tasks.

Rosenthal and McKeown (2012) were among
the first to conduct cross-domain experiments for
claim detection. However they focused on rela-
tively similar data sets like blog articles from Live-
Journal and Wikipedia discussions. Al-Khatib
et al. (2016), on the other hand, wanted to
identify argumentative sentences through cross-
domain experiments. Their goal was, however,
to improve argumentation mining via distant su-
pervision rather than detecting differences in the
notions of a claim. Daxenberger et al. (2017)
showed that while the divergent conceptualization
of claims in different data sets is indeed harmful to
cross-domain classification, there are shared prop-
erties on the lexical level as well as system config-
urations that can help to overcome these gaps. To
this end they carried out experiments using mod-
els with engineered features and deep learning to
identify claims in a cross-domain fashion.

Pre-trained language models have been recently
used to achieve state-of-the-art results on a wide
range of NLP tasks (e.g., sequence labeling and
sentence classification). Some of the recent works
that have employed pre-trained language mod-
els include ULMFiT (Howard and Ruder, 2018),
ELMo (Peters et al., 2018), GLoMo (Yang et al.,
2018), BERT (Devlin et al., 2019) and OpenAI
transformer (Radford et al., 2018). While these
models have demonstrated success on a variety of
tasks, they have yet to be widely used in argumen-
tation mining.

3 Data

As the goal of our experiments is to develop mod-
els that generalize across domains, we collect a
large, diverse dataset from social media and fine-
tune and evaluate on held out data sets.

3.1 Self-labeled Opinion Data Collection

In order to obtain a data set representative of
claims, we need a method of automatic data col-
lection that introduces minimal linguistic bias.
We thus mine comments containing the acronyms
IMO (in my opinion) or IMHO (in my hum-
ble opinion) from the social media site Reddit.
IM(H)O is a commonly used acronym2 with the

2https://reddit.zendesk.com/hc/en-us/articles/205173295-
What-do-all-these-acronyms-mean-

only purpose of identifying one’s own comment as
a personal opinion. We provide some examples3

below:

That’s virtually the same as neglect right
there IMHO.

IMO, Lakers are in big trouble next cou-
ple years

To use these examples for pre-training, we need
only to remove the acronym (and any resulting un-
necessary punctuation).

We collect Reddit comments from December
2008 to August 2017 through the pushshift.io API,
resulting in 5,569,962 comments. We perform
sentence and word tokenization using Spacy. We
then extract only the sentence containing IMO or
IMHO and discarded the surrounding text. We re-
fer to the resulting collection of comments as the
IMHO dataset.

3.2 Labeled Claim Data
The IMHO dataset contains no negative exam-
ples, only labeled opinions. Furthermore, opin-
ions in this dataset may be only a claim or both
a claim and a premise. As our goal is to iden-
tify claims, we thus consider four data sets from
argumentation mining. As argumentation appears
in both monologue and dialogue data, we choose
two datasets created from student essays and two
from social media. Peldszus and Stede (2016) cre-
ated a corpus of German microtexts (MT) of con-
trolled linguistic and rhetorical complexity. Each
document includes a single argument and does not
exceed five argumentative components. This cor-
pus was translated to English, which we use for
our experiments. The persuasive essay (PE) cor-
pus (Stab and Gurevych, 2017) includes 402 stu-
dent essays. The scheme comprises major claims,
claims, and premises at the clause level. This cor-
pus has been used extensively in the argumenta-
tion mining community. The corpus from Haber-
nal and Gurevych (2017) includes user-generated
web discourse (WD) such as blog posts, or user
comments annotated with claims and premises as
well as backings, rebuttals and refutations. Fi-
nally, Hidey et al. (2017) propose a two-tiered an-
notation scheme to label claims and premises and
their semantic types in an online persuasive forum
(CMV) using a sample of 78 threads from the sub-
reddit Change My View, with the long-term goal

3Examples have been modified to protect user privacy

559



Figure 1: Schematic of ULMFiT, showing three stages. The dashed arrows indicate that the parameters from the
previous stage were used to initialize the next stage.

#Claims #Sentences %Claims
MT 112 449 24.94
PE 2108 7116 29.62
WD 211 3899 5.41

CMV 1206 3541 34.0

Table 1: Table showing number of claims and total
number of sentences in the data sets along with the per-
centage of claims in them

of understanding what makes a message persua-
sive. As with Daxenberger et al. (2017), we model
claim detection at the sentence level, as this is the
only way to make all data sets compatible to each
other. Table 1 gives an overview of the data.

4 Model

As the IMHO dataset is only self-labeled with
claim data but does not contain non-claims, we
need a method of incorporating this dataset into
a claim detection model. We thus use a language
model fine-tuning approach, which requires only
data similar to the task of interest.

The Universal Language Model Fine-Tuning
method (ULMFiT) (Howard and Ruder, 2018)
consists of the following steps: a) General-domain
LM pre-training b) Task-specific LM fine-tuning
and c) Task-specific classifier fine-tuning. In step
(a), the language model is trained on Wikitext-103
(Merity et al., 2017) consisting of 28,595 prepro-
cessed Wikipedia articles and 103 million words
capturing general properties of language. Step (b)
fine-tunes the LM on task-specific data, as no mat-
ter how diverse the general-domain data used for
pre-training is, the data of the target task will likely
come from a different distribution. In step (c), a
classifier is then trained on the target task, fine-
tuning the pre-trained LM but with an additional

layer for class prediction. The models all use a
stacked LSTM to represent each sentence. For
stages (a) and (b), the output of the LSTM is used
to make a prediction of the next token and the pa-
rameters from stage (a) are used to initialize stage
(b). For stage (c), the model is initialized with the
same LSTM but with a new classifier layer given
the output of the LSTM.

This process is illustrated in Figure 1. We refer
the reader to Howard and Ruder (2018) for further
details.

In our work, we maintain steps (a) and (c) but
modify step (b) so that we fine-tune the language
model on our IMHO dataset rather than the task-
specific data. The goal of ULMFiT is to allow
training on small datasets of only a few hundred
examples, but our experiments will show that fine-
tuning the language model on opinionated claims
improves over only task-specific LM fine-tuning.

5 Results and Experiments

Table 2 show the results on the four data sets.
We compare to two baselines. The numbers in
the CNN column are taken directly from the re-
sults of the deep learning experiments mentioned
in the work of Daxenberger et al. (2017). Their
deep learning experiments consisted of 4 differ-
ent models: a) bidirectional LSTM b) LSTM c)
CNN initialized with random word embeddings
and d) CNN initialized with word2vec. In their
experiments for MT and PE, a CNN initialized
with random word embeddings gave the best re-
sults and for WD a CNN with word2vec gave the
best results. As CMV is a new data set we ex-
perimented with all four models and obtained the
best result using a CNN with random initializa-
tion. The Task-Specific LM Fine-Tuning column
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Metric
CNN

Task-Specific
LM Fine-Tuning

IMHO LM
Fine-Tuning

Claim Macro Claim Macro Claim Macro

WD
P 50.0 72.5 50.0 72.5 54.0 75.9
R 20.4 59.2 20.0 59.8 24.0 61.7
F 28.9 62.6 28.5 62.7 33.3 65.2

MT
P 66.5 79.0 66.2 78.5 71.0 80.9
R 68.2 78.5 68.0 77.8 71.8 81.4
F 67.3 78.6 67.0 78.1 71.2 81.1

PE
P 60.9 73.2 62.3 73.2 62.6 74.4
R 61.2 74.0 65.8 75.1 66.0 75.0
F 61.1 73.6 64.0 74.1 64.3 74.8

CMV
P 54.0 65.1 55.0 68.0 55.7 69.5
R 53.0 62.5 59.0 65.0 60.0 65.3
F 53.5 63.8 57.0 66.4 57.8 67.3

Table 2: Table showing the results on four data sets. Each cell contains the Precision (P), Recall (R) and F-score
(F) for Claims as well as the Macro Precision, Recall and F-score for the binary classification.

contains the results obtained by fine-tuning the
language model on each respective dataset while
the IMHO LM Fine-Tuning column contains the
results from fine-tuning the language model on
IMHO. As in previous work, we report both Claim
F1 and Macro F1.

The experiments were carried out in a 10-fold
cross-validation setup with fixed splits into train-
ing and test data and the F1 scores are averaged
over each of the folds. Each model was run 10
times to account for variance and the results re-
ported in the table are an average of 10 runs. We
use the same hyper-parameters as Howard and
Ruder (2018) except for a batch size of 32 for MT
and 64 for the remaining data sets. The learning
rate for classifier fine-tuning is set to 0.0001. We
train our classifier for 5 epochs on each data set.

We obtain statistically significant results (p <
0.05 using Chi Squared Test) over all CNN mod-
els trained only on the task-specific datasets. We
also find that for all models, IMHO LM Fine-
Tuning even performs better than Task-Specific
LM Fine-Tuning, and is significantly better for the
MT and WD datasets (which both contain very
few claims). For the MT and WD datasets, Task-
Specific LM Fine-Tuning actually performs worse
than the CNN models.

6 Qualitative Analysis

To understand how using the IMHO dataset im-
proved over the CNN and Task-Specific Fine-
Tuning settings, we show examples that were in-

correctly classified by the two baseline models but
correctly classified by the IMHO Fine-Tuning. We
retrieve the most similar example in the IMHO
dataset to these misclassified samples according
to TF-IDF over unigrams and bigrams. Table 3
presents the examples labeled by their dataset and
the corresponding IMHO example. We find that
the IMHO dataset contains n-grams indicative of
claims, e.g. can be very rewarding, should be
taken off the market, and should intervene, demon-
strating that the IMHO LM Fine-Tuning learns
representations of claims based on discriminatory
phrases. In fact, the CMV example is almost an
exact paraphrase of the IMHO example, differing
only in the phrase anecdotal evidence compared
to my anecdotal experience. At the same time, we
find that many of the topics in these datasets oc-
cur in the IMHO dataset as well, such as public
schooling and licence fees, suggesting that the lan-
guage model learns a bias towards topics as well.

While empirical results indicate that IMHO
Fine-Tuning helps in claim detection, we also in-
vestigated whether the language model introduces
any bias towards types of claims. To this end, we
also evaluated examples classified incorrectly by
the model. Table 4 shows sentences that are pre-
dicted to be opinionated claims by our model but
are actually non-claims. We note that a portion of
these misclassified examples were premises used
to back a claim which could be classified correctly
given additional context. For instance, the second
example from the MT data set in the table backs
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Dataset Sentence
MT If there must be rent increases , there should also be a cap to avoid nasty surprises

MT Video games namely FIFA in my case , can fascinate young people for hours more intensively and emotionally
than any sport in the world !

PE Last but not the least , using public transportation is much safer than using private transportation

PE In a positive point of view , when people without jobs have hand phones that have access to the internet , they will
be able to browse the net for more job opportunities

CMV Cheating is evidence , that *something* must be wrong

Table 4: Sentences which are actually non-claims but predicted as claims by IMHO Fine-Tuning

Dataset Sentence
WD I send my daughter to public school but if

I could afford to I would definitely send
her to a nearby private school and not have
to deal with lots of the problems in public
schools.

IMHO There is no telling that a private school
will be better than public, that ’s a parents
choice, I pulled my kid from private school
and went to public school that choice was
made because the school we had access to
was new and he excellent ratings and it was
superior to the private school.

MT That’s why they should be taken off the
market, unless they’re unbreakable .

IMHO Should be taken off the market.
MT The Tv/Radio licence fee can only be re-

quired of all citizens/households equally.
IMHO Radio 4 and Radio 6 music are pretty much

worth the licence fee.
MT Since, however, in Russia besides gas and

oil only propaganda and corruption rule, the
EU should intervene right away.

IMHO Neither Russia or the EU should intervene
in this case

CMV Other than anecdotal evidence, I haven’t
seen anything to support this claim.

IMHO I have personally seen no evidence to sup-
port this claim, but that’s just my anecdotal
experience .

PE However, flourishing tourism in a place can
be very rewarding in terms of local econ-
omy.

IMHO It can be very rewarding.

Table 3: Sentences from each dataset and their nearest
neighbor in the IMHO dataset

the claim It would be fair to make them into an
Olympic event while the first example from the
PE data set backs the claim There is no reason
that governments should hesitate to invest in pub-
lic transportation, a healthy, safe and economical
way of transporting. While discriminatory phrases
like should or must be and comparative state-
ments like much safer than or more ... than
any are often indicative of claims, the lack of
context may lead to incorrect classifications. Lan-
guage modeling with additional context sentences
or jointly modeling context (e.g. by predicting re-
lations between claims and premises) may address
these errors.

7 Conclusion

We have collected a large dataset of over 5 million 
self-labeled opinionated claims and validated their 
utility on a variety of claim detection domains. 
Second, we demonstrate that by fine-tuning the 
language model on our IMHO dataset rather than 
each individual claim dataset, we obtain statisti-
cally significant improvement over previous state-
of-the-art performance on each of these datasets 
on claim detection. Finally, our empirical results 
and error analysis show that there are features in-
dicative of claims that transfer across data-sets.

In the future, we plan to expand this work be-
yond single sentences as the data-set for LM Fine-
Tuning used in our experiments consists of sen-
tences containing IM(H)O without additional con-
text. We plan to experiment with modeling the 
context sentences from Reddit as well by using 
models such as BERT (Devlin et al., 2019), which 
perform well on pair classification tasks, as the 
fine-tuning step rather than ULMFiT. As BERT 
pre-training includes a next-sentence prediction 
task, we expect this model to be effective for mod-
eling argumentative context and to be beneficial 
for predicting premise or justifications for these 
claims and the relations between these argumen-
tative components.
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Abstract

Neural network models have recently gained
traction for sentence-level intent classification
and token-based slot-label identification. In
many real-world scenarios, users have multi-
ple intents in the same utterance, and a token-
level slot label can belong to more than one
intent. We investigate an attention-based neu-
ral network model that performs multi-label
classification for identifying multiple intents
and produces labels for both intents and slot-
labels at the token-level. We show state-
of-the-art performance for both intent detec-
tion and slot-label identification by comparing
against strong, recently proposed models. Our
model provides a small but statistically signif-
icant improvement of 0.2% on the predomi-
nantly single-intent ATIS public data set, and
55% intent accuracy improvement on an inter-
nal multi-intent dataset.

1 Introduction

In dialog systems, the natural language under-
standing component (NLU) is responsible for
identifying the user’s request and creating a se-
mantic frame that succinctly summarizes the
user’s needs. These semantic frames are typi-
cally constructed using intents and slot-labels (Tür
et al., 2010). As the names imply, an intent cap-
tures the intention of the user and slot-labels cap-
ture any additional information or constraints the
user provides. These constraints must be satisfied
in order to fulfill the user’s request. The example
below shows a user’s request, “how is the weather
in Dallas ?”. We need to identify the intent
(“GetWeatherInfo”) as well as the values for the
slot-labels (SL), here, “City” (value=“Dallas”).
It is crucial that intents and slot-labels are identi-
fied with high accuracy as an error made by the
NLU component propagates through downstream
components such as the dialog state tracker, the

dialog policy and the natural language generator
components, leading to a substantial degradation
of the performance of the entire dialog system.

NLU Semantic Frame

how is the weather in Dallas ?

l l l l l l l
SL: O O O O O City O

Intent: GetWeatherInfo

Intent detection has been modeled as a sentence
classification task where an intent (yI ) is assigned
to the user’s utterance. Slot labeling is typically
modeled as a sequential labeling problem, where
a user’s sentence, x1, x2, ...xN , is labeled with
yS1 , y

S
2 , ..y

S
N , and ySi is the slot label assigned to

the token at position i (xi). In the example above,
the sequence of slot labels would be, “O O O O O
City O”, where, “O” stands for “Other”.

Sequential models such as Maximum Entropy
Markov models (Toutanova and Manning, 2000;
McCallum et al., 2000; Berger et al., 1996) and
Conditional Random Fields, CRFs (Lafferty et al.,
2001; Jeong and Geunbae Lee, 2008) are popu-
lar approaches for slot-labeling while intent pre-
diction is often performed using standard classi-
fication approaches such as Support Vector Ma-
chines (Cortes and Vapnik, 1995) or logistic re-
gression (Bishop, 2006). More recently, neural
network-based models (Mesnil et al., 2015; Ku-
rata et al., 2016; Goo et al., 2018; Liu and Lane,
2016) have been shown to significantly outper-
form previous approaches. These models are also
appealing since a single model is trained end-to-
end to perform both intent detection and slot label
identification. Jointly modeling intent and slot la-
bel identification (Liu and Lane, 2016; Goo et al.,
2018) has been shown to significantly outperform
other neural network-based approaches. This is in-
tuitive since slot labels could depend on the intent.
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Intent: BookCab
Slots: City, Time, Loc

Intent: BookHotel
Slots: City, CheckinDate, Duration 

book   a    cab   from    the   airport   in           Seattle and     find     me     a    hotel   to    stay

SL:                         O       O    O      O          O        Loc       O            City O        O        O       O      O       O        O

Intents (Tokens): O       O    O      O          O  BookCab O  (BookCab,BookHotel)  O        O       O       O      O       O        O
Intents (Sentence): BookCab, BookHotel

Figure 1: An example showing slot values belonging to multiple intents. Here, Seattle belongs to two of the intents
in the user’s utterance, BookHotel and BookCab.

Most neural network-based approaches (Mesnil
et al., 2015; Kurata et al., 2016; Goo et al., 2018;
Liu and Lane, 2016), with the exception of (Xu
and Sarikaya, 2013a), predict a single intent for a
user’s utterance. In real-world scenarios, users in-
dicate multiple intents in the same utterance. For
example, a user’s utterance such as, “show me
flights from Dallas to New York and the cost”,
clearly has two intents, one for obtaining the price
of the flights (“GetFlightCost”) and another for
the flight information. It is critical to understand
and model such scenarios to allow more natural
interaction with users. In this paper, we treat the
intent detection task as a multi-label classification
problem and suggest various neural network mod-
els to obtain multiple intents.

Our work is related to Xu et al.,(2013b) and
Kim et al.,(2017), where multiple intents are as-
signed to a user’s utterance. Xu et al., (2013b)
use log-linear models to achieve this, while we use
neural network models. Both Xu et al., (2013b)
and Kim et al., (2017) only consider intents and
do not handle slot labels. In this paper, we jointly
perform multi-label intent classification and slot-
label identification.

In contrast with all prior work, we investigate
and study the problem of assigning slot labels
(or constraints) provided by a user to multiple
intents. Consider the example in Figure 1 with
two intents in the same domain, “BookCab” and
“BookHotel”. Suppose “BookCab” has three pos-
sible slot labels, “City”, “Time” and pick up loca-
tion (“Loc”), and suppose that “BookHotel” has
slot labels “City”, “CheckinDate”, and “Dura-
tion”. Consider a user’s utterance, “book a cab
from the airport in Seattle and find me a hotel to

stay”. Here, the user wants to book a cab (“Book-
Cab” intent) as well book a hotel (“BookHotel”).
The slot label “Seattle’’ should be assigned to
both intents to accurately capture the user’s re-
quest. Hence, we study a model that predicts mul-
tiple intents both at the token level as well as at the
sentence-level.

We model token-level multi-intent classification
using Long Short Term Memory (LSTMs) units to
capture dependencies that may exist between in-
tents. For example, a user who wants to book a
cab is also likely to make a request for a hotel in
the same utterance but probably not order food i.e.,
intents such as “BookCab” and “BookHotel” are
more likely to occur together when compared to
“BookCab” and “OrderFood”. To summarize, the
contributions of this paper are:

• We investigate approaches to the problem of
multi-intent classification. We perform joint
multi-intent classification both at sentence-
level and at token-level. We see that,

– the token-level multi-intents help assign
user constraints to the intents.

– sentence-level multi-intent classification
captures dependencies between intents.

• We compare the performance of the approach
with recently proposed state-of-the-art ap-
proaches and show significant improvement.

The paper is organized as follows. Section 2
describes the proposed approach. Section 3 de-
scribes the experimental setup, including, data sets
and metrics used to evaluate the approaches fol-
lowed by the results in Section 3.2. Finally, we
conclude and suggest possible future directions
and extensions in Section 4.
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Figure 2: Proposed Approach. A bidirectional LSTM is used for the encoder layer. Multiple intents are predicted
both at the sentence level (yI ) and at the token level (yMI ). yI uses a feedforward network. Slot labels (yS) and
token level intent prediction (yMI ) both use LSTM layers, which have skip connections to the encoder states.

2 Proposed Approaches

LSTM-based RNN models have become popu-
lar for sequential labeling, especially in natu-
ral language processing tasks, due to their abil-
ity to model long-term dependencies. We ex-
tend encoder-decoder architectures from Liu et al.,
(2016) and Gangadharaiah et al., (2018), which
showed superior performance when compared to
Convolutional neural network based CRFs (Xu
and Sarikaya, 2013a) and other RNN-based archi-
tectures (Mesnil et al., 2015; Kurata et al., 2016)
for intent detect and slot label identification.

We use a bidirectional LSTM encoder to en-
code the input word sequence. The encoder hidden
state, henci , at each word position is a concatena-
tion of the forward state (fhi) and backward state
(bhi), henci = [fhi, bhi].

For intent detection at the sentence-level, a con-
text vector cI is computed using the encoder’s fi-
nal hidden state. The vectors, cI and the final en-
coder’s hidden state vector are sent to a dense layer
of sigmoid units to predict the probabilities for
every intent. This produces multiple intents (~yI )
as opposed to previous approaches that produce a
single intent.

For slot labeling, the decoder also uses LSTMs.
At each decoding step i, the decoder state (hS,deci )
is a function of the previous decoder state (hS,deci−1 ),
the previously emitted label (ySi−1), the encoder’s
state (hS,enci ), the context vectors, (cSi ) and cI ,
as shown in Figure 2. The context vector cSi is
a weighted combination of the encoder’s states

(henc1 , henc2 , ...hencN ) with weights, αSi,j , as shown
in eqn. 1. g is a feed forward network.

cSi =

N∑

j=1

αSi,jh
enc
j (1)

αSi,j =
exp(ei,j)∑N
k=1 exp(ei,k)

ei,k = g(hS,deci−1 , henck )

The output of the LSTM layer is then sent to a
softmax layer to predict the slot labels. We also
experimented with a CRF layer as the decoder. In
our preliminary experiments, the LSTM decoder
was faster to train and also showed better perfor-
mance when compared to the CRF layer and hence
we use LSTMs in the experiments below. We also
apply a slot-gated mechanism similar to Goo et al.,
(2018). The idea is to leverage the intent’s con-
text vector for modeling slot-intent relationships,
thereby improving the performance of slot label-
ing. The slot gate is computed as a function of
both the slot context vector (cSi ) and the intent con-
text vector (cI ), where, v andW are both trainable.
In Goo et al., (2018), a similar model showed at-
par or better performance over Liu et al. (2016)
and Tür et. al. (2016). The slot gate gS is defined
as,

gS =
∑

v · tanh(cSi +W · cI) (2)

where, gS is used to weight henci and cSi to ob-
tain ySi , i.e., henci + cSi · gS is sent to the feed for-
ward network to compute ySi .
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Since a slot label can belong to multiple in-
tents, we also perform multi-label intent detection
at the token level. We again use an LSTM decoder,
where each decoder state, hMI,dec

i , is a function of
cI , previous decoder state (hMI,dec

i−1 ), the encoder’s
state (henci ) and the context vector (cMI

i ), as shown
in Figure 2. cMI

i is computed in the same manner
as cSi . The output of the decoder is sent to a dense
layer with sigmoid units. Thus at each word posi-
tion, we predict multiple intents.

3 Experiments

In all our experiments, we set the hidden vectors to
a dimension of 64 and use the adam optimizer with
an early stopping strategy. We use a drop-out rate
of 0.5 for regularization and the maximum norm
for gradient clipping is set to 5. The results are ob-
tained by averaging the performance of the mod-
els over 10 runs. To do a fair comparison against
existing models, we do not pre-train our word em-
beddings (Devlin et al., 2018; Pennington et al.,
2014; Mikolov et al., 2013), instead we use an em-
bedding layer in the model which is trained along
with the rest of the model’s parameters.

As done in the NLU community, we report F1
scores for slot labeling. We use F1 scores for in-
tent detection at the token-level and accuracy for
sentence-level intent detection.

3.1 Datasets

We use two widely used public datasets, ATIS
(Airline Travel Information System) (Tür et al.,
2010) and SNIPS 1. The ATIS dataset contains au-
dio recordings of people requesting flight reser-
vations, with 21 intent types and 120 slot labels.
There are 4,478 utterances in the training set, 893
in the test set and 500 utterances in the develop-
ment set. The SNIPS data was collected from the
SNIPS personal voice assistant, with 7 intent types
and 72 slot labels. The training set contains 13,084
utterances, the test set contains 700 utterances and
the development set also contains 700 utterances.
The ATIS dataset contains utterances with multi
intents, while the SNIPS is only single intent. In
order to demonstrate that our approach does not
degrade performance on single intent datasets, we
also perform evaluations on the SNIPS dataset.

We also test the performance of the models
on an internal dataset. In this dataset, about

1https://github.com/snipsco/nlu-
benchmark/tree/master/2017-06-custom-intent-engines

52% of examples are multi-intent compared to
ATIS which has≈2% of test examples with multi-
intents. The average number of intents per utter-
ance in the internal dataset is 1.6.

3.2 Results
We compare our approach against two of the state
of the art approaches that have shown the best per-
formance in previous work. We will use Model
1 to refer to the model proposed by Liu et al.,
(2016). Model 2 refers to the more recent model
proposed by Goo et al., (2018). Table ?? shows
results obtained by the model investigated in this
paper when compared with Model 1 and Model 2.

As mentioned earlier, both Models 1 and 2 only
handle single intents per user utterance. For these
two models, we insert a # between the multiple
intents and treat it as one single intent, i.e., when
an example such as, “please give me a list of all
the flights between dallas and baltimore and their
cost”, contains multiple intents, “atis flight” and
“atis airfare”, we use “atis flight#atis airfare”
instead. When evaluating the baselines, the order-
ing of intents does not matter, and so we replace
the # with spaces once we have the predictions.

To allow comparison across approaches, both
ATIS and SNIPS were modified to include token-
level intents as follows. For utterances that had
only a single intent, we assigned this intent to all
tokens that had a slot label (i.e., to slot labels that
do not correspond to O). For utterances that had
more than one intent, we assigned all intents to all
tokens that had slot labels. After this process, if
an utterance had two intents, intent1 and intent2,
and if a token i had a slot label, the token would
end up with targets of the form,

(sloti, intenti1, intent
i
2)

The proposed model shows a statistically signif-
icant improvement in sentence-level intent predic-
tion (S-level) on ATIS when compared to the two
baselines. Any improvement in slot labeling is un-
clear, since this could be attributed to the archi-
tecture changes which involved additional penalty
terms on the intent (since we use both token-level
and sentence-level intent loss). We also notice
that the performance on SNIPS (a single intent
dataset) does not degrade. We see a larger per-
formance boost in both token-level (T-level) and
sentence-level (S-level) intent detection on the in-
ternal dataset due to the large percentage of exam-
ples with multi-intents. Wilcoxon signed-rank test
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Model ATIS SNIPS Internal Dataset
Slot Intent (Acc) Intent (F1) Slot Intent (Acc) Intent (F1) Slot Intent (Acc) Intent (F1)
(F1) S-level T-level (F1) S-level T-level F1 S-level T-level

Model 1 90.16 93.84 N/A 87.24 97.14 N/A 89.28 57.27 N/A
Model 2 93.37 95.18 N/A 88.23 96.85 N/A 89.64 57.47 N/A

Proposed approach 94.22 95.39 95.82 88.03 97.23 97.89 90.94 89.41 94.54

Table 1: Performance of the model against Model 1 and Model 2. We report F1 scores for slot labeling. For intent
detection, we use F1 scores for intent detection at the token-level (T-level) and accuracies (acc) for sentence-level
(S-level) intent detection. N/A: as Models 1 and 2 perform single intent detection only at S-level.

(Wilcoxon, 1945) was used to find statistical sig-
nificance.

4 Conclusion and Future Work

The paper investigated an approach for multi-
intent classification. We perform multi-intent clas-
sification both at sentence-level and at token-level.
The token-level multi-label classification helped
assign common constraints (or slot labels) to mul-
tiple intents, improving accuracy. The sentence-
level multi-intent classification captured depen-
dencies between intents. We compared the perfor-
mance of our approach with previously proposed
state-of-the-art approaches for single intent clas-
sification and showed significant improvements in
performance on all the datasets.

As future work, we would like to explore other
architectures to directly model dependencies be-
tween slot labels and intents. This is useful since
only a subset of slot labels occur with certain in-
tents. We will also test the proposed approaches
against real-world scenarios to understand their
generality across various domains.
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Abstract

This paper presents a novel crowd-sourced
resource for multimodal discourse: our re-
source characterizes inferences in image–text
contexts in the domain of cooking recipes in
the form of coherence relations. Like previ-
ous corpora annotating discourse structure be-
tween text arguments, such as the Penn Dis-
course Treebank, our new corpus aids in es-
tablishing a better understanding of natural
communication and common-sense reasoning,
while our findings have implications for a wide
range of applications, such as understanding
and generation of multimodal documents.

1 Introduction

“Sometimes a picture is worth the proverbial thou-
sand words; sometimes a few well-chosen words
are far more effective than a picture” – Feiner and
McKeown (1991). Modeling how visual and lin-
guistic information can jointly contribute to coher-
ent and effective communication is a longstanding
open problem with implications across cognitive
science. As Feiner and McKeown (1991) already
observe, it is particularly important for automating
the understanding and generation of text–image
presentations. Theoretical models have suggested
that images and text fit together into integrated
presentations via coherence relations that are anal-
ogous to those that connect text spans in discourse;
see Alikhani and Stone (2018a) and Section 2.
This paper follows up this theoretical perspective
through systematic corpus investigation.

We are inspired by research on text discourse,
which has led to large-scale corpora with infor-
mation about discourse structure and discourse se-
mantics. The Penn Discourse Treebank (PDTB)
is one of the most well-known examples (Milt-
sakaki et al., 2004; Prasad et al., 2008). However,
although multimodal corpora increasingly include

discourse relations between linguistic and non-
linguistic contributions, particularly for utterances
and other events in dialogue (Cuayáhuitl et al.,
2015; Hunter et al., 2015), to date there has existed
no dataset describing the coherence of text–image
presentations. In this paper, we describe the con-
struction of an annotated corpus that fills this gap,
and report initial analyses of the communicative
inferences that connect text and accompanying im-
ages in this corpus.

As we describe in Section 2, our approach asks
annotators to identify the presence of specific in-
ferences linking text and images, rather than to use
a taxonomy of coherence relations. This enables
us to deal with the distinctive discourse contribu-
tions of photographic imagery. We describe our
data collection process in Section 3, showing that
our annotation scheme allows us to get reliable la-
bels by crowdsourcing. We present analyses in
Section 4 that show that our annotation highlights
a range of cases where text and images work to-
gether in distinctive and theoretically challenging
ways, and discuss the implications of our work for
the understanding and generation of multimodal
documents. We conclude in Section 5 with a num-
ber of problems for future research.

2 Discourse Coherence and Text–Image
Presentations

We begin with an example to motivate our ap-
proach and clarify its relationship to previous
work. Figure 1 shows two steps in an online recipe
for a ravioli casserole from the RecipeQA data set
(Yagcioglu et al., 2018). The image of Figure 1a
shows a moment towards the end of carrying out
the “covering” action of the accompanying text;
that of Figure 1b shows one instance of the re-
sult of the “spooning” actions of the text. Cog-
nitive scientists have argued that such images are
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(a) TEXT: Cover with a sin-
gle layer of ravioli.

(b) TEXT: Let cool 5 minutes
before spooning onto individ-
ual plates.

Figure 1: Two steps in a recipe from Yagcioglu
et al. (2018) illustrating diverse inferential rela-
tionships between text and accompanying imagery
in instructions. The recipe is from Autodesk
Inc. www.instructables.com and is contributed by
www.RealSimple.com.

much like text contributions in the way their in-
terpretation connects to the broader discourse. In
particular, inferences analogous to those used to
interpret text seem to be necessary with such im-
ages to recognize their spatio-temporal perspec-
tive (Cumming et al., 2017), the objects they de-
pict (Abusch, 2013), and their place in the arc
of narrative progression (McCloud, 1993; Cohn,
2013). In fact, such inferences seem to be a gen-
eral feature of multimodal communication, apply-
ing also in the coherent relationships of utterance
to co-speech gesture (Lascarides and Stone, 2009)
or the coherent relationships of elements in dia-
grams (Alikhani and Stone, 2018b; Hiippala and
Orekhova, 2018).

In empirical analyses of text corpora, re-
searchers in projects such as the Penn Discourse
Treebank (Miltsakaki et al., 2004; Prasad et al.,
2008) have been successful at documenting such
effects by annotating discourse structure and dis-
course semantics via coherence relations. We
would like to apply a similar strategy to text–
image documents like that shown in Figure 1.
However, existing discourse annotation guidelines
depend on the distinctive ways that coherence is
signaled in text. In text, we find syntactic devices
such as structural parallelism, semantic devices
such as negation, and pragmatic elements such as
discourse connectives, all of which can help an-
notators to recognize coherence relations in text.
Images lack such features. At the same time, char-
acterizing the communicative role of imagery, par-

ticularly photographic imagery, involves a special
problem: distinguishing the content that the author
specifically aimed to depict from merely inciden-
tal details that happen to appear in the scene (Stone
and Stojnic, 2015).

Thus, rather than start from a taxonomy of dis-
course relations like that used in PDTB, we char-
acterize the different kinds of inferential relation-
ships involved in interpreting imagery separately.

• To characterize temporal relationships be-
tween imagery and text, we ask if the image
gives information about the preparation, exe-
cution or results of the accompanying step.
• To characterize the logical relationship of im-

agery to text, we ask if the image shows one
of several actions described in the text, and if
it depicts an action that needs to be repeated.
• To characterize the significance of inciden-

tal detail, we ask a range of further questions
(some relevant specifically to our domain of
instructions), asking about what the image
depicts from the text, what it leaves out from
the text, and what it adds to the text.

Our approach is designed to elicit judgments that
crowd workers can provide quickly and reliably.

This approach allows us to highlight a number
of common patterns that we can think of as pro-
totypical coherence relations between images and
text. Figure 1a, for example, instantiates a natu-
ral Depiction relation: the image shows the ac-
tion described in the text in progress; the mechan-
ics of the action are fully visible in the image,
but the significant details in the imagery are all
reported in the text as well. Our approach also
lets us recognize more sophisticated inferential re-
lationships, like the fact that Figure 1b shows an
Example:Result of the accompanying instruction.
Many of the relationships that emerge from our an-
notation effort involve newly-identified features of
text–image presentations that deserve further in-
vestigation: particularly, the use of loosely-related
imagery to provide background and motivation for
a multimodal presentation as a whole, and depic-
tions of action that seem simultaneously to give
key information about the context, manner and re-
sult of an action.
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3 Annotation Effort1

Work on text has found that text genre heavily
influences both the kinds of discourse relations
one finds in a corpus and the way those relations
are signalled (Webber, 2009). Since our focus is
on developing methodology for consistent annota-
tion, we therefore choose to work within a single
genre. We selected instructional text because of
its concrete, practical subject matter and because
of its step-by-step organization, which makes it
possible to automatically group together short seg-
ments of related text and imagery.

Text–Image Pairs. We base our data col-
lection on an existing instructional dataset,
RecipeQA (Yagcioglu et al., 2018). This is the
only publicly available large-scale dataset of mul-
timodal instructions. It consists of multimodal
recipes—textual instructions accompanied by one
or more images.

We excluded documents that either have mul-
tiple steps without images or that have multiple
images per set. This was so that we could more
easily study the direct relationship between an im-
age and the associated text. There are 1,690 doc-
uments with this characteristic in the RecipeQA
train set. To avoid overwhelming crowd workers,
we further filtered those to retain only recipes with
70 or fewer words per step, for a final count of 516
documents (2,047 image–text pairs).

Protocol. We recruit participants through Ama-
zon Mechanical Turk. All subjects were US citi-
zens, agreed to a consent form approved by Rut-
gers’s institutional review board, and were com-
pensated at an estimated rate of USD 15 an hour.

Experiment Interface. Given an image and the
corresponding textual instruction from the dataset,
participants were requested to answer the follow-
ing 10 questions.

For Question 1, participants were asked to high-
light the relevant part of the text. For the others,
we solicited True/False responses.

1. Highlight the part of the text that is most re-
lated to the image.

2. The image gives visual information about the
step described in the text.

1The dataset and the code for the ma-
chine learning experiments are available at
https://github.com/malihealikhani/CITE

3. You need to see the image in order to be able
to carry out the step properly.

4. The text provides specific quantities
(amounts, measurements, etc.) that you
would not know just by looking at the
picture.

5. The image shows a tool used in the step but
not mentioned in the text.

6. The image shows how to prepare before car-
rying out the step.

7. The image shows the results of the action that
is described in the text.

8. The image depicts an action in progress that
is described in the text.

9. The text describes several different actions
but the image only depicts one.

10. One would have to repeat the action shown
in the image many times in order to complete
this step.

The interface is designed such that if the an-
swer to Question 8 is TRUE, the subject will be
prompted with Question 9 and 10. Otherwise,
Question 8 is the last question in the list.

Agreement. To assess the inter-rater agreement,
we determine Cohen’s κ and Fleiss’s κ values. For
Cohen’s κ, we randomly selected 150 image–text
pairs and assigned each to two participants, ob-
taining a Cohen’s κ of 0.844, which indicates al-
most perfect agreement. For Fleiss’s κ (Fleiss and
Cohen, 1973; Cocos et al., 2015; Banerjee et al.,
1999), we randomly selected 50 text–image pairs,
assigned them to five subjects, and computed the
average κ. We obtain a score of 0.736, which in-
dicates substantial agreement (Viera et al., 2005).

4 Analysis

Overall Statistics. Table 1 shows the rates of
true answers for questions Q2–Q10. Subjects re-
ported that in 17% of cases the images did not give
any information about the step described in the ac-
companying text. Such images deserve further in-
vestigation to characterize their interpretive rela-
tionship to the document as a whole. Our anec-
dotal experience is that such images sometimes
provide context for the recipe, which may suggest
that imagery, like real-world events (Hunter et al.,
2015), creates more flexible discourse structures
than linguistic segments on their own.

Subjects reported that the image was required
in order to carry out the instruction only for 6%
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Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10
True 0.829 0.058 0.211 0.131 0.056 0.491 0.209 0.289 0.133

Table 1: Rate of true answers for annotation questions Q2–Q10 across the corpus.

Q1 Q2** Q3** Q4** Q5 Q6** Q7** Q8** Q9* Q10**
F1 0.74 0.86 0.76 0.85 0.88 0.92 0.64 0.83 0.77 0.92

Table 2: SVM classification accuracy: bag-of-words features; 80-20 train-test split; 5-fold cross validation. For
the first question, this distinguishes highlighted text vs. its complement (excluded vs. included). For the rest of the
questions, this distinguishes text of true instances from text of false instances, and is different from majority class
baseline ∗ at p < 0.04, t = −3.5 and ∗∗ at p < 0.01, t > |2.49|.

of cases. This suggests that subjects construe im-
agery as backgrounded or peripheral to the docu-
ment, much as speakers regard co-speech iconic
gesture as peripheral to speech (Schlenker and
Chemla, 2017). Note, by contrast, that subjects
characterized 12.7% of images as introducing a
new tool: this includes many cases where the same
subjects say the image is not required. In other
words, subjects’ intuitions suggest that coherent
imagery typically does not contribute instruction
content, but rather serves as a visual signal that fa-
cilitates inferences that have to be made to carry
out the instruction regardless. Our annotated ex-
amples, where imagery is linked to specific kinds
of inferences, provide materials to test this idea.

TEXT: Top with another layer of ravioli and the remaining
sauce not all the ravioli may be needed. Sprinkle with the
Parmesan.

Figure 2: The image depicts both the action and the
result of the action. The recipe is from Autodesk
Inc. www.instructables.com and was contributed by
www.RealSimple.com.

The Complex Coherence of Imagery. Our an-
notation reveals cases where a single image does
include more information than could be packaged
into a single textual discourse unit (the proverbial
thousand words). In particular, such imagery par-
ticipates in more complex coherence relationships
than we find between text segments. Multiple tem-
poral relationships show this most clearly: 12% of

images that have any temporal relation have more
than one. For example, many images depict the ac-
tion that is described in the text, while also show-
ing preparations that have already been made by
displaying the scene in which the action is per-
formed. Figure 2 depicts the action and the result
of the action. It also shows how to prepare be-
fore carrying out the action. Other images show
an action in progress but nearing completion and
thereby depict the result. For instance, the im-
age that accompanies “mix well until blended” can
show both late-stage mixing and the blended re-
sult. Looking at a few such cases closely, the cir-
cumstances and composition of the photos seem
staged to invite such overlapping inferences.

Such cases testify to the richness of multimodal
discourse, and help to justify our research method-
ology. The True/False questions characterize the
relevant features of interpretation without neces-
sarily mapping to single discourse relations. For
instance, Q4 and Q5 indicate inferences in line
with an Elaboration relation; Q9 and Q10 indi-
cate inferences in line with an Exemplification
relation, as information presented in images show
just one case of a generalization presented in ac-
companying text. However, our data shows that
these inferences can be combined in productive
ways, in keeping with the potentially complex rel-
evant content of images.

Information across modalities. We carried out
machine learning experiments to assess what in-
formation images provide and what textual cues
can guide image interpretation. We use SVM clas-
sifiers for performance, and Multinomial Naive
Bayes classifiers to explain classifier decision
making, both with bag-of-words features.

Table 2 reports the F1 measure for instance clas-
sification with SVMs (with 5-fold cross valida-
tion). In many cases, machine learning is able to
find cues that reliably help guess inferential pat-
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Q4. Text has quantities not in image
True False

1 -4.1 add -4.5
cup -4.4 place -4.9
minutes -4.7 put -5.0
2 -4.7 make -5.1
1/2 -4.9 mix -5.1

Q8. Image depicts action in progress
True False

add -5.0 1 -4.6
mix -5.2 cup -4.7
place -5.3 minutes -4.9
bread -5.5 160 -5.1
make -5.6 put -5.2

Table 3: Top five features of Multimodal Naive Bayes
classifier for two classification problems and their cor-
responding log–probability estimates.

terns. Table 3 looks at two effective Naive Bayes
classifiers, for Q4 (text has quantities) and Q8 (im-
age depicts action in progress). It shows the fea-
tures most correlated with the classification deci-
sion and their log probability estimates. For Q4,
not surprisingly, numbers and units are positive in-
stances.

More interestingly, verbs of movement and
combination are negative instances, perhaps be-
cause such steps normally involve material that
has already been measured. For Q8, a range of
physical action verbs are associated with actions
in progress; negative features correlate with steps
involved in actions that don’t require ongoing at-
tention (e.g., baking). Table 4 reports top SVM
with NB (NBSVM) (Wang and Manning, 2012)
features for Q1 that asks subjects to highlight the
part of the text that is most related to the image.
Action verbs are part of highlighted text, whereas
adverbs and quantitative information that cannot
be easily depicted in images are part of the re-
maining segments of the text. Such correlations
set a direction for designing or learning strategies
to select when to include imagery.

5 Conclusions

In this paper, we have presented the first dataset
describing discourse relations across text and im-
agery. This data affords theoretical insights into
the connection between images and instructional
text, and can be used to train classifiers to support
automated discourse analysis. Another important

Q1. Information in text
1 do it clearly on which
2 let cool for favorite toppings
3 recipe with directions after an
4 how slowly the lightly season
5 7 minutes on the 2

Q1. Information in images
1 added a beautiful cover with
2 put as much scrapping the
3 skin off of finally fold
4 cut side toward after an
5 blend and blend add a

Table 4: Top five bigram and trigram features of NB-
SVM for the first question. The highlighted text that is
most relevant to the image describes depicted actions,
while the complement descriptions describe quantities
or modifications of the actions that are described in the
highlighted segments.

contribution of this study is that it presents a dis-
course annotation scheme for cross-modal data,
and establishes that annotations for this scheme
can be procured from non-expert contributors via
crowd-sourcing.

Our paper sets the agenda for a range of fu-
ture research. One obvious example is to ex-
tend the approach to other genres of communi-
cation with other coherence relations, such as the
distinctive coherence of images and caption text
(Alikhani and Stone, 2019). Another is to link co-
herence relations to the structure of multimodal
discourse. For example, our methods have not
yet addressed whether image–text relations have
the same kinds of subordinating or coordinating
roles that comparable relations have in structur-
ing text discourse (Asher and Lascarides, 2003).
Ultimately, of course, we hope to leverage such
corpora to build and apply better models of multi-
modal communication.
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Abstract

A typical conversation comprises of multi-
ple turns between participants where they go
back-and-forth between different topics. At
each user turn, dialogue state tracking (DST)
aims to estimate user’s goal by processing the
current utterance. However, in many turns,
users implicitly refer to the previous goal, ne-
cessitating the use of relevant dialogue history.
Nonetheless, distinguishing relevant history is
challenging and a popular method of using dia-
logue recency for that is inefficient. We, there-
fore, propose a novel framework for DST that
identifies relevant historical context by refer-
ring to the past utterances where a particular
slot-value changes and uses that together with
weighted system utterance to identify the rel-
evant context. Specifically, we use the cur-
rent user utterance and the most recent sys-
tem utterance to determine the relevance of
a system utterance. Empirical analyses show
that our method improves joint goal accuracy
by 2.75% and 2.36% on WoZ 2.0 and Mul-
tiWoZ 2.0 restaurant domain datasets respec-
tively over the previous state-of-the-art GLAD
model.

1 Introduction

Dialog state tracking (DST) is a vital component
in the task-oriented dialog systems which is used
to estimate user’s goals and requests in order to
plan next action and respond accordingly. At each
turn, DST aims to identify the set of goals that a
user aims to achieve and requests that are repre-
sented as slot-value pairs. Typically, this decision
is made by considering user utterance in the cur-
rent turn or system actions in the previous turn.
However, in many cases, the considered user ut-
terance or system actions do not present enough
information and refers to a previous utterance.

As shown through an example in Figure 1,
while exploring different available options, user

User: hello, i'm looking for a restaurant with fair prices
System: There are 31 places with moderate price range. 
Can you please tell me what kind of food you would like?

Sys Act: foodTurn Label: price range = moderate

User: well I want to eat in the North, what's up that way?
System: I have two options that fit that description, 
Golden Wok chinese restaurant and Nirala which serves 
Indian food. Do you have a preference?

Sys Act: foodTurn Label: area = north

User: Can I have the address and phone number for the 
Golden Wok chinese restaurant?
System: The phone number is 01223 350688.
Turn Label: request = address, phone; food = chinese

User: thank you. what is the address?
System: The address is 191 Histon Road Chesterton.
Turn Label: request = address

User: Okay, what about Nirala, what's the address and 
phone of that?
System: 7 Milton Road Chesterton and the number is 
01223 360966
Turn Label: request = address, phone; food = indian

Figure 1: An example dialog from WoZ 2.0 dataset.
A turn contains user utterance (blue), system utterance
(red), system actions (yellow) and turn label (green).
Each turn is separated by a line.

can go back-and-forth between the currently
and previously discussed facts. For instance,
when offered with two different restaurant options
namely Nirala (food=indian) and Golden
Wok (food=chinese) in the second turn, user
first inquires about the details of Golden Wok. And
after getting relevant details about the Golden Wok
in the following two turns, user refers back to the
second option provided in second turn and asks
about Nirala restaurant. To predict the correct
slot-value pair food=indian in the dialog state
of the fifth turn, the system is required to refer
back to the second turn again to find information
about Nirala, as the context obtained from the cur-
rent dialog turn is insufficient.

Identifying such implicitly referenced historical
turns is challenging since implicit references are
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not local and most recent turns are often not in-
formative. Therefore, the traditional approach of
modeling dialogue recency (El Asri et al., 2017)
may not suffice. Instead, we propose to model im-
plicit references by storing links to the past turn
where each of the slots was modified. Then at each
turn, we look up though the stored links to find the
previous turn which may provide additional cues
for predicting the appropriate slot-value.

Moreover, the dialogue system often asks polar
questions with yes-no answers. For instance, the
DST system should update the dialogue state with
food=indian when a user replies Yes to a sys-
tem utterance Do you want Indian food?. In such
cases, neither the user utterance nor system acts
(food in this example) contain any information
about the actual slot-value. This makes utilization
of both system and user utterance eminent for dia-
log state tracking. However, utilizing the previous
system utterance together with the current user ut-
terance always at each turn may add noise. There-
fore, we use a gating mechanism based on both
utterances to determine the relevance of the previ-
ous system utterance in the current turn.

The evaluation shows that identifying the rele-
vant context is essential for dialogue state track-
ing. Our novel model that discerns important
details in non-adjacent dialogue turns and the
previous system utterance from a dialog history
is able to improve the previous state-of-the-art
GLAD (Zhong et al., 2018) model on all evalua-
tion metrics for both WoZ and MultiWoZ (restau-
rant) datasets. Furthermore, we empirically show
that a simple self-attention based biLSTM model,
using only one-third of the number of parameters
as GLAD, outperforms GLAD by identifying and
incorporating the relevant context.

2 Related Work

Early work for DST relied on separate Spoken
Language Understanding (SLU) module (Hender-
son et al., 2012) to extract relevant information
from user utterances in a pipelined approach. Such
systems are prone to error accumulation from a
separate SLU module, in absence of necessary dia-
log context required to interpret the user utterance.
Thus, later work on DST moved away from sepa-
rate SLU modules and inferred the dialog state di-
rectly from user utterance and dialog history (Hen-
derson et al., 2014b,c; Zilka and Jurcicek, 2015).
These models depend on delexicalization, using

generic tags to replace specific slot types and val-
ues, and handcrafted semantic dictionaries. In
practice, it is difficult to scale these models for
every slot type and recent state-of-the-art mod-
els for DST use deep learning based methods to
learn general representations for user and system
utterances and previous system actions, and pre-
dict the turn state (Henderson et al., 2013, 2014b;
Mrkšić et al., 2015, 2017; Hori et al., 2016; Liu
and Lane, 2017; Dernoncourt et al., 2017; Chen
et al., 2016). However, these systems are found
to perform poorly on rare and unknown slot-value
pairs which was recently addressed through lo-
cal slot-specific encoders (Zhong et al., 2018) and
pointer network (Xu and Hu, 2018).

A crucial limitation to all these approaches lies
in the modeling of appropriate historical context,
which is simply ignored in most of the works.
Since user’s goal may change back-and-forth be-
tween previous values, incorporating relevant his-
torical context is useful in monitoring implicit goal
references. In a recent work, El Asri et al. (2017)
discussed on similar limitations of current DST
task and introduced a new task of frame tracking
that explicitly tracks every slot-values that were
introduced during the dialogue. However, that
significantly complicates the task by maintaining
multiple redundant frames that are often left un-
referenced. Our proposed model, that explicitly
track relevant historical user and system utter-
ances, can be easily incorporated into any known
DST or frame tracking systems such as Schulz
et al. (2017) to replace the recency encoding.

3 Discerning Relevant Context for DST

Similar to previous works, we decompose the
multi-label classification problem to binary clas-
sification where we score each slot-value pair and
select the ones that receive a score above a thresh-
old to be included in the current dialog state. To
predict the score for a candidate slot-value pair, the
model uses the relevant past user utterance (refer-
ential utterance), a fused utterance composed us-
ing the current user utterance and the system ut-
terance of the previous turn, as well as previous
system actions as evidence. Shown in Figure 2,
our model comprises of:

Lookup module: retrieves a link to the turn where
each of the slots changes. At each step, our system
refers to the lookup module that returns the past
user utterance (the “antecedent user utterance”)
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Figure 2: The Architecture of Context Aware Dialogue State Tracker.

where the candidate slot-type was modified as well
as outputs the previous slot-value.

GLE modules: Each of the five green modules in
Figure 2 is a global-locally self-attentive encoder
(GLE module) (Zhong et al., 2018) that encodes
each type of evidence into a vector representation
(c). Each input is represented as a sequence of
words which is encoded to a vector representa-
tion via global-local self-attentive encoder (GLE)
module (Zhong et al., 2018). Specifically, GLE
employs local slot-specific bidirectional LSTMs
and a global bidirectional LSTM (Hochreiter and
Schmidhuber, 1997) that is shared across all slots
for encoding the input sequence into a sequence
of hidden states (H), followed by a self-attention
layer (Lin et al., 2016) to obtain a fixed dimension
vector representation (c).

The GLE modules are used to encode the an-
tecedent user utterance (Hu

p , c
u
p ), the current user

utterance (Hu, cu), the previous system utterance
(Hs, cs), each of the system acts (Hai , cai), as
well as the previous slot-value (Hv

p , c
v
p) and the

candidate (Hv, cv) slot-value.

Referential Context Scorer: uses the candidate
slot value (cv), the antecedent user utterance as
well as the previous slot-value to determine if
the candidate slot value was referenced in the an-
tecedent utterance. Specifically, the scorer uses
the representation of the candidate slot value cv

to attend over hidden states of the antecedent user
utterance and the previous slot-value, Hu

p and Hv
p ,

and then computes attention weights for each of
the hidden states. Next, the scorer sums up the
hidden states weighed with the calculated atten-
tions to get the summary context (Equation 1). Fi-
nally, the scorer applies a linear neural layer to
calculate the scores yvp and yup representing the
likelihoods that the candidate slot-value is differ-

ent from the previous slot-value and the candidate
slot-value was unreferenced in the antecedent ut-
terance (Equation 2).

Q(H, c) : aj = (Hj)
>c ; p = softmax(a)

Q(H, c) =
∑

i

piHi
(1)

yup =W u
p Q(Hu

p , c
v) + bup

yvp =W v
p Q(Hv

p , c
v) + bvp

(2)

Fusion Scorer: leverages necessary details in the
previous system utterance to enrich the current
user utterance. First, we use a gating mechanism
based on cs and cu that determines the relevance of
the previous system utterance in the current turn.
We concatenate cs and cu and use a linear layer
with sigmoid activation to calculate the score α
(Equation 3). Then, we use attention from cv over
Hs andHu to calculate context summaries (ls, lu),
and combine the summary vectors by taking their
normalized weighted sum based on α. We finally
apply a single linear layer to calculate the score
yf that determines the likelihood of the candidate
slot-value based on both the current user utterance
and the previous system utterance (Equation 4).

fc =Wfc(c
s ⊕ cu) + bfc

α = σ(Wαtanh(fc) + bα)
(3)

ls = Q(Hs, cv) ; lu = Q(Hu, cv)

lf = αls + (1− α)lu ; yf =Wlf l
f + blf

(4)

System Act Scorer: is the same as the action
scorer proposed by (Zhong et al., 2018). Specif-
ically, The scorer uses attention from cu over Ca

to calculate action summary followed by a linear
layer with sigmoid activation to calculate the score
ya that determines the relevance of the candidate
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slot-value based on the previous system actions
(Equation 5).

la = Q(Ca, cu) ; ya = (la)>cv (5)

It then calculates the final score of the candidate
slot-value by taking weighted sum of the four
scores (yup , yvp , yf , ya) followed by a sigmoid
layer, where weights are learned in the network.

4 Evaluations

4.1 Experimental Setup
We primarily use WoZ 2.0 (Wen et al., 2017)
restaurant reservation task dataset that consists of
1200 dialogues for training and evaluation. Each
dialogue has an average of eight turns, where each
turn contains system utterance transcript, user ut-
terance transcript, turn label and belief state. All
the dialogue states and actions are based on a task
ontology that supports three different informable
slot-types namely price range with 4 values, food
with 72 values, area with 7 values, and requests of
7 different types like address and phone. Follow-
ing the standard settings, we use 600 dialogues for
training, 200 for validation and the remaining 400
for testing.

We also use dialogues from restaurant domain
in MultiWoZ 2.0 dataset (Budzianowski et al.,
2018) for secondary evaluation. It banks on
a significantly complex ontology covering seven
informable slot types with 276 different values
(food, price range, restaurant name, area, book
time, book day and book people with 97, 6, 105, 8,
43, 8 and 9 values respectively). We use standard
training, validation and test splits of 1199, 50 and
61 dialogues respectively.

All the models on WoZ 2.0 are evaluated on
the two standard metrics introduced in Henderson
et al. (2014a). First, Joint Goal Accuracy is the
percentage of turns in a dialogue where the user’s
informed joint goals are identified correctly. Joint
goals are accumulated turn goals up to the current
dialog turn. Second, Turn Request Accuracy cal-
culates the percentage of turns in a dialogue where
the user’s requests were correctly identified. Mod-
els on MultiWoZ 2.0 dataset are evaluated using
joint goal and turn inform accuracies, as used by
Nouri and Hosseini-Asl (2018).

4.2 Implementation Details
We use pretrained GloVe word embeddings (Pen-
nington et al., 2014) concatenated with charac-

WoZ 2.0
Model Joint Goal Turn Request

Delexalisation-Based Model + SD 83.7% 87.6%
NBT - DNN 84.4% 91.2%
NBT - CNN 84.2% 91.6%
GLAD † 86.4% 97.1%
Global biLSTM based GLE 85.0% 96.8%
Global biLSTM based GLE + RC 87.4% 97.0%
Global biLSTM based GLE + RC + FS 88.4% 97.0%
GLAD + RC + FS 89.2% 97.4%

Table 1: Test accuracy of baselines and proposed
models on WoZ 2.0 restaurant reservation dataset.
†Retrained using docker container provided by the au-
thors with exactly same hyper-parameters. We also
experimented with different versions of PyTorch and
cuDNN and found that results had high variance.
Therefore, we report the average performance over 5
runs with different initializations for GLAD and all our
models.

MultiWoZ 2.0 (Restaurant)
Model Joint Goal Turn Inform

GLAD 43.95% 76.99%
GLAD + RC 45.72% 77.87%
GLAD + RC + FS 46.31% 78.76%

Table 2: Test accuracy of GLAD and proposed models
on MultiWoZ 2.0 restaurant domain dataset. Note that
we considered all 276 slot-values for evaluating mod-
els. Budzianowski et al. (2018) reported joint goal ac-
curacy of 80.9 on MultiWoZ 2.0 (restaurant) dataset.
We believe they didn’t include restaurant name slot in
their evaluation and only considered presence of three
slot-types—book time, book day and book people—and
not their values.

ter n-gram embeddings (Hashimoto et al., 2017)
which are kept fixed during the training. Each
of bi-LSTMs use 200 hidden dimensions. All
the models are trained using ADAM optimizer
(Kingma and Ba, 2014) with the initial learning
rate of 0.001. Dropout rate (Srivastava et al., 2014)
is set to 0.2 for all biLSTM modules and the em-
bedding layer. The models are trained for a max-
imum of 100 epochs with a batch size of 50. The
validation data was used for early stopping and hy-
perparameter tuning.

4.3 Results

Table 1 compares the performance of our pro-
posed models with different baselines, including
delexalisation-based model + SD (Wen et al.,
2017), DNN and CNN variants of neural be-
lief tracker (Mrkšić et al., 2017) and the previ-
ous state-of-the-art GLAD systems (Zhong et al.,
2018) on WoZ 2.0 dataset. We also implement
a simplified variant of GLAD, Global BiLSTM
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Model Approx. # of parameters

Global biLSTM based GLE 1.2 million
Global biLSTM based GLE + RC + FS 6 million
GLAD 17 million
GLAD + RC + FS 28 million

Table 3: Number of learnable parameters for different
models on WoZ 2.0 dataset

based GLE, by removing slot-specific local biL-
STMs from the GLE encoder. We then succes-
sively combine it with referential context (Global
biLSTM based GLE + RC) and the fused pre-
vious system utterance (Global biLSTM based
GLE + RC + FS). Finally, we directly incorpo-
rate the referential context and gate selected sys-
tem utterance into the GLAD system (GLAD +
RC + FS).

Irrespective of the underlying system, utilizing
appropriate context from the previous turns im-
proves the overall performance of a dialogue state
tracker on both joint goal and turn request ac-
curacies on WoZ 2.0 dataset. First, incorporat-
ing relevant referential utterances to identify im-
plicitly mentioned slot-value improves the accu-
racy of global biLSTM based GLE model on joint
goal task by 2.4%. Then, gating based mecha-
nism to augment user utterance with relevant in-
formation from the previous system utterance fur-
ther improves the joint goal accuracy by 1.0%. To-
gether, they improve joint goal and request accu-
racy of the global biLSTM based GLE model by
3.4% and 0.2% respectively. Furthermore, as ev-
ident from the results in Table 2, both referential
context and fused system utterance proportionally
improve performance on MultiWoZ 2.0 dataset
as well with overall improvement of 2.36% and
1.77% on joint goal and turn inform accuracies re-
spectively. Performances of all models on Mul-
tiWoZ 2.0 are significantly inferior compared to
WoZ 2.0 owing to higher complexity, with richer
and longer utterances and considerably more slot-
values in the former dataset.

5 Analysis

The utilization of relevant context results in sig-
nificant reduction in the number of learnable pa-
rameters in the model as shown in Table 3. Rel-
evant context with the baseline model is able to
outperform GLAD while using only one third of
the number of learnable parameters. The param-
eters added due to using relevant context are the

parameters for encoding the antecedent referential
user utterance and the previous system utterance
as well as the past utterance and past slot-value
scorers. However, we also observe high variance
in the joint goal accuracy. Since joint goal is calcu-
lated by accumulating turn goals, an error in pre-
dicting a turn goal is propagated to all the down-
stream turns.

6 Conclusion

We have presented a novel method for identify-
ing the relevant historical user utterance as well
as determining the relevance of the system utter-
ance from the last turn to enrich the current user
utterance and improve goal tracking in dialogue
systems. The experimental results show that dis-
cerning relevant context from the dialog history is
crucial for tracking dialog states.
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Abstract

Visual Dialog is a multimodal task of an-
swering a sequence of questions grounded
in an image (using the conversation history
as context). It entails challenges in vision,
language, reasoning, and grounding. How-
ever, studying these subtasks in isolation on
large, real datasets is infeasible as it requires
prohibitively-expensive complete annotation
of the ‘state’ of all images and dialogs.

We develop CLEVR-Dialog, a large diagnos-
tic dataset for studying multi-round reasoning
in visual dialog. Specifically, we construct a
dialog grammar that is grounded in the scene
graphs of the images from the CLEVR dataset.
This combination results in a dataset where all
aspects of the visual dialog are fully annotated.
In total, CLEVR-Dialog contains 5 instances
of 10-round dialogs for about 85k CLEVR im-
ages, totaling to 4.25M question-answer pairs.

We use CLEVR-Dialog to benchmark perfor-
mance of standard visual dialog models; in
particular, on visual coreference resolution (as
a function of the coreference distance). This
is the first analysis of its kind for visual dia-
log models that was not possible without this
dataset. We hope the findings from CLEVR-
Dialog will help inform the development of fu-
ture models for visual dialog. Our code and
dataset are publicly available1.

1 Introduction

The focus of this work is on intelligent systems
that can see (perceive their surroundings through
vision), talk (hold a visually grounded dialog), and
reason (store entities in memory as a dialog pro-
gresses, refer back to them as appropriate, count,
compare, etc.). Recent works have begun studying
such systems under the umbrella of Visual Dialog
(Das et al., 2017a; de Vries et al., 2017), where

1https://github.com/satwikkottur/clevr-dialog

an agent must answer a sequence of questions
grounded in an image. As seen in Fig. 1, this entails
challenges in – vision (e.g., identifying objects and
their attributes in the image), language/reasoning
(e.g., keeping track of and referencing previous
conversation via memory), and grounding (e.g.,
grounding textual entities in the image).

In order to train and evaluate agents for Visual
Dialog, Das et al. (2017a) collected a large dataset
of human-human dialog on real images collected
between pairs of workers on Amazon Mechani-
cal Turk (AMT). While such large-scale realistic
datasets enable new lines of research, it is difficult
to study the different challenges (vision, language,
reasoning, grounding) in isolation or to break down
the performance of systems over different chal-
lenges to identify bottlenecks, because that would
require prohibitively-expensive complete annota-
tion of the ‘state’ of all images and dialogs (all
entities, coreferences, etc.).

In this work, we draw inspiration from John-
son et al. (2017), and develop a large diagnos-
tic dataset—CLEVR-Dialog—for studying and
benchmarking multi-round reasoning in visually-
grounded dialog. Each CLEVR image is syntheti-
cally rendered by a particular scene graph (Johnson
et al., 2017) and thus, is by construction exhaus-
tively annotated. We construct a dialog grammar
that is grounded in these scene graphs. Specifically,
similar to Das et al. (2017b), we view dialog gen-
eration as communication between an Answerer
(A-er) who can ‘see’ the image and has the com-
plete scene graph (say Sa), and a Questioner (Q-er),
who does not ‘see’ the image and is trying to recon-
struct the scene graph over rounds of dialog (say
St

q). As illustrated in Fig. 1, the dialog begins by
A-er providing a grounded caption for the image,
which conveys some but not all information about
Sa. The Q-er builds a partial scene graph S0

q based
on the caption, and follows up by asking questions
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Figure 1: CLEVR-Dialog: we view dialog generation as communication between an Answerer (A-er) who can
‘see’ the image I and has the complete scene graph Sa (far right), and a Questioner (Q-er), who does not ‘see’ the
image. A-er begins the dialog with a grounded caption (‘A cylinder is next to a yellow object’). The Q-er converts
this caption into a partial scene graph S0

q (far left, top), follows up with a question grounded in S0
q (‘What shape is

the object?’), which the A-er answers, and the dialog progresses. Questions at round t are generated based solely
on St

q, i.e., without looking at I or Sa, which mimics real-life scenarios of visual dialog. Note that while studying
visual dialog on CLEVR-Dialog, models are forced to answer questions with just the image and dialog history as
additional inputs, and do not have access to Sa.

grounded in S0
q, which the A-er answers, and the

dialog progresses. Our dialog grammar defines
rules and templates for constructing this grounded
dialog. Note that A-er with access to Sa (perfect vi-
sion) exists only during dialog generation to obtain
ground truth answers. While studying visual dialog
on CLEVR-Dialog, models are forced to answer
questions with just the image and dialog history as
additional inputs.

In total, CLEVR-Dialog contains 5 instances of
10-round dialogs for each of 70k (train) and 15k
(val) CLEVR images, totaling to 3.5M (train) and
0.75M (val) question-answer pairs. We benchmark
several visual dialog models on CLEVR-Dialog as
strong baselines for future work.

The combination of CLEVR images (with full
scene graph annotations) and our dialog grammar
results in a dataset where all aspects of the visual
dialog are fully annotated. We use this to study one
particularly difficult challenge in multi-dialog vi-
sual reasoning – of visual coreference resolution. A
coreference arises when two or more phrases (core-
ferring phrases) in the conversation refer to the
same entity (referent) in the image. For instance,
in the question ‘What about that cylinder?’ (Q3)
from Fig. 1, the referent for the phrase ‘that cylin-
der’ can be inferred only after resolving the phrase
correctly based on the dialog history, as there are
multiple cylinders in the image. We use CLEVR-
Dialog to diagnose performance of different meth-
ods as a function of the history dependency (e.g.,
coreference distance—the number of rounds be-

tween successive mentions of the same object) and
find that the performance of a state-of-art model
(CorefNMN) is at least 30 points inferior for ques-
tions involving coreference resolution compared
to those which do not (Fig. 5), highlighting the
challenging nature of our dataset. This is the first
analysis of its kind for visual dialog that was sim-
ply not possible without this dataset. We hope the
findings from CLEVR-Dialog will help inform the
development of future models for visual dialog.

2 Related Work

Coreference Resolution is a well studied prob-
lem in the NLP community (Ng, 2010; Wiseman
et al., 2016; Lee et al., 2017; Clark and Manning,
2016a,b). Our work focuses on visual coreference
resolution – the referent is now a visual entity to
be grounded in visual data. Several works have
tackled visual coreference resolution in videos (Ra-
manathan et al., 2014; Rohrbach et al., 2017) and
3D data (Kong et al., 2014), and have introduced
real image datasets for the same (Hodosh et al.,
2014).
Visual Dialog and Synthetic Datasets. We con-
trast CLEVR-Dialog against four existing datasets:
(1) CLEVR (Johnson et al., 2017) is a diagnostic
dataset for visual question answering (VQA) (An-
tol et al., 2015) on rendered images that contain
objects like cylinders, cubes, etc., against a plain
background (Fig. 1). While CLEVR-Dialog uses
the same set of images, the key difference is that
of focus and emphasis – the objective of CLEVR-
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Figure 2: Example dialogs from MNIST Dialog, CLEVR-Dialog, and VisDial, with coreference chains manually
marked for VisDial and automatically extracted for MNIST Dialog and CLEVR-Dialog.

VQA questions is to stress-test spatial reasoning
in independent single-shot question answering; the
objective of CLEVR-Dialog is to stress-test tempo-
ral or multi-round reasoning over the dialog history.
(2) CLEVR-Ref+ (Liu et al., 2019) is a diagnostic
dataset based on CLEVR images for visual reason-
ing in referring expressions. CLEVR-Dialog goes
beyond CLEVR-Ref+, which focuses on ground-
ing objects given a natural language expression,
and deals with additional visual and linguistic chal-
lenges that require multi-round reasoning in visual
dialog. (3) MNIST-Dialog (Seo et al., 2017) is
a synthetic dialog dataset on a grid of 4× 4 styl-
ized MNIST digits (Fig. 2). While MNIST-Dialog
is similar in spirit to CLEVR-Dialog, key differ-
ence is complexity – the distance between a core-
ferring phrase and its antecedent is always 1 in
MNIST-Dialog; in contrast, CLEVR-Dialog has
a distribution ranging from 1 to 10. (4) VisDial
(Das et al., 2017a) is a large scale visual dialog
dataset collected by pairing two human annotators
(a Q-er and an A-er) on AMT, built on COCO (Lin
et al., 2014) images. VisDial being a large open-
ended real dataset encompasses all the challenges
of visual dialog, making it difficult to study and
benchmark progress on individual challenges in
isolation. Fig. 2 qualitatively compares MNIST-
Dialog, CLEVR-Dialog, and VisDial, and shows
coreference chains (manually annotated for this
VisDial example, and automatically computed for
MNIST-Dialog and CLEVR-Dialog). We can see
that the chains in MNIST-Dialog are the simplest
(distance always 1). While coreferences in VisDial
can be on a similar level of difficulty than CLEVR-

Name CLEVR MNIST VisDialDialog (ours) Dialog

# Images 85k 50k 123k
# Dialogs 425k 150k 123k
# Questions 4.25M 1.5M 1.2M
# Unique Q 73k 355 380k
# Unique A 29 38 340k
Vocab. Size 125 54 7.k
Mean Q Len. 10.6 8.9 5.1
Mean Coref Dist. 3.2 1.0 -

Table 1: Dataset statistics comparing CLEVR-Dialog
to MNIST Dialog (Seo et al., 2017). Our dataset has
3× the questions (larger), 206× the unique number of
questions (more diverse), 3.2× the mean coreference
distance (more complex), and longer question lengths.
Similar stats for VisDial are also shown. Coreference
distance can not be computed for VisDial due to lack
of annotations.

Dialog, the difficult cases are rarer in VisDial.

3 CLEVR-Dialog Dataset

In this section, we describe the existing annotation
for CLEVR images, then detail the generation pro-
cess for CLEVR-Dialog, and present the dataset
statistics in comparison to existing datasets.
Setup. Every CLEVR image I has a full scene
graph annotation, Sa. This contains information
about all the objects in the scene, including four
major attributes {color, shape, material, size}, 2D
image and 3D world positions, and relationships
{front, back, right, left} between these objects. We
only use objects, attributes, and relationships.
Dialog Grammar. An important characteristic of
visual dialog that makes it suitable for practical
applications is that the questioner does not ‘see’
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(a) Distribution of caption (left) and question (right) categories. (b) Distribution of coreference distances.

Figure 3: Distribution of caption and question categories, and history dependency in CLEVR-Dialog dataset.

the image (because if it did, it would not need to
ask questions). To mimic this setup, we condition
our question generation at round t only on the par-
tial scene graph St

q that accumulates information
received so far from the dialog history (and not
on Sa). Specifically, we use a set of caption {TC

i }
and question {T Q

i } templates, which serve as the
structural units of our dialog grammar. The role of
the caption is to seed the dialog and initialize S0

q.
Each of the question templates is accompanied by
a set of constraints on St

q, which decide if a partic-
ular template can be selected at the current round.
For instance, a question ‘What shape is the blue
object?’ can be only be asked (generated) if the
dialog so far has already mentioned a ‘blue object’,
i.e., only if St

q contains a (unique) ‘blue object’.
The nature and difficulty of the dataset is highly
dependent on these templates, thus making their
selection crucial.

To this end, we carefully design four categories
of caption templates: (a) Obj-unique mentions an
object with unique set of attributes in the image,
(b) Obj-count specifies the presence of a group of
objects with common attributes, (c) Obj-extreme
describes an object at one of the positional ex-
tremes of the image (right, left, fore, rear, center),
(d) Obj-relation talks about the relationship be-
tween two objects along with their attributes in a
way that allows them to be uniquely identified in
the complete scene graph Sa.

For the questions, we experiment with three dif-
ferent categories: (a) Count questions ask for a
count of objects in the image satisfying specific
conditions, e.g., ‘How many objects share the same
color as this one?’, (b) Existence questions are
yes/no binary questions that verify conditions in
the image, e.g., ‘Are there any other cubes?’, and
(c) Seek questions query attributes of objects, e.g.,
‘What color is that cylinder?’. Note that CLEVR-

Dialog represents not just a static dataset but also
a recipe for constructing increasingly challenging
grounded dialog by expanding this grammar. Refer
to the appendix for further details.

Dialog Generation. At a high level, dialog genera-
tion now ‘simply’ involves selecting a sequence of
templates such that the accompanying constraints
are satisfied by St

q at all t. As a tractable approxi-
mation to this exponentially-large constraint satis-
faction problem, we use beam search that finds a
valid solution and enforces additional conditions to
make the dialog interesting (see Fig. 4). At every
round of the dialog (after 3 rounds), we ensure that
each of the question template types—count, exis-
tence, and seek—falls within a range (10%−20%
for count/existence each, and 30%−60% for seek).
In addition, we identify independent questions that
do not need history to answer them, e.g., ‘How
many objects are present in the image?’, and limit
their number to under 10%. We found this to be
effective both in terms of speed and dialog diversity.
Fig. 4 illustrates the diverse set of candidate ques-
tions generated at each round for a given image.

Dataset Statistics. We compare CLEVR-Dialog
to MNIST-Dialog and VisDial in Tab. 1, but the
key measure of coreference distance cannot be re-
ported for VisDial as it is not annotated. Over-
all, CLEVR-Dialog has 3× the questions and a
striking 206× the unique number of questions than
MNIST-Dialog , indicating higher linguistic diver-
sity. CLEVR-Dialog questions are longer with a
mean length of 10.6 compared to 8.9 for MNIST-
Dialog. Crucially, supporting our motivation, the
mean distance (in terms of rounds) between the
coreferring expressions in CLEVR-Dialog is 3.2×
compared to 1.0 in MNIST-Dialog. Moreover, the
distances (see Fig. 3b) in CLEVR-Dialog vary (min
of 1, max of 10), while it is constant (at 1) in
MNIST-Dialog, making it easy for models to pick
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Figure 4: Dialog generation in CLEVR-Dialog. At
each round, all valid question templates are used to gen-
erate candidates for the next question. However, only a
few interesting candidates (beams) are retained for fur-
ther generation, thus avoiding an exploding number of
possibilities as rounds of dialog progress.

up on this bias. The distribution of caption and
question templates is given in Fig. 3a. See appendix
for further analysis.

4 Experiments

Baselines. To benchmark performance, we evalu-
ate several models on CLEVR-Dialog. Random
picks an answer at random. Random-Q picks an
answer at random among valid answers for a given
question type (e.g., name of a color for color ques-
tions). Further, we adapt the discriminative visual
dialog models from Das et al. (2017a): (a) Late
Fusion (LF) that models separately encode each
of question (Q), history (H), and image (I); and
then fuse them by concatenation. (b) Hierarchical
Recurrent Encoder (HRE) that models dialog via
both dialog-level and sentence-level recurrent neu-
ral networks. (c) Memory Network (MN) that
stores history as memory units and retrieves them
based on the current question. We also consider
neural modular architectures: (a) CorefNMN (Kot-
tur et al., 2018) that explicitly models coreferences
in visual dialog by identifying the reference in the
question (textual grounding) and then localizing
the referent in the image (visual grounding), (b)
NMN (Hu et al., 2017), which is a history-agnostic
ablation of CorefNMN.
Results. We use multi-class classification accuracy
for evaluation since CLEVR-Dialog has one-word
answers. Tab. 2 shows the performance of different
models. The key observations are: (a) Neural mod-
els outperform random baselines by a large margin.

Model Acc.

Random 3.4
Random-Q 33.4

LF-Q 40.3
LF-QI 50.4
LF-QH 44.1
LF-QIH 55.9

HRE-QH 45.9
HRE-QIH 63.3

MN-QH 44.2
MN-QIH 59.6

NMN 56.6
CorefNMN 68.0

Figure 5: Breakdown of per-
formance by questions that
depend on entire history (All),
require coreference resolu-
tion (Coref ), and are history-
independent (None).
Table 2: Accuracy (%) on
CLEVR-Dialog (higher is
better). See text for details.

The best performing model, CorefNMN, outper-
forms Random-Q by 35%. (b) History-agnostic
models (LF-Q, LF-QI, NMN) also suffer in perfor-
mance, highlighting the importance of history. (c)
Finally, we break down the performance of top-3
models on questions which depend on entire history
(All), require coreference resolution (Coref ), and
are history-independent (None), in Fig. 5. We find
that CorefNMN is 30% worse on Coref than None
questions, signifying the complexity of CLEVR-
Dialog as the former are qualitatively harder to
answer than the latter. (d) More interestingly, HRE-
QIH, though inferior to CorefNMN on Coref, out-
performs the latter on All questions (‘How many
other objects?’) by around 20%. A possible expla-
nation is that the former, owing to its dialog-level
RNN, captures global summaries more efficiently
than the latter. This is the first analysis of its kind
for visual dialog that was simply not possible with-
out this dataset. Appendix provides a further analy-
sis of model performances.
Conclusion. We proposed a large, synthetic
dataset called CLEVR-Dialog, to study multi-
round reasoning in visual dialog, and in particular
the challenge of visual coreference resolution. We
benchmarked several qualitatively different models
from prior work on this dataset, which act as base-
lines for future work. Our dataset opens the door to
evaluate how well models do on visual coreference
resolution, without the need to collect expensive
annotations on real datasets.
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Appendix

The appendix is organized as follows:

• We begin with the description of CLEVR images
in Sec. A,

• Sec. B describes further details of the dialog
generation,

• Sec. C provides additional statistical analysis for
CLEVR-Dialog,

• Diagnostic model performance analysis in given
in Sec. D, and finally

• Implementation details can be found in Sec. E.

A CLEVR Images

First introduced by Johnson et al. (2017), CLEVR
images are synthetically rendered, and contain sev-
eral objects spatial located on a plain background.
These objects have four different attributes: (a)
Shape—cylinder, cube, sphere; (b) Color—blue,
brown, cyan, gray, green, purple, red, yellow; (c)
Size—large and small; and finally (d) Material—
metal and rubber.

B Generating CLEVR-Dialog Dataset

As noted in the main paper, an important charac-
teristic of visual dialog that makes it suitable for
practical applications is that the questioner does
not ‘see’ the image (because if it did, it would not
need to ask questions). To mimic this setup, we
condition our question generation at round t only
on the partial scene graph St

q that accumulates infor-
mation received so far from the dialog history (and
not on Sa). Specifically, we use a set of caption
{TC

i } and question {T Q
i } templates (enumerated

in Tab. 3), which serve as the basis for our dialog
generation. Each of these templates in turn con-
sists of primitives, composed together according
to a generation grammar. In what follows, we will
first describe these primitives, discuss how they are
used to generate a caption or a question at each
round, and tie everything together to explain dialog
generation in CLEVR-Dialog.

Grammar Primitives. The templates used to
generate captions and questions are composed
of intuitive and atomic operations called prim-
itives. Each of these primitives can have dif-
ferent instantiations depending on a parameter,
and also take input arguments. For example, all

Filter primitives filter out objects from an in-
put set of objects according to certain constraints.
In particular, Filter[color](blue) filters out
blue objects from a given set of objects, while
Filter[shape](sphere) filters out all spheres.
In our work, we use the following primitives:

• Sample: sample an object/attribute,
• Unique: identify unique objects/attributes,
• Count: count the number of input objects,
• Group: group objects based on attribute(s),
• Filter: filter inputs according to a constraint,
• Exist: check for existence of objects,
• Relate: apply a relation (e.g., right of ).

Note that each of these primitives inherently de-
notes a set of constraints, which when failed leads
to a reset of the generation process for the current
caption/question in the dialog. For example, if the
output of Filter[color](blue) is empty due to
an absence of blue objects in the input, we abort
generation for the current template and move on to
the next template.

Caption Generation. The role of the caption is
to seed the dialog and initialize S0

q. In other words,
caption gives Q-er partial information about the
image so that asking follow-up questions is pos-
sible. Because A-er generates the caption, it uses
the full scene graph Sa. Fig. 6 shows the caption
grammar in action, producing three different cap-
tions for a given image. Consider the grammar
for Fig. 6(c). First, Sample[attribute] produces
{shape, color} used by Unique to select objects
from Sa with unique shape and color attributes. An
object (gray cylinder) is then sampled from these
using Sample[object]. Next, a relation (in front
of ) is enforced via a Relate primitive leading to
the green cylinder in front of the gray cylinder.
Finally, Sample[attribute] samples one of the
attributes to give us the caption, ‘A green object
stands in front of a gray cylinder.’

Question Generation. Unlike the caption, the
questions are generated by the Q-er, having access
only to a partial scene graph St

q at round t. This St
q

is an assimilation of information from the previous
rounds of the dialog. The primitives in the question
template therefore take St

q as the input scene graph,
and the generation proceeds in a manner similar to
that of the caption explained above. As the dialog is
driven by Q-er based on partial scene information,
only a few questions are non-redundant (or even
plausible) at a given round of the dialog. To this
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Figure 6: Usage of dialog grammar in caption generation. See text for details.

Figure 7: Usage of dialog grammar in question generation. See text for details.

end, the inherent constraints associated with the
primitives now play a bigger role in the template
selection.

Consider Fig. 7 that shows how the current
question is generated using the primitives and
grammar, given the caption and dialog history
(question-answer pair for the first three rounds).
For the current round, the question ‘What mate-
rial is the green object at the back?’ is clearly
implausible (Q-er is unaware of the existence of
a green object), while the question ‘What shape
is the red object?’ is redundant. For the tem-
plates visualized, Unique[object] returns a list
of unique known object-attribute pairs (using St

q).
A candidate is sampled by Sample[object] and
a relation is applied through Relate(in front
of). There are multiple choices at this junc-
tion: (a) The use of Count leads to a counting
question (count-obj-rel-early), (b) Invoking
Sample[attribute] results in a seek question
(seek-attr-rel-early), and finally, (c) Exist
primitive generates an exist question of type
exist-obj-rel-early.

Dialog Generation. As specified in the main pa-
per, we use beam search as a more tractable alter-
native to search through the exponential space of
possible dialogs, by using additional constrains to
retain only interesting dialogs. At every round
of the dialog (after 3 rounds), we ensure that
each of the question template types—count, ex-
istence, and seek—falls within a range (10%−
20% for count/existence each, and 30%− 60%
for seek). In addition, we identify independent
questions that do not need history to answer them,
e.g., ‘How many objects are present in the im-
age?’, and limit their number to under 10%. Fi-
nally, to encourage questions that require reasoning
over the history, e.g., seek-attr-sim-early and
count-obj-excl-imm, we tailor our beam search
objective so that dialogs containing such questions
have a higher value. We use a beam search with
100 beams for each dialog. Fig. 4 illustrates the
diverse set of candidate questions generated at each
round for a given image.

To summarize, the usage of primitives and a dia-
log grammar makes our generation procedure: (a)
modular: each primitive has an intuitive meaning,
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Captions

obj-relation
‘A [Z] [C] [M] [S] stands [R] a [Z1] [C1] [M1] [S1].’
‘A gray sphere stands to the right of a red object.’

obj-unique
’A [Z] [C] [M] [S] is present in the image.’
‘A red object is present in the image’

obj-extreme
‘The rightmost thing in the view is a [Z] [C] [M] [S].’
‘The rightmost thing in the view is a cylinder.’

obj-count
‘The image has [X] [Z] [C] [M] [S].’
‘The image has four cylinders.’

Count/Exist Question Type

count-all ‘How many objects in the image?’
count/ ‘[How many | Are there] other [Z] [C] [M] [S] in the picture?’

exist-excl ‘[How many | Are there] other cubes in the picture?’
count/ ‘[If present, how many | Are there] [Z] [C] [M] [S] objects?’

exist-attr ‘[If present, how many | Are there] metallic objects?’
count/ ‘[How many | Are there] [Z] [C] [M] [S] among them?’

exist-attr-group ‘[How many | Are there] blue cylinders among them?’
count/ ‘[How many | Are there] things to its [R]?’

exist-obj-rel-imm ‘[How many | Are there] things to its right?’
count/ ‘How about to its [R]?’

exist-obj-rel-imm2 ‘How about to its left?’
count/ ‘[How many | Are there] things [R] that [Z] [C] [M] [S]?’

exist-obj-rel-early ‘[How many | Are there] things in front of that shiny object?’
count/ ‘[How many | Are there] things that share its [A]?’

exist-obj-excl-imm ‘[How many | Are there] things that share its color?’
count/ ‘[How many | Are there] things that are the same [A] as that [Z] [C] [M]

[S]?’
exist-obj-excl-early ‘[How many | Are there] things that are the same size as that round object?’

Seek Question Type

seek-attr-imm
‘What is its [A]?’
‘What is its shape?’

seek-attr-imm2
‘How about [A]?’
‘How about color?’

seek-attr-early
‘What is the [A] of that [Z] [C] [M] [S]?’
‘What is the shape of that shiny thing?’

seek-attr-sim-early
‘What about the earlier [Z] [C] [M] [S]?’
‘What about the earlier box?’

seek-attr-rel-imm
‘If there is a thing to its [R], what [A] is it?’
‘If there is a thing to its right, what color is it?’

seek-attr-rel-early
‘If there is a thing [R] that [Z] [C] [M] [S], what [A] is it made of?’
‘If there is a thing in front of that shiny object, what material is it made
of?’

Table 3: Example templates for all the caption and question types used to generate CLEVR-Dialog dataset. For
each type, we show both: (a) a sample template with placeholders (Z=size, C=color, M=material, S=shape,
A=attribute, X=count, R=relation), and (b) a realization with placeholders filled with random values.
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(a) Distribution of questions according to the template labels.

(b) Distribution of answers.

Figure 8: Visualization of distributions for question types and answers in our CLEVR-Dialog dataset. See Sec. C
for more details.

(b) expressive: complex templates can be broken
down into these primitives, (c) computationally ef-
ficient: outputs can reused for templates sharing
similar primitive structures (as seen in Fig. 7), thus
allowing an easy extension to new primitives and
templates. We believe that CLEVR-Dialog rep-
resents not just a static dataset but also a recipe
for constructing increasingly challenging grounded
dialog by expanding this grammar.

C Additional Datasets Analysis

Fig. 8 visualizes the distribution of caption tem-
plates, question templates, answers, and the history
dependency of questions in CLEVR-Dialog.

Caption Categories. As the dialog between Q-
er and A-er is initiated by the caption, care must
be taken to ensure it is interesting enough to spawn
clarifying questions from the Q-er. To this end, we
carefully design four different categories of caption
templates (Fig. 3a): (a) Obj-unique mentions an
object with unique set of attributes in the image,
(b) Obj-count specifies the presence of a group of

objects with common attributes, (c) Obj-extreme
describes an object at one of the positional ex-
tremes of the image (right, left, fore, rear, center),
(d) Obj-relation talks about the relationship be-
tween two objects along with their attributes in a
way that allows them to be uniquely identified in
the complete scene graph Sa. Example captions are
given in Tab. 3. In contrast, MNIST Dialog does
not have captions.

Question Categories and Types. CLEVR-
Dialog contains three broad question categories—
count, exist, and seek—with each further
containing variants totaling up to 23 different
types of questions. In comparison, MNIST-Dialog
only has 5 types of questions and is less diverse.
The distributions for the question categories and
question types are shown in Fig. 3a and Fig. 8a,
respectively. Our questions are 60% seek as they
open up more interesting follow-up questions, 23%
count, and 17% exist.

History Dependency. Recall that our motivation
for CLEVR-Dialog to create a diagnostic dataset
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Figure 9: Dialog generation in CLEVR-Dialog. At
each round, all valid question templates are used to gen-
erate candidates for the next question. However, only a
few interesting candidates (beams) are retained for fur-
ther generation, thus avoiding an exploding number of
possibilities as rounds of dialog progress.

for multi-round reasoning in visual dialog. As a
result, a majority of questions in our dataset de-
pend on the dialog history. We identify three major
kinds of history dependency for the questions: (a)
Coreference occurs when a phrase within the cur-
rent question refers to a earlier mentioned object
(referent). We characterize coreferences by mea-
suring the distance between the current and the
earlier mention, in terms of dialog rounds. This
can range from 1 (e.g., ‘What is its color?’) to 10
(a question in round 10 referring to an entity in the
caption). (b) All: When the question depends on
the entire dialog history, e.g., ‘How many other ob-
jects are present in the image?’, (c) None: When
the question is stand-alone and does not depend on
the history, e.g., ‘How many spheres does the scene
have?’ The distribution of questions characterized
according to the history dependency is shown in
Fig. 3b. Unlike MNIST Dialog, CLEVR-Dialog
contains a good distribution of reference distances
beyond just 1, leading to a mean distance of 3.2.
Thus, the models will need to reason through dif-
ferent rounds of dialog history in order to succeed.

D Additional Model Analysis

In this section, we diagnose performance of all the
models by breaking it down according to question
type and history dependency. We then focus on the
best performing model, CorefNMN (Kottur et al.,
2018), which explicitly models coreferences in vi-
sual dialog by identifying the reference in the ques-
tion (textual grounding) and then localizing the ref-

Figure 10: Accuracy breakdown of models according
to the history dependency type. While CorefNMN out-
performs all methods on questions (average) containing
references (1−10), it performs poorly on questions that
depend on the entire history (‘All’).

erent in the image (visual grounding). We study the
behavior of CorefNMN on CLEVR-Dialog both
qualitatively and quantitatively. Specifically, we
visualize qualitative examples and develop met-
rics to quantitatively evaluate the textual and visual
grounding. Note that such a diagnostic analysis is
first of its kind which would not be possible without
our CLEVR-Dialog.

D.1 Accuracy vs History Dependency
The breakdown of model performances based on
this history dependency is presented in Fig. 10. The
following are the key observations:

• The best performing model, CorefNMN, has a
superior performance (on an average) on all ques-
tion with coreference (1− 10) compared to all
other models. As CorefNMN is designed specifi-
cally to handle coreferences in visual dialog, this
is not surprising.
• Interestingly, the second best model HRE-QIH

has the best accuracy on ‘All’ questions, even
beating CorefNMN by a margin of 20%. In
other words, HRE-QIH (and even MN-QIH) is
able to answer ‘All’ questions significantly better
than CorefNMN perhaps due to the ability of its
dialog-level RNN to summarize information as
the dialog progresses.
• Both NMN and CorefNMN perform similarly

on the ‘None’ questions. This observation is
intuitive as NMN is a history-agnostic version
of CorefNMN by construction. However, the
difference becomes evident as CorefNMN out-
performs NMN by about 12% overall.
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Figure 11: Accuracy breakdown of models according to the question type.

D.2 Accuracy vs Question Type
Fig. 11 breaks down the performance of all the
models according to the question types. An obvi-
ous observation is that performance on counting
and seek questions is worse than that on exist ques-
tions. While this is in part because of the binary
nature of exist questions, they are also easier to
answer than counting or extracting attributes that
need complicated visual understanding.

D.3 Qualitative Anaylsis for CorefNMN
We now qualitatively visualize (Fig. 12) the best
performing model, CorefNMN. In the example
shown, CorefNMN first parses the caption ‘There
is a cyan metal object to the front of all the ob-
jects.’ and localizes the right cyan object. While
answering Q-1, CorefNMN rightly instantiates the
Refer module and applies the desired transforma-
tion (see module outputs on the right). For Q-2, it
accurately identifies the object as the previous one,
and extracts the attributes. Finally, the question

‘What about that cyan object?’ cannot be answered
in isolation as: (a) there are multiple cyan objects,
(b) the meaning of the question is incomplete with-
out Q-2. It is interesting to note that even though
CorefNMN overcomes (a) by correctly resolving
the reference that cyan object (in the image), it is
unable to circumvent (b) due to its specialization
in visual coreferences.

D.4 Grounding Analysis for CorefNMN
As shown in Fig. 12, CorefNMN identifies a refer-
ence phrase in the current question and proceeds to

Figure 12: Qualitative visualization of CorefNMN on
CLEVR-Dialog.

visually ground the corresponding referent in the
image. Such explicit textual and visual grounding
at each round allows for an interesting quantitative
analysis for CorefNMN, with the help of annota-
tions in our CLEVR-Dialog. To elaborate, CLEVR-
Dialog provides coreference annotations for each
question, if any, in the form of a reference phrase
and its bounding box localization in the image. By
comparing these grounding annotations with the
output from the model, we can quantitatively assess
grounding (both textual and visual) by CorefNMN.
In what follows, we first describe the ground an-
notations, detail the evaluation procedure and then
present our observations.

593



(a) NDCG value for text grounding for various question types.

(b) NDCG value for visual grounding for various question types.

Figure 13: Evaluating the textual (above) and visual (below) grounding of CorefNMN on CLEVR-Dialog, using
Normalized Discounted Cumulative Gain (NDCG) for various question types. Higher is better.

Annotations. While the original CLEVR dataset
(Johnson et al., 2017) does not contain bounding
box annotations for the objects in the scene, Kr-
ishna et al. (2018) later added these in their work
on referring expressions. We leverage these annota-
tions to obtain the ground truth visual groundings
(AV ) for the referents in our questions. On the other
hand, each of the caption and question templates
has referring phrase annotations in them, thus giv-
ing the ground truth textual groundings (AT ). We
use the above two groundings for evaluation.

Evaluation. For every coreference resolution,
CorefNMN produces an visual attention map of
size 14×14 (ÂV ) and a textual attention over the
question words (ÂT ). We rank all the 142 = 196
cells in ÂV according to their attention values. Next,
we obtain the relevant cells among them from an
appropriately scaled down (14× 14) version of
AV and Next, we appropriately scaled down AV

(14×14) and consider the cells spanning the bound-
ing box as relevant. To evaluate grounding, we
measure the retrieval performance of the relevant

cells in the sorted ÂV through the widely used Nor-
malized Discounted Cumulative Gain (NDCG)2.
It is a measure of how highly the relevant cells
were ranked in the sorted ÂV , with a logarithmic
weighting scheme to higher ranks, thus higher is
better. For the textual grounding, we perform a
similar computation between ÂT and AT and report
NDCG.

Observations. The NDCG values to evalute both
textual and visual groundings for CorefNMN are
shown in Fig. 13. An important takeaway being
that the model is able to accurately ground the ref-
erences in the question (Fig. 13a) consistently for
several question types, as reflected in an higher av-
erage NDCG. On the other hand, the visual ground-
ing in Fig. 13b is inferior compared to the ground
truth annotations with a mean of around 0.3 and a
high variance. This trend remains the same across
all the question types. A possible hypothesis is that
while the model is able to identify the references

2https://en.wikipedia.org/wiki/Discounted_
cumulative_gain
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in text, it is unable to resolve and ground the ref-
erent accurately in the image–an area of potential
improvement.

E Implementation details

Dataset generation was done entirely in Python,
without any significant additional package depen-
dencies. To evaluate the models from Das et al.
(2017a), we use their open source implementation3

based on Lua Torch4. For the neural module ar-
chitectures (Hu et al., 2017; Kottur et al., 2018),

3https://github.com/batra-mlp-lab/visdial
4http://torch.ch/
5https://github.com/ronghanghu/n2nmn
6https://github.com/facebookresearch/corefnmn
7https://github.com/satwikkottur/clevr-dialog

we use the authors’ Python-based, publicly avail-
able implementations—NMN5 and CorefNMN6.
Questions are encoded by first learning a 128-
dimensional embedding for the words, which are
then fed into a single layer LSTM of hidden size
128. We use a pretrained convolution neural net-
work, ResNet-101 (He et al., 2016), to extract fea-
tures for the images. Adam (Kingma and Ba, 2014)
steps with a learning rate of 0.0001 are employed
to maximize the loglikelihood of the ground truth
answer, while training. A small portion (500 im-
ages) from the training set is set aside to pick the
best performing model via early stopping. Our
code and dataset are publicly available7.
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Abstract

Most current approaches to metaphor identi-
fication use restricted linguistic contexts, e.g.
by considering only a verb’s arguments or the
sentence containing a phrase. Inspired by
pragmatic accounts of metaphor, we argue that
broader discourse features are crucial for bet-
ter metaphor identification. We train simple
gradient boosting classifiers on representations
of an utterance and its surrounding discourse
learned with a variety of document embedding
methods, obtaining near state-of-the-art results
on the 2018 VU Amsterdam metaphor iden-
tification task without the complex metaphor-
specific features or deep neural architectures
employed by other systems. A qualitative
analysis further confirms the need for broader
context in metaphor processing.

1 Introduction

From bottled up anger to the world is your oys-
ter, metaphor is a defining component of lan-
guage, adding poetry and humor to communica-
tion (Glucksberg and McGlone, 2001) and serv-
ing as a tool for reasoning about relations between
concepts (Lakoff and Johnson, 1980). Designing
metaphor processing systems has thus seen signif-
icant interest in the NLP community, with appli-
cations from information retrieval (Korkontzelos
et al., 2013) to machine translation (Saygin, 2001).

An important first step in any metaphor process-
ing pipeline is metaphor identification. To date,
most approaches to its identification operate in re-
stricted contexts, for instance, by only considering
isolated verb–argument pairs (e.g. deflate econ-
omy) (Rei et al., 2017) or the sentence containing
an utterance (Gao et al., 2018). However, wider
context is crucial for understanding metaphor: for
instance, the phrase drowning students can be in-
terpreted as literal (in the context of water) or
metaphorical (in the context of homework). Of-

“You can’t steal their ideas.” “No,
idiot—not so I can steal them.”

Britain still can’t decide when to play the
mandarinate game of of silence [. . . ] interests
and concern of the Chinese government.

Table 1: Metaphorical examples from the VUA dataset
in context. Verb is bolded, arguments underlined. Im-
mediate sentence in black, with further context in gray.

ten the context required extends beyond the im-
mediate sentence; in Table 1, coreferences (them)
must be resolved to understand the arguments of
a verb, and a game is metaphorical in a political
context. Indeed, a rich linguistic tradition (Grice,
1975; Searle, 1979; Sperber and Wilson, 1986) ex-
plains metaphor as arising from violations of ex-
pectations in a conversational context.

Following these theories, in this paper we argue
that metaphor processing models should expand
beyond restricted contexts to use representations
of wider discourse. We support this claim with two
contributions: (1) we develop metaphor identifica-
tion models which take as input an utterance, its
immediate lexico–syntactic context, and broader
discourse representations, and demonstrate that
incorporating discourse features improves perfor-
mance; (2) we perform a qualitative analysis and
show that broader context is often required to cor-
rectly interpret metaphors. To the best of our
knowledge, this is the first work to investigate the
effects of broader discourse on metaphor identifi-
cation.1

2 Related work

Metaphor identification is typically framed as a bi-
nary classification task, either with (1) word tu-

1Code and data available at https://github.com/
jayelm/broader-metaphor.
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ples such as SVO triples (car drinks gasoline)
or (2) whole sentences as input, where the goal
is to predict the metaphoricity of a token in the
sentence. Recent work has used a variety of
features extracted from these two types of con-
texts, including selectional preferences (Shutova,
2013; Beigman Klebanov et al., 2016), concrete-
ness/imageability (Turney et al., 2011; Tsvetkov
et al., 2014), multi-modal (Tekiroglu et al., 2015;
Shutova et al., 2016) and neural features (Do Dinh
and Gurevych, 2016; Rei et al., 2017).

At the recent VU Amsterdam (VUA) metaphor
identification shared task (Leong et al., 2018),
neural approaches dominated, with most teams
using LSTMs trained on word embeddings and
additional linguistic features, such as semantic
classes and part of speech tags (Wu et al., 2018;
Stemle and Onysko, 2018; Mykowiecka et al.,
2018; Swarnkar and Singh, 2018). Most recently,
Gao et al. (2018) revisited this task, reporting
state-of-the-art results with BiLSTMs and contex-
tualized word embeddings (Peters et al., 2018). To
the best of our knowledge, none of the existing
approaches have utilized information from wider
discourse context in metaphor identification, nor
investigated its effects.

3 Data

Following past work, we use the Verbs subset of
the VUA metaphor corpus (Steen et al., 2010) used
in the above shared task. The data consists of
17240 training and 5873 test examples, equally
distributed across 4 genres of the British National
Corpus: Academic, Conversation, News, and Fic-
tion. All verbs are annotated as metaphorical or
literal in these texts. We sample 500 examples ran-
domly from the training set as a development set.

4 Models

For each utterance, our models learn generic rep-
resentations of a verb lemma,2 its syntactic argu-
ments, and its broader discourse context. We con-
catenate these features into a single feature vec-
tor and feed them into a gradient boosting deci-
sion tree classifier (Chen and Guestrin, 2016).3

By observing performance differences when using
the lemma only (L), lemma + arguments (LA), or

2The lemmatized form of the verb has improved general-
ization in other systems (Beigman Klebanov et al., 2016).

3We use the default parameters of the XGBoost package:
a maximum tree depth of 3, 100 trees, and η = 0.1.

lemma + arguments + context (LAC), we can in-
vestigate the effects of including broader context.

To obtain arguments for verbs, we extract sub-
jects and direct objects with Stanford CoreNLP
(Manning et al., 2014). 67.4% of verb usages in
the dataset have at least one argument; absent ar-
guments are represented as zero vectors. To obtain
the broader context of a verb, we take its surround-
ing paragraph as defined by the BNC; the aver-
age number of tokens in a context is 97.3. Fig-
ure 1 depicts the feature extraction and classifica-
tion pipeline of our approach.

To learn representations, we use several widely-
used embedding methods:4

GloVe We use 300-dimensional pre-trained
GloVe embeddings (Pennington et al., 2014)
trained on the Common Crawl corpus as represen-
tations of a lemma and its arguments. To learn a
context embedding, we simply average the vectors
of the tokens in the context. Out-of-vocabulary
words are represented as a mean across all vectors.

doc2vec We use pretrained 300-dimensional
paragraph vectors learned with the distributed bag-
of-words method of Le and Mikolov (2014) (col-
loquially, doc2vec), trained on Wikipedia (Lau
and Baldwin, 2016). Here, paragraph vectors are
learned to predict randomly sampled words from
the paragraph, ignoring word order. To extract
representations for verbs and arguments, we em-
bed one-word “documents” consisting of only the
word itself.5 We use a learning rate α = 0.01 and
1000 epochs to infer vectors.

Skip-thought We use pretrained skip-thought
vectors (Kiros et al., 2015) learned from training
an encoder–decoder model to reconstruct the sur-
rounding sentences of an input sentence from the
Toronto BooksCorpus (Zhu et al., 2015). From
this model, we extract 4800-dimensional represen-
tations for verb lemma, arguments, and contexts.

ELMo Finally, we use ELMo, a model of deep
contextualized word embeddings (Peters et al.,
2018). We extract 1024-dimensional representa-
tions from the last layer of a stacked BiLSTM

4These methods differ significantly in dimensionality and
training data. Our intent is not to exhaustively compare these
methods, but rather claim generally that many embeddings
give good performance on this task.

5Since some methods provide only document embeddings
and not word embeddings, for consistency, in all methods we
use the same embedding process even for single-word verbs
and arguments.
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Verb Lemma
grasp

Arguments
he                   lectures

Context
over   and    ...     his    brain

[…] Over and over again John would show up to 
class, ready to learn. But despite his professor’s 

best efforts, he simply couldn’t grasp the lectures.
One too many complex equations sent his brain […]

nsubj dobj

... 

Text

1

XGBoost Label

Figure 1: The general feature extraction and classification pipeline of our approach.

trained on Wikipedia and monolingual news data
from WMT 2008–2012. To learn embeddings for
verbs and arguments, we extract representations
for sentences containing only the word itself. To
learn context embeddings, we again average the
constituent word embeddings.

5 Evaluation

For each embedding method, we evaluate the three
configurations of features—L, LA, and LAC—on
the VUA shared task train/test split, reporting pre-
cision, recall and F1 score. Since we are interested
in whether incorporating broader context signif-
icantly improves identification performance, we
compare successive model predictions (LAC vs.
LA; LA vs. L) using the mid-p variant of McNe-
mar’s test for paired binary data (Fagerland et al.,
2013).

5.1 Comparison Systems
We first compare our models to the baselines of the
VUA shared task (Leong et al., 2018): Baseline 1,
a logistic regression classifier trained only on one-
hot encodings of verb lemmas; and Baseline 2, the
same classifier with additional WordNet class and
concreteness features. We also compare to the best
systems submitted to the VUA shared task: Wu
et al. (2018), an ensemble of 20 CNN-BiLSTMs
trained on word2vec embeddings, part-of-speech
tags, and word embedding clusters; and Stemle
and Onysko (2018), a BiLSTM trained on embed-
dings from English language learner corpora.

5.2 Results
Results for our models are presented in Table 2.
Interestingly, most of the simple lemma models
(L) already perform at Baseline 2 level, obtaining
F1 scores in the range 60–62. This is likely due
to the generalization made possible by dense rep-
resentations of lemmas (vs. one-hot encodings)
and the more powerful statistical classifier used.
As expected, the addition of argument information
consistently enhances performance.

Model P R F1

Baseline 1 (lemma) 51.0 65.4 57.3
Baseline 2 (+WN, concrete) 52.7 69.8 60.0
Stemle and Onysko (2018) 54.7 77.9 64.2
Wu et al. (2018) 60.0 76.3 67.2

GloVe L (lemma) 51.6 74.1 60.8
LA (+ args) 54.0 74.4 62.6***

LAC (+ ctx) 56.7 76.8 65.2***

doc2vec L 48.8 72.1 58.2
LA 50.5 71.4 59.1**

LAC 52.7 72.2 60.9***

skip-thought L 53.5 76.1 62.8
LA 57.0 74.0 64.3***

LAC 59.5 75.4 66.5***

ELMo L 51.3 74.9 60.9
LA 56.0 73.5 63.6***

LAC 58.9 77.1 66.8***

**,*** Significant improvement over previous model
(p < 0.01, 0.001).

Table 2: Metaphor identification results.

Crucially, the addition of broader discourse
context improves performance for all embedding
methods. In general, we observe consistent, sta-
tistically significant increases of 2-3 F1 points for
incorporating discourse. Overall, all LAC mod-
els except doc2vec exhibit high performance, and
would have achieved second place in the VUA
shared task. These results show a clear trend:
the incorporation of discourse information leads
to improvement of metaphor identification perfor-
mance across models.

Table 3 displays the performance breakdown by
genre in the VUA test set for our best perform-
ing model (ELMo LAC) and selected comparison
systems. Echoing Leong et al. (2018), we ob-
serve that the Conversation and Fiction genres are
consistently more difficult than the Academic and
News genres across all models. This is partially
because in this dataset, metaphors in these genres
are rarer, occuring 35% of the time in Academic
and 43% in News, but only 15% in Conversation
and 24% in Fiction. In addition, for our model
specifically, Conversation genre contexts are much
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Genre Model P R F1

Academic Baseline 2 70.7 83.6 76.6
Wu et al. (2018) 74.6 76.3 75.5
ELMo LAC 65.4 86.8 74.6

Conversation Baseline 2 30.1 82.1 44.1
Wu et al. (2018) 40.3 65.6 50.3
ELMo LAC 42.6 56.0 48.4

Fiction Baseline 2 40.7 66.7 50.6
Wu et al. (2018) 54.5 78.4 57.6
ELMo LAC 48.2 63.0 54.6

News Baseline 2 67.7 68.9 68.3
Wu et al. (2018) 69.4 74.4 71.8
ELMo LAC 65.2 80.0 71.8

Table 3: Performance breakdown by genre for ELMo
LAC model and comparison systems.

Args Sentence Paragraph

Overall 40 49 11

Model errors
ELMo L 37 50 13
ELMo LA 36 49 15
ELMo LAC 39 53 8

Table 4: Types of context required to interpret
metaphors in the development set, both overall (first
row) and for model errors. Each row is a separate (but
overlapping) sample from the development set.

shorter on average (23.8 vs. 97.3).
Our best performing model (ELMo LAC) is

within 0.4 F1 score of the first-place model in
the VUA shared task (Wu et al., 2018). The
GloVe LAC model would also have obtained sec-
ond place at 65.2 F1, yet is considerably simpler
than the systems used in the shared task, which
employed ensembles of deep neural architectures
and hand-engineered, metaphor-specific features.

6 Qualitative analysis

To better understand the ways in which discourse
information plays a role in metaphor processing,
we randomly sample 100 examples from our de-
velopment set and manually categorize them by
the amount of context required for their inter-
pretation. For instance, a verb may be inter-
pretable when given just its arguments (direct sub-
ject/object), it may require context from the en-
closing sentence, or it may require paragraph-level
context (or beyond). We also similarly analyze
100 sampled errors made on the development set
by the ELMo L, LA, and LAC models, to examine
whether error types vary between models.

Our analysis in Table 4 shows that 11% of ex-
amples in the development set require paragraph-
level context for correct interpretation. Indeed,
while such examples are frequently misclassified
by the L and LA models (13%, 15%), the error
rate is halved when context is included (8%).

Table 5 further presents examples requiring at
least paragraph-level context, along with gold la-
bel and model predictions. Out of the 31 unique
such examples identified in the above analyses, we
found 11 (35%) requiring explicit coreference res-
olution of a pronoun or otherwise underspecified
noun (e.g. Table 5 row 1) and 5 (16%) which ref-
erence an entity or event implicitly (ellipsis; e.g.
Table 5 row 2). However, we also observed 4 er-
rors (13%) due to examples with non-verbs and in-
complete sentences and 11 examples (35%) where
not even paragraph-level context was sufficient for
interpretation, mostly in the Conversation genre,
demonstrating the subjective and borderline nature
of many of the annotations.

This analysis shows a priori the need for
broader context beyond sentence-level for robust
metaphor processing. Yet this is not an upper
bound on performance gains; the general improve-
ment of the LAC models over LA shows that even
when context is not strictly necessary, it can still
be a useful signal for identification.

7 Conclusion

We presented the first models which leverage rep-
resentations of discourse for metaphor identifi-
cation. The performance gains of these models
demonstrate that incorporating broader discourse
information is a powerful feature for metaphor
identification systems, aligning with our quali-
tative analysis and the theoretical and empirical
evidence suggesting metaphor comprehension is
heavily influenced by wider context.

Given the simplicity of our representations of
context in these models, we are interested in fu-
ture models which (1) use discourse in more so-
phisticated ways, e.g. by modeling discourse rela-
tions or dialog state tracking (Henderson, 2015),
and (2) leverage more sophisticated neural archi-
tectures (Gao et al., 2018).
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Sentence Gold label LA LAC

A major complication [. . . ] is that the environment can rarely be treated
as in a laboratory experiment. Given this, determining the nature of the
interactions between the variables becomes a matter of major difficulty.

0 1 0

For example, on high policy common opinion said that there was nothing
for it but to stay in the ERM. He stayed in, and the recession worsened.

1 0 1

Table 5: Examples where context helps, along with gold label (0 – literal; 1 – metaphor) and model predictions
(LA, LAC). Verb is bolded, arguments underlined. Additional context (needed for interpretation) in gray.

We thank the Department of Computer Science
and Technology and Churchill College, Univer-
sity of Cambridge for travel funding. Jesse Mu
is supported by a Churchill Scholarship and an
NSF Graduate Research Fellowship. Helen Yan-
nakoudakis was supported by Cambridge Assess-
ment, University of Cambridge. We thank the
NVIDIA Corporation for the donation of the Ti-
tan GPU used in this research.

References
Beata Beigman Klebanov, Chee Wee Leong, E. Dario

Gutierrez, Ekaterina Shutova, and Michael Flor.
2016. Semantic classifications for detection of verb
metaphors. In Proceedings of the 54th Annual Meet-
ing of the Association for Computational Linguistics
(Volume 2: Short Papers), pages 101–106.

Tianqi Chen and Carlos Guestrin. 2016. XGBoost: A
scalable tree boosting system. In Proceedings of
the 22nd ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, pages
785–794.

Erik-Lân Do Dinh and Iryna Gurevych. 2016. Token-
level metaphor detection using neural networks. In
Proceedings of the Fourth Workshop on Metaphor in
NLP, pages 28–33.

Morten W Fagerland, Stian Lydersen, and Petter Laake.
2013. The McNemar test for binary matched-pairs
data: mid-p and asymptotic are better than exact
conditional. BMC Medical Research Methodology,
13(1):91.

Ge Gao, Eunsol Choi, Yejin Choi, and Luke Zettle-
moyer. 2018. Neural metaphor detection in context.
In Proceedings of the 2018 Conference on Empiri-
cal Methods in Natural Language Processing, pages
607–613.

Sam Glucksberg and Matthew S McGlone. 2001. Un-
derstanding figurative language: From metaphor to
idioms. Oxford University Press, Oxford.

Herbert P Grice. 1975. Logic and conversation. In
Peter Cole and Jerry L Morgan, editors, Syntax and
Semantics, volume 3, pages 41–58. Academic Press,
New York.

Matthew Henderson. 2015. Machine learning for dia-
log state tracking: A review. In Proceedings of The
First International Workshop on Machine Learning
in Spoken Language Processing.

Ryan Kiros, Yukun Zhu, Ruslan R Salakhutdinov,
Richard Zemel, Raquel Urtasun, Antonio Torralba,
and Sanja Fidler. 2015. Skip-thought vectors. In Ad-
vances in Neural Information Processing Systems,
pages 3294–3302.

Ioannis Korkontzelos, Torsten Zesch, Fabio Massimo
Zanzotto, and Chris Biemann. 2013. SemEval-2013
task 5: Evaluating phrasal semantics. In Second
Joint Conference on Lexical and Computational Se-
mantics (* SEM), Volume 2: Proceedings of the Sev-
enth International Workshop on Semantic Evalua-
tion (SemEval 2013), volume 2, pages 39–47.

George Lakoff and Mark Johnson. 1980. Metaphors
We Live By. University of Chicago Press, Chicago.

Jey Han Lau and Timothy Baldwin. 2016. An empiri-
cal evaluation of doc2vec with practical insights into
document embedding generation. In Proceedings
of the 1st Workshop on Representation Learning for
NLP, pages 78–86.

Quoc Le and Tomas Mikolov. 2014. Distributed repre-
sentations of sentences and documents. In Proceed-
ings of the 31st International Conference on Ma-
chine Learning, pages 1188–1196.

Chee Wee (Ben) Leong, Beata Beigman Klebanov, and
Ekaterina Shutova. 2018. A report on the 2018 VUA
metaphor detection shared task. In Proceedings of
the Workshop on Figurative Language Processing,
pages 56–66.

Christopher Manning, Mihai Surdeanu, John Bauer,
Jenny Finkel, Steven Bethard, and David McClosky.
2014. The Stanford CoreNLP natural language pro-
cessing toolkit. In Proceedings of 52nd Annual
Meeting of the Association for Computational Lin-
guistics: System Demonstrations, pages 55–60.

Agnieszka Mykowiecka, Aleksander Wawer, and Mal-
gorzata Marciniak. 2018. Detecting figurative word
occurrences using recurrent neural networks. In
Proceedings of the Workshop on Figurative Lan-
guage Processing, pages 124–127.

600



Jeffrey Pennington, Richard Socher, and Christopher
Manning. 2014. GloVe: Global vectors for word
representation. In Proceedings of the 2014 Con-
ference on Empirical Methods in Natural Language
Processing, pages 1532–1543.

Matthew Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep contextualized word repre-
sentations. In Proceedings of the 2018 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, Volume 1 (Long Papers), volume 1,
pages 2227–2237.

Marek Rei, Luana Bulat, Douwe Kiela, and Ekaterina
Shutova. 2017. Grasping the finer point: A su-
pervised similarity network for metaphor detection.
In Proceedings of the 2017 Conference on Empiri-
cal Methods in Natural Language Processing, pages
1537–1546.

Ayse Pinar Saygin. 2001. Processing figurative lan-
guage in a multi-lingual task: Translation, transfer
and metaphor. In Proceedings of the Workshop on
Corpus-based and Processing Approaches to Figu-
rative Language.

John Searle. 1979. Metaphor. In Expression and
Meaning: Studies in the Theory of Speech Acts,
pages 76–116. Cambridge University Press, Cam-
bridge and New York.

Ekaterina Shutova. 2013. Metaphor identification as
interpretation. In Second Joint Conference on Lexi-
cal and Computational Semantics (*SEM), Volume
1: Proceedings of the Main Conference and the
Shared Task: Semantic Textual Similarity, pages
276–285.

Ekaterina Shutova, Douwe Kiela, and Jean Maillard.
2016. Black holes and white rabbits: Metaphor
identification with visual features. In Proceedings of
the 2016 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 160–170.

Dan Sperber and Deirdre Wilson. 1986. Relevance:
Communication and cognition. Harvard University
Press, Cambridge, MA.

Gerard J Steen, Aletta G Dorst, J Berenike Herrmann,
Anna Kaal, Tina Krennmayr, and Trijntje Pasma.
2010. A method for linguistic metaphor identifica-
tion: From MIP to MIPVU. John Benjamins Pub-
lishing Company, Amsterdam.

Egon Stemle and Alexander Onysko. 2018. Using lan-
guage learner data for metaphor detection. In Pro-
ceedings of the Workshop on Figurative Language
Processing, pages 133–138.

Krishnkant Swarnkar and Anil Kumar Singh. 2018.
Di-LSTM contrast : A deep neural network for
metaphor detection. In Proceedings of the Workshop
on Figurative Language Processing, pages 115–120.
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Abstract

We discuss the impact of data bias on abu-
sive language detection. We show that clas-
sification scores on popular datasets reported
in previous work are much lower under realis-
tic settings in which this bias is reduced. Such
biases are most notably observed on datasets
that are created by focused sampling instead
of random sampling. Datasets with a higher
proportion of implicit abuse are more affected
than datasets with a lower proportion.

1 Introduction

Abusive or offensive language is commonly de-
fined as hurtful, derogatory or obscene utterances
made by one person to another person.1 Examples
are (1)-(3). In the literature, closely related terms
include hate speech (Waseem and Hovy, 2016) or
cyber bullying (Zhong et al., 2016). While there
may be nuanced differences in meaning, they are
all compatible with the general definition above.

(1) stop editing this, you dumbass.
(2) Just want to slap the stupid out of these bimbos!!!
(3) Go lick a pig you arab muslim piece of scum.

Due to the rise of user-generated web content,
in particular on social media networks, the amount
of abusive language is also steadily growing. NLP
methods are required to focus human review ef-
forts towards the most relevant microposts.

In this paper, we examine the issue of data bias.
For the creation of manually annotated datasets,
randomly sampling microposts from large social
media platforms typically results in a too small
proportion of abusive comments (Wulczyn et al.,
2017; Founta et al., 2018). Therefore, more fo-
cused sampling strategies have to be applied which

0Present affiliation: Leibniz ScienceCampus, Heidel-
berg/Mannheim, Germany

1http://thelawdictionary.org/

cause biases in the resulting datasets. We show
what implications this has on classifiers trained on
these datasets: Previous evaluations reported high
classification performance on datasets with diffi-
cult cases of abusive language, e.g. implicit abuse
(§2). Contrarily, we find that the high classifica-
tion scores are likely to be the result of modeling
the bias in those datasets.

Although we will explicitly name shortcomings
of existing individual datasets, our paper is not in-
tended as a reproach of those who created them.
On the contrary, we acknowledge the great ef-
forts the researchers have taken to provide these
resources. Without them, much existing research
would not have been possible. However, we also
noticed a lack of awareness of the special prop-
erties of those datasets among researchers using
them. As we will illustrate with specific examples,
this may result in unforeseen results of particular
classification approaches.

2 Explicit and Implicit Abuse

One major distinction that has been proposed in
the literature is the division into explicitly and im-
plicitly abusive language (Waseem et al., 2017).
The former are microposts that employ some abu-
sive words (1)-(3) (e.g. dumbass or scum), while
the latter represents the more difficult case in
which the abusive nature is conveyed by other
means, such as sarcasm, jokes, and particularly the
usage of negative stereotypes etc. (4)-(5).

(4) i havent had an intelligent conversation with a woman.
(5) Jews don’t marry children. Muslims do. All the time.

To determine which of the datasets that we con-
sider in this work contain which type of abusive
language, we proceeded as follows. On the set of
abusive microposts of each dataset, we computed
the proportion of microposts that include at least
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one abusive word according to the lexicon of abu-
sive words from Wiegand et al. (2018a). Datasets
with a high proportion of abusive words typically
contain a high amount of explicitly abusive mi-
croposts, whereas datasets with a low proportion
contain a higher amount of implicitly abusive lan-
guage. The resulting figures, of course, are only a
lower bound estimate for explicit language abuse.
There will also be microposts containing abusive
words that are missing from the lexicon. How-
ever, after manual inspection of a sample of mi-
croposts, we are fairly confident that this does not
significantly change the relative order of datasets
when ranked according to their degree of explicit
language abuse.

3 Datasets and Their Properties

Due to the limited space of this paper, we restrict
our discussion to frequently cited (publicly avail-
able) datasets and datasets from shared tasks. Sub-
stantial interannotation agreement has also been
reported with these datasets.

As we focus on the detection of abusive lan-
guage in general, for those datasets contain-
ing more fine-grained class inventories describing
subtypes of abusive language2, we conflate the cat-
egories to one general category. As a result, there
are always only two categories: abuse and no-
abuse. This merging removes differences between
the individual annotation schemes that would oth-
erwise impede a meaningful comparison.

Table 1 shows a brief summary of the differ-
ent datasets. Among the properties, we list the
performance of a text classifier in the right-most
column. Since in previous work performance on
the different datasets was reported on the basis
of different types of classifiers and also varying
evaluation metrics, we ran the same classifier on
all datasets in order to ensure a meaningful com-
parison. We chose FastText, which is an effi-
cient supervised classifier known to produce state-
of-the-art performance on many text classification
tasks3 (Joulin et al., 2017) and whose results are
easy to reproduce. Performance is evaluated in
a 10-fold crossvalidation setting using the macro-
average F1-score.

Table 1 also describes the way the datasets were
sampled. Not a single dataset has been produced

2For example, Waseem and Hovy (2016) distinguish be-
tween sexism and racism.

3More involved classifiers achieve better performance,
however, the relative differences between the datasets remain.

by pure random sampling. This would always re-
sult in tiny proportions of abusive language. For
example, Founta et al. (2018) estimate that on
Twitter, there are only between 0.1% up to at most
3% abusive tweets. What comes closest to ran-
dom sampling is the procedure followed by Founta
et al. (2018), Razavi et al. (2010) and the Kaggle-
challenge.4 They took a random sample and ap-
plied some heuristics in order to boost the propor-
tion of abusive microposts. For instance, in the
Kaggle-challenge, further microposts from users
were added who had been blocked due to being
reported to post personal attacks.

The procedures applied by other researchers
are more drastic because, as we show in §4 and
§5, they affect more heavily the topic distribu-
tion of the dataset. These approaches do not even
start with a random sample. The topic distribu-
tion is mostly determined by the creators of the
dataset themselves. For example, Waseem and
Hovy (2016) extract tweets matching query words
likely to co-occur with abusive content. Kumar
et al. (2018) choose Facebook-pages covering top-
ics that similarly coincide with abusive language.
The resulting datasets are far from representing
a natural sample of the underlying social-media
sites.

Table 1 shows that datasets that apply biased
sampling (Warner, Waseem, Kumar) contain a
high degree of implicit abuse. Boosted random
sampling, which provides a more realistic cross
section of microposts, on the other hand, captures
a larger amount of explicit abuse. Future work
should explore whether this is due to the predom-
inance of explicit abuse on social media or some
other reason, for example, the fact that human an-
notators more readily detect explicit abuse.

Intuitively, one would expect that the lower the
proportion of explicit abuse is on the set of abu-
sive microposts of a dataset, the lower the F1-
score becomes because implicit abuse is not con-
veyed by lexical cues that are easy to learn. Ta-
ble 1 confirms this notion, yet Waseem is the no-
table exception. We need to find an explanation
for this deviation since Waseem is by far the most
frequently used dataset for detecting abusive lan-
guage (Badjatiya et al., 2017; Bourgonje et al.,
2017; Pitsilis et al., 2018; Agrawal and Awekar,
2018; Karan and Snajder, 2018; Kshirsagar et al.,

4www.kaggle.com/c/jigsaw-toxic-comment-
classification-challenge
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name publication source microposts %abusive sampling %explicit∗ F1
Kaggle† (Wulczyn et al., 2017) Wikipedia 312,737 9.6 boosted random sampling 76.9 88.2
Founta (Founta et al., 2018) Twitter 59,357 14.1 boosted random sampling 75.9 87.3
Razavi (Razavi et al., 2010) diverse 1,525 31.9 boosted random sampling 64.7 83.3
Warner (Warner and Hirschberg, 2012) diverse 3,438 14.3 biased sampling 51.3 71.8
Waseem (Waseem and Hovy, 2016) Twitter 16,165 35.3 biased sampling 44.4 80.5
Kumar (Kumar et al., 2018) Facebook 15,000 58.1 biased sampling 32.7 70.4

Table 1: Properties of the different datasets. (∗: proportion of explicitly abusive microposts among abusive micro-
posts. †: This is an extension of the dataset presented in Wulczyn et al. (2017). Details on the corpus creation
about Kaggle can therefore be found in that publication.)

2018; Mishra et al., 2018a,b; Park et al., 2018;
Qian et al., 2018; Sahlgren et al., 2018; Shari-
firad et al., 2018; Unsvåg and Gambäck, 2018;
Wiegand et al., 2018a). This investigation is only
possible since, fortunately, Waseem is one of the
datasets whose creation process has been meticu-
lously documented.

4 Topic Bias

The Waseem-dataset has been sampled in such a
way that it contains a high proportion of microp-
osts discussing the role of women in sports, par-
ticularly their suitability as football commenta-
tors. Such microposts also very often coincide
with sexist remarks. However, the authors did
not make any attempt to debias their dataset. As
a consequence, domain-specific expressions such
as announcer, commentator, football or sport oc-
cur very frequently and almost exclusively in abu-
sive tweets. Yet intuitively these words should not
be representative of abusive language. There are
many texts on the web including Twitter that con-
tain mentions of these expressions but that are not
abusive. The current dataset, however, does not
reflect that.

Table 2 illustrates this bias by listing the words
with the highest Pointwise Mutual Information
(PMI) towards abusive microposts. It compares
the Founta-dataset (a dataset representing almost
random sampling) with the Waseem-dataset (a
dataset produced by biased sampling). We de-
liberately chose two datasets sampled from the
same social-media site, namely Twitter, as other-
wise the difference we report could be ascribed to
differences in the underlying text sources. Table
2 shows that on the Founta-dataset, abusive words
occupy the high ranks. Most of the highly ranked
words of the Waseem-dataset, however, are not
abusive. Similar observations can be made on the
other datasets produced by biased sampling (i.e.
Warner and Kumar). In the Warner-dataset, the

rank Founta Waseem
1 bitch commentator
2 niggas comedian
3 motherfucker football
4 fucking announcer
5 nigga pedophile
6 idiot mankind
7 asshole sexist
8 fuck sport
9 fuckin outlaw

10 pussy driver

Table 2: Top 10 words having strongest correla-
tion with abusive microposts according to PMI on
Founta (dataset representing almost random sample)
and Waseem (dataset produced by biased sampling).

Feature Set Prec Rec F1
all words 80.91 80.08 80.49
(ii) query words removed 76.65 76.02 76.33
(i) topic words removed 75.07 74.41 74.72

Table 3: Impact of removing specific words from clas-
sifier trained and tested on Waseem.

words CBS and Hollywood are two of the most
predictive words. They refer to the anti-semitic
prejudice that Jews are supposed to control most
of the US media. On that dataset, the bias of iden-
tity terms is also extreme: Almost 80% of the 256
mentions of the identity term Jew occur in abu-
sive microposts. On the Kumar-dataset, even com-
mon Arabic person names, such as Azan or Nahid,
strongly correlate with abusive language.

In order to demonstrate the detrimental ef-
fects such biases have, we now report the perfor-
mance of further classifiers trained on the Wassem-
dataset. Similar results could be obtained on the
Warner- and Kumar-dataset. Yet they are most
pronounced on the Waseem-dataset, which is also
the dataset on which unexpectedly high classifi-
cation performance has been observed in Table 1.
Presumably, it is also the most biased dataset.

In our first experiment, we tested a FastText-
classifier (§3) trained on the Waseem-dataset on a
random sample of 500 additional tweets that in-
clude mentions of the topic words football and
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racist sexist
author name freq author name freq
Vile Islam 1915 Yes You’re Sexist 1320
Yes You’re Sexist 8 Male Tears #4648 948
Standing Up 4 Trump 5 Vile Islam 50
YESMarriageEquality 1 LilBeasy91 10
LilBeasy91 1 N!ck 9

Table 4: The 5 most sexist and racist authors on the
Waseem-dataset and the number of their microposts.

sport. One would expect a low proportion of these
particular tweets to be predicted as abusive. How-
ever, due to the fact that the abusive training data
have such a large topic bias towards sports, the
proportion of tweets predicted to be abusive is un-
reasonably high (i.e. 70%). Manual inspection
confirmed that only a small proportion (up to 5%)
was actually abusive. This result shows us that
classifiers trained on the Waseem-dataset hardly
generalize to the concept of abusive language. Dif-
ficult tweets on that dataset, e.g. instances of im-
plicit abuse, may be classified correctly just be-
cause biased words such as football or sport occur
in them.

In our second experiment, we train and test a
classifier on the original Waseem-dataset in 10-
fold crossvalidation. However, we remove either
of the two types of biased words from the dataset:

(i) We remove 25 topic words from the 100 most
correlating words that we thought bear no
relation towards abusive language (e.g. an-
nouncer, commentator, football or sport).

(ii) We remove the 17 words that were used as
a query by Waseem and Hovy (2016) to pro-
duce the dataset.

With (i) we want to show how good classifiers
are that do not have access to biased words. This
would be a realistic setting since words, such as
football or sport, only have this bias towards abu-
sive language on the Waseem-dataset. Such re-
moval is also necessary since otherwise these bi-
ased words cause a huge amount of false positives
when testing on other datasets (as shown above).

With (ii) we want to show that query words
themselves are biased, too. For example, we ob-
served that the query word WomenAgainstFemi-
nism correlates with abusive tweets while gamer-
gate correlates with non-abusive tweets. The pur-
pose of query words is to retrieve tweets that ad-
dress specific topics. The fact that they correlate
with the classes of the dataset further proves that
the focused sampling process introduces data bias.

The results of these two configurations are dis-
played in Table 3. It shows that the removal of
a very few words (i.e. 0.2% of the overall vocabu-
lary) already causes the classification performance
to drop notably. Please note that these experiments
do not capture the full impact of the bias in this
dataset. That is, there will be more biased words
beyond the 25 words we identified on the list of
top 100 words ranked according to PMI since the
cut-off value of 100 was arbitrarily chosen.

5 Author Bias

Datasets may also be affected by author bias. By
that, we mean that information relating to the au-
thor of a micropost may artificially boost classi-
fication performance. Author information can be
explicitly derived from meta-information of a mi-
cropost, for example, a feature that encodes the
user name of a particular tweet that is to be classi-
fied. However, even if we do not explicitly encode
such information, a (lexical) supervised classifier,
such as the FastText-classifier from Table 1, may
indirectly be affected by author biases. If the set of
tweets belonging to a certain class predominantly
comes from the same author, then a supervised
classifier may largely pick up the writing style or
the topics addressed by that author. Whenever the
writing style or those topics are recognized, abu-
sive language is predicted. This may work on a
biased dataset but not beyond it.

We found that the distribution of abusive tweets
on the Waseem-dataset is highly skewed towards 3
different authors as shown in Table 4. More than
70% of the sexist tweets originate from the two
authors Male Tears #4648 and Yes, They’re Sex-
ist. 99% of the racist tweets originate from a sin-
gle author (i.e. Vile Islam). If virtually all racist
tweets originate from the same author, a classifier
just needs to consider tweets from that author and
can predict tweets from every other author as non-
racist. On this particular dataset, such a strategy
leads to good results: Both Qian et al. (2018) and
Mishra et al. (2018a) proposed classification ap-
proaches that add author information to common
text-level features. These approaches were solely
evaluated on the Waseem-dataset. However, the
author distribution on the Waseem-dataset does not
reflect reality where abusive tweets originate from
far more than a very few authors. In reality, we
therefore should expect author information to be
less predictive.
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6 How to Avoid a Biased Evaluation

A possible way to prevent classification scores
from looking unreasonably well is by applying
cross-domain classification, i.e. testing a classifier
on a dataset different from the one it was trained
on. The specific biases we pointed out should be
primarily restricted to individual datasets and not
carry over to other ones. This is illustrated by Ta-
ble 5. Compared to in-domain classification (Ta-
ble 1), all classifiers perform worse. So all clas-
sifiers seem to be affected by data bias to some
degree. Datasets with explicit abuse and less bi-
ased sampling (Kaggle, Founta, Razavi) still per-
form reasonably when trained among each other,
i.e. they are not heavily affected, whereas datasets
with implicit abuse and biased sampling (Warner,
Waseem, Kumar) perform poorly. This time this
also includes Waseem which implies that the good
performance in in-domain classification (Table 1)
was indeed caused by data bias.

Of course, cross-domain classification may not
always be practical, particularly if a specific sub-
type of language abuse is studied for which there
is only one dataset available. However, even then,
simple methods such as computing the words that
highly correlate with the different classes on that
dataset, similar to what we did in Table 2, may
already indicate that there are biases hidden in
the dataset. If only a very small amount of bi-
ased words is identified, then usually it suffices to
manually debias the dataset. By that, one under-
stands sampling additional microposts containing
the words manually detected to be biased (Dixon
et al., 2017; Wiegand et al., 2018b). For example,
in the case of the Waseem-dataset, randomly sam-
pling additional tweets matching the words an-
nouncer, commentator, football or sport, would
reduce the sexism bias we reported in this pa-
per (simply because random tweets are unlikely to
contain sexist remarks unlike the existing tweets
from the Waseem-dataset).5 In order to avoid au-
thor bias to interfere with classification, one could
restrict the number of microposts per author. This
would result in a more balanced distribution of mi-
croposts per author.

5Please note, however, that in the case of the Waseem-
dataset, this form of debiasing would not completely solve
the data bias since this dataset contains biased words beyond
the four words mentioned above.

test
train. Kaggle Founta Razavi Warner Waseem Kumar
Kag. N/A 85.83 76.15 63.91 60.32 62.48
Fou. 84.70 N/A 70.11 66.12 64.80 61.25
Raz. 72.15 73.34 N/A 60.22 61.76 60.61
War. 54.79 55.66 49.32 N/A 61.78 52.94
Was. 61.23 60.88 53.00 61.66 N/A 55.20
Kum. 69.31 65.93 62.98 55.74 59.20 N/A

Table 5: Cross-domain classification (eval.: F1).

7 Related Work

Previous work already established that identity
terms (e.g. gay, Jew or woman) have a bias to co-
occur with abusive language (Dixon et al., 2017;
Park et al., 2018). In this work, we showed that
this problem is not restricted to the small set of
identity terms. Most biases are introduced by the
sampling method used on a dataset and they have
a huge impact on classification performance.

8 Conclusion

We examined the impact of data bias on abusive
language detection and showed that this problem
is closely related to how data have been sampled.
On the popular Waseem-dataset, we illustrated
that under more realistic settings, where such bi-
ases would be less prominent, classification per-
formance is much lower than reported in research
publications. Currently, datasets with a higher de-
gree of implicit abuse are more affected by data
bias. Such bias often goes unnoticed in in-domain
classification which is why we recommend cross-
domain classification. Our finding that under a re-
alistic evaluation classification performance is ac-
tually quite poor particularly on implicit abuse, is
also in line with assessments from industry on the
quality of the state of the art6 which suggests that
there is still a long way to go.
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Abstract
Word embeddings are widely used in NLP
for a vast range of tasks. It was shown that
word embeddings derived from text corpora
reflect gender biases in society. This phe-
nomenon is pervasive and consistent across
different word embedding models, causing se-
rious concern. Several recent works tackle
this problem, and propose methods for signifi-
cantly reducing this gender bias in word em-
beddings, demonstrating convincing results.
However, we argue that this removal is super-
ficial. While the bias is indeed substantially
reduced according to the provided bias defi-
nition, the actual effect is mostly hiding the
bias, not removing it. The gender bias infor-
mation is still reflected in the distances be-
tween “gender-neutralized” words in the debi-
ased embeddings, and can be recovered from
them. We present a series of experiments to
support this claim, for two debiasing meth-
ods. We conclude that existing bias removal
techniques are insufficient, and should not be
trusted for providing gender-neutral modeling.

1 Introduction

Word embeddings have become an important
component in many NLP models and are widely
used for a vast range of downstream tasks. How-
ever, these word representations have been proven
to reflect social biases (e.g. race and gender)
that naturally occur in the data used to train them
(Caliskan et al., 2017; Garg et al., 2018).

In this paper we focus on gender bias. Gender
bias was demonstrated to be consistent and per-
vasive across different word embeddings. Boluk-
basi et al. (2016b) show that using word em-
beddings for simple analogies surfaces many gen-
der stereotypes. For example, the word embed-
ding they use (word2vec embedding trained on the
Google News dataset1 (Mikolov et al., 2013)) an-

1
https://code.google.com/archive/p/word2vec/

swer the analogy “man is to computer program-
mer as woman is to x” with “x = homemaker”.
Caliskan et al. (2017) further demonstrate associ-
ation between female/male names and groups of
words stereotypically assigned to females/males
(e.g. arts vs. science). In addition, they demon-
strate that word embeddings reflect actual gender
gaps in reality by showing the correlation between
the gender association of occupation words and
labor-force participation data.

Recently, some work has been done to reduce
the gender bias in word embeddings, both as a
post-processing step (Bolukbasi et al., 2016b) and
as part of the training procedure (Zhao et al.,
2018). Both works substantially reduce the bias
with respect to the same definition: the projection
on the gender direction (i.e.

−→
he−−→she), introduced

in the former. They also show that performance on
word similarity tasks is not hurt.

We argue that current debiasing methods, which
lean on the above definition for gender bias and
directly target it, are mostly hiding the bias rather
than removing it. We show that even when dras-
tically reducing the gender bias according to this
definition, it is still reflected in the geometry of
the representation of “gender-neutral” words, and
a lot of the bias information can be recovered.2

2 Gender Bias in Word Embeddings

In what follows we refer to words and their vectors
interchangeably.

Definition and Existing Debiasing Methods
Bolukbasi et al. (2016b) define the gender bias
of a word w by its projection on the “gender di-
rection”: −→w · (−→he−−→she), assuming all vectors are
normalized. The larger a word’s projection is on

2The code for our experiments is available at
https://github.com/gonenhila/gender_
bias_lipstick.
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−→
he−−→she, the more biased it is. They also quantify
the bias in word embeddings using this definition
and show it aligns well with social stereotypes.

Both Bolukbasi et al. (2016b) and Zhao et al.
(2018) propose methods for debiasing word em-
beddings, substantially reducing the bias accord-
ing to the suggested definition.3

In a seminal work, Bolukbasi et al. (2016b)
use a post-processing debiasing method. Given
a word embedding matrix, they make changes to
the word vectors in order to reduce the gender bias
as much as possible for all words that are not in-
herently gendered (e.g. mother, brother, queen).
They do that by zeroing the gender projection of
each word on a predefined gender direction.4 In
addition, they also take dozens of inherently gen-
dered word pairs and explicitly make sure that all
neutral words (those that are not predefined as in-
herently gendered) are equally close to each of
the two words. This extensive, thoughtful, rigor-
ous and well executed work surfaced the problem
of bias in embeddings to the ML and NLP com-
munities, defined the concept of debiasing word
embeddings, and established the defacto metric of
measuring this bias (the gender direction). It also
provides a perfect solution to the problem of re-
moving the gender direction from non-gendered
words. However, as we show in this work, while
the gender-direction is a great indicator of bias, it
is only an indicator and not the complete manifes-
tation of this bias.

Zhao et al. (2018) take a different approach and
suggest to train debiased word embeddings from
scratch. Instead of debiasing existing word vec-
tors, they alter the loss of the GloVe model (Pen-
nington et al., 2014), aiming to concentrate most
of the gender information in the last coordinate of
each vector. This way, one can later use the word
representations excluding the gender coordinate.
They do that by using two groups of male/female
seed words, and encouraging words that belong
to different groups to differ in their last coordi-
nate. In addition, they encourage the representa-
tion of neutral-gender words (excluding the last
coordinate) to be orthogonal to the gender direc-

3Another work in this spirit is that of Zhang et al. (2018),
which uses an adversarial network to debias word embed-
dings. There, the authors rely on the same definition of gen-
der bias that considers the projection on the gender direction.
We expect similar results for this method as well, however,
we did not verify that.

4The gender direction is chosen to be the top principal
component (PC) of ten gender pair difference vectors.

tion.5 This work did a step forward by trying to
remove the bias during training rather than in post-
processing, which we believe to be the right ap-
proach. Unfortunately, it relies on the same defi-
nition that we show is insufficient.

These works implicitly define what is good gen-
der debiasing: according to Bolukbasi et al.
(2016b), there is no gender bias if each non-
explicitly gendered word in the vocabulary is in
equal distance to both elements of all explicitly
gendered pairs. In other words, if one cannot de-
termine the gender association of a word by look-
ing at its projection on any gendered pair. In Zhao
et al. (2018) the definition is similar, but restricted
to projections on the gender-direction.

Remaining bias after using debiasing methods
Both works provide very compelling results as evi-
dence of reducing the bias without hurting the per-
formance of the embeddings for standard tasks.

However, both methods and their results rely
on the specific bias definition. We claim that the
bias is much more profound and systematic, and
that simply reducing the projection of words on
a gender direction is insufficient: it merely hides
the bias, which is still reflected in similarities be-
tween “gender-neutral” words (i.e., words such
as “math” or “delicate” are in principle gender-
neutral, but in practice have strong stereotypical
gender associations, which reflect on, and are re-
flected by, neighbouring words).

Our key observation is that, almost by defi-
nition, most word pairs maintain their previous
similarity, despite their change in relation to the
gender direction. The implication of this is that
most words that had a specific bias before are still
grouped together, and apart from changes with re-
spect to specific gendered words, the word embed-
dings’ spatial geometry stays largely the same.6 In
what follows, we provide a series of experiments
that demonstrate the remaining bias in the debi-
ased embeddings.

5The gender direction is estimated during training by av-
eraging the differences between female words and their male
counterparts in a predefined set.

6We note that in the extended arxiv version, Bolukbasi
et al. (2016a) do mention this phenomenon and refer to it as
“indirect bias”. However, they do not quantify its extensive-
ness before and after debiasing, treat it mostly as a nuance,
and do not provide any methods to deal with it.
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3 Experimental Setup

We refer to the word embeddings of the previ-
ous works as HARD-DEBIASED (Bolukbasi et al.,
2016b) and GN-GLOVE (gender-neutral GloVe)
(Zhao et al., 2018). For each debiased word em-
bedding we quantify the hidden bias with respect
to the biased version. For HARD-DEBIASED we
compare to the embeddings before applying the
debiasing procedure. For GN-GLOVE we com-
pare to embedding trained with standard GloVe on
the same corpus.7

Unless otherwise specified, we follow Boluk-
basi et al. (2016b) and use a reduced version of
the vocabulary for both word embeddings: we take
the most frequent 50,000 words and phrases and
remove words with upper-case letters, digits, or
punctuation, and words longer than 20 characters.
In addition, to avoid quantifying the bias of words
that are inherently gendered (e.g. mother, father,
queen), we remove from each vocabulary the re-
spective set of gendered words as pre-defined in
each work.8 This yeilds a vocabulary of 26,189
words for HARD-DEBIASED and of 47,698 words
for GN-GLOVE.

As explained in Section 2 and according to the
definition in previous works, we compute the bias
of a word by taking its projection on the gender
direction:

−→
he−−→she.

In order to quantify the association between sets
of words, we follow Caliskan et al. (2017) and use
their Word Embedding Association Test (WEAT):
consider two sets of target words (e.g., male and
female professions) and two sets of attribute words
(e.g., male and female names). A permutation test
estimates the probability that a random permuta-
tion of the target words would produce equal or
greater similarities to the attribute sets.

4 Experiments and Results

Male- and female-biased words cluster together
We take the most biased words in the vocab-
ulary according to the original bias (500 male-

7We use the embeddings provided by Bolukbasi et
al. (2016b) in https://github.com/tolga-b/
debiaswe and by Zhao et al. (2018) in https://
github.com/uclanlp/gn_glove.

8For HARD-DEBIASED we use first three lists from:
https://github.com/tolga-b/debiaswe/
tree/master/data and for GN-GLOVE we use the
two lists from: https://github.com/uclanlp/gn_
glove/tree/master/wordlist

(a) Clustering for HARD-DEBIASED embedding, before (left
hand-side) and after (right hand-side) debiasing.

(b) Clustering for GN-GLOVE embedding, before (left hand-
side) and after (right hand-side) debiasing.

Figure 1: Clustering the 1,000 most biased words, be-
fore and after debiasing, for both models.

biased and 500 female-biased9), and cluster them
into two clusters using k-means. For the HARD-
DEBIASED embedding, the clusters align with
gender with an accuracy of 92.5% (according to
the original bias of each word), compared to an ac-
curacy of 99.9% with the original biased version.
For the GN-GLOVE embedding, we get an accu-
racy of 85.6%, compared to an accuracy of 100%
with the biased version. These results suggest that
indeed much of the bias information is still embed-
ded in the representation after debiasing. Figure 1
shows the tSNE (Maaten and Hinton, 2008) pro-
jection of the vectors before and after debiasing,
for both models.

Bias-by-projection correlates to bias-by-
neighbours This clustering of gendered words
indicates that while we cannot directly “observe”
the bias (i.e. the word “nurse” will no longer
be closer to explicitly marked feminine words)
the bias is still manifested by the word being
close to socially-marked feminine words, for
example “nurse” being close to “receptionist”,
“caregiver” and “teacher”. This suggests a new
mechanism for measuring bias: the percentage of
male/female socially-biased words among the k
nearest neighbors of the target word.10

We measure the correlation of this new bias
9highest on the two lists for HARD-DEBIASED are ’pe-

tite’, ’mums’, ’bra’, ’breastfeeding’ and ’sassy’ for female
and ’rookie’, ’burly’, ’hero’, ’training camp’ and ’journey-
man’ for male. Lowest on the two lists are ’watchdogs’, ’wa-
tercolors’, ’sew’, ’burqa’, ’diets’ for female and ’teammates’,
’playable’, ’grinning’, ’knee surgery’, ’impersonation’ for
male.

10While the social bias associated with a word cannot be
observed directly in the new embeddings, we can approxi-
mate it using the gender-direction in non-debiased embed-
dings.
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(a) The plots for HARD-DEBIASED embedding, before
(top) and after (bottom) debiasing.

(b) The plots for GN-GLOVE embedding, before (top)
and after (bottom) debiasing.

Figure 2: The number of male neighbors for each profession as a function of its original bias, before and after
debiasing. We show only a limited number of professions on the plot to make it readable.

measure with the original bias measure. For the
HARD-DEBIASED embedding we get a Pearson
correlation of 0.686 (compared to a correlation of
0.741 when checking neighbors according to the
biased version). For the GN-GLOVE embedding
we get a Pearson correlation of 0.736 (compared
to 0.773). All these correlations are statistically
significant with p-values of 0.

Professions We consider the list of professions
used in Bolukbasi et al. (2016b) and Zhao et al.
(2018)11 in light of the neighbours-based bias def-
inition. Figure 2 plots the professions, with axis X
being the original bias and axis Y being the num-
ber of male neighbors, before and after debiasing.
For both methods, there is a clear correlation be-
tween the two variables.

We observe a Pearson correlation of 0.606
(compared to a correlation of 0.747 when check-
ing neighbors according to the biased version) for
HARD-DEBIASED and 0.792 (compared to 0.820)
for GN-GLOVE. All these correlations are signif-
icant with p-values < 1× 10−30.

Association between female/male and
female/male-stereotyped words We replicate
the three gender-related association experiments
from Caliskan et al. (2017). For these experiments
we use the full vocabulary since some of the
words are not included in the reduced one.

11https://github.com/tolga-b/debiaswe/
tree/master/data/professions.json

The first experiment evaluates the association
between female/male names and family and ca-
reer words. The second one evaluates the associ-
ation between female/male concepts and arts and
mathematics words. Since the inherently gendered
words (e.g. girl, her, brother) in the second ex-
periment are handled well by the debiasing mod-
els we opt to use female and male names instead.
The third one evaluates the association between fe-
male/male concepts and arts and science words.
Again, we use female and male names instead.12

For the HARD-DEBIASED embedding, we get a
p-value of 0 for the first experiment, 0.00016 for
the second one, and 0.0467 for the third. For the
GN-GLOVE embedding, we get p-values of 7.7×
10−5, 0.00031 and 0.0064 for the first, second and
third experiments, respectively.

Classifying previously female- and male-biased
words Can a classifier learn to generalize from
some gendered words to others based only on their

12All word lists are taken from Caliskan et al. (2017): First
experiment: Female names: Amy, Joan, Lisa, Sarah, Di-
ana, Kate, Ann, Donna. Male names: John, Paul, Mike,
Kevin, Steve, Greg, Jeff, Bill. Family words: home, par-
ents, children, family, cousins, marriage, wedding, relatives.
Career words: executive, management, professional, corpo-
ration, salary, office, business, career. Second experiment:
Arts Words: poetry, art, dance, literature, novel, symphony,
drama, sculpture. Math words: math, algebra, geometry, cal-
culus, equations, computation, numbers, addition. Third ex-
periment: Arts words: poetry, art, Shakespeare, dance, lit-
erature, novel, symphony, drama. Science words: science,
technology, physics, chemistry, Einstein, NASA, experiment,
astronomy.

612



representations? We consider the 5,000 most bi-
ased words according to the original bias (2,500
from each gender), train an RBF-kernel SVM clas-
sifier on a random sample of 1,000 of them (500
from each gender) to predict the gender, and evalu-
ate its generalization on the remaining 4,000. For
the HARD-DEBIASED embedding, we get an ac-
curacy of 88.88%, compared to an accuracy of
98.25% with the non-debiased version. For the
GN-GLOVE embedding, we get an accuracy of
96.53%, compared to an accuracy of 98.65% with
the non-debiased version.

5 Discussion and Conclusion

The experiments described in the previous section
reveal a systematic bias found in the embeddings,
which is independent of the gender direction. We
observe that semantically related words still main-
tain gender bias both in their similarities, and in
their representation. Concretely, we find that:

1. Words with strong previous gender bias (with
the same direction) are easy to cluster to-
gether.

2. Words that receive implicit gender from so-
cial stereotypes (e.g. receptionist, hair-
dresser, captain) still tend to group with other
implicit-gender words of the same gender,
similar as for non-debiased word embed-
dings.

3. The implicit gender of words with prevalent
previous bias is easy to predict based on their
vectors alone.

The implications are alarming: while suggested
debiasing methods work well at removing the gen-
der direction, the debiasing is mostly superficial.
The bias stemming from world stereotypes and
learned from the corpus is ingrained much more
deeply in the embeddings space.

We note that the real concern from biased repre-
sentations is not the association of a concept with
words such as “he”, “she”, “boy”, “girl” nor being
able to perform gender-stereotypical word analo-
gies. While these are nice “party tricks”, algo-
rithmic discrimination is more likely to happen
by associating one implicitly gendered term with
other implicitly gendered terms, or picking up on
gender-specific regularities in the corpus by learn-
ing to condition on gender-biased words, and gen-
eralizing to other gender-biased words (i.e., a re-
sume classifier that will learn to favor male over

female candidates based on stereotypical cues in
an existing—and biased—resume dataset, despite
of being “oblivious” to gender). Our experiments
show that such classifiers would have ample op-
portunities to pick up on such cues also after debi-
asing w.r.t the gender-direction.

The crux of the issue is that the gender-direction
provides a way to measure the gender-association
of a word, but does not determine it. Debiasing
methods which directly target the gender-direction
are for the most part merely hiding the gender bias
and not removing it. The popular definitions used
for quantifying and removing bias are insufficient,
and other aspects of the bias should be taken into
consideration as well.
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Abstract

Online texts—across genres, registers, do-
mains, and styles—are riddled with human
stereotypes, expressed in overt or subtle ways.
Word embeddings, trained on these texts, per-
petuate and amplify these stereotypes, and
propagate biases to machine learning models
that use word embeddings as features. In this
work, we propose a method to debias word
embeddings in multiclass settings such as race
and religion, extending the work of (Boluk-
basi et al., 2016) from the binary setting, such
as binary gender. Next, we propose a novel
methodology for the evaluation of multiclass
debiasing. We demonstrate that our multiclass
debiasing is robust and maintains the efficacy
in standard NLP tasks.

1 Introduction

In addition to possessing informative features use-
ful for a variety of NLP tasks, word embeddings
reflect and propagate social biases present in train-
ing corpora (Caliskan et al., 2017; Garg et al.,
2018). Machine learning systems that use em-
beddings can further amplify biases (Barocas and
Selbst, 2016; Zhao et al., 2017), discriminating
against users, particularly those from disadvan-
taged social groups.

(Bolukbasi et al., 2016) introduced a method to
debias embeddings by removing components that
lie in stereotype-related embedding subspaces.
They demonstrate the effectiveness of the ap-
proach by removing gender bias from word2vec
embeddings (Mikolov et al., 2013), preserving the
utility of embeddings and potentially alleviating
biases in downstream tasks. However, this method
was only for binary labels (e.g., male/female),
whereas most real-world demographic attributes,

* Equal contributions
† Work done while at CMU and The Microsoft AI De-

velopment Acceleration Program

Gender Biased Analogies
man→ doctor woman→ nurse
woman→ receptionist man→ supervisor
woman→ secretary man→ principal
Racially Biased Analogies
black→ criminal caucasian→ police
asian→ doctor caucasian→ dad
caucasian→ leader black→ led
Religiously Biased Analogies
muslim→ terrorist christian→ civilians
jewish→ philanthropist christian→ stooge
christian→ unemployed jewish→ pensioners

Table 1: Examples of gender, racial, and religious
biases in analogies generated from word embeddings
trained on the Reddit data from users from the USA.

including gender, race, religion, are not binary but
continuous or categorical, with more than two cat-
egories.

In this work, we show a generalization of
Bolukbasi et al.’s (2016) which enables multiclass
debiasing, while preserving utility of embeddings
(§3). We train word2vec embeddings using the
Reddit L2 corpus (Rabinovich et al., 2018) and ap-
ply multiclass debiasing using lexicons from stud-
ies on bias in NLP and social science (§4.2). We
introduce a novel metric for evaluation of bias in
collections of word embeddings (§5). Finally, we
validate that the utility of debiased embeddings in
the tasks of part-of-speech (POS) tagging, named
entity recognition (NER), and POS chunking is on
par with off-the-shelf embeddings.

2 Background

As defined by (Bolukbasi et al., 2016), debiasing
word embeddings in a binary setting requires iden-
tifying the bias subspace of the embeddings. Com-
ponents lying in that subspace are then removed
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from each embedding.

2.1 Identifying the bias subspace
(Bolukbasi et al., 2016) define the gender subspace
using defining sets of words, where the words in
each set represent different ends of the bias. For
example, in the case of gender, one defining set
might be the gendered pronouns {he, she} and
another set might be the gendered nouns {man,
woman}. The gender subspace is then computed
from these defining sets by 1) computing the vec-
tor differences of the word embeddings of words
in each set from the set’s mean, and 2) taking the
most significant components of these vectors.

2.2 Removing bias components
Following the identification of the gender sub-
space, one can apply hard or soft debiasing
(Bolukbasi et al., 2016) to completely or partially
remove the subspace components from the embed-
dings.

Hard debiasing
Hard debiasing (also called “Neutralize and
Equalize”) involves two steps. First, bias compo-
nents are removed from words that are not gen-
dered and should not contain gender bias (e.g.,
doctor, nurse), and second, gendered word em-
beddings are centered and their bias components
are equalized. For example, in the binary case,
man and woman should have bias components in
opposite directions, but of the same magnitude.
Intuitively, this then ensures that any neutral words
are equidistant to any biased words with respect to
the bias subspace.

More formally, to neutralize, given a bias sub-
space B spanned by the vectors {b1, b2, ..., bk},
we compute the component of each embedding in
this subspace:

wB =

k∑

i=1

〈w, bi〉bi (1)

We then remove this component from words that
should be bias-neutral and normalize to get the de-
biased embedding:

w′ =
w −wB
‖w −wB‖

(2)

To equalize the embeddings of words in an equal-
ity set E, let µ = 1

|E|
∑

w∈E w be the mean em-
bedding of the words in the set and µB be its com-

ponent in the bias subspace as calculated in Equa-
tion 1. Then, for w ∈ E,

w′ = (µ− µB) +
√

1− ‖µ− µB‖2
wB − µB
‖wB − µB‖

(3)

Note that in both Equations 2 and 3, the new em-
bedding has unit length.

Soft debiasing
Soft debiasing involves learning a projection of the
embedding matrix that preserves the inner product
between biased and debiased embeddings while
minimizing the projection onto the bias subspace
of embeddings that should be neutral.

Given embeddings W and N which are embed-
dings for the whole vocabulary and the subset of
bias-neutral words respectively, and the bias sub-
space B obtained in Section 2.1, soft debiasing
seeks for a linear transformation A that minimizes
the following objective:

‖(AW)ᵀ(AW)−WᵀW‖2F
+λ‖(AN)ᵀ(AB)‖2F

(4)

Minimizing the first term preserves the inner prod-
uct after the linear transformation A, and mini-
mizing the second term minimizes the projection
onto the bias subspace B of embeddings. λ ∈ R
is a tunable parameter that balances the two objec-
tives.

3 Methodology

We now discuss our proposed extension of word
embedding debiasing to the multiclass setting.

3.1 Debiasing
As in the binary setting, debiasing consists of two
steps: identifying the “bias subspace” and remov-
ing this component from the set of embeddings.

Identifying the bias subspace
The core contribution of our work is in identifying
the “bias subspace” in a multiclass setting; if we
can identify the bias subspace then prior work can
be used for multiclass debiasing.

Past work has shown that it is possible to lin-
early separate multiple social classes based on
components of word embeddings (Garg et al.,
2018). Based on this we hypothesize that there ex-
ists some component of these embeddings which
can capture multiclass bias. While a multiclass
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Gender Debiasing MAC P-Value
Biased 0.623 N/A
Hard Debiased 1.000 1.582e-14
Soft Debiased (λ = 0.2) 0.747 1.711e-12
Race Debiasing MAC P-Value
Biased 0.892 N/A
Hard Debiased 1.009 7.235e-04
Soft Debiased (λ = 0.2) 0.985 6.217e-05
Religion Debiasing MAC P-Value
Biased 0.859 N/A
Hard Debiased 1.004 3.006e-07
Soft Debiased (λ = 0.2) 0.894 0.007

Table 2: The associated mean average cosine similarity
(MAC) (defined in Section 3.2) and P-Values for debi-
asing methods for gender, race, and religious bias.

problem is inherently not a linearly separable
problem, a one versus rest classifier is. Follow-
ing from this, the computation of a multiclass
bias subspace does not have any linear constraints,
though it does come with a loss of resolution. As
a result we can compute the principal components
required to compute the “bias subspace” by sim-
ply adding an additional term for each additional
bias class to each defining set.

Formally, given defining sets of word embed-
dings D1, D2, ..., Dn, let the mean of the defin-
ing set i be µi = 1

|Di|
∑

w∈Di w, where w is the
word embedding of w. Then the bias subspace B
is given by the first k components of the following
principal component analysis (PCA) evaluation:

PCA




n⋃

i=1

⋃

w∈Di
w − µi


 (5)

The number of components k can be empirically
determined by inspecting the eigenvalues of the
PCA, or using a threshold. Also, note that the
defining sets do not have to be the same size. We
discuss the robustness of this method later.

Removing Bias Components
Following the identification of the bias subspace,
we apply the hard Neutralize and Equalize de-
biasing and soft debiasing method presented in
(Bolukbasi et al., 2016) and discussed in Sec-
tion 2.2 to completely or partially remove the sub-
space components from the embeddings.

For equalization, we take the defining sets to be
the equality sets as well.

3.2 Quantifying Bias Removal
We propose a new metric for the evaluation of bias
in collections of words which is simply the mean
average cosine similarity (MAC). This approach
is motivated by the WEAT evaluation method pro-
posed by (Caliskan et al., 2017) but modified for a
multiclass setting. To compute this metric the fol-
lowing data is required: a set of target word em-
beddings T containing terms that inherently con-
tain some form of social bias (e.g. {church, syn-
agogue, mosque}), and a set A which contains
sets of attributes A1, A2, ..., AN containing word
embeddings that should not be associated with
any word embeddings contained in the set T (e.g.
{violent, liberal, conservative }).

We define a function S that computes the mean
cosine distance between a particular target Ti and
all terms in a particular attribute set Aj :

S(t, Aj) =
1

N

∑

a∈Aj
cos(t,a), (6)

where the cosine distance is:

cos(u,v) = 1− u · v
‖u‖2 · ‖v‖2

. (7)

Finally, we define MAC as:

MAC(T,A) =
1

|T ||A|
∑

Ti∈T

∑

Aj∈A
S(Ti, Aj) (8)

We also perform a paired t-test on the distribu-
tion of average cosines used to calculate the MAC.
Thus we can quantify the effect of debiasing on
word embeddings in T and sets in A.

3.3 Measuring Downstream Utility
To measure the utility of the debiased word em-
beddings, we use the tasks of NER, POS tagging,
and POS chunking. This is to ensure that the debi-
asing procedure has not destroyed the utility of the
word embeddings. We evaluate test sentences that
contain at least one word affected by debiasing.
Additionally, we measure the change in perfor-
mance after replacing the biased embedding ma-
trix by a debiased one, and retraining the model
on debiased embeddings.

4 Data

In this section we discuss the different data sources
we used for our initial word embeddings, the so-
cial bias data used for evaluating bias, and the lin-
guistic data used for evaluating the debiasing pro-
cess.
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Embedding Matrix Replacement
Hard Gender Debiasing Hard Racial Debiasing Hard Religious Debiasing
NER Tagging POS Tagging POS Chunking NER Tagging POS Tagging POS Chunking NER Tagging POS Tagging POS Chunking

Biased F1 0.9954 0.9657 0.9958 0.9948 0.9668 0.9958 0.9971 0.9665 0.9968
∆ F1 +0.0045 -0.0098 +0.0041 +0.0051 -0.0117 +0.0041 +0.0103 -0.0345 +0.0120
∆ Precision 0.0 -0.0177 0.0 0.0 -0.0208 0.0 0.0 -0.0337 0.0
∆ Recall +0.0165 -0.0208 +0.0156 +0.0186 -0.0250 +0.0155 +0.00286 -0.0174 +0.0031

Soft Gender Debiasing Soft Racial Debiasing Soft Religious Debiasing
NER Tagging POS Tagging POS Chunking NER Tagging POS Tagging POS Chunking NER Tagging POS Tagging POS Chunking

Biased F1 0.9952 0.9614 0.9950 0.9946 0.9612 0.9946 0.9964 0.9616 0.9961
∆ F1 +0.0047 -0.0102 +0.0049 +0.0053 -0.0107 +0.0053 +0.0128 -0.0242 +0.0148
∆ Precision 0.0 -0.0202 0.0 0.0 -0.0223 0.0 0.0 -0.0199 0.0
∆ Recall +0.0169 -0.0198 +0.0187 +0.0193 -0.0197 +0.0202 +0.0035 -0.0112 +0.0038

Model Retraining
Hard Gender Debiasing Hard Racial Debiasing Hard Religious Debiasing
NER Tagging POS Tagging POS Chunking NER Tagging POS Tagging POS Chunking NER Tagging POS Tagging POS Chunking

Biased F1 0.9954 0.9657 0.9958 0.9948 0.9668 0.9958 0.9971 0.9665 0.9968
∆ F1 +0.0045 -0.0137 +0.0041 +0.0051 -0.0165 +0.0041 +0.0103 -0.0344 +0.0120
∆ Precision 0.0 -0.0259 0.0 0.0 -0.0339 0.0 0.0 -0.0287 0.0
∆ Recall +0.0165 -0.0278 +0.0156 +0.0186 -0.0306 +0.0156 +0.00286 -0.0161 +0.0031

Soft Gender Debiasing Soft Racial Debiasing Soft Religious Debiasing
NER Tagging POS Tagging POS Chunking NER Tagging POS Tagging POS Chunking NER Tagging POS Tagging POS Chunking

Biased F1 0.9952 0.9614 0.9950 0.9946 0.9612 0.9946 0.9964 0.9616 0.9961
∆ F1 +0.0047 +0.00178 +0.0049 +0.0053 -0.00119 +0.0053 +0.0128 -0.0098 +0.0148
∆ Precision 0.0 +0.0048 0.0 0.0 -0.00187 0.0 0.0 -0.0125 0.0
∆ Recall +0.0169 +0.00206 +0.0187 +0.0193 -0.00264 +0.0202 +0.0035 -0.0057 +0.0038

Table 3: The performance of embeddings the downstream tasks of NER, POS Tagging, and POS Chunking.

4.1 Embedding Language Corpus

We used the L2-Reddit corpus (Rabinovich et al.,
2018), a collection of Reddit posts and comments
by both native and non-native English speak-
ers. The native countries of post authors are de-
termined based on their posts in country- and
region-specific subreddits (such as r/Europe and
r/UnitedKingdom), and other metadata such as
user flairs, which serve as self-identification of the
user’s country of origin.

In this work, we exclusively explore data col-
lected from the United States. This was done to
leverage extensive studies of social bias done in
the United States. To obtain the initial biased
word embeddings, we trained word2vec embed-
dings (Mikolov et al., 2013) using approximately
56 million sentences.

4.2 Social Bias Data

We used the following vocabularies and studies to
compile lexicons for bias detection and removal.1

For gender, we used vocabularies created by
(Bolukbasi et al., 2016) and (Caliskan et al., 2017).

For race we consulted a number of different
sources for each race: Caucasians (Chung-Herrera
and Lankau, 2005; Goad, 1998); African Amer-
icans (Punyanunt-Carter, 2008; Brown Givens
and Monahan, 2005; Chung-Herrera and Lankau,

1The lexicon used can be found here: https:
//docs.google.com/spreadsheets/d/
1BQBFLUvB9bnuifxikjrcJNqLA0dx9ZeAWk4kdu_
OCUM.

2005; Hakanen, 1995; Welch, 2007; Kawai, 2005);
and Asian Americans (Leong and Hayes, 1990;
Lin et al., 2005; Chung-Herrera and Lankau, 2005;
Osajima, 2005; Garg et al., 2018).

Finally, for religion we used the following
sources and labels: Christians (Rios et al., 2015;
Zuckerman, 2009; Unnever et al., 2005); Jews
(Dundes, 1971; Fetzer, 2000); and Muslims (Shry-
ock, 2010; Alsultany, 2012; Shaheen, 1997).

4.3 Downstream Tasks

We evaluate biased and debiased word embed-
dings on several downstream tasks. Specifically,
the CoNLL 2003 shared task (Tjong Kim Sang
and De Meulder, 2003) which provides evaluation
data for NER, POS tagging, and POS chunking.

5 Results and Discussion

In this section we review the results of our exper-
iments and discuss what those results mean in the
context of this work.

5.1 Observations of Bias

We can observe bias in word embeddings in many
different ways. However, for the purposes of
demonstrating that bias exists in these word em-
beddings we use the analogy task that was used to
demonstrate bias in (Bolukbasi et al., 2016). We
observe that bias is present in generated analogies
by viewing them directly. A small subset of these
analogies are in Table 1 to highlight our findings.
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5.2 Removal of Bias

We perform our debiasing in the same manner as
described in Section 3.1 and calculate the MAC
scores and p-values to measure the effects of debi-
asing. Results are presented in Table 2.

Does multiclass debiasing decrease bias? We
see that this debiasing procedure categorically
moves MAC scores closer to 1.0. This indicates
an increase in cosine distance. Further, the asso-
ciated P-values indicate these changes are statis-
tically significant. This demonstrates that our ap-
proach for multiclass debiasing decreases bias.

5.3 Downstream Effects of Bias Removal

The effects of debiasing on downstream tasks are
shown in Table 3. Debiasing can either help or
harm performance. For POS tagging there is al-
most always a decrease in performance. However,
for NER and POS chunking, there is a consis-
tent increase. We conclude that these models have
learned to depend on some bias subspaces differ-
ently. Note that many performance changes are of
questionable statistical significance.

Does multiclass debiasing preserve semantic
utility? We argue the minor changes in Table
3 support the preservation of semantic utility in
the multiclass setting, especially compared to gen-
der debiasing which is known to preserve utility
(Bolukbasi et al., 2016).

Is the calculated bias subspace robust? The
bias subspace is at least robust enough to support
the above debiasing operations. This is shown by
statistically significant changes in MAC scores.

6 Limitations & Future Work

Calculating multiclass bias subspace using our
proposed approach has drawbacks. For example,
in the binary gender case, the extremes of bias
subspace reflect extreme male and female terms.
However, this is not possible when projecting mul-
tiple classes into a linear space. Thus, while we
can calculate the magnitude of the bias compo-
nents, we cannot measure extremes of each class.

Additionally, the methods presented here rely
on words that represent biases (defining sets) and
words that should or should not contain biases
(equality sets). These lists are based on data col-
lected specifically from the US. Thus, they may
not translate to other countries or cultures. Fur-
ther, some of these vocabulary terms, while peer

reviewed, may be subjective and may not fully
capture the bias subspace.

Recent work by Gonen and Goldberg (2019)
suggests that debiasing methods based on bias
component removal are insufficient to completely
remove bias in the embeddings, since embeddings
with similar biases are still clustered together after
bias component removal. Following Gonen and
Goldberg’s (2019) procedure, we plot the number
of neighbors of a particular bias class as a func-
tion of the original bias, before and after debias-
ing in Figure 1 and 2 in the Appendix. In line with
Gonen and Goldberg’s (2019) findings, simply re-
moving the bias component is insufficient to re-
move multiclass “cluster bias”. However, increas-
ing the size of the bias subspace reduces the cor-
relation of the two variables (Table 4 in the Ap-
pendix).

7 Conclusion

We showed that word embeddings trained on
www.reddit.com data contain multiclass bi-
ases. We presented a novel metric for evaluating
debiasing procedures for word embeddings. We
robustly removed multiclass bias using a general-
ization of existing techniques. Finally, we showed
that this multiclass generalization preserves the
utility of embeddings for different NLP tasks.
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A Addressing Cluster Bias

To visualize the degree of cluster bias before and
after our debiasing procedure, we follow a simi-
lar procedure to Gonen and Goldberg (2019). For
a defining set D for the target task (e.g. reli-
gion, race, gender), we compute the mean embed-
ding µ = 1

|D|
∑

c∈D c. Then, for each class c
in the defining set, we define the bias direction as
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Figure 1: Plots of number of neighbors to jew for each
profession as a function of its original bias with re-
spect to jew, before and after debiasing, for different
subspace dimensionalities.

b = c−µ
‖c−µ‖ . Using this, we find the 500 most bi-

ased words in each direction in the whole vocab-
ulary based on their component in the bias direc-
tion: 〈w,b〉.

Then, using the list of professions from Boluk-
basi et al. (2016)2, we find the 100 closest neigh-
bors for each profession. We then plot the number
of neighbors with positive bias against the origi-
nal bias of the profession word, as shown in Fig-
ures 1 and 2. The plots suggest that while the
correlation between the bias component and the
number of positively-biased neighbors might de-
crease slightly as the number of bias subspace di-
mensions increase, the cluster bias is still not fully
removed. As Table 4 shows, while the correlation
between the two quantities decreases as the num-
ber of subspace dimensions increase to 2 or 3, its
magnitude is still high.

2https://github.com/tolga-b/debiaswe/
blob/master/data/professions.json
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Figure 2: Plots of number of neighbors to muslim for
each profession as a function of its original bias with
respect to muslim, before and after debiasing, for dif-
ferent subspace dimensionalities.

Target k r ρ

jew

0 0.767 0.875
1 0.795 0.891
2 0.718 0.756
3 0.736 0.772

christian

0 0.925 0.947
1 0.835 0.841
2 0.825 0.831
3 0.832 0.839

muslim

0 0.858 0.894
1 0.774 0.812
2 0.715 0.721
3 0.712 0.718

Table 4: Pearson’s r and Spearman’s ρ correlation co-
efficients between the number of biased neighbors and
the original bias of professions with respect to target
classes for religion. k is the dimension of the bias sub-
space used (k = 0 represents the original embedding).
All correlation coefficients have p-values < 10−30.
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Abstract

The Word Embedding Association Test shows
that GloVe and word2vec word embed-
dings exhibit human-like implicit biases based
on gender, race, and other social con-
structs (Caliskan et al., 2017). Meanwhile,
research on learning reusable text representa-
tions has begun to explore sentence-level texts,
with some sentence encoders seeing enthusi-
astic adoption. Accordingly, we extend the
Word Embedding Association Test to measure
bias in sentence encoders. We then test sev-
eral sentence encoders, including state-of-the-
art methods such as ELMo and BERT, for the
social biases studied in prior work and two im-
portant biases that are difficult or impossible
to test at the word level. We observe mixed re-
sults including suspicious patterns of sensitiv-
ity that suggest the test’s assumptions may not
hold in general. We conclude by proposing di-
rections for future work on measuring bias in
sentence encoders.

1 Introduction

Word embeddings quickly achieved wide adoption
in natural language processing (NLP), precipitat-
ing the development of efficient, word-level neural
models of human language. However, prominent
word embeddings such as word2vec (Mikolov
et al., 2013) and GloVe (Pennington et al., 2014)
encode systematic biases against women and
black people (Bolukbasi et al., 2016; Garg et al.,
2018, i.a.), implicating many NLP systems in scal-
ing up social injustice. We investigate whether
sentence encoders, which extend the word embed-
ding approach to sentences, are similarly biased.1

The previously developed Word Embedding
Association Test (WEAT; Caliskan et al., 2017)
measures bias in word embeddings by comparing
two sets of target-concept words to two sets of at-
tribute words. We propose a simple generaliza-

1 While encoder training data may contain perspectives
from outside the U.S., we focus on biases in U.S. contexts.

tion of WEAT to phrases and sentences: the Sen-
tence Encoder Association Test (SEAT). We apply
SEAT to sentences generated by inserting individ-
ual words from Caliskan et al.’s tests into simple
templates such as “This is a[n] <word>.”

To demonstrate the new potential of a sentence-
level approach and advance the discourse on bias
in NLP, we also introduce tests of two biases that
are less amenable to word-level representation:
the angry black woman stereotype (Collins, 2004;
Madison, 2009; Harris-Perry, 2011; hooks, 2015;
Gillespie, 2016) and a double bind on women in
professional settings (Heilman et al., 2004).

The use of sentence-level contexts also facili-
tates testing the impact of different experimental
designs. For example, several of Caliskan et al.’s
tests rely on given names associated with Euro-
pean American and African American people or
rely on terms referring to women and men as
groups (such as “woman” and “man”). We explore
the effect of using given names versus group terms
by creating alternate versions of several bias tests
that swap the two. This is not generally feasible
with WEAT, as categories like African Americans
lack common single-word group terms.

We find varying evidence of human-like bias
in sentence encoders using SEAT. Sentence-to-
vector encoders largely exhibit the angry black
woman stereotype and Caliskan biases, and to
a lesser degree the double bind biases. Recent
sentence encoders such as BERT (Devlin et al.,
2018) display limited evidence of the tested bi-
ases. However, while SEAT can confirm the ex-
istence of bias, negative results do not indicate the
model is bias-free. Furthermore, discrepancies in
the results suggest that the confirmed biases may
not generalize beyond the specific words and sen-
tences in our test data, and in particular that cosine
similarity may not be a suitable measure of repre-
sentational similarity in recent models, indicating
a need for alternate bias detection techniques.
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Target Concepts Attributes

European American names:
Adam, Harry, Nancy, Ellen,
Alan, Paul, Katie, . . .

Pleasant: love, cheer,
miracle, peace, friend,
happy, . . .

African American names:
Jamel, Lavar, Lavon, Tia,
Latisha, Malika, . . .

Unpleasant: ugly, evil,
abuse, murder, assault,
rotten, . . .

Table 1: Subsets of target concepts and attributes from
Caliskan Test 3. Concept and attribute names are in
italics. The test compares the strength of association
between the two target concepts and two attributes,
where all four are represented as sets of words.

Target Concepts Attributes

European American names:
“This is Katie.”, “This is
Adam.” “Adam is there.”, . . .

Pleasant: “There is
love.”, “That is happy.”,
“This is a friend.”, . . .

African American names:
“Jamel is here.”, “That is
Tia.”, “Tia is a person.”, . . .

Unpleasant: “This is
evil.”, “They are evil.”,
“That can kill.”, . . .

Table 2: Subsets of target concepts and attributes from
the bleached sentence version of Caliskan Test 3.

2 Methods

The Word Embedding Association Test
WEAT imitates the human implicit association
test (Greenwald et al., 1998) for word embed-
dings, measuring the association between two
sets of target concepts and two sets of attributes.
Let X and Y be equal-size sets of target concept
embeddings and let A and B be sets of attribute
embeddings. The test statistic is a difference
between sums over the respective target concepts,

s(X,Y,A,B) =
[∑

x∈Xs(x,A,B)−∑
y∈Y s(y,A,B)

]
,

where each addend is the difference between mean
cosine similarities of the respective attributes,

s(w,A,B) =
[
meana∈A cos(w, a)−
meanb∈B cos(w, b)

]

A permutation test on s(X,Y,A,B) is used to
compute the significance of the association be-
tween (A,B) and (X,Y ),

p = Pr [s(Xi, Yi, A,B) > s(X,Y,A,B)] ,

where the probability is computed over the space
of partitions (Xi, Yi) of X ∪ Y such that Xi and
Yi are of equal size, and a normalized difference of

means of s(w,A,B) is used to measure the mag-
nitude of the association (the effect size; Caliskan
et al., 2017),

d =
meanx∈Xs(x,A,B)−meany∈Y s(y,A,B)

std devw∈X∪Y s(w,A,B)
.

Controlling for significance, a larger effect size re-
flects a more severe bias. We detail our implemen-
tations in the supplement.

The Sentence Encoder Association Test SEAT
compares sets of sentences, rather than sets of
words, by applying WEAT to the vector repre-
sentation of a sentence. Because SEAT operates
on fixed-sized vectors and some encoders produce
variable-length vector sequences, we use pooling
as needed to aggregate outputs into a fixed-sized
vector. We can view WEAT as a special case of
SEAT in which the sentence is a single word. In
fact, the original WEAT tests have been run on the
Universal Sentence Encoder (Cer et al., 2018).

To extend a word-level test to sentence con-
texts, we slot each word into each of several se-
mantically bleached sentence templates such as
“This is<word>.”, “<word> is here.”, “This will
<word>.”, and “<word> are things.”. These tem-
plates make heavy use of deixis and are designed
to convey little specific meaning beyond that of the
terms inserted into them.2 For example, the word
version of Caliskan Test 3 is illustrated in Table 1
and the sentence version is illustrated in Table 2.
We choose this design to focus on the associations
a sentence encoder makes with a given term rather
than those it happens to make with the contexts of
that term that are prevalent in the training data; a
similar design was used in a recent sentiment anal-
ysis evaluation corpus stratified by race and gen-
der (Kiritchenko and Mohammad, 2018). To fa-
cilitate future work, we publicly release code for
SEAT and all of our experiments.3

3 Biases Tested

Caliskan Tests We first test whether the sen-
tence encoders reproduce the same biases that
word embedding models exhibited in Caliskan
et al. (2017). These biases correspond to past
social psychology studies of implicit associations
in human subjects.4 We apply both the original

2 See the supplement for further details and examples.
3 http://github.com/W4ngatang/sent-bias
4 See Greenwald et al. (2009) for a review of this work.
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word-level versions of these tests as well as our
generated sentence-level versions.

Angry Black Woman Stereotype In the Sap-
phire or angry black woman (ABW) stereotype,
black women are portrayed as loud, angry, and
imposing (Collins, 2004; Madison, 2009; Harris-
Perry, 2011; hooks, 2015; Gillespie, 2016). This
stereotype contradicts common associations made
with the ostensibly race-neutral (unmarked) cat-
egory of women (Bem, 1974), suggesting that
that category is implicitly white. Intersectional-
ity reveals that experiences considered common
to women are not necessarily shared by black
women, who are marginalized both among women
and among black people (Crenshaw, 1989). Re-
cently, intersectionality has been demonstrated in
English Wikipedia using distributional semantic
word representations (Herbelot et al., 2012), and
in the disparate error rates of machine learning
technologies like face recognition (Buolamwini
and Gebru, 2018).

To measure sentence encoders’ reproduction of
the angry black woman stereotype, we create a
test whose target concepts are black-identifying
and white-identifying female given names from
Sweeney (2013, Table 1) and whose attributes are
adjectives used in the discussion of the stereo-
type in Collins (2004, pp. 87-90) and their
antonyms. We also produce a version of the
test with attributes consisting of terms describing
black women and white women as groups, as well
as sentence versions in which attribute and target
concept terms are inserted in sentence templates.

Double Binds Women face many double binds,
contradictory or unsatisfiable expectations of fem-
ininity and masculinity (Stone and Lovejoy, 2004;
Harris-Perry, 2011; Mitchell, 2012). If women
clearly succeed in a male gender-typed job, they
are perceived less likable and more hostile than
men in similar positions; if success is am-
biguous, they are perceived less competent and
achievement-oriented than men. Both outcomes
can interfere in performance evaluations (Heilman
et al., 2004), contributing to the glass ceiling im-
peding women’s career advancement.5

We test this double bind in sentence encoders
by translating Heilman et al.’s experiment to two
SEAT tests. In the first, we represent the two tar-

5 See Schluter (2018) for a recent exposition of the glass
ceiling in the NLP research community.

Model Agg. Dim.

CBoW (GloVe), 840 billion token web
corpus version (Pennington et al., 2014)

mean 300

InferSent, AllNLI (Conneau et al., 2017) max 4096
GenSen, +STN +Fr +De +NLI +L +STP
+Par (Subramanian et al., 2018)

last 4096

Universal Sentence Encoder (USE),
DAN version (Cer et al., 2018)

N/A 512

ELMo (Peters et al., 2018), sum over
layers after mean-pooling over sequence

mean 1024

GPT (Radford et al., 2018) last 768
BERT, large, cased (Devlin et al., 2018) [CLS] 1024

Table 3: Models tested (disambiguated with notation
from cited paper), aggregation functions applied across
token representations, and representation dimensions.

get concepts by names of women and men, respec-
tively, in the single sentence template “<word> is
an engineer with superior technical skills.”; the at-
tributes are likable and non-hostile terms, based
on Heilman et al.’s design, in the sentence tem-
plate “The engineer is <word>.” In the sec-
ond, we use the shortened target concept sen-
tence template “<word> is an engineer” and fill
the attribute templates from before with competent
and achievement-oriented terms based on Heilman
et al.’s design.6 We refer to these tests as semanti-
cally unbleached because the context contains im-
portant information about the bias. We produce
two variations of these tests: word-level tests in
which target concepts are names in isolation and
attributes are adjectives in isolation, as well as cor-
responding semantically bleached sentence-level
tests. These control conditions allow us to probe
the extent to which observed associations are at-
tributable to gender independent of context.

4 Experiments and Results

We apply SEAT to seven sentence encoders (listed
in Table 3) including simple bag-of-words en-
coders, sentence-to-vector models, and state-of-
the-art sequence models.7 For all models, we use
publicly available pretrained parameters.

Table 4 shows effect size and significance
at 0.01 before and after applying the Holm-
Bonferroni multiple testing correction (Holm,
1979) for a subset of tests and models; com-
plete results are provided in the supplement.8

6 We consider other formulations in the supplement.
7 We provide further details and explore variations on

these model configurations in the supplement.
8 We use the full set of tests and models when comput-
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Test Context CBoW InferSent GenSen USE ELMo GPT BERT

C1: Flowers/Insects word 1.50∗∗ 1.56∗∗ 1.24∗∗ 1.38∗∗ −0.03 0.20 0.22
C1: Flowers/Insects sent 1.56∗∗ 1.65∗∗ 1.22∗∗ 1.38∗∗ 0.42∗∗ 0.81∗∗ 0.62∗∗

C3: EA/AA Names word 1.41∗∗ 1.33∗∗ 1.32∗∗ 0.52 −0.40 0.60∗ −0.11
C3: EA/AA Names sent 0.52∗∗ 1.07∗∗ 0.97∗∗ 0.32∗ −0.38 0.19 0.05
C6: M/F Names, Career word 1.81∗ 1.78∗ 1.84∗ 0.02 −0.45 0.22 0.21
C6: M/F Names, Career sent 1.74∗∗ 1.69∗∗ 1.63∗∗ 0.83∗∗ −0.38 0.35 0.08
ABW Stereotype word 1.10∗ 1.18∗ 1.57∗∗ −0.39 0.53 0.08 −0.32
ABW Stereotype sent 0.62∗∗ 0.98∗∗ 1.05∗∗ −0.19 0.52∗ −0.07 −0.17
Double Bind: Competent word 1.62∗ 1.09 1.49∗ 1.51∗ −0.35 −0.28 −0.81
Double Bind: Competent sent 0.79∗∗ 0.57∗ 0.83∗∗ 0.25 −0.15 0.10 0.39
Double Bind: Competent sent (u) 0.84 1.42∗ 1.03 0.71 0.20 0.71 1.17∗

Double Bind: Likable word 1.29∗ 0.65 1.31∗ 0.16 −0.60 0.91 −0.55
Double Bind: Likable sent 0.69∗ 0.37 0.25 0.32 −0.45 −0.20 −0.35
Double Bind: Likable sent (u) 0.51 1.33∗ 0.05 0.48 −0.90 −0.87 0.99

Table 4: SEAT effect sizes for select tests, including word-level (word), bleached sentence-level (sent), and un-
bleached sentence-level (sent (u)) versions. CN : test from Caliskan et al. (2017, Table 1) row N ; *: significant at
0.01, **: significant at 0.01 after multiple testing correction.

Specifically, we select Caliskan Test 1 associat-
ing flowers/insects with pleasant/unpleasant, Test
3 associating European/African American names
with pleasant/unpleasant, and Test 6 associating
male/female names with career/family, as well as
the angry black woman stereotype and the com-
petent and likable double bind tests. We observe
that tests based on given names more often find a
significant association than those based on group
terms; we only show the given-name results here.

We find varying evidence of bias in sentence
encoders according to these tests. Bleached
sentence-level tests tend to elicit more significant
associations than word-level tests, while the latter
tend to have larger effect sizes. We find stronger
evidence for the Caliskan and ABW stereotype
tests than for the double bind. After the multi-
ple testing correction, we only find evidence of the
double bind in bleached, sentence-level competent
control tests; that is, we find women are associated
with incompetence independent of context.9

Some patterns in the results cast doubt on
the reasonableness of SEAT as an evaluation.
For instance, Caliskan Test 7 (association be-
tween math/art and male/female) and Test 8 (sci-
ence/art and male/female) elicit counterintuitive
results from several models. These tests have the
same sizes of target concept and attribute sets.
For CBoW on the word versions of those tests,
we see p-values of 0.016 and 10−2, respectively.

ing the multiple testing correction, including those only pre-
sented in the supplement.

9 However, the double bind results differ across models;
we show no significant associations for ELMo or GPT and
only one each for USE and BERT.

On the sentence versions, we see p-values of
10−5 for both tests. Observing similar p-values
agrees with intuition: The math/art association
should be similar to the science/art association
because they instantiate a disciplinary dichotomy
between math/science and arts/language (Nosek
et al., 2002). However, for BERT on the sentence
version, we see discrepant p-values of 10−5 and
0.14; for GenSen, 0.12 and 10−3; and for GPT,
0.89 and 10−4.

Caliskan Tests 3, 4, and 5 elicit even more
counterintuitive results from ELMo. These tests
measure the association between European Amer-
ican/African American and pleasant/unpleasant.
Test 3 has larger attribute sets than Test 4, which
has larger target concept sets than Test 5. Intu-
itively, we expect increasing p-values across Tests
3, 4, and 5, as well-designed target concepts and
attributes of larger sizes should yield higher-power
tests. Indeed, for CBoW, we find increasing p-
values of 10−5, 10−5, and 10−4 on the word ver-
sions of the tests and 10−5, 10−5, and 10−2 on the
sentence versions, respectively.10 However, for
ELMo, we find decreasing p-values of 0.95, 0.45,
and 0.08 on the word versions of the tests and 1,
0.97, and 10−4 on the sentence versions. We inter-
pret these results as ELMo producing substantially
different representations for conceptually similar
words. Thus, SEAT’s assumption that the sentence
representations of each target concept and attribute
instantiate a coherent concept appears invalid.

10 Our SEAT implementation uses sampling with a preci-
sion of 10−5, so 10−5 is the smallest p-value we can observe.
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5 Conclusion

At face value, our results suggest recent sentence
encoders exhibit less bias than previous models
do, at least when “bias” is considered from a U.S.
perspective and measured using the specific tests
we have designed. However, we strongly caution
against interpreting the number of significant as-
sociations or the average significant effect size as
an absolute measure of bias. Like WEAT, SEAT
only has positive predictive ability: It can detect
presence of bias, but not its absence. Consider-
ing that these representations are trained without
explicit bias control mechanisms on naturally oc-
curring text, we argue against interpreting a lack
of evidence of bias as a lack of bias.

Moreover, the counterintuitive sensitivity of
SEAT on some models and biases suggests that
biases revealed by SEAT may not generalize be-
yond the specific words and sentences in our test
data. That is, our results invalidate the assumption
that each set of words or sentences in our tests rep-
resents a coherent concept/attribute (like African
American or pleasant) to the sentence encoders;
hence, we do not assume the encoders will ex-
hibit similar behavior on other potential elements
of those concepts/attributes (other words or sen-
tences representing, for example, African Ameri-
can or pleasant).

One possible explanation of the observed sen-
sitivity at the sentence level is that, from the sen-
tence encoders’ view, our sentence templates are
not as semantically bleached as we expect; small
variations in their relative frequencies and interac-
tions with the terms inserted into them may be un-
dermining the coherence of the concepts/attributes
they implement. Another possible explanation that
also accounts for the sensitivity observed in the
word-level tests is that cosine similarity is an in-
adequate measure of text similarity for sentence
encoders. If this is the case, the biases revealed by
SEAT may not translate to biases in downstream
applications. Future work could measure bias at
the application level instead, following Bailey and
Deery (2018)’s recommendation based on the ten-
sion between descriptive and normative correct-
ness in representations.

The angry black woman stereotype represents
an intersectional bias, a phenomenon not well an-
ticipated by an additive model of racism and sex-
ism (Crenshaw, 1989). Previous work has mod-
eled biases at the intersection of race and gender in

distributional semantic word representations (Her-
belot et al., 2012), natural language inference
data (Rudinger et al., 2017), and facial recogni-
tion systems (Buolamwini and Gebru, 2018), as
well as at the intersection of dialect and gender in
automatic speech recognition (Tatman, 2017). We
advocate for further consideration of intersection-
ality in future work in order to avoid reproducing
the erasure of multiple minorities who are most
vulnerable to bias.

We have developed a simple sentence-level ex-
tension of an established word embedding bias
instrument and used it to measure the degree
to which pretrained sentence encoders capture a
range of social biases, observing a large number
of significant effects as well as idiosyncrasies sug-
gesting limited external validity. This study is pre-
liminary and leaves open to investigation several
design choices that may impact the results; fu-
ture work may consider revisiting choices like the
use of semantically bleached sentence inputs, the
aggregation applied to models that represent sen-
tences with sequences of hidden states, and the
use of cosine similarity between sentence repre-
sentations. We challenge researchers of fairness
and ethics in NLP to critically (re-)examine their
methods; looking forward, we hope for a deeper
consideration of the social contexts in which NLP
systems are applied.
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Abstract

In this paper, we quantify, analyze and miti-
gate gender bias exhibited in ELMo’s contex-
tualized word vectors. First, we conduct sev-
eral intrinsic analyses and find that (1) train-
ing data for ELMo contains significantly more
male than female entities, (2) the trained ELMo
embeddings systematically encode gender in-
formation and (3) ELMo unequally encodes
gender information about male and female en-
tities. Then, we show that a state-of-the-art
coreference system that depends on ELMo in-
herits its bias and demonstrates significant bias
on the WinoBias probing corpus. Finally, we
explore two methods to mitigate such gender
bias and show that the bias demonstrated on
WinoBias can be eliminated.

1 Introduction

Distributed representations of words in the form
of word embeddings (Mikolov et al., 2013; Pen-
nington et al., 2014) and contextualized word em-
beddings (Peters et al., 2018; Devlin et al., 2018;
Radford et al., 2018; McCann et al., 2017; Radford
et al., 2019) have led to huge performance improve-
ment on many NLP tasks. However, several re-
cent studies show that training word embeddings in
large corpora could lead to encoding societal biases
present in these human-produced data (Bolukbasi
et al., 2016; Caliskan et al., 2017). In this work, we
extend these analyses to the ELMo contextualized
word embeddings.

Our work provides a new intrinsic analysis of
how ELMo represents gender in biased ways. First,
the corpus used for training ELMo has a significant
gender skew: male entities are nearly three times
more common than female entities, which leads to
gender bias in the downloadable pre-trained con-
textualized embeddings. Then, we apply princi-
pal component analysis (PCA) to show that after
training on such biased corpora, there exists a low-
dimensional subspace that captures much of the

gender information in the contextualized embed-
dings. Finally, we evaluate how faithfully ELMo
preserves gender information in sentences by mea-
suring how predictable gender is from ELMo repre-
sentations of occupation words that co-occur with
gender revealing pronouns. Our results show that
ELMo embeddings perform unequally on male and
female pronouns: male entities can be predicted
from occupation words 14% more accurately than
female entities.

In addition, we examine how gender bias in
ELMo propagates to the downstream applications.
Specifically, we evaluate a state-of-the-art coref-
erence resolution system (Lee et al., 2018) that
makes use of ELMo’s contextual embeddings on
WinoBias (Zhao et al., 2018a), a coreference di-
agnostic dataset that evaluates whether systems
behave differently on decisions involving male and
female entities of stereotyped or anti-stereotyped
occupations. We find that in the most challenging
setting, the ELMo-based system has a disparity in
accuracy between pro- and anti-stereotypical pre-
dictions, which is nearly 30% higher than a similar
system based on GloVe (Lee et al., 2017).

Finally, we investigate approaches for mitigating
the bias which propagates from the contextualized
word embeddings to a coreference resolution sys-
tem. We explore two different strategies: (1) a
training-time data augmentation technique (Zhao
et al., 2018a), where we augment the corpus for
training the coreference system with its gender-
swapped variant (female entities are swapped to
male entities and vice versa) and, afterwards, re-
train the coreference system; and (2) a test-time
embedding neutralization technique, where input
contextualized word representations are averaged
with word representations of a sentence with enti-
ties of the opposite gender. Results show that test-
time embedding neutralization is only partially ef-
fective, while data augmentation largely mitigates
bias demonstrated on WinoBias by the coreference
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system.

2 Related Work

Gender bias has been shown to affect several real-
world applications relying on automatic language
analysis, including online news (Ross and Carter,
2011), advertisements (Sweeney, 2013), abusive
language detection (Park et al., 2018), machine
translation (Font and Costa-jussà, 2019; Vanmassen-
hove et al., 2018), and web search (Kay et al., 2015).
In many cases, a model not only replicates bias in
the training data but also amplifies it (Zhao et al.,
2017).

For word representations, Bolukbasi et al. (2016)
and Caliskan et al. (2017) show that word embed-
dings encode societal biases about gender roles and
occupations, e.g. engineers are stereotypically men,
and nurses are stereotypically women. As a con-
sequence, downstream applications that use these
pretrained word embeddings also reflect this bias.
For example, Zhao et al. (2018a) and Rudinger et al.
(2018) show that coreference resolution systems
relying on word embeddings encode such occupa-
tional stereotypes. In concurrent work, May et al.
(2019) measure gender bias in sentence embed-
dings, but their evaluation is on the aggregation
of word representations. In contrast, we analyze
bias in contextualized word representations and its
effect on a downstream task.

To mitigate bias from word embeddings, Boluk-
basi et al. (2016) propose a post-processing method
to project out the bias subspace from the pre-trained
embeddings. Their method is shown to reduce
the gender information from the embeddings of
gender-neutral words, and, remarkably, maintains
the same level of performance on different down-
stream NLP tasks. Zhao et al. (2018b) further pro-
pose a training mechanism to separate gender in-
formation from other factors. However, Gonen and
Goldberg (2019) argue that entirely removing bias
is difficult, if not impossible, and the gender bias
information can be often recovered. This paper
investigates a natural follow-up question: What are
effective bias mitigation techniques for contextual-
ized embeddings?

3 Gender Bias in ELMo

In this section we describe three intrinsic analyses
highlighting gender bias in trained ELMo contex-
tual word embeddings (Peters et al., 2018). We
show that (1) training data for ELMo contains sig-

#occurrence #M-biased occs. #F-biased occs.
M 5,300,000 170,000 81,000
F 1,600,000 33,000 36,000

Table 1: Training corpus for ELMo. We show to-
tal counts for male (M) and female (F) pronouns
in the corpus, and counts corresponding to their co-
occurrence with occupation words where the occupa-
tions are stereotypically male (M-biased) or female (F-
biased).

nificantly more male entities compared to female
entities leading to gender bias in the pre-trained
contextual word embeddings (2) the geometry of
trained ELMo embeddings systematically encodes
gender information and (3) ELMo propagates gen-
der information about male and female entities un-
equally.

3.1 Training Data Bias
Table 1 lists the data analysis on the One Billion
Word Benchmark (Chelba et al., 2013) corpus, the
training corpus for ELMo. We show counts for
the number of occurrences of male pronouns (he,
his and him) and female pronouns (she and her)
in the corpus as well as the co-occurrence of occu-
pation words with those pronouns. We use the set
of occupation words defined in the WinoBias cor-
pus and their assignments as prototypically male
or female (Zhao et al., 2018a). The analysis shows
that the Billion Word corpus contains a significant
skew with respect to gender: (1) male pronouns
occur three times more than female pronouns and
(2) male pronouns co-occur more frequently with
occupation words, irrespective of whether they are
prototypically male or female.

3.2 Geometry of Gender
Next, we analyze the gender subspace in ELMo.
We first sample 400 sentences with at least one gen-
dered word (e.g., he or she from the OntoNotes 5.0
dataset (Weischedel et al., 2012) and generate the
corresponding gender-swapped variants (changing
he to she and vice-versa). We then calculate the dif-
ference of ELMo embeddings between occupation
words in corresponding sentences and conduct prin-
cipal component analysis for all pairs of sentences.
Figure 1 shows there are two principal components
for gender in ELMo, in contrast to GloVe which
only has one (Bolukbasi et al., 2016). The two
principal components in ELMo seem to represent
the gender from the contextual information (Con-
textual Gender) as well as the gender embedded in
the word itself (Occupational Gender).

630



0 2 4 6 8
0.00

0.05

0.10

0.15

0.20

0.25

0.30

4 3 2 1 0 1 2 3
Contextual Gender

8

7

6

5

4

3

2

1

O
cc

up
at

io
na

l G
en

de
r

laywer
laywer

chief

chief

developer

developer

driver
driver

physician

physician

secretary

secretary

nurse
nurse

cashier
cashier

cleaner

cleaner

librarian
librarian

actress
waitress

princess
actor

waiter

prince

Figure 1: Left: Percentage of explained variance in PCA in the embedding differences. Right: Selected words
projecting to the first two principle components where the blue dots are the sentences with male context and the
orange dots are from the sentences with female context.

To visualize the gender subspace, we pick a few
sentence pairs from WinoBias (Zhao et al., 2018a).
Each sentence in the corpus contains one gendered
pronoun and two occupation words, such as “The
developer corrected the secretary because she made
a mistake” and also the same sentence with the op-
posite pronoun (he). In Figure 1 on the right, we
project the ELMo embeddings of occupation words
that are co-referent with the pronoun (e.g. secre-
tary in the above example) for when the pronoun
is male (blue dots) and female (orange dots) on
the two principal components from the PCA analy-
sis. Qualitatively, we can see the first component
separates male and female contexts while the sec-
ond component groups male related words such
as lawyer and developer and female related words
such as cashier and nurse.

3.3 Unequal Treatment of Gender
To test how ELMo embeds gender information in
contextualized word embeddings, we train a clas-
sifier to predict the gender of entities from occu-
pation words in the same sentence. We collect
sentences containing gendered words (e.g., he-she,
father-mother) and occupation words (e.g., doc-
tor)1 from the OntoNotes 5.0 corpus (Weischedel
et al., 2012), where we treat occupation words as a
mention to an entity, and the gender of that entity
is taken to the gender of a co-referring gendered
word, if one exists. For example, in the sentence
“the engineer went back to her home,” we take engi-
neer to be a female mention. Then we split all such
instances into training and test, with 539 and 62 in-
stances, respectively and augment these sentences
by swapping all the gendered words with words of
the opposite gender such that the numbers of male

1We use the list collected in (Zhao et al., 2018a)

and female entities are balanced.
We first test if ELMo embedding vectors carry

gender information. We train an SVM classifier
with an RBF kernel2 to predict the gender of a men-
tion (i.e., an occupation word) based on its ELMo
embedding. On development data, this classifier
achieves 95.1% and 80.6% accuracy on sentences
where the true gender was male and female respec-
tively. For both male and female contexts, the accu-
racy is much larger than 50%, demonstrating that
ELMo does propagate gender information to other
words. However, male information is more than
14% more accurately represented in ELMo than fe-
male information, showing that ELMo propagates
the information unequally for male and female en-
tities.

4 Bias in Coreference Resolution

In this section, we establish that coreference sys-
tems that depend on ELMo embeddings exhibit
significant gender bias. Then we evaluate two sim-
ple methods for removing the bias from the systems
and show that the bias can largely be reduced.

4.1 Setup
We evaluate bias with respect to the WinoBias
dataset (Zhao et al., 2018a), a benchmark of paired
male and female coreference resolution examples
following the Winograd format (Hirst, 1981; Rah-
man and Ng, 2012; Peng et al., 2015). It contains
two different subsets, pro-stereotype, where pro-
nouns are associated with occupations predomi-
nately associated with the gender of the pronoun, or
anti-stereotype, when the opposite relation is true.

2We use the ν-SVC formulation and tune the hyper-
parameter ν (Chang and Lin, 2011) in the range of [0.1, 1]
with a step 0.1.
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Embeddings Data Augmentation Neutralization OntoNotes Semantics Only w/ Syntactic Cues
GloVe ELMo Pro. Anti. Avg. | Diff | Pro. Anti. Avg. | Diff |

GloVe 67.7 76.0 49.4 62.7 26.6* 88.7 75.2 82.0 13.5*
GloVe 65.8 63.9 62.8 63.4 1.1 81.3 83.4 82.4 2.1

GloVe+ELMo 72.7 79.1 49.5 64.3 29.6* 93.0 85.9 89.5 7.1*
GloVe+ELMo 71.0 65.9 64.9 65.4 1.0 87.8 88.9 88.4 1.2
GloVe+ELMo 71.0 72.6 57.8 64.9 14.3* 90.2 88.6 89.4 1.6
GloVe+ELMo 71.1 71.7 60.6 66.2 11.1* 90.3 89.2 89.8 1.1

Table 2: F1 on OntoNotes and WinoBias development sets. WinoBias dataset is split Semantics Only and w/
Syntactic Cues subsets. ELMo improves the performance on the OntoNotes dataset by 5% but shows stronger bias
on the WinoBias dataset. Avg. stands for averaged F1 score on the pro- and anti-stereotype subsets while “Diff.”
is the absolute difference between these two subsets. * indicates the difference between pro/anti stereotypical
conditions is significant (p < .05) under an approximate randomized test (Graham et al., 2014). Mitigating bias
by data augmentation reduces all the bias from the coreference model to a neglect level. However, the neutralizing
ELMo approach only mitigates bias when there are other strong learning signals for the task.

Each subset consists of two types of sentences: one
that requires semantic understanding of the sen-
tence to make coreference resolution (Semantics
Only) and another that relies on syntactic cues (w/
Syntactic Cues). Gender bias is measured by taking
the difference of the performance in pro- and anti-
stereotypical subsets. Previous work (Zhao et al.,
2018a) evaluated the systems based on GloVe em-
beddings but here we evaluate a state-of-the-art
system that trained on the OntoNotes corpus with
ELMo embeddings (Lee et al., 2018).

4.2 Bias Mitigation Methods
Next, we describe two methods for mitigating bias
in ELMo for the purpose of coreference resolution:
(1) a train-time data augmentation approach and
(2) a test-time neutralization approach.

Data Augmentation Zhao et al. (2018a) propose
a method to reduce gender bias in coreference res-
olution by augmenting the training corpus for this
task. Data augmentation is performed by replacing
gender revealing entities in the OntoNotes dataset
with words indicating the opposite gender and then
training on the union of the original data and this
swapped data. In addition, they find it useful to
also mitigate bias in supporting resources and there-
fore replace standard GloVe embeddings with bias
mitigated word embeddings from Bolukbasi et al.
(2016). We evaluate the performance of both as-
pects of this approach.

Neutralization We also investigate an approach
to mitigate bias induced by ELMo embeddings
without retraining the coreference model. Instead
of augmenting training corpus by swapping gender
words, we generate a gender-swapped version of
the test instances. We then apply ELMo to obtain
contextualized word representations of the original

and the gender-swapped sentences and use their
average as the final representations.

4.3 Results
Table 2 summarizes our results on WinoBias.

ELMo Bias Transfers to Coreference Row 3
in Table 2 summarizes performance of the ELMo
based coreference system on WinoBias. While
ELMo helps to boost the coreference resolution F1
score (OntoNotes) it also propagates bias to the
task. It exhibits large differences between pro- and
anti-stereotyped sets (|Diff|) on both semantic and
syntactic examples in WinoBias.

Bias Mitigation Rows 4-6 in Table 2 summa-
rize the effectiveness of the two bias mitigation
approaches we consider. Data augmentation is
largely effective at mitigating bias in the corefer-
ence resolution system with ELMo (reducing |Diff
| to insignificant levels) but requires retraining the
system. Neutralization is less effective than aug-
mentation and cannot fully remove gender bias
on the Semantics Only portion of WinoBias, indi-
cating it is effective only for simpler cases. This
observation is consistent with Gonen and Goldberg
(2019), where they show that entirely removing
bias from an embedding is difficult and depends on
the manner, by which one measures the bias.

5 Conclusion and Future Work

Like word embedding models, contextualized word
embeddings inherit implicit gender bias. We ana-
lyzed gender bias in ELMo, showing that the cor-
pus it is trained on has significant gender skew and
that ELMo is sensitive to gender, but unequally so
for male and female entities. We also showed this
bias transfers to downstream tasks, such as corefer-
ence resolution, and explored two bias mitigation
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strategies: 1) data augmentation and 2) neutralizing
embeddings, effectively eliminating the bias from
ELMo in a state-of-the-art system. With increasing
adoption of contextualized embeddings to get bet-
ter results on core NLP tasks, e.g. BERT (Devlin
et al., 2018), we must be careful how such unsu-
pervised methods perpetuate bias to downstream
applications and our work forms the basis of evalu-
ating and mitigating such bias.
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Abstract
When assigning quantitative labels to a
dataset, different methodologies may rely on
different scales. In particular, when assigning
polarities to words in a sentiment lexicon,
annotators may use binary, categorical, or
continuous labels. Naturally, it is of interest to
unify these labels from disparate scales to both
achieve maximal coverage over words and to
create a single, more robust sentiment lexicon
while retaining scale coherence. We introduce
a generative model of sentiment lexica to
combine disparate scales into a common latent
representation. We realize this model with
a novel multi-view variational autoencoder
(VAE), called SentiVAE. We evaluate our
approach via a downstream text classification
task involving nine English-Language sen-
timent analysis datasets; our representation
outperforms six individual sentiment lexica, as
well as a straightforward combination thereof.

1 Introduction

Sentiment lexica provide an easy way to automat-
ically label texts with polarity values, and are also
frequently transformed into features for supervised
models, including neural networks (Palogiannidi
et al., 2016; Ma et al., 2018). Indeed, given their
utility, a veritable cottage industry has emerged
focusing on the design of sentiment lexica. In prac-
tice, using any single lexicon, unless specifically
and carefully designed for the particular domain
of interest, has several downsides. For example,
any lexicon will typically have low coverage
compared to the language’s entire vocabulary,
and may have misspecified labels for the domain.
In many cases, it may therefore be desirable to
combine multiple sentiment lexica into a single
representation. Indeed, some research on unifying

Figure 1: A depiction of the “encoder” portion of Sen-
tiVAE. The word peppy has polarity values of 0.65 and
pos in the SenticNet and Hu-Liu lexica, respectively.
These values are “encoded” into two three-dimensional
vectors, which are then summed and added to (1, 1, 1)
(not shown) to form the parameters of a Dirichlet over
the latent representation of the word’s polarity value.

such lexica has emerged (Emerson and Declerck,
2014; Altrabsheh et al., 2017), borrowing ideas
from crowdsourcing (Raykar et al., 2010; Hovy
et al., 2013). However, this is a non-trivial task,
because lexica can use binary, categorical, or
continuous scales to quantify polarity—in addition
to different interpretations for each—and thus
cannot easily be combined. In Fig. 1, we show an
example of the same word labeled using different
lexica to illustrate the nature of the challenge.

To combine sentiment lexica with disparate
scales, we introduce SentiVAE, a novel multi-
view variant of the variational autoencoder (VAE)
(Kingma and Welling, 2014). SentiVAE, visualized
as a graphical model in Fig. 2, differs from the orig-
inal VAE in two ways: (i) it uses a Dirichlet latent
variable (rather than a Gaussian) for each word in
the combined vocabulary, and (ii) it has multiple
emission distributions—one for each lexicon. Be-
cause the latent variables are shared across the lex-
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Lexicon Source N Dom

SentiWordNet WordNet 14107 [−1, 1]2
MPQA Newswire 4397 {0, 1}
SenticNet — 100000 [−1, 1]
Hu-Liu Product reviews 6790 {0, 1}
GI — 4206 {0, 1}
VADER Social media 7489 {0, . . . , 8}10

Table 1: Descriptive statistics for the sentiment lexica.
N : vocabulary size. Dom: Domain of polarity values.

ica, we are able to derive a common latent represen-
tation of the words’ polarities. The resulting model
is spiritually related to a multi-view learning ap-
proach (Sun, 2013), where each view corresponds
to a different lexicon. Experimentally, we use
SentiVAE to combine six commonly used English-
language sentiment lexica with disparate scales.

We evaluate the resulting representation via
a text classification task involving nine English-
language sentiment analysis datasets. For each
dataset, we transform each text into an average
polarity value using either our representation, one
of the six commonly used sentiment lexica, or a
straightforward combination thereof. We then train
a classifier to predict the overall sentiment of each
text from its average polarity value. We find that
our representation outperforms the individual lex-
ica, as well as the straightforward combination for
some datasets. Our representation is particularly
efficacious for datasets from domains that are not
well-supported by standard sentiment lexica.1

The existing research that is most closely re-
lated to our work is SentiMerge (Emerson and De-
clerck, 2014), a Bayesian approach for aligning
sentiment lexica with different continuous scales.
SentiMerge consists of two steps: (i) aligning the
lexica via rescaling, and (ii) combining the rescaled
lexica using a Gaussian distribution. The authors
perform token-level evaluation using a single senti-
ment analysis dataset where each token is labeled
with its contextually dependent sentiment. Because
SentiMerge can only combine lexica with continu-
ous scales, we do not include it in our evaluation.

2 Sentiment Lexica and Scales

We use the following commonly used English-
language sentiment lexica: SentiWordNet (Bac-
cianella et al., 2010), MPQA (Wilson et al., 2005),
SenticNet 5 (Cambria et al., 2014), Hu-Liu (Hu and

1Our representation and code are available at https://
github.com/ahoho/SentiVAE.

Liu, 2004), GI (Stone et al., 1962), and VADER
(Hutto and Gilbert, 2014). Descriptive statistics for
each lexicon are shown in Tab. 1. Each word in
SentiWordNet is labeled with two real values, each
in the interval [0, 1], corresponding to the strength
of positive and negative sentiment (e.g., the label
(0 0) is neutral, while the label (1 0) is maximally
positive). Each word in VADER is labeled by ten
different human evaluators, with each evaluator pro-
viding a polarity value on a nine-point scale (where
the midpoint is neutral), yielding a 10-dimensional
label. MPQA, Hu-Liu, and GI all use binary scales.
Lastly, each word in SenticNet is labeled with a
real value in the interval [−1, 1], where 0 is neutral.

3 SentiVAE

We first describe a figurative generative process for
a single sentiment lexicon d ∈ D, where D is a set
of sentiment lexica. Imagine there is a true (latent)
polarity value zw associated with each word w
in the lexicon’s vocabulary. When the lexicon’s
creator labels that word according to their chosen
scale (e.g., thumbs-up or thumbs-down, a real
value in the interval [0, 1]), they deterministically
transform this true value to their chosen scale
via a function f( · ; θd).2 Sometimes, noise is
introduced during this labeling process, corrupting
the label as it leaves the ethereal realm and
producing the (observed) polarity label xwd . They
then add this potentially noisy label to the lexicon.

Given a lexicon of observed polarity labels, the
latent polarity values can be inferred using a VAE.
The original VAE posits a generative model of ob-
served data X and latent variables Z: P (X ,Z) =
P (X | Z)P (Z). Inference of Z then proceeds by
approximating the (intractable) posterior P (Z | X )
with a Gaussian distribution, factorized over the in-
dividual latent variables. A parameterized encoder
function compresses X into Z , while a parameter-
ized decoder function reconstructs X from Z .

SentiVAE extends the original VAE model to
combine multiple lexica with disparate scales, pro-
ducing a common latent representation of the polar-
ity value for each word in the combined vocabulary.

Generative process. Given a set of sentiment
lexica D with a combined vocabulary W , Senti-
VAE posits a common latent representation zw of
the polarity value for each word w ∈ W , where zw

is a three-dimensional categorical distribution over

2Parameterized by lexicon-specific weights θd.
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Figure 2: Generative model for SentiVAE.

the sentiments positive, negative, and neutral.
The generative process starts by drawing each

latent polarity value zw from a three-dimensional
Dirichlet prior, parameterized by αw = (1, 1, 1):

zw ∼ Dir(αw). (1)

If the word is uncontroversial,3 we spur this
prior somewhat using the number of lexica in
which the word appears c(w). Specifically, we
add c(w) to the parameter for the sentiment
associated with that word in the lexica, e.g.,
αSUPERB = (1 + c(SUPERB), 1, 1). This has the ef-
fect of regularizing the inferred latent polarity value
toward the desired distribution over sentiments.

Having generated zw, the process proceeds by
“decoding” zw into each lexicon’s chosen scale.
First, for each lexicon d ∈ D, zw is determinis-
tically transformed via neural network f( · ; θd)
with a single 32-dimensional hidden layer,
parameterized by lexicon-specific weights θd:

ρwd = f(zw;θd). (2)

The transformed value ρwd is then used to generate
the (observed) polarity label xwd for that lexicon:

xwd ∼ Pd(xwd | ρwd ). (3)

The dimensionality of ρwd and the emission distribu-
tion Pd are lexicon-specific. For SentiWordNet, Pd

3We say that a word is uncontroversial if there is strong
agreement across the sentiment lexica in which it appears.
Even without this spurring, the inferred latent representation
typically separates into the three sentiment classes, but perfor-
mance on our text classification task is somewhat diminished.

Dataset Source N Classes

IMDB Movies 25000 2
Yelp Product reviews 100000 5 / 3
SemEval Twitter 7668 3
MultiDom Product reviews 6500 2
ACL Scientific reviews 248 5 / 3
ICLR Scientific reviews 2166 10 / 3

Table 2: Descriptive statistics for the training portions
of the sentiment analysis datasets. N : number of texts.

is a two-dimensional Gaussian with mean ρwd and
a diagonal covariance matrix equal to 0.01I; for
VADER, Pd consists of ten nine-dimensional cate-
gorical distributions, collectively parameterized by
ρwd ; for MPQA, Hu-Liu, and GI, Pd is a Bernoulli
distribution, parameterized by ρwd ; and for Sen-
ticNet, Pd is a univariate Gaussian with mean and
variance each an element in a two-dimensional ρwd .

Inference. Inference involves forming the pos-
terior distribution over the latent polarity values
Z given the observed polarity labels X . Because
computing the normalizing constant P (X ) is in-
tractable, we instead approximate the posterior
with a family of distributions Qλ(Z), indexed by
variational parameters λ. Specifically, we use

Qλ(Z) =
∏

w∈W
Qβw(z

w) =
∏

w∈W
Dir(βw). (4)

To construct βw, we first define a neural net-
work g(·; φd), with a single 32-dimensional hid-
den layer, which “encodes” xwd into a three-
dimensional vector. The output of this neural net-
work is then transformed via a softmax as follows:

ωwd = softmax
(
g(xwd ; φd)

)
(5)

βw = 1 +
∑

d∈D
ωwd . (6)

The intuition behind βw can be understood by
appealing to the “pseudocount” interpretation of
Dirichlet parameters. Each lexicon contributes ex-
actly one pseudocount, divided among positive,
negative, and neutral, to what would otherwise be
a symmetric, uniform Dirichlet distribution. As a
consequence of this construction, words that ap-
pear in more lexica will have more concentrated
Dirichlets. Intuitively, this property is appealing.

We optimize the resulting ELBO objective (Blei
et al., 2017) with respect to the variational parame-
ters via stochastic variational inference (Hoffman
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IMDB 2C Yelp 5C Yelp 3C SemEval 3C MultiDom 2C ACL 5C ACL 3C ICLR 10C ICLR 3C

SentiVAE EQ[zw] 72.7 49.8 57.5 46.0 70.8 66.7 73.3 92.6 87.0
SentiVAE βw 73.4 49.7 59.4 52.2 74.7 73.3 80.0 92.6 86.5

SentiWordNet 63.4 36.0 47.6 32.2 62.0 60.0 53.3 89.1 83.5
MPQA 65.4 44.0 53.0 29.9 67.4 60.0 53.3 89.1 83.5

SenticNet 60.5 38.4 43.4 37.2 62.3 60.0 53.3 89.1 83.9
Hu-Liu 67.2 46.6 56.4 31.5 69.4 60.0 53.3 89.1 83.5

GI 58.4 40.7 47.9 31.3 61.6 60.0 53.3 89.1 83.5
VADER 71.7 46.8 59.3 38.5 73.5 66.7 66.7 94.3 86.1

Combined 75.6 51.0 64.1 50.6 75.4 66.7 66.7 93.9 86.1

Table 3: Classification accuracies for our representation, six lexica, and a straightforward combination thereof.

et al., 2013) using Adam (Kingma and Ba, 2015)
in the Pyro framework (Bingham et al., 2018). The
standard reparameterization trick used in the origi-
nal VAE does not apply to models with Dirichlet-
distributed latent variables, so we use the general-
ized reparameterization trick of Ruiz et al. (2016).

4 Experiments and Results

To evaluate our approach, we first use SentiVAE
to combine the six lexica described in §2. For
each word w in the combined vocabulary, we ob-
tain an estimate of zw by taking the mean of
Qβw(z

w) = Dir(βw)—i.e., by normalizing βw.
We compare this representation to using βw di-
rectly, because βw contains information about Sen-
tiVAE’s certainty about the word’s latent polar-
ity value. We evaluate our common latent rep-
resentation via a text classification task involving
nine English-language sentiment analysis datasets:
IMDB (Maas et al., 2011), Yelp (Zhang et al.,
2015), SemEval 2017 Task 4 (SemEval, Rosen-
thal et al. (2017)), multi-domain sentiment analysis
(MultiDom, Blitzer et al. (2007)), and PeerRead
(Kang et al., 2018) with splits ACL 2017 and ICLR
2017 (Kang et al., 2018). Each dataset consists of
multiple texts (e.g., tweets, articles), each labeled
with an overall sentiment (e.g., positive). Descrip-
tive statistics for each dataset are shown in Tab. 2.
For the datasets with more than three sentiment la-
bels, we consider two versions—the original and a
version with only three (bucketed) sentiment labels.

For each dataset, we transform each text into an
average polarity value using either our represen-
tation, one of the six lexica,4 or a straightforward
combination thereof, where the polarity value for

4We bucket the upper four and lower four points of
VADER’s nine-point scale, to yield a three-point scale. With-
out this bucketing, our representation outperforms VADER
on four of the nine datasets. We do not bucket VADER when
using it in SentiVAE or in the straightforward combination.

each word in the (combined) vocabulary is a 16-
dimensional vector that consists of a concatenation
of polarity values. (Unlike SentiVAE, this concate-
nation does not yield a single sentiment lexicon
that retains scale coherence, while achieving maxi-
mal coverage over words.) Specifically, we replace
each token with its corresponding polarity value,
and then average the these values (Go et al., 2009;
Özdemir and Bergler, 2015; Kiritchenko et al.,
2014). We then use the training portion of the
dataset to learn a logistic regression classifier to
predict the overall sentiment of each text from its
average polarity value. Finally, we use the testing
portion to compute the accuracy of the classifier.

Results. The results in Tab. 3 show that our rep-
resentation using βw outperforms the individual
lexica for all but one dataset, and that our repre-
sentation using the mean of Qβw(z

w) outperforms
them for six datasets. This is likely because Senti-
VAE has a richer representation of sentiment than
any individual lexicon, and it has greater coverage
over words (see Tab. 4). The results in Tab. 5 sup-
port the former reason: even when we limit the
words in our representation to match those in an
individual lexicon, our representation still outper-
forms the individual lexicon. Unsurprisingly, our
representation especially outperforms lexica with
unidimensional scales. We also find that our rep-
resentation outperforms the straightforward com-
bination for datasets from domains that are not
well supported by the individual lexica (see Tabs. 1
and 2 for lexicon and dataset sources, respectively).
By combining lexica from different domains, our
representation captures a general notion of senti-
ment that is not tailored to any specific domain.

5 Conclusion

We introduced a generative model of sentiment
lexica to combine disparate scales into a common
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IMDB SemEval Multi ICLR

SentiVAE 70 64 81 71

SentiWordNet 15 14 24 16
MPQA 10 7 18 9

SenticNet 40 39 53 45
Hu-Liu 7 5 13 5

GI 8 7 15 6
VADER 7 6 13 5

Table 4: Coverage over words (percentage) by lexicon
for the training portions of four of the nine datasets.

IMDB 2C SemEval 3C

SV Lex SV Lex

SentiVAE 74.7 – 72.4 –

SentiWordNet 70.6 63.4 67.4 55.1
MPQA 73.5 66.6 62.6 51.8

SenticNet 74.4 60.9 72.1 59.5
Hu-Liu 73.6 68.4 59.1 51.1

GI 71.4 59.3 63.8 54.0
VADER 73.6 73.1 60.9 58.7

Table 5: Classification accuracies for a 10% validation
portion of two of the datasets. The first row, labeled
SentiVAE, contains the classification accuracy for our
representation using βw. Subsequent (lexicon-specific)
rows compare our representation (SV), restricted to the
vocabulary of that lexicon, to the lexicon itself (Lex).

latent representation, and realized this model with
a novel multi-view variational autoencoder, called
SentiVAE. We then used SentiVAE to combine six
commonly used English-language sentiment lex-
ica with binary, categorical, and continuous scales.
Via a downstream text classification task involving
nine English-language sentiment analysis datasets,
we found that our representation outperforms the
individual lexica, as well as a straightforward com-
bination thereof. We also found that our represen-
tation is particularly efficacious for datasets from
domains that are not well-supported by standard
sentiment lexica. Finally, we note that our approach
is more general than SentiMerge (Emerson and De-
clerck, 2014). While SentiMerge can only combine
sentiment lexica with continuous scales, SentiVAE
is designed to combine lexica with disparate scales.
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Abstract

Opinion role labeling (ORL) is an important
task for fine-grained opinion mining, which
identifies important opinion arguments such as
holder and target for a given opinion trigger.
The task is highly correlative with semantic
role labeling (SRL), which identifies important
semantic arguments such as agent and patient
for a given predicate. As predicate agents and
patients usually correspond to opinion holders
and targets respectively, SRL could be valu-
able for ORL. In this work, we propose a sim-
ple and novel method to enhance ORL by uti-
lizing SRL, presenting semantic-aware word
representations which are learned from SRL.
The representations are then fed into a base-
line neural ORL model as basic inputs. We
verify the proposed method on a benchmark
MPQA corpus. Experimental results show that
the proposed method is highly effective. In ad-
dition, we compare the method with two repre-
sentative methods of SRL integration as well,
finding that our method can outperform the
two methods significantly, achieving 1.47%
higher F-scores than the better one.

1 Introduction

Fine-grained opinion mining aims to detect struc-
tured user opinions in text, which has drawn much
attention in the natural language processing (NLP)
community (Kim and Hovy, 2006; Breck et al.,
2007; Ruppenhofer et al., 2008; Wilson et al.,
2009; Qiu et al., 2011; Irsoy and Cardie, 2013,
2014; Liu et al., 2015; Wiegand et al., 2016). A
structured opinion includes the key arguments of
one opinion, such as expressions, holders and tar-
gets (Breck et al., 2007; Yang and Cardie, 2012,
2013; Katiyar and Cardie, 2016). Here we focus
on opinion role labeling (ORL) (Marasović and
Frank, 2018), which identifies opinion holders and

∗Corresponding author.

We want to resolve all issues peacefully

holder

expression

target

Figure 1: Examples of fine-grained opinion mining.

targets assuming that the opinion expressions are
given. Figure 1 shows an example of the task.

The focused task behaves very similar with se-
mantic role labeling (SRL) which identifies the
core semantic roles for given predicates. Ear-
lier work attempts to exploit a well-trained SRL
model to recognize possible semantic roles for a
given opinion expression, and then map the se-
mantic roles into opinion roles (Kim and Hovy,
2006; Ruppenhofer et al., 2008). The heuristic ap-
proach is unable to obtain high performance for
ORL because there are large mismatches between
SRL and ORL. For example, opinion expressions
are different from verb/noun predicates in SRL,
and meanwhile, opinion holders and targets may
not always correspond to semantic agents (ARG0)
and patients (ARG1), respectively.

We can exploit machine learning based method
to solve the mismatching problem between ORL
and SRL. With a small number of annotated ORL
corpus, we can feed the SRL outputs as inputs to
build a statistical model for ORL. By this way, the
model can learn the consistencies and inconsis-
tencies between SRL and ORL, arriving at a full
exploration of SRL. The method is essentially a
feature-based method, treating SRL outputs as a
source of features for ORL. The main drawback of
the method is that direct exploration of SRL out-
puts may lead to the error propagation problem.
SRL errors can be further propagated into ORL
outputs, resulting in degraded ORL performance.

In this work, we propose a simple and novel
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method by using implicit semantic-aware word
representations from SRL to enhance ORL. The
method is referred to as SRL-SAWR for brief.
Thanks to the recent advances of encoder-decoder
neural SRL models (Zhou and Xu, 2015; He et al.,
2017), we can extract implicit vectorized features
from the intermediate encoder module instead,
avoiding the direct exploration of the final one-
best SRL outputs. The vectorized features from
the encoder part are implicit semantic-aware rep-
resentations for input sentences. By taking the
semantic-aware representations from SRL as ORL
inputs, we are able to make use of SRL informa-
tion and meanwhile alleviate the error propagation
problem.

Here we exploit a neural conditional random
field (CRF) model with deep bi-directional long
short-term memory networks (Bi-LSTMs) as a
baseline, most of which is borrowed from Kati-
yar and Cardie (2016) and Marasović and Frank
(2018). Our preliminary experiments show that
the model is able to achieve state-of-the-art per-
formances for both ORL and SRL. Based on this
model, we study the proposed implicit semantic-
aware word representations for ORL. In addi-
tion, we compare this method with two other rep-
resentative methods of SRL integration as well:
one uses discrete SRL outputs as features directly
for ORL and the other one exploits a multi-task-
learning (MTL) framework to benefit ORL by
SRL information.

Experiments are conducted on the MPQA 2.0
dataset, which is a standard benchmark for opin-
ion mining. Results show that SRL is highly ef-
fective for ORL, which is consistent with pre-
vious findings (Kim and Hovy, 2006; Ruppen-
hofer et al., 2008; Marasović and Frank, 2018).
Meanwhile, our implicit SRL-SAWR method can
achieve the best ORL performance, 2.23% higher
F-scores than the second best method. All the
codes and datasets are released publicly available
for research purpose under Apache Licence 2.0 at
https://github.com/zhangmeishan/SRL4ORL.

2 Method

2.1 Baseline

ORL aims to identify important opinion argu-
ments for a given opinion expression. The task
can be modeled as a sequence labeling problem,
similar to SRL (Zhou and Xu, 2015; He et al.,
2017). We adopt the {BMESO} schema to con-

CRF

h1h1
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. . .

. . .

. . .

Deep Bi-LSTM

Word Representation

x1x1

w1

xsxs

ws

xexe

we

xnxn

wn

. . .

. . .

. . .

. . .
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. . .

Figure 2: The overall architecture of the baseline.

vert opinion arguments into a sequence of bound-
ary tags for each word, where B, M and E denote
the beginning, middle and ending words of an ar-
gument, S denotes a single-word argument, and O
denotes the other words. Formally, given a sen-
tence w1 · · ·wn and a span of opinion expression
ws · · ·we(1 ≤ s ≤ e ≤ n), we aim to assign each
word in the sentence by a tag, outputting t1 · · · tn.

Inspired by Katiyar and Cardie (2016) and
Marasović and Frank (2018), we exploit a deep Bi-
LSTM CRF model as the baseline. Figure 2 shows
the overall architecture of the baseline model. This
model can achieve state-of-the-art performances
for both ORL and SRL, which facilitates our study.
The key components of the baseline model in-
clude three parts: word representation, the deep
Bi-LSTM encoder and the CRF decoder. The
word representation takes sequential words and
opinion expressions as input, mapping them into
dense-valued feature vectors x1 · · ·xn. Following
we extract high-level neural features based on the
vectors by deep Bi-LSTM, arriving at h1 · · ·hn.
And finally a CRF decoder is applied to output the
ORL results t1 · · · tn.

2.2 SRL Integration

SRL aims to find the core semantic arguments for
a given predicate, which is highly correlative with
the ORL task. The semantic roles agent (ARG0)
and patient (ARG1) are often corresponding to
the opinion holder and target, respectively. Sev-
eral works even directly transfer semantic roles
into opinion roles for ORL (Kim and Hovy, 2006;
Ruppenhofer et al., 2008), treating opinion expres-
sions as the major predicates. These systems can
achieve good performances, indicating that SRL
information can be greatly useful for ORL.

Here we propose a novel method to encode
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Figure 3: SRL integration methods for ORL.

the SRL information implicitly, enhancing ORL
model with semantic-aware word representations
from a neural SRL model (SRL-SAWR). Figure 3
shows the overall architectures of our SRL integra-
tion method. Instead of using the discrete outputs
from the SRL model, the SRL-SAWR method ex-
ploits the intermediate encoder outputs as inputs
for ORL, which can alleviate the problems in the
above two methods. On the one hand, we do not
rely on the discrete outputs of a well-trained SRL,
reducing the error prorogation problem. And on
the other hand, we handle ORL and SRL sepa-
rately, avoiding the model structure dependencies
between the two tasks.

We assume that the external SRL system is
a neural-based encoder-decoder model. For fair
comparisons with FS-MTL, here we use the same
deep Bi-LSTM CRF model for SRL as well. Thus
the encoder outputs are the hidden vectors from
deep Bi-LSTMs. Assuming that the dumped hid-
den vector sequence from the SRL encoder is
hSRL
1 · · ·hSRL

n , we integrate it into the ORL model
by the following equation:

x∗i = xi ⊕WSRLh
SRL
i , (1)

where WSRL is a projection matrix which is a
model parameter, xi is the baseline word repre-
sentation of word wi, and x∗i is the new word rep-
resentation, which will be further fed into the deep
Bi-LSTM layer of the ORL model. Noticeably, the
model parameters of the SRL encoder are also fine
tuned according to the ORL objective, as the pre-
liminary results indicate that fine-tuning can bring
better performance.

3 Experiments

3.1 ORL Data
We exploit the MPQA version 2.0 corpus (Wiebe
et al., 2005; Wilson, 2008) to evaluate our mod-

els,1 which has been widely adopted as a bench-
mark dataset for opinion mining (Yang and Cardie,
2013; Katiyar and Cardie, 2016; Marasović and
Frank, 2018). There are 482 documents in the
dataset. Following these work, we set aside 132
documents as the development set, and the remain-
ing 350 documents are used as the test set in our
experiments. We conduct experiments using five-
fold cross-validation (CV) on the test set at the
document level. Following Marasović and Frank
(2018), we focus on opinion holders and targets
only. The gold standard opinion expressions, hold-
ers and targets correspond to the direct subjective
annotations, agent annotations and target annota-
tions, respectively.

3.2 Evaluation Metrics

We use recall (R), precision (P) and their F1-
measure value to measure our proposed models.
The average values of the five-fold CV results are
reported in this work. We exploit exact match-
ing as the major metric. Following Marasović and
Frank (2018), two kinds of soft evaluation meth-
ods are also adopted for evaluation, namely bi-
nary and proportional overlapping, Binary overlap
treats an entity as correct if it contains an over-
lapped region with the gold-standard entity, and
the proportional overlap assigns a partial score
proportional to the ratio of the overlapped region.

3.3 Setting

There are several hyper-parameters to define our
neural network structures. We simply set their val-
ues according to previous work (He et al., 2017;
Marasović and Frank, 2018), without much tun-
ing work. Concretely, we set the dimension size
of all embeddings to 100, the output hidden size
of LSTMs to 200 and the layer number of Bi-
LSTM to 3. For external word embeddings, we
use the pretrained 100-dimensional glove embed-
dings (Pennington et al., 2014).

We exploit online training to learn model pa-
rameters, and train on the entire training instances
for 40 epochs, choosing the best-epoch model ac-
cording to the performance on the development
corpus. We use Adam (Kingma and Ba, 2014)
with a learning rate 10−3 to update model param-
eters, and use gradient clipping by a max norm 1.0
and l2-regularization by a parameter 10−8. We ap-
ply dropout with a ratio of 0.2 over word represen-

1Available at http://www.cs.pitt.edu/mpqa.
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tations, output layers of Bi-LSTMs to avoid over-
fitting (Srivastava et al., 2014).

3.4 SRL
For SRL, we use the large-scale dataset of
CoNLL-2012 shared task, which is extracted from
OntoNotes v5.0 corpus. The description and sep-
aration of train, development and test data set can
be found in Pradhan et al. (2013). The training cor-
pus contains over 250K predicates, which is much
larger than the number of opinion expressions in
the ORL training corpus (averaged 3.6K).

We exploit the same neural network model as
the ORL for SRL, in order to make fair com-
parisons between our proposed model with FS-
MTL. According to the preliminary experiments,
the SRL model can reach an F-measure of 81.8%,
which is comparable to the reported result (81.7%)
in He et al. (2017).

3.5 Results
Table 1 shows the final results on the test dataset.
We report the overall as well as the fine-grained
performance in term of opinion arguments (i.e.,
holder and target). Compared with the baseline
system, our final SRL-SAWR model can bring sig-
nificantly better results (p < 10−5 under pair-
wise t-test). For fine-grained evaluations, the fi-
nal model outperforms the baseline model consis-
tently on opinion holders and targets. The tenden-
cies are similar by exploiting the binary and pro-
portional matching methods. The results show that
SRL information is very helpful for ORL, which is
consistent with previous studies (Kim and Hovy,
2006; Ruppenhofer et al., 2008; Marasović and
Frank, 2018). The implicit SRL-SAWR method is
highly effective to integrate SRL information into
the ORL model.

Further, we compare the SRL-SAWR method
with two other methods as well, namely SRL-TE
and FS-MTL, respectively. The SRL-TE approach
simply exploits the output SRL tags as inputs for
ORL, embedding them as an additional source
of word representations. The FS-MTL approach
is exactly the proposed model by Marasović and
Frank (2018). As shown in Table 1, all three meth-
ods can bring improved performance by integrat-
ing SRL, further demonstrating that SRL is indeed
valuable for ORL. In addition, the SRL-SAWR
method can achieve the best performance among
the three methods, obtaining further significant
improvements by at least 63.74 − 61.51 = 2.23

Model Holder Target Overall
Exact F1

Baseline 73.07 42.70 58.30
SRL-SAWR 76.95 50.50 63.74

SRL-TE 75.89 46.27 61.46
FS-MTL 75.58 46.40 61.51

Binary F1
Baseline 81.57 68.34 75.15

SRL-SAWR 84.91 73.29 79.10
SRL-TE 83.47 68.79 76.33
FS-MTL 83.80 72.06 77.87

Proportional F1
Baseline 79.35 61.22 70.55

SRL-SAWR 82.82 67.31 75.08
SRL-TE 81.56 64.74 72.40
FS-MTL 81.67 65.18 73.61

Table 1: Final results on the test dataset.
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Figure 4: Percentages with respect to semantic roles.

points on overall F1-measure with exact match-
ing (p < 10−4). For fine-grained evaluations, the
SRL-SAWR method can also give the best perfor-
mance. The results demonstrate that SRL-SAWR
is most effective to integrate the SRL information
into a neural ORL model. The two methods, SRL-
TE and FS-MTL, are comparable by evaluations
based on the exact matching.

3.6 Analysis

In this section, we conduct several experimental
analysis on the test dataset to deeply understand
the effectiveness of SRL information.

First, we examine the relationship between SRL
and ORL. SRL identifies the semantic arguments
for predicates, and ORL recognizes the opinion ar-
guments for opinion expressions. Intuitively, in
most cases, the opinion holders are correspond-
ing to semantic agents/ARG0 of opinion trig-
gers/expressions, and similarly, the opinion tar-
gets are usually corresponding to patients/ARG1.
Figure 4 shows the percentages of opinion hold-
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Model Holder Target Overall
Baseline 73.07 42.70 58.30

SRL Mapping 68.56 25.33 46.29

Table 2: The performance of the SRL mapping method.

Model Holder Target Overall
Consistent arguments

Baseline 87.63 61.67 80.87
SRL-SAWR 88.72 67.58 82.87

SRL Mapping 82.57 40.36 63.77
SRL-TE 88.61 63.94 81.88
FS-MTL 88.16 66.80 82.28

Inconsistent arguments
Baseline 42.90 36.28 38.37

SRL-SAWR 49.09 44.24 44.65
SRL Mapping 0.00 0.00 0.00

SRL-TE 42.30 39.23 40.14
FS-MTL 43.47 39.04 40.25

Table 3: Comparisons in terms of the consis-
tent/inconsistent arguments between SRL and ORL.

ers/targets being corresponding to semantic roles,
which are calculated according to the word-level
mapping over the 1-best SRL outputs and the gold-
standard ORL tags. We list only the five seman-
tic roles with highest mapping percentages. As
shown, the results are consistent with our intuition.
Thus SRL and ORL are highly correlative. Con-
sidering the much larger scale of annotated SRL
corpora, SRL can benefit ORL potentially.

According to the above findings, we design a
simple system by mapping SRL outputs into ORL
directly (Kim and Hovy, 2006; Ruppenhofer et al.,
2008). We simply convert the semantic role ARG0
into holder, and ARG1 into target. Table 2 shows
the performance. The results of the baseline sys-
tem are shown for comparison. We can see that the
simple mapping method is also one feasible alter-
native as a whole.

Further, we compare the SRL utilization capa-
bilities of our proposed method and the other SRL-
enhanced ORL systems, including the above SRL
Mapping method. We categorize the opinion ar-
guments by whether they can be directly mapped
from the SRL outputs. The opinion arguments
which can be directly mapped from SRL, referred
to as consistent arguments, should be more eas-
ily identified by SRL enhanced models than the
remaining inconsistent arguments. Table 3 shows
the comparison results. We can see that all SRL-

The white house is said to be embarrassed by the report
holder

ARG1
target
target
holder

gold

SRL
SRL-TE
FS-MTL
SRL-SAWR

target

ARG0
holder
holder
target

Figure 5: One example for case study.

enhanced supervised models can achieve better
performances for consistent arguments. For the in-
consistent arguments, the tendency is similar, ex-
cept the holder performance of SRL-TE. In addi-
tion, our method can gain much larger improve-
ments, which indicates that our method can better
handle the inconsistencies between SRL and ORL.

Finally, we show one case study to illustrate the
advantage of our SRL-SAWR method. Figure 5
shows one example. As shown, the SRL argu-
ment ARG0, which is more probably mapped onto
holder, is annotated by target in the example. The
SRL argument ARG1 is labeled as opinion holder,
which is also one inconsistent case. Compared
with SRL-TE and FS-MTL, our model can better
handle these inconsistent cases. The observation
further confirms our results in Table 3.

4 Conclusion

We proposed a simple and novel method (SRL-
SAWR) to enhance ORL with SRL information
by exploiting implicit semantic-aware word rep-
resentations from SRL. The main idea is to export
intermediate SRL encoder outputs as inputs to bet-
ter word representations of an ORL model. This
method does not impose any extra requirement
for ORL, and meanwhile avoids the error proro-
gation problem from discrete SRL outputs. We
conducted experiments to verify our method on
a benchmark MPQA dataset. The results showed
that our method can exploit SRL information ef-
fectively. We compared the proposed method with
SRL-TE and FS-MTL, which are two representa-
tive approaches to enhance ORL by SRL. The re-
sults demonstrated our method can bring the best
performance among the three approaches.
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Abstract

The development of a fictional plot is cen-
tered around characters who closely interact
with each other forming dynamic social net-
works. In literature analysis, such networks
have mostly been analyzed without particular
relation types or focusing on roles which the
characters take with respect to each other. We
argue that an important aspect for the analysis
of stories and their development is the emo-
tion between characters. In this paper, we
combine these aspects into a unified frame-
work to classify emotional relationships of fic-
tional characters. We formalize it as a new task
and describe the annotation of a corpus, based
on fan-fiction short stories. The extraction
pipeline which we propose consists of char-
acter identification (which we treat as given
by an oracle here) and the relation classifica-
tion. For the latter, we provide results using
several approaches previously proposed for re-
lation identification with neural methods. The
best result of 0.45 F1 is achieved with a GRU
with character position indicators on the task
of predicting undirected emotion relations in
the associated social network graph.

1 Introduction

Every fictional story is centered around charac-
ters in conflict (Ingermanson and Economy, 2009)
which interact, grow closer or apart, as each of
them has ambitions and concrete goals (Acker-
man and Puglisi, 2012, p. 9). Previous work
on computational literary studies includes two
tasks, namely social network analysis and sen-
timent/emotion analysis, both contributing to a
computational understanding of narrative struc-
tures. We argue that joining these two tasks lever-
ages simplifications that each approach makes
when considered independently. We are not aware
of any such attempt and therefore propose the task
of emotional character network extraction from

fictional texts, in which, given a text, a network is
to be generated, whose nodes correspond to char-
acters and edges to emotions between characters.
One of the characters is part of a trigger/cause for
the emotion experienced by the other. Figure 1 de-
picts two examples for emotional character inter-
actions at the text level. Such relation extraction
is the basis for generating social networks of emo-
tional interactions.

Dynamic social networks of characters are ana-
lyzed in previous work with different goals, e.g., to
test the differences in interactions between various
adaptations of a book (Agarwal et al., 2013); to
understand the correlation between dialogue and
setting (Elson et al., 2010); to test whether social
networks derived from Shakespeare’s plays can be
explained by a general sociological model (Nal-
isnick and Baird, 2013); in the task of narrative
generation (Sack, 2013); to better understand the
nature of character interactions (Piper et al., 2017).
Further, previous work analyses personality traits
of characters (mostly) independently of each other
(Massey et al., 2015; Barth et al., 2018; Bamman
et al., 2014).

Emotion analysis in literature has focused on
the development of emotions over time, abstract-
ing away who experiences an emotion (Reagan
et al., 2016; Elsner, 2015; Kim et al., 2017; Piper
and Jean So, 2015, i.a.). Fewer works have ad-

Hermione looked at Draco curiously. . .
Character Character

Anticipation

(1)

As Rick deliberated, Daryl finally lost patience.
Character Character

Anger

(2)

Figure 1: Examples for Emotional Character Interac-
tion. (1) taken from Apryl Zephyr (2016), (2) from
EmmyR (2014). The arrow starts at the experiencer
and points at the causing character.
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dressed the annotation of emotion causes, e.g.,
Neviarouskaya and Aono (2013), Ghazi et al.
(2015), Saurı́ and Pustejovsky (2009), and Kim
and Klinger (2018). To the best of our knowl-
edge, there is no previous research that deals with
emotional relationships of literary characters. The
works that are conceptually the closest to our pa-
per are Chaturvedi et al. (2017) and Massey et al.
(2015), who use a more general set of relationship
categories.

Most approaches to emotion classification from
text build on the classes proposed by Plutchik
(2001) and Ekman (1992). Here, we use a dis-
crete emotion categorization scheme based on fun-
damental emotions as proposed by Plutchik. This
model has previously been used in computational
analysis of literature (Mohammad, 2012, i.a.). We
refer the reader to social psychology literature
for more details on the emotional relationship be-
tween people (Burkitt, 1997; Gaelick et al., 1985).

The main contributions of this paper are (1) to
propose the new task of emotional relationship
classification of fictional characters, (2) to pro-
vide a fan-fiction short story corpus annotated with
characters and their emotional relationships, and
(3) to provide results for relation extraction mod-
els for the task. We evaluate our models on the tex-
tual and the social network graph level and show
that a neural model with positional indicators for
character roles performs the best. An additional
analysis shows that the task of character relation-
ship detection leads to higher performance scores
for polarity detection than for more fine-grained
emotion classes. Differences between models are
minimal when the task is cast as a polarity classi-
fication but are striking for emotion classification.

This work has potential to support a literary
scholar in analyzing differences and commonali-
ties across texts. As an example, one may consider
Goethe’s The Sorrows of Young Werther (Goethe,
1774), a book that gave rise to a plethora of im-
itations by other writers, who attempted to de-
pict a similar love triangle between main charac-
ters found in the original book. The results of
our study can potentially be used to compare the
derivative works with the original (see also Barth
et al., 2018).

2 Corpus

Data Collection and Annotation. Each
emotion relation is characterized by a triple

(Cexp, e, Ccause), in which the character Cexp
feels the emotion e (mentioned in text explicitly
or implicitly). The character Ccause is part
of an event which triggers the emotion e. We
consider the eight fundamental emotions defined
by Plutchik (2001) (anger, fear, joy, anticipation,
trust, surprise, disgust, sadness). Each character
corresponds to a token sequence for the relation
extraction task and to a normalized entity in the
graph depiction.

Using WebAnno (Yimam et al., 2013), we an-
notate a sample of 19 complete English fan-fiction
short stories, retrieved from the Archive of Our
Own project1 (due to availability, the legal possi-
bility to process the texts and a modern language),
and a single short story by Joyce (1914) (Counter-
parts) being an exception from this genre in our
corpus. All fan-fiction stories were marked by
the respective author as complete, are shorter than
1500 words, and depict at least four different char-
acters. They are tagged with the keywords “emo-
tion” and “relationships”.

The annotators were instructed to mark every
character mention with a canonical name and to
decide if there is an emotional relationship be-
tween the character and another character. If so,
they marked the corresponding emotion phrase
with the emotion labels (as well as indicating if
the emotion is amplified, downtoned or negated).
Based on this phrase annotation, they marked two
relations: from the emotion phrase to the experi-
encing character and from the emotion phrase to
the causing character (if available, i.e., Ccause can
be empty). One character may be described as ex-
periencing multiple emotions.

We generate a “consensus” annotation by keep-
ing all emotion labels by all annotators. This is
motivated by the finding by Schuff et al. (2017)
that such high-recall aggregation is better mod-
elled in an emotion prediction task. The data is
available at http://www.ims.uni-stuttgart.de/data/
relationalemotions.

Inter-Annotator Agreement We calculate the
agreement along two dimensions, namely unla-
belled vs. labeled and instance vs. graph-level. Ta-
ble 1 reports the pairwise results for three annota-
tors. In the Inst. labelled setting, we accept an in-
stance being labeled as true positive if both anno-
tators marked the same characters as experiencer
and cause of an emotion and classified their in-

1https://archiveofourown.org
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a1–a2 a1–a3 a2–a3

Inst. labelled 24 19 24
Inst. unlab. 33 27 29

Graph labelled 66 69 66
Graph unlabelled 90 93 92

Table 1: F1 scores in % for agreement between anno-
tators on different levels. a1, a2, and a3 are different
annotators.

teraction with the same emotion. In the Inst. un-
labelled case, the emotion label is allowed to be
different. On the graph level (Graph labelled and
Graph unlabelled), the evaluation is performed on
an aggregated graph of interacting characters, i.e.,
a relation is accepted by one annotator if the other
annotator marked the same interaction somewhere
in the text. We use the F1 score to be able to mea-
sure the agreement between two annotators on the
span levels. For that, we treat the annotations from
one annotator in the pair as correct and the anno-
tations from the other as predicted.

As Table 1 shows, agreement on the textual
level is the lowest with values between 19 and
33 % (depending on the annotator pair), which
also motivated our aggregation strategy mentioned
before. The values for graph-labelled agreement
are more relevant for our use-case of network gen-
eration. The values are higher (66–93 %), show-
ing that annotators agree when it comes to detect-
ing relationships regardless of where exactly in the
text they appear.

Statistics. Table 2 summarizes the aggregated
results of the annotation. The column “All” lists
the number of experiencer annotations (with an
emotion), the column “Rel.” refers to the counts
of emotion annotations with both experiencer and
cause.

Joy has the highest number of annotated in-
stances and the highest number of relationship in-
stances (413 and 308 respectively). In contrast,
sadness has the lowest number of annotations with
a total count of instances and relations being 97
and 64 respectively. Overall, we obtain 1335 an-
notated instances, which we use to build and test
our models.

3 Methods

Figure 2 depicts the process flow for each of the
models. We distinguish between directed and

Emotion All Rel.

anger 258 197
anticipation 307 239
disgust 163 122
fear 182 120
joy 413 308
sadness 97 64
surprise 143 129
trust 179 156

total 1742 1335

Table 2: Statistics of emotion and relation annotation.
“All” indicates the total number of emotion annota-
tions. “Rel.” indicates total number of emotional re-
lationships (including a causing character) instantiated
with the given emotion.

Indicator Implementation example

No-Ind. Alice is angry with Bob
Role <e>Alice</e>. . .<c>Bob</c>
MRole <e>. . .<c>
Entity <et>Alice</et>. . .<et>Bob</et>
MEntity <et>. . .</et>

Table 3: Different indicators applied to the same in-
stance. No-Ind. means no positional indicators are
added. M in MRole and MEntity means that the name
of the character is masked. Tag <e> indicates the ex-
periencer. Tag <c> indicates the cause. Tag <et> in-
dicates an entity.

undirected relation prediction. In the directed sce-
nario, we classify which character is the experi-
encer and which character is the cause, as well as
what is the emotion between two characters. For
the undirected scenario, we only classify the emo-
tion relation between two characters. We do not
tackle character name recognition here: our mod-
els build on top of gold character annotations.

The baseline model predicts the emotion for a
character pair based on the NRC dictionary (Mo-
hammad and Turney, 2013). It accepts the emo-
tion associated with the words occurring in a win-
dow of n tokens around the two characters, with
n being a parameter set based on results on a de-
velopment set for each model (see supplementary
material for more details).

Further we cast the relation detection as a ma-
chine learning-based classification task, in which
each classification instance consists of two char-
acter mentions with up to n tokens context to the
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Story NER+Coref. Emotions Relations Graph

Baseline Oracle NRC Dict. Heuristics Heuristics

Models Heuristicsjoint classifiers for relation and emotionOracle

Figure 2: Models for the emotional relationship prediction. Oracle: a set of character pairs from the gold data.

left and to the right of the character mentions. We
compare an extremely randomized tree classifier
with bag-of-words features (Geurts et al., 2006)
(BOW-RF) with a two-layer GRU neural network
(Chung et al., 2014) with max and averaged pool-
ing. In the latter, we use different variations of en-
coding the character positions with indicators (in-
spired by Zhou et al. (2016), who propose the use
of positional indicators for relation detection). Our
variations are exemplified in Table 3. Note that
the case of predicting directed relations is simpli-
fied in the “Role” and “MRole” cases in contrast
to “Entity” and “MEntity”, as the model has access
to gold information about the relation direction.

We obtain word vectors for the embedding layer
from GloVe (pre-trained on Common Crawl, d =
300, Pennington et al., 2014) and initialize out-
of-vocabulary terms with zeros (including the po-
sition indicators).

4 Experiments

Experimental Setting. In the classification ex-
periments, we compare the performance of our
models on different label sets. Namely, we com-
pare the complete emotion set with 8 classes to a
5 class scenario where we join anger and disgust,
trust and joy, as well as anticipation and surprise
(based on preliminary experiments and inspection
of confusion matrices). The 2-class scenario con-
sists of positive (anticipation, joy, trust, surprise)
and negative relations (anger, fear, sadness, dis-
gust). For each set of classes, we consider a setting
where directed relations are predicted with one
where the direction is ignored. Therefore, in the
directed prediction scenario, each emotion consti-
tutes two classes to be predicted for both possible
directions (therefore, 16, 10, and 4 labels exist).

The evaluation is performed with precision, re-
call and F1 in a cross-story validation setting,
in which each story is used as one separate
test/validation source. For model selection and
meta-parameter optimization, we use 50 % ran-
domly sampled annotations from this respective

test/validation instance as a validation set and the
remainder as test data.

Further, we evaluate on three different levels of
granularity: Given two character mentions, in the
instance-level evaluation, we only accept the pre-
diction to be correct if exactly the same mention
has the according emotion annotation. We then
aggregate the different true positive, false positive
and false negative values across all stories before
averaging to an aggregated score (similar to micro-
averaging). On the story-level, we also accept a
prediction to be a true positive the same way, but
first calculate the result P/R/F1 for the whole story
before averaging (similar to macro-averaging). On
the graph-level, we accept a prediction for a char-
acter pair to be correct without considering the ex-
act position.

Results. Table 4 shows the results (precision and
recall shown in supplementary material) on de-
velopment data and independent test data for the
best models. The GRU+MRole model achieves
the highest performance with improvement over
BOW-RF on the instance and story levels, and
shows a clear improvement over the GRU+NoInd.
model in the directed 8-class setting. GRU+Role
achieves the highest performance on the graph
level in the directed 8-class setting. In the undi-
rected prediction setting, all models perform bet-
ter in the 5-class experiment and 2-class experi-
ment than in 8-class experiment. This is not al-
ways the case for the directed prediction, where
some models perform better in 8-class experiment
(GRU+NoInd., GRU+Entity, BOW-RF).

We observe that the difference in F1 score be-
tween the baseline, bag-of-words model and our
GRU models in a 2-class experiment is marginal.
This may be an indicator that the binary represen-
tation harms the classification of emotional rela-
tions between characters, as they can be nuanced
and do not always perfectly map to either positive
and negative classes. On the other side, a more so-
phisticated classification approach is necessary to
capture these nuanced differences.
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Undir. Directed

Model 8c 5c 2c 8c 5c 2c
D
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l

Baseline 24 30 56 – – –
BOW-RF 18 31 56 20 19 35
GRU+NoInd. 31 39 64 26 23 37
GRU+Role 19 35 55 33 34 57
GRU+MRole 30 44 67 38 44 65
GRU+Entity 20 34 58 23 19 30
GRU+MEntity 30 43 65 28 29 40

D
ev

St
or

y
le

ve
l

Baseline 24 31 56 – – –
BOW-RF 21 35 58 22 20 38
GRU+NoInd. 33 41 66 25 23 38
GRU+Role 19 34 55 33 35 56
GRU+MRole 32 44 67 39 44 65
GRU+Entity 21 31 57 22 18 30
GRU+MEntity 33 46 65 28 30 39

D
ev

G
ra

ph
-l

ev
el

Baseline 31 46 65 – – –
BOW-RF 27 36 71 34 34 54
GRU+NoInd. 44 55 73 35 33 54
GRU+Role 35 49 65 41 43 57
GRU+MRole 45 58 73 40 48 65
GRU+Entity 37 50 68 39 29 49
GRU+MEntity 47 63 73 39 39 52

Te
st

GRU+MRole Inst. 30 44 64 38 43 65
GRU+MRole Story 33 45 65 39 43 66
GRU+MRole Graph 45 59 71 42 49 66

Table 4: Cross-validated results in % F1 score, average
of four runs. Inst. level: aggregated over all instances
in the dataset. Story level: averaged performance on all
stories. Graph-level: averaged performance on graph
level on all stories. Test results are reported for the
best indicator type. See Table 3 for the examples of the
indicator implementation.

As expected, we observe a better performance
on a graph level for all models, with the highest
performance of 47 % F1 (GRU+MEntity), 63 %
F1 (GRU+MEntity), and 73 % F1 (GRU+MRole,
GRU+MEntity, GRU+NoInd.) in undirected 8-, 5-
, and 2-class experiments, respectively, on the de-
velopment set. In the directed scenario, the highest
performances are 41 % F1 (GRU+Role), 48 % F1

(GRU+MRole), and 65 % F1 (GRU+MRole).

The results show that the sequential and embed-
ding information captured by a GRU as well as
additional positional information are all relevant
for a substantial performance, at least on the fine-
grained emotion prediction task.

5 Conclusion & Future Work

In this paper, we formulated the new task of emo-
tional character network extraction from fictional
texts. We argued that joining social network analy-
sis of fiction with emotion analysis leverages sim-
plifications that each approach makes when con-
sidered independently. We presented a publicly
available corpus of fan-fiction short stories anno-
tated with character relations and proposed sev-
eral relation classification models. We showed that
a recurrent neural architecture with positional in-
dicators leads to the best results of relation clas-
sification. We also showed that differences be-
tween different machine learning models with bi-
nary mapping of emotion relation is almost lev-
eled. This may suggest that emotion relation clas-
sification is best modeled in a multi-class setting,
as emotional interactions of fictional characters
are nuanced and do not simply map to either a pos-
itive or a negative class.

For future work we propose to develop a real-
world application pipeline in which character pairs
are not given by an oracle, but rather extracted
from text automatically using named entity recog-
nition. To better understand the relation between
instance and graph levels, we propose to explore
the best strategy for edge labeling either by a ma-
jority vote or accepting the edges with the highest
confidence scores. Further, modeling the task in
an end-to-end learning setting from text to directly
predict the graph, in the spirit of multi-instance
learning, is one of the next steps. To that end,
we suggest obtaining more gold data with charac-
ter relations and optimize the pipeline towards the
best performance on additional data.
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Abstract

Authorship verification is the problem of in-
ferring whether two texts were written by the
same author. For this task, unmasking is
one of the most robust approaches as of to-
day with the major shortcoming of only be-
ing applicable to book-length texts. In this pa-
per, we present a generalized unmasking ap-
proach which allows for authorship verifica-
tion of texts as short as four printed pages
with very high precision at an adjustable re-
call tradeoff. Our generalized approach there-
fore reduces the required material by orders of
magnitude, making unmasking applicable to
authorship cases of more practical proportions.
The new approach is on par with other state-of-
the-art techniques that are optimized for texts
of this length: it achieves accuracies of 75–
80 %, while also allowing for easy adjustment
to forensic scenarios that require higher levels
of confidence in the classification.

1 Introduction

With advances in computational stylometry, deter-
mining the original authorship of unknown literary
publications can be accomplished with near cer-
tainty by state-of-the-art authorship verification. If
the source material is abundant and sufficiently
many known publications exist, linking them to-
gether is hardly a challenge. But the playing field
changes entirely if only fragments are available
for verification, either because few known works
of an author exist or because the text to be veri-
fied is only a few pages long. With classification
results significantly above chance, yet far below
certainty, verification approaches struggle to pro-
duce reliable results in short-text scenarios and thus
lack real-world practicality for material far below
book length. Even the unmasking approach by
Koppel and Schler (2004), which otherwise proved
to be one of the most ingenious and robust veri-
fication approaches, fails in this setting and can
only deliver below-average performance compared

to more specialized verification systems, which
still display high uncertainty themselves with an
error of up to 25 % (Stamatatos et al., 2015). At
PAN 2015, individual texts of the English-language
dataset had an average size of about 1.5 kB (less
than 400 words), so it does not come as a surprise
that none of the participants employed unmasking.

To tackle the uncertainty problem of authorship
verification on short texts, we propose a general-
ized unmasking approach which prioritizes pre-
cision so as to verify authorship with reliable re-
sults while rejecting cases of low certainty. We
also present a new open-source general-purpose
unmasking framework as a highly-customizable
implementation of our approach.1

2 Related Work

Authorship analysis has been practiced since the
late 19th century (Bourne, 1897). Although mostly
the narrower task of authorship attribution has
been considered, where texts are attributed to a
set of given authors, recently, authorship verifica-
tion has been proposed as a more fundamental task.
For long texts, unmasking by Koppel and Schler
(2004) has since been established as a gold stan-
dard. Sanderson and Guenter (2006) showed that
its performance is far worse for short texts, though,
whereas their own model produced acceptable re-
sults with a minimum of 5,000 words per training
text. Newer research has emerged through a se-
ries of shared tasks at PAN (Juola and Stamatatos,
2013; Stamatatos et al., 2014, 2015), which focused
on shorter texts and achieved higher scores than
unmasking. In general, however, the verification
problem could not be solved to a point where re-
sults are highly reliable. The winner of the shared
task at PAN 2015 (Bagnall, 2015) achieved an accu-
racy of 76 %, thus delivering a false decision in one
in four cases while being unclear about which 24 %

1Code and data: https://github.com/webis-de/NAACL-19.
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Figure 1: Schematic of the unmasking algorithm. Steps 1-4 are described in the text below. Dependent on whether
the authors of texts A and B are the same or different, accuracy curves as exemplified can be expected.

are most likely to be incorrect. If applied in a real-
world forensic scenario, such a verifier might give
only hints as to whether two texts share authorship.
Verification approaches based on text compression
(Teahan and Harper, 2003; Khmelev and Teahan,
2003; Halvani et al., 2017) have been proposed,
whose latest incarnations proved at least competi-
tive to the approaches developed during the shared
tasks; the state of the art in short-text authorship
verification achieves around 75–80 % accuracy.

3 Unmasking for Short Texts

After reviewing the original unmasking algorithm,
we introduce our generalization for short texts.

3.1 The Original Unmasking Algorithm
Unmasking as per Koppel and Schler (2004) is
based on the idea that the style of texts from the
same author differs only in a few superficial fea-
tures. By iteratively removing these most discrimi-
nating style features, one can measure the “speed”
at which cross-validation accuracy between sets of
chunks of the two texts degrades. For texts written
by the same author, the accuracy tends to decrease
faster than otherwise. Combining the obtained ac-
curacy values into curves for each pair, a meta
classifier can be trained on the curves to determine
the class of a pair (same / different author).

Koppel and Schler evaluated their approach on
a corpus of 21 books (each at least 500 kB) by
10 different authors. The task was to verify for
each book A whether it has been written by a given
author, using all the latter’s books B for an author
profile, except book A, in case it was the same
author. As described in their paper, the unmasking
algorithm works as follows (see Figure 1):

1. From either text, create non-overlapping
chunks of at least 500 words length without
splitting paragraphs.

2. Use the 250 words with highest average fre-
quency in A and B as features.

3. Obtain 10-fold cross-validation accuracy be-
tween A and B with a linear SVM kernel.

4. Eliminate the 3 highest positive and negative
features for the model trained in each fold.

5. Go to Step 3 if there are features left.

The declining cross-validation accuracy values
from curves on which a meta classifier is trained.
Koppel and Schler used another SVM as the meta
classifier, utilizing as features the curve points, the
curves’ point-wise first- and second-order deriva-
tives, and the derivatives sorted by steepest point-
wise drop. With this approach, they achieved a
verification accuracy of over 95 %.

3.2 Generalization for Short Texts

While impressive as such, the performance of un-
masking hinges on the availability of sufficiently
many chunks per text, where each chunk has to be
of at least the aforementioned 500 words length,
or else the training data becomes too sparse and
no descriptive curves can be generated. Short texts
have the inherent problem that not many chunks
can be extracted by cutting them into pieces.

To generate more training samples from short
texts, one method would be to generate overlapping
chunks, but this only ends in many almost identical
chunks and provides only a marginal performance
boost. Instead, we exploit the bag-of-words nature
of the unmasking features and create the chunks
by oversampling words in a bootstrap aggregating
manner. We treat each text as a random pool of
words from which we can draw without replace-
ment to fill up a chunk. Once the pool is exhausted,
we replenish it and draw again until we have gen-
erated a sufficient number of chunks. This is to
guarantee that each word is drawn at least once.
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Employing this bagging approach alone will not
yield satisfying results, however. The curves will
be quite random with high variance. To coun-
teract this, we run unmasking on the generated
chunks multiple times and average the curves to
get smoother and more reproducible results. Our
generalized unmasking algorithm works as follows:

1. From either text, create 30 chunks counting
700 words each by random chunk generation.

2. Use the 250 words with highest average fre-
quency in A and B as features.

3. Obtain 10-fold cross-validation accuracy be-
tween A and B with a linear SVM kernel.

4. Eliminate the on average 5 most significant
positive and negative features across folds (re-
sulting in a total of 10 removals).

5. Go to Step 3 if there are still features left.

Another linear SVM classifier is trained on these
training curves, their central-difference gradients
(first- and second-order), as well as their gradients
sorted by magnitude. This classifier is then used to
classify curves generated in the same fashion from
text pairs in the test set.

4 Evaluation

The data we use for our experiments is a collec-
tion of 180 text pairs (consisting of 90 same-author
and 90 different-authors cases) for training and a
similar set of 80 text pairs (consisting of 40 same-
author and 40 different-authors cases) for testing.
The texts were obtained from Project Gutenberg,
comprise about 4,000 words each (23,000 charac-
ters), and were written by a total of 390 unique
English-language authors. We took special care to
select texts of similar genre and publication period
to avoid accidental topic classification.

Since short-text authorship verification presents
itself as such a difficult problem, it becomes all
the more important to find a good measure for as-
sessing the quality of a verifier. Due to the high
uncertainty of many results, a standard two-class
accuracy measure is not an optimal choice. Instead
of trying to develop perfect verifiers, we can al-
ready build more useful tools today by optimizing
for precision and sacrificing recall. Unfortunately,
this approach—although more useful in general—
does not perform well in a setting where accuracy
is measured. In order to provide a more suitable
evaluation quantity, PAN adopted the c@1 measure
by Peñas and Rodrigo (2011):

1

n
·
(
nac +

nac
n
· nu

)
,

where n denotes the number of problems, nac the
number of correct answers and nu the number of
non-answers. The c@1 measure solves the uncer-
tainty problem by rewarding non-answers in that it
assigns them the same accuracy as the rest of the
problems. All-correct answers still yield a score
of 1, all-wrong or completely unanswered problem
sets a score of 0. Hence, with this measure, a veri-
fier is at liberty not to answer a given problem in
case of doubt and still receive a reasonably good
score, even if its overall sensitivity (or recall) is
low. Most PAN participants did not exploit the
c@1 measure to a larger extent, so c@1 scores of
their submitted approaches are roughly the same as
their accuracy (within margin of a few percent).

A problem with c@1 is that it is still designed
for binary classification with equal weights for both
classes. If we are primarily interested in whether
two texts were written by the same author, but do
not need a reliable decision in the other case, c@1
does not serve us well. For that reason, we propose
as an alternative the F0.5 measure where we treat
non-answers as false negatives:

(1 + 0.52) · ntp
(1 + 0.52) · ntp + 0.52 · (nfn + nu) + nfp

,

with ntp denoting the number of true positives, nfn
the number of false negatives, and nfp the number
of false positives. As before, nu is the number of
unanswered problems. The parameter β = 0.5 of
the F measure was chosen so as to weigh precision
substantially higher than recall without diminishing
its contribution entirely. Other values can be used
depending on individual use cases. We call this
specialized F0.5 measure F0.5u.

4.1 Unmasking’s Hyperparameters
The hyperparameters of unmasking have a direct
and intuitive effect on its output. The most impor-
tant hyperparameters are the number of chunks, the
number of words per chunk, the size of the feature
vectors, the number of feature removals per round,
and the total number of averaged unmasking runs.

The degradation speed or curve slope is deter-
mined primarily by the number of chunks generated
(more chunks result in generally shallower curves)
and the amount of information lost in each round
(shorter feature vectors or more removals cause the
curves to plummet). Both parameters also control

656



0 216 12 181593 0 216 12 181593
0.5

1.0

0.6

0.7

0.8

0.9

0 216 12 181593

Same author
Different authors

Unmasking rounds

A
cc

ur
ac

y

Figure 2: Unmasking curves on the test corpus with three different sets of hyperparameters. Each curve represents
one text pair. Left: 100 features, 20 eliminations per round, 10 chunks of 1,000 words each. Center: 250 features,
10 eliminations, 10 chunks of 700 words each. Right: 250 features, 10 eliminations, 30 chunks of 700 words each.
All curves are averages of 10 runs. Few features and chunks and many removals in a single round lead to curves
dropping too quickly in straight lines. The center and right-hand configurations perform much better.

the granularity of the curves. Longer feature vec-
tors and more chunks result in smoother curves,
whereas very short vectors and very few chunks
create larger straight-line segments. It is vital to
find a good middle ground for both these parame-
ters or else the curves will either altogether drop
too quickly with all significant features eliminated
in a single round, or runtime is wasted without
benefit. Particularly removals and vector size need
to be balanced so as to optimally capture enough
of the highly significant features and not only the
tail of the distribution. Furthermore, curves with
insufficient granularity contain a lot less informa-
tion and are often harder to distinguish, regardless
of their slope. The number of words per chunk,
on the other hand, appears to be mostly responsi-
ble for the slope of the first few initial rounds with
larger chunks delaying the first major drop. Overall,
this parameter’s influence seems rather low, proba-
bly because we are only repeatedly sampling from
an already small sample of the same distribution.
Finally, the number of unmasking runs that are av-
eraged smooths noisy curves and compensates for
outliers. Here, more is generally better, but with
diminishing returns beyond a certain point.

The hyperparameters given in Section 3 result
from cross-validating several hundred configura-
tions to find the most useful value ranges on our
training data. Optimal choices can vary slightly
between datasets, which leaves room for improve-
ment. Figure 2 shows the differences between a se-
lect number of hyperparameter choices. We found
that between 25 and 50 chunks, vector sizes of 250
to 400 features, and not fewer than 5, yet no more
than 20 removals per round are necessary to achieve
sufficient curve granularity and satisfying gradients.

For chunk sizes, a large range between 300 and
1,000 words seems possible, though we found sizes
of 500–700 words to work best without adding too
much computational overhead. For stable classi-
fication, about 10 total runs need to be averaged,
while 15–20 are still a sensible choice.

4.2 Verification Results

The overall performance of our approach is on
par with other state-of-the-art verifiers, but we can
improve our precision significantly by increasing
the minimal distance a pair must have from the
SVM hyperplane to be classified at all. We use this
distance threshold as our confidence parameter c.
Classification results at different values for c are
shown in Table 1. At a threshold of 0.8, we can de-
rive an answer for only 13.8 % of the cases, but are
able to do so with a precision of 1.0, meaning all
same-author classifications are correct. We can re-
duce the threshold down to a value of 0.4, at which
we can classify about half the cases with a still all-
correct answer set—but with lower confidence in
the correctness. The actual numbers vary within a
certain margin at low thresholds due to our random
chunk generation. Thresholds below 0.4 will pro-
duce an increasing amount of false positives. The
choice of c depends on the assurance level desired
by the user. In medium- to high-assurance scenar-
ios (where false positives are to be avoided, but
not entirely critical), we recommend a threshold
of 0.6 or higher. If false positives have to be en-
tirely avoided, we recommend at least 0.7 or higher.
On our dataset, results at c ≥ 0.8 can be consid-
ered correct with near certainty. Cases which are
not classifiable at the desired confidence threshold
must be left undecided as “unknown authorship.”
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Hyperplane Classified Effectiveness
threshold c cases [%] Precision Recall F0.5u c@1

0.8 13.8 1.00 0.24 0.42 0.26
0.7 15.0 1.00 0.24 0.42 0.25
0.6 23.3 1.00 0.27 0.47 0.41
0.5 38.8 1.00 0.32 0.55 0.54
0.4 50.0 1.00 0.39 0.64 0.66
0.1 91.2 0.82 0.54 0.74 0.76
0.0 100.0 0.83 0.59 0.76 0.73

Table 1: Unmasking performance on our test data at
various confidence thresholds. Recall was calculated
after assigning all non-decisions the negative class.
F0.5u and c@1 diverge significantly at high thresholds
with an increasing class balance skew.

We compare the performance of our general-
ized unmasking approach to the two state-of-the-
art short-text verification approaches by Bagnall
(2015) and Halvani et al. (2017). Since no ready-to-
use implementation of the latter approach is avail-
able, we reimplemented it using the PPMd com-
pression algorithm and trained a random forest with
100 trees on the two suggested similarity measures
Compression-based Cosine (CBC) and the Chen-Li
metric (CLM). For a fairer comparison, we use a
confidence threshold c = 0.1 for unmasking as this
results in about the same amount of c@1 “optimiza-
tion” as employed by Bagnall, although our F0.5u

is higher at c = 0. The results of our performance
comparison are shown in Table 2. The precision of
our new generalized unmasking is the highest with
slightly worse c@1 and F0.5u compared to Bagnall
and CLM due to a lower recall. CBC appears to
score the worst, although Halvani et al. found it
to be best-performing. Overall, however, all ap-
proaches perform equally well and (treating non-
answers as incorrect) no actual difference between
their (binary) decision quality can be inferred from
a McNemar test between unmasking and Bagnall
(χ2 = 0.35, p = 0.56) or unmasking and Halvani
et al. with CLM (χ2 = 0.83, p = 0.36).

In terms of runtime, compression performs best
with under a minute on the whole corpus due to
the optimized C implementation of the compressor,
followed by our new generalized unmasking imple-
mentation with about 2–3 minutes. Bagnall runs
the longest with 4:45 hours on all 80 cases in the
corpus. It is worth noting that, unlike unmasking
and compression models, Bagnall’s approach is not
intrinsic and needs other texts from the input corpus
to arrive at a decision for the single pair in ques-
tion, which is a valid approach, but can effectively
exploit potential biases in the corpus. We further

Approach Precision Recall F0.5u c@1

Generalized Unmasking 0.82 0.54 0.74 0.76
Bagnall 0.81 0.71 0.77 0.79
Halvani et al. (CLM) 0.78 0.78 0.78 0.78
Halvani et al. (CBC) 0.71 0.71 0.71 0.70

Table 2: Performance comparison with the state of the
art in short-text authorship verification (c = 0.1 in
generalized unmasking). Differences between the first
three are non-significant.

noticed that compression appears to balance pre-
cision and recall more than the other approaches,
whereas generalized unmasking heavily prioritizes
precision, which is generally more preferable in a
real-world scenario: here, false positives can have
dire consequences, such as a wrong conviction. An-
other advantage of generalized unmasking is that it
allows for easy optimization of all hyperparameters
compared to the other approaches which are more
of a blackbox. By building ensembles with other
machine learning models, different features, chunk
sizes, etc., we expect further improvements, but
leave this for future work.

4.3 Reproducibility
To enable our research on short-text unmasking, we
developed an extensive general-purpose unmask-
ing framework for running any kind of unmasking
experiment with a plethora of different features,
parameters, and aggregations for final or partial
results from different runs. Each unmasking run
comes with a detailed job configuration allowing
for easy reproduction of previous experiments. We
published the source code of our framework and
all data used in our research under an open-source
license alongside this paper.

5 Conclusion

We have successfully generalized and applied un-
masking to short texts establishing another state-of-
the-art verification approach for scenarios in which
only little source material is available. This new
unmasking approach prioritizes precision to deliver
highly-reliable decisions even though short texts
naturally show a high amount of uncertainty as a
result of their low stylistic information content. We
compared our approach to other state-of-the-art au-
thorship verification systems specialized for short
texts and can produce competitive results with low
computational effort and high prospect of further
optimization in the future.
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Abstract

The automatic detection of satire vs. regu-
lar news is relevant for downstream applica-
tions (for instance, knowledge base popula-
tion) and to improve the understanding of lin-
guistic characteristics of satire. Recent ap-
proaches build upon corpora which have been
labeled automatically based on article sources.
We hypothesize that this encourages the mod-
els to learn characteristics for different pub-
lication sources (e.g., “The Onion” vs. “The
Guardian”) rather than characteristics of satire,
leading to poor generalization performance to
unseen publication sources. We therefore pro-
pose a novel model for satire detection with an
adversarial component to control for the con-
founding variable of publication source. On
a large novel data set collected from German
news (which we make available to the research
community), we observe comparable satire
classification performance and, as desired, a
considerable drop in publication classification
performance with adversarial training. Our
analysis shows that the adversarial component
is crucial for the model to learn to pay atten-
tion to linguistic properties of satire.

1 Introduction

Satire is a form of art used to criticize in an en-
tertaining manner (cf. Sulzer, 1771, p. 995ff.). It
makes use of different stylistic devices, e.g., humor,
irony, sarcasm, exaggerations, parody or caricature
(Knoche, 1982; Colletta, 2009). The occurrence of
harsh, offensive or banal and funny words is typical
(Golbert, 1962; Brummack, 1971).

Satirical news are written with the aim of mim-
icking regular news in diction. In contrast to misin-
formation and disinformation (Thorne and Vlachos,
2018), it does not have the intention of fooling the
readers into actually believing something wrong in
order to manipulate their opinion.

* Work was done at University of Stuttgart.

The task of satire detection is to automatically
distinguish satirical news from regular news. This
is relevant, for instance, for downstream applica-
tions, such that satirical articles can be ignored in
knowledge base population. Solving this problem
computationally is challenging. Even human read-
ers are sometimes not able to precisely recognize
satire (Allcott and Gentzkow, 2017). Thus, an auto-
matic system for satire detection is both relevant for
downstream applications and could help humans to
better understand the characteristics of satire.

Previous work mostly builds on top of corpora
of news articles which have been labeled automat-
ically based on the publication source (e.g., “The
New York Times” articles would be labeled as reg-
ular while “The Onion” articles as satire1). We hy-
pothesize that such distant labeling approach leads
to the model mostly representing characteristics of
the publishers instead of actual satire. This has two
main issues: First, interpretation of the model to
obtain a better understanding of concepts of satire
would be misleading, and second, generalization of
the model to unseen publication sources would be
harmed. We propose a new model with adversarial
training to control for the confounding variable of
publication sources, i.e., we debias the model.

Our experiments and analysis show that (1) the
satire detection performance stays comparable
when the adversarial component is included, and
(2) that adversarial training is crucial for the model
to pay attention to satire instead of publication char-
acteristics. (3), we publish a large German data set
for satire detection which is a) the first data set in
German, b) the first data set including publication
sources, enabling the experiments at hand, and c)
the largest resource for satire detection so far.2

1https://www.theonion.com/, https://www.nytimes.com/
2Data/code: www.ims.uni-stuttgart.de/data/germansatire.
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2 Previous Work

Previous work tackled the task of automatic En-
glish satire detection with handcrafted features,
for instance, the validity of the context of entity
mentions (Burfoot and Baldwin, 2009), or the co-
herence of a story (Goldwasser and Zhang, 2016).
Rubin et al. (2016) use distributions of parts-of-
speech, sentiment, and exaggerations. In contrast to
these approaches, our model uses only word embed-
dings as input representations. Our work is there-
fore similar to Yang et al. (2017) and De Sarkar
et al. (2018) who also use artificial neural networks
to predict if a given text is satirical or regular news.
They develop a hierarchical model of convolutional
and recurrent layers with attention over paragraphs
or sentences. We follow this line of work but our
model is not hierarchical and introduces less pa-
rameters. We apply attention to words instead of
sentences or paragraphs, accounting for the fact
that satire might be expressed on a sub-sentence
level.

Adversarial training is popular to improve the
robustness of models. Originally introduced by
Goodfellow et al. (2014) as generative adversarial
networks with a generative and a discriminative
component, Ganin et al. (2016) show that a related
concept can also be used for domain adaptation:
A domain-adversarial neural network consists of
a classifier for the actual class labels and a do-
main discriminator. The two components share the
same feature extractor and are trained in a mini-
max optimization algorithm with gradient reversal:
The sign of the gradient of the domain discrimina-
tor is flipped when backpropagating to the feature
extractor. Building upon the idea of eliminating
domain-specific input representations, Wadsworth
et al. (2018) debias input representations for recidi-
vism prediction, or income prediction (Edwards
and Storkey, 2016; Beutel et al., 2017; Madras
et al., 2018; Zhang et al., 2018).

Debiasing mainly focuses on word embeddings,
e.g., to remove gender bias from embeddings
(Bolukbasi et al., 2016). Despite previous posi-
tive results with adversarial training, a recent study
by Elazar and Goldberg (2018) calls for being cau-
tious and not blindly trusting adversarial training
for debiasing. We therefore analyze whether it is
possible at all to use adversarial training in another
setting, namely to control for the confounding vari-
able of publication sources in satire detection (see
Section 3.1).

3 Methods for Satire Classification

3.1 Limitations of Previous Methods

The data set used by Yang et al. (2017) and
De Sarkar et al. (2018) consists of text from 14
satirical and 6 regular news websites. Although the
satire sources in train, validation, and test sets did
not overlap, the sources of regular news were not
split up according to the different data sets (Yang
et al., 2017). We hypothesize that this enables the
classifier to learn which articles belong to which
publication of regular news and classify everything
else as satire, given that one of the most frequent
words is the name of the website itself (see Sec-
tion 4.1). Unfortunately, we cannot analyze this
potential limitation since their data set does not
contain any information on the publication source3.
Therefore, we create a new corpus in German (see
Section 4.1) including this information and investi-
gate our hypothesis on it.

3.2 Model

Motivated by our hypothesis in Section 3.1, we pro-
pose to consider two different classification prob-
lems (satire detection and publication identifica-
tion) with a shared feature extractor. Figure 1 pro-
vides an overview of our model. We propose to
train the publication identifier as an adversary.

3.2.1 Feature Extractor
Following De Sarkar et al. (2018), we only use
word embeddings and no further handcrafted fea-
tures to represent the input. We pretrain word em-
beddings of 300 dimensions on the whole corpus
using word2vec (Mikolov et al., 2013). The fea-
ture generator f takes the embeddings of the words
of each article as input for a bidirectional LSTM
(Hochreiter and Schmidhuber, 1997), followed by a
self-attention layer as proposed by Lin et al. (2017).
We refer to the union of all the parameters of the
feature extractor as θf in the following.

3.2.2 Satire Detector
The gray part of Figure 1 shows the model part for
our main task – satire detection. The satire detector
feeds the representation from the feature extractor
into a softmax layer and performs a binary classifi-
cation task (satire: yes or no). Note that, in contrast
to De Sarkar et al. (2018), we classify satire solely

3https://data.mendeley.com/datasets/hx3rzw5dwt/draft?
a=377d5571-af17-4e61-bf77-1b77b88316de, v.1, 2017,
accessed on 2018-11-23
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on the document level, as this is sufficient to ana-
lyze the impact of the adversarial component and
the influence of the publication source.

3.2.3 Publication Identifier
The second classification branch of our model aims
at identifying the publication source of the input.
Similar to the satire detector, the publication iden-
tifier consists of a single softmax layer which gets
the extracted features as an input. It then performs
a multi-class classification task since our dataset
consists of 15 publication sources (see Table 1).

3.2.4 Adversarial Training
Let θf be the parameters of the feature extractors
and θs and θp be the parameters of the satire detec-
tor and the publication identifier, respectively. The
objective function for satire detection is

Js = −E(x,ys)∼pdata logPθf∪θs(ys, x) , (1)

while the objective for publication identification is

Jp = −E(x,yp)∼pdata logPθf∪θp(yp, x) . (2)

Note that the parameters of the feature extractor
θf are part of both model parts. Since our goal is
to control for the confounding variable of publi-
cation sources, we train the publication identifier
as an adversary: The parameters of the classifica-
tion part θp are updated to optimize the publication
identification while the parameters of the shared
feature generator θf are updated to fool the publi-
cation identifier. This leads to the following update
equations for the parameters

θs := θs − η
∂Js
∂θs

(3)

θp := θp − η
∂Jp
∂θp

(4)

θf := θf − η
(∂Js
∂θf
− λ∂Jp

∂θf

)
(5)

with η being the learning rate and λ being a weight
for the reversed gradient that is tuned on the de-
velopment set. Figure 1 depicts the gradient flow.

4 Experiments

4.1 Experimental Setting
Dataset. We consider German regular news col-
lected from 4 websites and German satirical news
from 11 websites. Table 1 shows statistics and

input layer

LSTM layer

attention layer

feature extractor

satire 
detector

publication 
identifier

satire? (yes/no) publication name

∂ J s
∂θ s

∂ J s
∂θ f

∂ J p
∂θ p

−λ
∂ J p
∂θf

Figure 1: Architecture of the model. The gray area
on the left shows the satire detector; the white area on
the right is the adversary (publication identifier); the
gradient flow with and without adversarial training is
shown with blue arrows pointing upwards.

sources of the corpus, consisting of almost 330k
articles. The corpus contains articles published be-
tween January 1st, 2000 and May 1st, 2018. Each
publication has individual typical phrases and dif-
ferent most common words. Among the most com-
mon words is typically the name of each publica-
tion, e.g., “Der Spiegel” has “SPIEGEL” as fifth
and “Der Postillon” “Postillon” as third most com-
mon word. We did not delete those words to keep
the dataset as realistic as possible. We randomly
split the data set into training, development (dev)
and test (80/10/10 %) with the same label distribu-
tions in all sets. Given the comparable large size of
the corpus, we opt for using a well-defined test set
for reproducability of our experiments in contrast
to a crossvalidation setting.

Research questions. We discuss two questions.
RQ1: How does a decrease in publication classi-
fication performance through adversarial training
affect the satire classification performance? RQ2:
Is adversarial training effective for avoiding that
the model pays most attention to the characteristics
of publication source rather than actual satire?

Baseline. As a baseline model, we train the
satire detector part (gray area in Figure 1) on the
satire task. Then, we freeze the weights of the
feature extractor and train the publication classifier
on top of it. In addition, we use a majority baseline
model which predicts the most common class.

Hyperparameters. We cut the input sentences
to a maximum length of 500 words. This enables
us to fully represent almost all satire articles and
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Average Length

Publication #Articles Article Sent. Title
R

eg
ul

ar

Der Spiegel 31,180 556.74 19.04 7.47
Der Standard 53,632 328.82 18.62 6.3
Südd. Zeit. 177,605 635.77 17.58 7.74
Die Zeit 57,802 1,116.53 17.0 5.2

Sa
tir

e

Der Enthüller 324 404.3 13.87 9.67
Eulenspiegel 192 1,072.17 17.45 4.38
Nordd. Nach. 211 188.46 17.84 8.46
Der Postillon 5,065 225.36 19.59 9.16
Satirepatzer 193 262.99 12.26 7.53
Die Tagespresse 1,271 301.28 16.39 10.83
Titanic 149 292.88 16.04 7.79
Welt (Satire) 1,249 291.45 21.76 9.02
Der Zeitspiegel 171 315.76 18.69 9.71
Eine Zeitung 416 265.16 16.04 13.35
Zynismus24 402 181.59 17.67 11.96

Regular 320,219 663.45 17.79 6.86
Satire 9,643 269.28 18.73 9.52

Table 1: Corpus statistics (average length in words)

capture most of the content of the regular articles
while keeping the training time low. As mentioned
before, we represent the input words with 300 di-
mensional embeddings. The feature extractor con-
sists of a biLSTM layer with 300 hidden units in
each direction and a self-attention layer with an
internal hidden representation of 600. For train-
ing, we use Adam (Kingma and Ba, 2014) with an
initial learning rate of 0.0001 and a decay rate of
10−6. We use mini-batch gradient descent training
with a batch size of 32 and alternating batches of
the two branches of our model. We avoid overfit-
ting by early stopping based on the satire F1 score
on the development set.

Evaluation. For evaluating satire detection, we
use precision, recall and F1 score of the satire
class. For publication identification, we calculate
a weighted macro precision, recall and F1 score,
i.e., a weighted sum of class-specific scores with
weights determined by the class distribution.

4.2 Selection of Hyperparameter λ

Table 2 (upper part) shows results for different val-
ues of λ, the hyperparameter of adversarial train-
ing, on dev. For λ ∈ {0.2, 0.3, 0.5}, the results
are comparably, with λ = 0.2 performing best for
satire detection. Setting λ = 0.7 leads to a perfor-
mance drop for satire but also to F1 = 0 for pub-
lication classification. Hence, we chose λ = 0.2
(the best performing model on satire classification)
and λ = 0.7 (the worst performing model on publi-
cation identification) to investigate RQ1.

Satire Publication

Model P R F1 P R F1

de
v

majority class 0.0 0.0 0.0 29.5 54.3 38.3
no adv 98.9 52.6 68.7 44.6 56.2 49.7
adv, λ = 0.2 99.3 50.8 67.2 31.2 55.4 40.0
adv, λ = 0.3 97.3 48.9 65.0 31.1 54.8 39.6
adv, λ = 0.5 99.1 50.8 67.2 31.7 55.2 40.3
adv, λ = 0.7 86.7 44.1 58.4 26.9 0.0 0.0

te
st

majority class 0.0 0.0 0.0 29.1 53.9 37.8
no adv. 99.0 50.1 66.5 44.2 55.7 49.3
adv, λ = 0.2 99.4 49.4 66.0 30.8 54.8 39.5
adv, λ = 0.7 85.0 42.5 56.6 31.3 0.0 0.0

Table 2: Results on dev and independent test data.

5 Results (RQ1)

The bottom part of Table 2 shows the results on test
data. The majority baseline fails since the corpus
contains more regular than satirical news articles.
In comparison to the baseline model without adver-
sarial training (no adv), the model with λ = 0.2
achieves a comparable satire classification perfor-
mance. As expected, the publication identifica-
tion performance drops, especially the precision de-
clines from 44.2 % to 30.8 %. Thus, a model which
is punished for identifying publication sources can
still learn to identify satire.

Similar to the results on dev, the recall of the
model with λ = 0.7 drops to (nearly) 0 %. In
this case, the satire classification performance also
drops. This suggests that there are overlapping
features (cues) for both satire and publication clas-
sification. This indicates that the two tasks cannot
be entirely untangled.

6 Analysis (RQ2)

To address RQ2, we analyze the results and atten-
tion weights of the baseline model and our model
with adversarial training.

6.1 Shift in Publication Identification

The baseline model (no adv) mostly predicts the
correct publication for a given article (in 55.7 %
of the cases). The model with λ = 0.2 mainly (in
98.2 % of the cases) predicts the most common
publication in our corpus (“Süddeutsche Zeitung”).
The model with λ = 0.7 shifts the majority of
predictions (98.7 %) to a rare class (namely “Eine
Zeitung”), leading to its bad performance.
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Example 1
German original:

no
ad

v Erfurt ( dpo ) - Es ist eine Organisation , die
ausserhalb von Recht und Ordnung agiert , zahlreiche
NPD-Funktionäre finanziert und in nicht unerheblichem
Maße in die Mordserie der sogenannten Zwickauer
Zelle verstrickt ist .

ad
v

Erfurt ( dpo ) - Es ist eine Organisation , die
ausserhalb von Recht und Ordnung agiert , zahlreiche
NPD-Funktionäre finanziert und in nicht unerheblichem
Maße in die Mordserie der sogenannten Zwickauer
Zelle verstrickt ist .

English translation:

no
ad

v Erfurt ( dpo ) - It is an organization which operates
outside of law and order , funds numerous NPD
operatives and is to a not inconsiderable extent involved
in the series of murders of the so called Zwickauer Zelle
.

ad
v

Erfurt ( dpo ) - It is an organization which operates
outside of law and order , funds numerous NPD
operatives and is to a not inconsiderable extent involved
in the series of murders of the so called Zwickauer Zelle
.

Example 2
German original:

no
ad

v Immerhin wird derzeit der Vorschlag diskutiert , den
Familiennachzug nur inklusive Schwiegermüttern zu
erlauben , wovon sich die Union einen abschreckenden
Effekt erhofft .

ad
v

Immerhin wird derzeit der Vorschlag diskutiert , den
Familiennachzug nur inklusive Schwiegermüttern zu
erlauben , wovon sich die Union einen abschreckenden
Effekt erhofft .

English translation:

no
ad

v After all , the proposal to allow family reunion only
inclusive mothers-in-law is being discussed , whereof
the Union hopes for an off-putting effect .

ad
v After all , the proposal to allow family reunion only

inclusive mothers-in-law is being discussed , whereof
the Union hopes for an off-putting effect .

Figure 2: Attention weight examples for satirical arti-
cles, with and without adversary.

6.2 Interpretation of Attention Weights

Figure 2 exemplifies the attention weights for a se-
lection of satirical instances. In the first example
the baseline model (no adv) focuses on a single
word (“dpo” as a parody of the German newswire
“dpa”) which is unique to the publication the article
was picked from (“Der Postillon”). In compari-
son the model using adversarial training (λ = 0.2)
ignores this word completely and pays attention
to “die Mordserie” (“series of murders”) instead.
In the second example, there are no words unique
to a publication and the baseline spreads the at-
tention evenly across all words. In contrast, the
model with adversarial training is able to find cues
for satire, being humor in this example (“family

reunion [for refugees] is only allowed including
mothers-in-law”).

7 Conclusion and Future Work

We presented evidence that simple neural networks
for satire detection learn to recognize characteris-
tics of publication sources rather than satire and
proposed a model that uses adversarial training to
control for this effect. Our results show a consider-
able reduction of publication identification perfor-
mance while the satire detection remains on com-
parable levels. The adversarial component enables
the model to pay attention to linguistic characteris-
tics of satire.

Future work could investigate the effect of other
potential confounding variables in satire detection,
such as the distribution of time and region of the
articles. Further, we propose to perform more quan-
titative but also more qualitative analysis to better
understand the behaviour of the two classifier con-
figurations in comparison.
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Abstract
Authors’ keyphrases assigned to scientific ar-
ticles are essential for recognizing content and
topic aspects. Most of the proposed supervised
and unsupervised methods for keyphrase gen-
eration are unable to produce terms that are
valuable but do not appear in the text. In this
paper, we explore the possibility of consider-
ing the keyphrase string as an abstractive sum-
mary of the title and the abstract. First, we
collect, process and release a large dataset of
scientific paper metadata that contains 2.2 mil-
lion records. Then we experiment with pop-
ular text summarization neural architectures.
Despite using advanced deep learning models,
large quantities of data and many days of com-
putation, our systematic evaluation on four test
datasets reveals that the explored text sum-
marization methods could not produce bet-
ter keyphrases than the simpler unsupervised
methods, or the existing supervised ones.

1 Introduction

A valuable concept for searching and categoriz-
ing scientific papers in digital libraries is the
keyphrase (we use keyphrase and keyword inter-
changeably), a short set of one or few words that
represent concepts. Scientific articles are com-
monly annotated with keyphrases based on tax-
onomies of concepts and the authors’ judgment.
Finding keyphrases that best describe the contents
of a document is thus essential and rewarding.

Most of the proposed keyphrase extraction so-
lutions tend to be unsupervised (Florescu and
Caragea, 2017; Nguyen and Luong, 2010; Rose
et al., 2010; Bougouin et al., 2013; Campos et al.,
2018) and generate terms by selecting the most ap-
propriate candidates, ranking the candidates based
on several features and finally returning the top
N . Another way is to utilize datasets of texts and
keywords for training supervised models with lin-
guistic or other features to predict if candidates

are keywords or not (Witten et al., 1999; Turney,
2000; Medelyan, 2009; Hulth, 2003).

All above methods propose N keyphrases for
each article which are joined together with “,” (or
other separator like “;”) to form the keyphrase
string of that article. They suffer from various
problems or discrepancies. First, they are unable
to find an optimal value for N and require it as
a preset parameter. Furthermore, semantic and
syntactic properties of article phrases are analyzed
separately. The meaning of paragraphs, sections
or entire document is thus missed. Lastly, only
phrases that do appear in the article are returned.
Meng et al. (2017) recently proposed a deep su-
pervised keyphrase generation solution trained on
a big dataset. It successfully solves the last two
problems above, but not the first one.

Motivated by recent advances in neural ma-
chine translation and abstractive text summariza-
tion (Vaswani et al., 2017; Foster et al., 2018; Rush
et al., 2015; See et al., 2017), in this paper, we
explore the possibility of considering keyphrase
generation as an abstractive text summarization
task. Instead of generating keywords one by one
and linking them to form the keyphrase string, we
consider the later as an abstractive summary of
the concatenated paper title and abstract. Differ-
ent recently-proposed text summarization archi-
tectures are tried on four test datasets of article
keyphrases (Tanti et al., 2017; Rush et al., 2015;
See et al., 2017). We trained them with a newly
created dataset of 2.2 million article titles, ab-
stracts and keyphrase strings that we processed
and released.1

The selected text summarization models are
compared with popular unsupervised and super-
vised methods using ROUGE (Lin, 2004) and full-
match F1 metrics. The results show that though

1http://hdl.handle.net/11234/1-2943
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trained with large data quantities for many days,
the tried text summarization methods could not
produce better keywords than the existing super-
vised or deep supervised predictive models. In our
opinion, a possible explanation for this is the fact
that the title and the abstract may not carry suf-
ficient topical information about the article, even
when joined together. In contrast, when assigning
keywords annotations of their paper, authors are
highly influenced by the topic aspects of it.

This paper carries several contributions, de-
spite the fact that no progressive result scores
were reached. It is the first work that considers
keyphrase generation as an abstractive text sum-
marization task. We produced a large dataset of
article titles, abstracts, and keywords that can be
used for keyword generation, text summarization
or similar purposes. Finally, we evaluated the per-
formance of different neural network architectures
on summarization of article keyword strings, com-
paring them with popular unsupervised methods.

2 Scientific Paper Datasets

Because of the open source and open data initia-
tives, many public datasets from various domains
can be found online (Çano and Morisio, 2015).
Among the several collections of scientific arti-
cles, some of them have gained considerable popu-
larity in research literature. In Meng et al. (2017),
we found a recent and big collection of 20K pa-
per abstracts and keyphrases. These metadata be-
long to articles of computer science from ACM
Digital Library, ScienceDirect, and Web of Sci-
ence. In Hulth (2003), we found a collection of
2000 (1500 for train/val and 500 for testing) ab-
stracts in English, together with titles and authors’
keywords. The corresponding articles were pub-
lished from 1998 to 2002 and belong to the dis-
cipline of Information Technology. Furthermore,
Krapivin et al. (2010) released a dataset of 2000
(1600 for train/val and 400 for testing) full articles
published by ACM from 2003 to 2005 in Com-
puter Science domain. More information about
similar keyphrase data collections or other avail-
able resources can be found in Hasan and Ng
(2014) and in online repositories.2

Regarding text summarization, some of the
most popular datasets are: DUC-2004 3 mainly

2https://github.com/LIAAD/
KeywordExtractor-Datasets

3https://duc.nist.gov/duc2004/

Attribute Train Val Test Fullset
Records 2M 100K 100K 2.2M
Keyphrases 12M 575K 870K 13.4M
Title tokens 24M 1.3M 1.6M 27M
Abstract tokens 441M 21M 37M 499M
Av. Keyphrase 6 5.8 8.7 6.1
Av. Title 12.1 12.8 15.9 12.3
Av. Abstract 220 211 372 227

Table 1: Statistics of OAGK dataset

used for testing, English Gigaword (Napoles et al.,
2012), CNN/Daily Mail described in Section 4.3
of (Nallapati et al., 2016) and Newsroom, a het-
erogeneous bundle of news articles described in
Grusky et al. (2018). These datasets are frequently
used for the task of predicting titles from abstracts
or short stories. However, no keyphrases are pro-
vided; they do not serve to our purpose. Arnet-
Miner is a recent attempt to crawl scientific paper
data from academic networks (Tang et al., 2008).
The system extracts profiles of researchers from
digital resources and integrates their data in a com-
mon network. A spin-off is the Open Academic
Graph (OAG) data collection (Sinha et al., 2015).

To produce a usable collection for our purpose,
we started from OAG. We extracted title, abstract
and keywords. The list of keywords was trans-
formed into a comma-separated string and a lan-
guage identifier was used to remove records that
were not in English. Abstracts and titles were
lowercased, and Stanford CoreNLP tokenizer was
used for tokenizing. Short records of fewer than
20 tokens in the abstract, 2 tokens in the title and
2 tokens in the keywords were removed. For the
test portion, we selected documents of at least 27,
3 and 2 tokens in each field. Data preprocessing
stopped here for the release version (no symbol
filtering), given that many researchers want to fil-
ter text in their own way. This new dataset named
OAGK can be used for both text summarization
(predicting title from abstract) and keyphrase ex-
traction (unsupervised, supervised or deep super-
vised) tasks. Some rounded measures about each
set of released data are presented in Table 1.

3 Keyphrase Extraction Strategies

3.1 Unsupervised and Supervised Methods
TOPICRANK is an extractive method that creates
topic clusters using the graph of terms and phrases
(Bougouin et al., 2013). Obtained topics are then
ranked according to their importance in the docu-
ment. Finally, keyphrases are extracted by pick-
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ing one candidate from each of the most important
topics. A more recent, unsupervised and feature-
based method for keyphrase extraction is YAKE!
(Campos et al., 2018). It heuristically combines
features like casing, word position or word fre-
quency to generate an aggregate score for each
phrase and uses it to select the best candidates.

One of the first supervised methods is KEA

described by Witten et al. (1999). It extracts
those candidate phrases from the document that
have good chances to be keywords. Several fea-
tures like TF-IDF are computed for each candi-
date phrase during training. In the end, Naı̈ve
Bayes algorithm is used to decide if a candidate
is a keyword or not (binary classification). An
improvement and generalization of KEA is MAUI

(Medelyan, 2009). Additional features are com-
puted, and bagged decision trees are used instead
of Naı̈ve Bayes. The author reports significant per-
formance improvements in precision, recall and F1

scores.
The above keyphrase extraction methods and

others like Florescu and Caragea (2017) or
Nguyen and Luong (2010) reveal various prob-
lems. First, they are not able to find an optimal
value for N (number of keywords to generate for
an article) based on article contents and require it
as a preset parameter. Second, the semantic and
syntactic properties of article phrases (considered
as candidate keywords) are analyzed separately.
The meaning of longer text units like paragraphs
or entire abstract/paper is missed. Third, only
phrases that do appear in the paper are returned.
In practice, authors do often assign words that are
not part of their article.

Meng et al. (2017) overcome the second and
third problem using an encoder-decoder model
(COPYRNN) with a bidirectional Gated Recurrent
Unit (GRU) and a forward GRU with attention.
They train it on a datasets of hundred thousands
of samples, consisting of abstract-keyword (one
keyword only) pairs. The model is entirely data-
driven and can produce terms that may not appear
in the document. It still produces one keyword at
a time, requiringN (first problem) as parameter to
create the full keyphrase string.

3.2 Text Summarization Methods

To overcome the three problems mentioned in Sec-
tion 3.1, we explore abstractive text summariza-
tion models proposed in the literature, trained with

article abstracts and titles as sources and keyword
strings as targets. They are expected to learn and
paraphrase over entire source text and produce a
summary in the form of a keyphrase string with
no need for extra parameters. They should also
introduce new words that do not appear in the ab-
stract. Two simple encoder-decoder variants based
on LSTMs are described in Figure 3 of Tanti et al.
(2017). MERGE (Figure 3.a) encodes input and the
current summary independently and merges them
in a joint representation which is later decoded to
predict the next summary token. INJECT model
(Figure 3.b) on the other hand injects the source
document context representation to the encoding
part of the current summary before the decoding
operation is performed.

ABS is presented in Figure 3.a of Rush et al.
(2015). The encoder (Figure 3.b) takes in the in-
put text and a learned soft alignment between the
input and the summary, producing the context vec-
tor. This soft alignment is the attention mechanism
(Bahdanau et al., 2014). To generate the summary
words, Rush et al. apply a beam-search decoder
with a window of K candidate words in each po-
sition of the summary.

Pointer-Generator network (POINTCOV) de-
picted in Figure 3 of See et al. (2017) is similar
to ABS. It is composed of an attention-based en-
coder that produces the context vector. The de-
coder is extended with a pointer-generator model
that computes a probability pgen from the context
vector, the decoder states, and the decoder output.
That probability is used as a switch to decide if the
next word is to be generated or copied from the
input. This model is thus a compromise between
abstractive and extractive (copying words from in-
put) models. Another extension is the coverage
mechanism for avoiding word repetitions in the
summary, a common problem of encoder-decoder
summarizers (Tu et al., 2016).

4 Results

We performed experiments with the unsupervised
and supervised methods of Section 3 on the first
three datasets of Section 2 and on OAGK. All
supervised methods were trained with the 2M
records of OAGK train part. An exception was
MAUI which could be trained on 25K records at
most (memory limitation). In addition to the pro-
cessing steps of Section 2, we further replaced
digit symbols with # and limited source and tar-
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Hulth (500) Krapivin (400) Meng (20K) OAGK (100K)
Method F1@5 F1@7 F1@5 F1@7 F1@5 F1@7 F1@5 F1@7
YAKE! 19.35 21.47 17.98 17.4 17.11 15.19 15.24 14.57
TOPICRANK 16.5 20.44 6.93 6.92 11.93 11.72 11.9 12.08
MAUI 20.11 20.56 23.17 23.04 22.3 19.63 19.58 18.42
COPYRNN 29.2 33.6 30.2 25.2 32.8 25.5 33.06 31.92
MERGE 6.85 6.86 4.92 4.93 8.75 8.76 11.12 13.39
INJECT 6.09 6.08 4.1 4.11 8.09 8.09 9.61 11.22
ABS 14.75 14.82 10.24 10.29 12.17 12.09 14.54 14.57
POINTCOV 22.19 21.55 19.87 20.03 20.45 20.89 22.72 21.49

Table 2: Full-match scores of predicted keyphrases by various methods

Hulth (500) Krapivin (400) Meng (20K) OAGK (100K)
Method R1F1 RLF1 R1F1 RLF1 R1F1 RLF1 R1F1 RLF1

YAKE! 37.48 24.83 26.19 18.57 26.47 17.36 20.38 14.54
TOPICRANK 32.0 20.36 14.08 11.47 21.68 15.94 17.46 13.28
MAUI 36.88 27.16 28.29 23.74 34.33 28.12 32.16 25.09
COPYRNN 44.58 35.24 39.73 30.29 42.93 34.62 43.54 36.09
MERGE 15.19 9.45 9.66 7.14 16.53 12.31 17.3 14.43
INJECT 14.15 8.81 9.58 6.79 15.6 11.21 14.3 11.08
ABS 27.54 19.48 25.59 18.2 28.31 22.16 29.05 25.77
POINTCOV 37.16 33.69 35.81 29.52 38.47 35.06 38.66 34.04

Table 3: Rouge scores of predicted keyphrases by various methods

get text lengths to 270 and 21 tokens, respectively.
Vocabulary size was also limited to the 90K most
frequent words.

The few parameters of the unsupervised meth-
ods (length and windows of candidate keyphrases
for YAKE!, ranking strategy for TOPICRANK)
were tuned using the validation part of each
dataset. For the evaluation, we used F1 score of
full matches between predicted and authors’ key-
words. Given that the average number of key-
words in the data is about 6, we computed F1

scores on top 5 and top 7 returned keywords
(F1@5, F1@7).

Before each comparison, both sets of terms
were stemmed with Porter Stemmer and dupli-
cates were removed. In the case of summa-
rization models, keyphrases were extracted from
their comma-separated summaries. We also
computed ROUGE-1 and ROUGE-L F1 scores
(R1F1, RLF1) that are suitable for evaluating
short summaries (Lin, 2004). The keywords ob-
tained from the unsupervised methods were linked
together to form the keyphrase string (assumed
summary). This was later compared with the orig-
inal keyphrase string of the authors.

Full-match results on each dataset are reported
in Table 2. From the unsupervised models, we
see that YAKE! is consistently better than TOPI-
CRANK. The next two supervised models perform
even better, with COPYRNN being discretely su-

perior than MAUI.

Results of the four summarization models seem
disappointing. MERGE and INJECT are the worst
on every dataset, with highest score 13.39 %. Var-
ious predictions of these models are empty or very
short, and some others contain long word repeti-
tions which are discarded during evaluation. As a
result, there are usually fewer than five predicted
keyphrases. This explains why F1@5 and F1@7
scores are very close to each other.

ABS works slightly better reaching scores from
10.24 to 14.75 %. POINTCOV is the best of the
text summarizers producing keyphrase predictions
that are usually clean and concise with few repe-
titions. This is probably the merit of the coverage
mechanism. There is still a considerable gap be-
tween POINTCOV and COPYRNN. Rouge-1 and
Rouge-L F1 scores are reported in Table 3. COPY-
RNN is still the best but POINTCOV is close. ABS

scores are also comparable to those of MAUI and
YAKE!. TOPICRANK, MERGE and INJECT are
again the worst.

Regarding the test datasets, the highest result
scores are achieved on Hulth and the lowest on
Krapivin. We checked some samples of the later
and observed that each of them contains separa-
tion tags (e.g., –T, –A, –B, Figure etc.) for indi-
cating different parts of text in the original paper.
A more intelligent text cleaning step may be re-
quired on those data.
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5 Discussion

The results show that the tried text summariza-
tion models perform poorly on full-match key-
word predictions. Their higher ROUGE scores
further indicate that the problem is not entirely in
the summarization process. Observing a few sam-
ples, we found differences between the two eval-
uation strategies. For example, suppose we have
the predicted keyword “intelligent system” com-
pared against authors’ keyword “system design”.
Full-match evaluation adds nothing to F1@5 and
F1@7 scores. However, in the case of ROUGE
evaluation, the prediction is partially right and a
certain value is added to R1F1 score. In follow up
works, one solution to this discrepancy could be to
try partial-match comparison scores like overlap
coefficients.

Another detail that has some negative effect in
full-match scores is keyword separation. The pre-
dicted string:

“health care,,,,immune system; human -;
metabolism, immunity,,,,”

produces [“health care”, “immune system”, “hu-
man”, “metabolism”, “immunity”] as the list of
keywords after removing the extra separators. In-
stead, we expected [“health care”, “immune sys-
tem”, “human metabolism”, “immunity”]. This
again penalizes full-match scores but not R1F1

score. A more intelligent keyword separation
mechanism could thus help for higher full-match
result scores.

A third reason could be the fact that we used
the title and abstract of papers only. This is actu-
ally what most researchers do, as it is hard to find
high quantities of article full texts for free. Article
body is usually restricted. Abstractive summariza-
tion methods could still benefit from longer source
texts. Using default hyperparameters for the mod-
els may have also influenced the results. Some pa-
rameter tuning could be beneficial, though.

The main reason could be even more fundamen-
tal. We trained abstractive summarization mod-
els on abstracts and titles with authors’ keyphrases
considered as golden ones. There might be two is-
sues here. First, when setting their keywords, au-
thors mostly consider the topical aspects of their
work rather than paraphrasing over the contents.
Abstracts and titles we used may not carry enough
topical information about the article, even when
joined together. Second, considering authors’ key-
words as golden ones may not be reasonable. One

solution is to employ human experts and ask them
to annotate each article based on what they read.
This is however prohibitive when hundred thou-
sands of samples are required. Extensive experi-
ments on this issue may provide different facts and
change the picture. For the moment, a safe way to
go seems developing deep supervised generative
models like the one of Meng et al. (2017) that pre-
dict one keyphrase at each step independently.

6 Conclusions

In this paper, we experimented with various un-
supervised, supervised, deep supervised and ab-
stractive text summarization models for predict-
ing keyphrases of scientific articles. To the best
of our knowledge, this is the first attempt that ex-
plores the possibility of conceiving article string
of keywords as an abstractive summary of ti-
tle and abstract. We collected and produced a
large dataset of 2.2 million abstracts, titles and
keyphrase strings from scientific papers available
online. It can be used for future text summariza-
tion and keyphrase generation experiments. Sys-
tematic evaluation on four test datasets shows that
the used summarization models could not pro-
duce better keywords than the supervised predic-
tive models. Extensive experiments with more ad-
vanced summarizaiton methods and better param-
eter optimization may still reveal a different view
of the situation.
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Abstract

Neural sequence-to-sequence models are cur-
rently the dominant approach in several nat-
ural language processing tasks, but require
large parallel corpora. We present a sequence-
to-sequence-to-sequence autoencoder (SEQ3),
consisting of two chained encoder-decoder
pairs, with words used as a sequence of dis-
crete latent variables. We apply the pro-
posed model to unsupervised abstractive sen-
tence compression, where the first and last
sequences are the input and reconstructed
sentences, respectively, while the middle se-
quence is the compressed sentence. Constrain-
ing the length of the latent word sequences
forces the model to distill important infor-
mation from the input. A pretrained lan-
guage model, acting as a prior over the latent
sequences, encourages the compressed sen-
tences to be human-readable. Continuous re-
laxations enable us to sample from categori-
cal distributions, allowing gradient-based op-
timization, unlike alternatives that rely on re-
inforcement learning. The proposed model
does not require parallel text-summary pairs,
achieving promising results in unsupervised
sentence compression on benchmark datasets.

1 Introduction

Neural sequence-to-sequence models (SEQ2SEQ)
perform impressively well in several natural lan-
guage processing tasks, such as machine trans-
lation (Sutskever et al., 2014; Bahdanau et al.,
2015) or syntactic constituency parsing (Vinyals
et al., 2015). However, they require massive par-
allel training datasets (Koehn and Knowles, 2017).
Consequently there has been extensive work on
utilizing non-parallel corpora to boost the per-
formance of SEQ2SEQ models (Sennrich et al.,
2016; Gülçehre et al., 2015), mostly in neural ma-
chine translation where models that require ab-
solutely no parallel corpora have also been pro-

𝑦1, 𝑦2, … , 𝑦𝑀

𝑥1, 𝑥2, … , 𝑥𝑁 ො𝑥1, ො𝑥2, … , ො𝑥𝑁

Compressor
(encoder-decoder)

Reconstructor

(encoder-decoder)

Reconstruction Loss

LM Prior Loss

Topic Loss

Figure 1: Overview of the proposed SEQ3 autoencoder.

posed (Artetxe et al., 2018; Lample et al., 2018b).
Unsupervised (or semi-supervised) SEQ2SEQ

models have also been proposed for summariza-
tion tasks with no (or small) parallel text-summary
sets, including unsupervised sentence compres-
sion. Current models, however, barely reach lead-
N baselines (Fevry and Phang, 2018; Wang and
Lee, 2018), and/or are non-differentiable (Wang
and Lee, 2018; Miao and Blunsom, 2016), thus
relying on reinforcement learning, which is un-
stable and inefficient. By contrast, we propose
a sequence-to-sequence-to-sequence autoencoder,
dubbed SEQ3, that can be trained end-to-end via
gradient-based optimization. SEQ3 employs dif-
ferentiable approximations for sampling from cat-
egorical distributions (Maddison et al., 2017; Jang
et al., 2017), which have been shown to outper-
form reinforcement learning (Havrylov and Titov,
2017). Therefore it is a generic framework which
can be easily extended to other tasks, e.g., machine
translation and semantic parsing via task-specific
losses. In this work, as a first step, we apply SEQ3

to unsupervised abstractive sentence compression.
SEQ3 (§2) comprises two attentional encoder-

decoder (Bahdanau et al., 2015) pairs (Fig. 1): a
compressor C and a reconstructor R. C (§2.1) re-
ceives an input text x = ⟨x1, . . . , xN ⟩ of N words,
and generates a summary y = ⟨y1, . . . , yM ⟩ of M
words (M<N), y being a latent variable. R and
C communicate only through the discrete words
of the summary y (§2.2). R (§2.3) produces a se-
quence x̂ = ⟨x̂1, . . . , x̂N ⟩ of N words from y, try-
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Figure 2: More detailed illustration of SEQ3. The com-
pressor (C) produces a summary from the input text,
and the reconstructor (R) tries to reproduce the input
from the summary. R and C comprise an attentional
encoder-decoder each, and communicate only through
the (discrete) words of the summary. The LM prior
incentivizes C to produce human-readable summaries,
while topic loss rewards summaries with similar topic-
indicating words as the input text.

ing to minimize a reconstruction loss LR = (x, x̂)
(§2.5). A pretrained language model acts as a prior
on y, introducing an additional loss LP (x, y) that
encourages SEQ3 to produce human-readable sum-
maries. A third loss LT (x, y) rewards summaries
y with similar topic-indicating words as x. Experi-
ments (§3) on the Gigaword sentence compression
dataset (Rush et al., 2015) and the DUC-2003 and
DUC-2004 shared tasks (Over et al., 2007) pro-
duce promising results.

Our contributions are: (1) a fully differentiable
sequence-to-sequence-to-sequence (SEQ3) autoen-
coder that can be trained without parallel data via
gradient optimization; (2) an application of SEQ3

to unsupervised abstractive sentence compression,
with additional task-specific loss functions; (3)
state of the art performance in unsupervised ab-
stractive sentence compression. This work is a
step towards exploring the potential of SEQ3 in
other tasks, such as machine translation.

2 Proposed Model

2.1 Compressor
The bottom left part of Fig. 2 illustrates the inter-
nals of the compressor C. An embedding layer
projects the source sequence x to the word em-
beddings es = ⟨es

1, . . . , e
s
N ⟩, which are then en-

coded by a bidirectional RNN, producing hs =
⟨hs

1, . . . , h
s
N ⟩. Each hs

t is the concatenation of the
corresponding left-to-right and right-to-left states
(outputs in LSTMs) of the bi-RNN.

hs
t = [

−−→
RNNs(e

s
t ,
−→
h s

t−1);
←−−
RNNs(e

s
t ,
←−
h s

t+1)]

To generate the summary y, we employ the atten-
tional RNN decoder of Luong et al. (2015), with
their global attention and input feeding. Con-
cretely, at each timestep (t ∈ {1, . . . , M}) we
compute a probability distribution ai over all the
states hs

1, . . . , h
s
N of the source encoder condi-

tioned on the current state hc
t of the compressor’s

decoder to produce a context vector ct.

ai = softmax(hs
i
⊺ Wa hc

t), ct =
N∑

i=1

ai h
s
i

The matrix Wa is learned. We obtain a probability
distribution for yt over the vocabulary V by com-
bining ct and the current state hc

t of the decoder.

oc
t = tanh(Wo [ct; h

c
t ] + bo) (1)

uc
t = Wv oc

t + bv (2)

p(yt|y<t, x) = softmax(uc
t) (3)

Wo, bo,Wv, bv are learned. ct is also used when
updating the state hc

t of the decoder, along with
the embedding ec

t of yt and a countdown argument
M − t (scaled by a learnable wd) indicating the
number of the remaining words of the summary
(Fevry and Phang, 2018; Kikuchi et al., 2016).

hc
t+1 =

−−→
RNNc(h

c
t , e

c
t , ct, wd (M− t)) (4)

For each input x = ⟨x1, . . . , xN ⟩, we obtain a tar-
get length M for the summary y = ⟨y1, . . . , yM ⟩
by sampling (and rounding) from a uniform dis-
tribution U(αN, βN); α, β are hyper-parameters
(α < β < 1); we set M = 5, if the sampled M
is smaller. Sampling M, instead of using a static
compression ratio, allows us to train a model ca-
pable of producing summaries with varying (e.g.,
user-specified) compression ratios. Controlling
the output length in encoder-decoder architectures
has been explored in machine translation (Kikuchi
et al., 2016) and summarization (Fan et al., 2018).

2.2 Differentiable Word Sampling

To generate the summary, we need to sample
its words yt from the categorical distributions
p(yt|y<t, x), which is a non-differentiable process.
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Soft-Argmax Instead of sampling yt, a simple
workaround during training is to pass as input to
the next timestep of C’s decoder and to the corre-
sponding timestep of R’s encoder a weighted sum
of all the vocabulary’s (V ) word embeddings, us-
ing a peaked softmax function (Goyal et al., 2017):

ec
t =

|V |∑

i

e(wi) softmax(uc
t/τ) (5)

where uc
t is the unnormalized score in Eq. 2 (i.e.,

the logit) of each word wi and τ ∈ (0,∞) is the
temperature. As τ → 0 most of the probability
mass in Eq. 5 goes to the most probable word,
hence the operation approaches the arg max.

Gumbel-Softmax We still want to be able to per-
form sampling, though, as it has the benefit of
adding stochasticity and facilitating exploration of
the parameter space. Hence, we use the Gumbel-
Softmax (GS) reparametrization trick (Maddison
et al., 2017; Jang et al., 2017) as a low variance
approximation of sampling from categorical distri-
butions. Sampling a specific word yt from the soft-
max (Eq. 3) is equivalent to adding (element-wise)
to the logits an independent noise sample ξ from
the Gumbel distribution1 and taking the arg max:

yt ∼ softmax(uc
t)↔ yt = arg max(uc

t + ξ) (6)

Therefore, using the GS trick, Eq. 5 becomes:

ẽc
t =

|V |∑

i

e(wi) softmax((uc
t + ξ)/τ) (7)

Straight-Through Both relaxations lead to mix-
tures of embeddings, which do not correspond
to actual words. Even though this enables the
compressor to communicate with the reconstruc-
tor using continuous values, thus fully utilizing
the available embedding space, ultimately our aim
is to constrain them to communicate using only
natural language. In addition, an unwanted dis-
crepancy is created between training (continuous
embeddings) and test time (discrete embeddings).
We alleviate these problems with the Straight-
Through estimator (ST) (Bengio et al., 2013).
Specifically, in the forward pass of training we dis-
cretize ẽc

t by using the arg max (Eq. 6), whereas
in the backward pass we compute the gradients us-
ing the GS (Eq. 7). This is a biased estimator due

1ξi = − log(− log(xi)), xi ∼ U(0, 1)

to the mismatch between the forward and back-
ward passes, but works well in practice. ST GS re-
portedly outperforms scheduled sampling (Goyal
et al., 2017) and converges faster than reinforce-
ment learning (Havrylov and Titov, 2017).

2.3 Reconstructor
The reconstructor (upper right of Fig. 2) works
like the compressor, but its encoder operates on the
embeddings ec

1, . . . , e
c
M of the words y1, . . . , yM

of the summary (exact embeddings of the sampled
words yt in the forward pass, approximate differ-
entiable embeddings in the backward pass).

2.4 Decoder Initialization
We initialize the hidden state of each decoder us-
ing a transformation of the concatenation [

−→
hs

N ;
←−
hs

1]
of the last hidden states (from the two directions)
of its bidirectional encoder and a length vector,
following Mallinson et al. (2018). The length vec-
tor for the decoder of the compressor C consists of
the target summary length M, scaled by a learnable
parameter wv, and the compression ratio M

N .

hc
0 = tanh(Wc [

−→
hs

N ;
←−
hs

1; wvM ;
M

N
])

Wc is a trainable hidden layer. The decoder of the
reconstructor R is initialized similarly.

2.5 Loss Functions
Reconstruction Loss LR(x, x̂) is the (negative)
log-likelihood assigned by the (decoder of) R to
the input (correctly reconstructed) words x =
⟨x1, . . . , xN ⟩, where pR is the distribution of R.

LR(x, x̂) = −
N∑

i=1

log pR(x̂i = xi)

We do not expect LR(x, x̂) to decrease to zero, as
there is information loss through the compression.
However, we expect it to drive the compressor to
produce such sentences that will increase the like-
lihood of the target words in the reconstruction.
LM Prior Loss To ensure that the summaries y are
readable, we pretrain an RNN language model (see
Appendix) on the source texts of the full training
set. We compute the Kullback-Leibler divergence
DKL between the probability distributions of the
(decoder of) the compressor (p(yt|y<t, x), Eq. 3)
and the language model (pLM(yt|y<t, x)). Sim-
ilar priors have been used in sentence compres-
sion (Miao and Blunsom, 2016) and agent com-
munication (Havrylov and Titov, 2017).
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We also use the following task-specific losses.
Topic Loss Words with high TF-IDF scores are in-
dicative of the topic of a text (Ramos et al., 2003;
Erkan and Radev, 2004). To encourage the com-
pressor to preserve in the summary y the topic-
indicating words of the input x, we compute the
TF-IDF-weighted average vx of the word embed-
dings of x and the average vy of the word embed-
dings of y and use their cosine distance as an ad-
ditional loss LT = 1− cos(vx, vy).

vx =

N∑

i=1

IDF(xi) es
i∑N

t=1 IDF(xt)
vy =

1

M

M∑

i=1

ec
i

(Using TF-IDF in vy did not help.) All IDF scores
are computed on the training set.
Length Penalty A fourth loss LL (not shown in
Fig. 1) helps the (decoder of the) compressor to
predict the end-of-sequence (EOS) token at the tar-
get summary length M. LL is the cross-entropy be-
tween the distributions p(yt|y<t, x) (Eq. 3) of the
compressor at t = M + 1 and onward, with the
one-hot distribution of the EOS token.

2.6 Modeling Details
Parameter Sharing We tie the weights of layers
encoding similar information, to reduce the num-
ber of trainable parameters. First, we use a shared
embedding layer for the encoders and decoders,
initialized with 100-dimensional GloVe embed-
dings (Pennington et al., 2014). Additionally, we
tie the shared embedding layer with the output lay-
ers of both decoders (Press and Wolf, 2017; Inan
et al., 2017). Finally, we tie the encoders of the
compressor and reconstructor (see Appendix).
OOVs Out-of-vocabulary words are handled as in
Fevry and Phang (2018) (see Appendix).

3 Experiments

Datasets We train SEQ3 on the Gigaword sentence
compression dataset (Rush et al., 2015).2 It con-
sists of pairs, each containing the first sentence of
a news article (x) and the article’s headline (y), a
total of 3.8M/189k/1951 train/dev/test pairs. We
also test (without retraining) SEQ3 on DUC-2003
and DUC-2004 shared tasks (Over et al., 2007),
containing 624/500 news articles each, paired with
4 reference summaries capped at 75 bytes.
Methods compared We evaluated SEQ3 and an
ablated version of SEQ3. We only used the article

2github.com/harvardnlp/sent-summary

sentences (sources) of the training pairs from Gi-
gaword to train SEQ3; our model is never exposed
to target headlines (summaries) during training or
evaluation, i.e., it is completely unsupervised. Our
code is publicly available.3

We compare SEQ3 to other unsupervised sen-
tence compression models. We note that the ex-
tractive model of Miao and Blunsom (2016) re-
lies on a pre-trained attention model using at least
500K parallel sentences, which is crucial to miti-
gate the inefficiency of sampling-based variational
inference and REINFORCE. Therefore it is not
comparable, as it is semi-supervised. The re-
sults of the extractive model of Fevry and Phang
(2018) are also not comparable, as they were ob-
tained on a different, not publicly available test set.
We note, however, that they report that their sys-
tem performs worse than the LEAD-8 baseline in
ROUGE-2 and ROUGE-L on Gigaword. The only
directly comparable unsupervised model is the ab-
stractive ‘Pretrained Generator’ of Wang and Lee
(2018). The version of ‘Adversarial REINFORCE’
that Wang and Lee (2018) consider unsupervised
is actually weakly supervised, since its discrimi-
nator was exposed to the summaries of the same
sources the rest of the model was trained on.

As baselines, we use LEAD-8 for Gigaword,
which simply selects the first 8 words of the
source, and PREFIX for DUC, which includes the
first 75 bytes of the source article. We also
compare to supervised abstractive sentence com-
pression methods (Tables 1-3). Following previ-
ous work, we report the average F1 of ROUGE-
1, ROUGE-2, ROUGE-L (Lin, 2004). We imple-
mented SEQ3 with LSTMs (see Appendix) and dur-
ing inference we perform greedy-sampling.

Results Table 1 reports the Gigaword results.
SEQ3 outperforms the unsupervised Pretrained
Generator across all metrics by a large margin. It
also surpasses LEAD-8. If we remove the LM prior,
performance drops, esp. in ROUGE-2 and ROUGE-
L. This makes sense, since the pretrained LM re-
wards correct word order. We also tried remov-
ing the topic loss, but the model failed to con-
verge and results were extremely poor (Table 1).
Topic loss acts as a bootstrap mechanism, bias-
ing the compressor to generate words that main-
tain the topic of the input text. This greatly re-
duces variance due to sampling in early stages of
training, alleviating the need to pretrain individual

3https://github.com/cbaziotis/seq3
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Type Supervision Methods R-1 R-2 R-L

Supervised 3.8M
ABS (Rush et al., 2015) 29.55 11.32 26.42
SEASS (Zhou et al., 2017) 36.15 17.54 33.63
words-lvt5k-1sent (Nallapati et al., 2016) 36.4 17.7 33.71

Weakly supervised (3.8M) Adversarial REINFORCE (Wang and Lee, 2018) 28.11 9.97 25.41

Unsupervised 0

LEAD-8 (Baseline) 21.86 7.66 20.45
Pretrained Generator (Wang and Lee, 2018) 21.26 5.60 18.89
SEQ3 (Full) 25.39 8.21 22.68
SEQ3 w/o LM prior loss 24.48 6.68 21.79
SEQ3 w/o TOPIC loss 3.89 0.1 3.75

Table 1: Average results on the (English) Gigaword dataset for abstractive sentence compression methods.

Model R-1 R-2 R-L
ABS (Rush et al., 2015) 28.48 8.91 23.97
PREFIX 21.3 6.38 18.82
SEQ3 (Full) 20.90 6.08 18.55

Table 2: Averaged results on the DUC-2003 dataset; the
top part reports results of supervised systems.

Model R-1 R-2 R-L
TOPIARY (Zajic et al., 2007) 25.12 6.46 20.12
Woodsend et al. (2010) 22 6 17
ABS (Rush et al., 2015) 28.18 8.49 23.81
PREFIX 20.91 5.52 18.20
SEQ3 (Full) 22.13 6.18 19.3

Table 3: Averaged results on the DUC-2004 dataset; the
top part reports results of supervised systems.

components, unlike works that rely on reinforce-
ment learning (Miao and Blunsom, 2016; Wang
and Lee, 2018). Overall, both losses work in syn-
ergy, with the topic loss driving what and the LM

prior loss driving how words should be included
in the summary. SEQ3 behaves similarly on DUC-
2003 and DUC-2004 (Tables 2-3), although it was
trained on Gigaword. In DUC-2003, however, it
does not surpass the PREFIX baseline.

Finally, Fig. 3 illustrates three randomly sam-
pled outputs of SEQ3 on Gigaword. In the first
one, SEQ3 copies several words esp. from the be-
ginning of the input (hence the high ROUGE-L) ex-
hibiting extractive capabilities, though still being
adequately abstractive (bold words denote para-
phrases). In the second one, SEQ3 showcases its
true abstractive power by paraphrasing and com-
pressing multi-word expressions to single content
words more heavily, still without losing the overall
meaning. In the last example, SEQ3 progressively
becomes ungrammatical though interestingly re-
taining some content words from the input.

4 Limitations and Future Work

The model tends to copy the first words of the in-
put sentence in the compressed text (Fig. 3). We

input: the american sailors who thwarted somali pirates
flew home to the u.s. on wednesday but without their cap-
tain , who was still aboard a navy destroyer after being
rescued from the hijackers .
gold: us sailors who thwarted pirate hijackers fly home
SEQ3: the american sailors who foiled somali pirates flew
home after crew hijacked .

input: the central election commission -lrb- cec -rrb- on
monday decided that taiwan will hold another election
of national assembly members on may # .
gold: national <unk> election scheduled for may
SEQ3: the central election commission -lrb- cec UNK an-
nounced elections .

input: dave bassett resigned as manager of struggling en-
glish premier league side nottingham forest on saturday
after they were knocked out of the f.a. cup in the third
round , according to local reports on saturday .
gold: forest manager bassett quits .
SEQ3: dave bassett resigned as manager of struggling en-
glish premier league side UNK forest on knocked round
press

Figure 3: Good/bad example summaries on Gigaword.

hypothesize that since the reconstructor is autore-
gressive, i.e., each word is conditioned on the pre-
vious one, errors occurring early in the generated
sequence have cascading effects. This inevitably
encourages the compressor to select the first words
of the input. A possible workaround might be to
modify SEQ3 so that the first encoder-decoder pair
would turn the inputs to longer sequences, and
the second encoder-decoder would compress them
trying to reconstruct the original inputs. In future
work, we plan to explore the potential of SEQ3 in
other tasks, such as unsupervised machine trans-
lation (Lample et al., 2018a; Artetxe et al., 2018)
and caption generation (Xu et al., 2015).
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A Appendix

A.1 Temperature for Gumbel-Softmax
Even though the value of the temperature τ does
not affect the forward pass, it greatly affects the
gradient computation and therefore the learning
process. Jang et al. (2017) propose to anneal τ dur-
ing training towards zero. Gulcehre et al. (2017)
propose to learn τ as a function of the compres-
sor’s decoder state hc

t , in order to reduce hyper-
parameter tuning:

τ(hc
t) =

1

log(1 + exp(w⊺
τ hc

t)) + 1
(8)

where wτ is a trainable parameter and τ(hc
t) ∈

(0, 1). Havrylov and Titov (2017) add τ0 as a
hyper-parameter which controls the upper bound
of the temperature.

τ(hc
t) =

1

log(1 + exp(w⊺
τ hc

t)) + τ0
(9)
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Figure 4: Plot of Eq. 9, with different values for the
upper bound τ0.

In our experiments, we had convergence prob-
lems with the learned temperature technique. We
found that the compressor preferred values close
to the upper bound, which led to unstable training,
forcing us to set τ0 > 1 to stabilize the training
process. Our findings align with the behavior re-
ported by Gu et al. (2018). Consequently, we fol-
low their choice and fix τ = 0.5, which worked
well in practice.

A.2 Out of Vocabulary (OOV) Words
The vocabulary of our experiments comprises the
15k most frequent words of Gigaword’s training

input texts (without looking at their summaries).
To handle OOVs, we adopt the approach of Fevry
and Phang (2018), which can be thought of as
a simpler form of copying compared to pointer
networks (See et al., 2017). We use a small
set (10 in our experiments) of special OOV to-
kens OOV1, OOV2, . . . , OOV10, whose embeddings
are updated during learning. Given an input text
x = ⟨x1, . . . , xN ⟩, we replace (before feeding x
to SEQ3) each unknown word xi with the first un-
used (for the particular x) OOV token, taking care
to use the same OOV token for all the occurrences
of the same unknown word in x. For example, if
‘John’ and ‘Rome’ are not in the vocabulary, then
“John arrived in Rome yesterday. While in Rome,
John had fun.” becomes “OOV1 arrived in OOV2

yesterday. While in OOV2, OOV1 had fun.” If
a new unknown word xi is encountered in x and
all the available OOV tokens have been used, xi

is replaced by ‘UNK’, whose embedding is also
updated during learning. The OOV tokens (and
‘UNK’) are included in the vocabulary, and SEQ3

learns to predict them as summary words, in effect
copying the corresponding unknown words of x.
At test time, we replace the OOV tokens with the
corresponding unknown words.

A.3 Reconstruction Word Drop
Our model is an instance of Variational Auto-
Encoders (VAE) (Kingma and Welling, 2014). A
common problem in VAEs is that the reconstructor
tends to disregard the latent variable. We weaken
the reconstructor R, in order to force it to fully
utilize the latent sequence y to generate x̂. To this
end, we employ word dropout as in Bowman et al.
(2016) and randomly drop a percentage of the in-
put words, thus forcing R to rely solely on y to
make good reconstructions.

A.4 Implementation and Hyper-parameters
We implemented SEQ3 in PyTorch (Paszke et al.,
2017). All the RNNs are LSTMs (Hochreiter and
Schmidhuber, 1997). We use a shared encoder
for the compressor and the reconstructor, consist-
ing of a two-layer bidirectional LSTM with size
300 per direction. We use separate decoders for
the compressor and the reconstructor; each de-
coder is a two-layer unidirectional LSTM with size
300. The (shared) embedding layer of the com-
pressor and the reconstructor is initialized with
100-dimensional GloVe embeddings (Pennington
et al., 2014) and is tied with the output (projec-
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tion) layers of the decoders and jointly finetuned
during training. We apply layer normalization (Ba
et al., 2016) to the context vectors (Eq. 1) of the
compressor and the reconstructor. We apply word
dropout (§A.3) to the reconstructor with p = 0.5.

During training, the summary length M is sam-
pled from U(0.4 N, 0.6 N); during testing, M =
0.5 N. The four losses are summed, λs being scalar
hyper-parameters.

L = λR LR + λP LP + λT LT + λLLL

We set λR = λT = 1, λL = λP = 0.1. We use
the Adam (Kingma and Ba, 2015) optimizer, with
batch size 128 and the default learning rate 0.001.
The network is trained for 5 epochs.

LM Prior The pretrained language model is a
two-layer LSTM of size 1024 per layer. It uses its
own embedding layer of size 256, which is ran-
domly initialized and updated when training the
language model. We apply dropout with p = 0.2
to the embedding layer and dropout with p = 0.5
to the LSTM layers. We use Adam (Kingma and
Ba, 2015) with batch size 128 and the network is
trained for 30 epochs. The learning rate is set ini-
tially to 0.001 and is multiplied with γ = 0.5 every
10 epochs.

Evaluation Following Chopra et al. (2016), we fil-
ter out pairs with empty headlines from the test set.
We employ the PYROUGE package with “-m -n 2
-w 1.2” to compute ROUGE scores. We use the
provided tokenizations of the Gigaword and DUC-
2003, DUC-2004 datasets. All hyper-parameters
were tuned on the development set.
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Abstract

Conducting a manual evaluation is consid-
ered an essential part of summary evalua-
tion methodology. Traditionally, the Pyramid
protocol, which exhaustively compares sys-
tem summaries to references, has been per-
ceived as very reliable, providing objective
scores. Yet, due to the high cost of the Pyramid
method and the required expertise, researchers
resorted to cheaper and less thorough man-
ual evaluation methods, such as Responsive-
ness and pairwise comparison, attainable via
crowdsourcing. We revisit the Pyramid ap-
proach, proposing a lightweight sampling-
based version that is crowdsourcable. We an-
alyze the performance of our method in com-
parison to original expert-based Pyramid eval-
uations, showing higher correlation relative
to the common Responsiveness method. We
release our crowdsourced Summary-Content-
Units, along with all crowdsourcing scripts,
for future evaluations.

1 Introduction

Evaluating content quality of summaries is an in-
tegral part of summarization research. Measur-
ing the performance of a summarization system
can be done through either automatic or manual
evaluation. An automatic evaluation, in practice
working at the lexical level, provides an inexpen-
sive means of measuring the validity of a sys-
tem, both for system comparisons and for quick
development cycle testing. Due to the shallow-
ness of the automatic approaches, their reliabil-
ity is often perceived as insufficient (Owczarzak
et al., 2012; Chaganty et al., 2018). This calls for
the more expensive manual evaluation, which em-
ploys human-in-the-loop protocols for assessment.

The Pyramid method (Nenkova and Passon-
neau, 2004) is a prominent manual evaluation
methodology that is considered highly reliable for

comparing summarization systems. It relies on
a small set of manually-crafted reference sum-
maries, out of which all summary content units
(SCUs) are manually extracted. System sum-
maries are then manually checked for coverage
of each individual SCU, from which an overall
system score is derived. The Pyramid evaluation
method’s reliability comes at a cost. It requires
laborious manual work performed by annotators
who must browse through non-trivial guidelines
(Passonneau, 2006). Due to these drawbacks, it
was only used in a few DUC and TAC (NIST,
2014, 2018) benchmarks.

Instead, summarization work in recent years has
mostly employed simpler manual evaluation ap-
proaches, such as Responsiveness and pairwise
comparison, which do not rely on reference sum-
maries and can be attained via crowdsourcing.
Yet, these methods are quite subjective, since eval-
uators need to provide only a single global judg-
ment for the quality of a summary (or a pair of
summaries). Such judgments are far more subjec-
tive than the Pyramid score, which is derived from
many, more objective, local decisions, each judg-
ing independently the presence of an individual
SCU. Indeed, it was shown that the above subjec-
tive crowdsourcing-based evaluation methods are
not reliable enough to produce consistent scores
across experiments (Gillick and Liu, 2010).

We propose a simplified crowdsourcable and re-
producible version of the Pyramid method, that
suggests appealing advantages over prior crowd-
sourcable evaluation methods. Like the original
Pyramid, our method leverages the strong signal
of the reference summaries and similarly bases its
score on less subjective SCU judgments. In con-
trast to the original Pyramid, we rely on statisti-
cal sampling rather than exhaustive SCU extrac-
tion and testing, lowering overall cost. Empiri-
cally, our method correlates with the original Pyra-
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mid scores better than the common Responsive-
ness method, and shows better stability.

2 Background: Manual Summary
Evaluation

The Pyramid method (Nenkova and Passonneau,
2004) consists of two manual phases. The first
phase is pyramid creation, performed once when
a dataset is constructed, per each input topic to
be summarized (either a single document or a set
of documents). In this phase, experts exhaus-
tively extract all SCU contributors (“mentions”),
each being a text span describing an individual
fact. SCU contributors are extracted from sev-
eral reference summaries of the source text. Core-
ferring SCU contributors across reference sum-
maries are then merged into a single SCU, which
is given a representative label. Each SCU is then
assigned a weight, equal to the number of refer-
ence summaries in which it was found, indicating
its salience.

The second phase is system evaluation, per-
formed over the summaries produced by the eval-
uated system. Each Pyramid SCU for the source
text is manually checked for its presence in the
given system summary, whose Pyramid score is
then computed as a normalized sum of the weights
of the SCUs it contains. The overall system score
is defined as the average Pyramid score over all its
evaluated summaries. Although certain normal-
ization variants attempt to weigh in SCU preci-
sion, the score is essentially an absolute “recall-
style” interpretation reflecting the system’s ability
to cover the content units found in the reference
summaries. Such a fairly robust score allows, in
principle, system comparison across experiments
(Nenkova and Passonneau, 2004).

We note that due to the Pyramid method’s relia-
bility, some research has been carried out on simu-
lating the Pyramid method as a fully automatic one
(Yang et al., 2016; Hirao et al., 2018). The hope
of such a line of work is to find an automatic eval-
uation method that is more reliable than the com-
monly used ones, by taking the reference summary
semantic content into account. Despite these ef-
forts, automated Pyramid evaluations did not make
their way yet to mainstream summary evaluation
practices, where variants of the ROUGE metric
(Lin, 2004) still prevail. In any case, as this pa-
per focuses on manual evaluation, we compare our
results to those of the manual Pyramid.

The Responsiveness method, introduced in
DUC 2003 (NIST, 2003), does not require refer-
ence summaries. Instead, human evaluators typi-
cally read both the source text and the system sum-
mary. They then assign a single subjective score
on a Likert scale for the summary quality, often
with respect to a topic statement or guiding ques-
tion. Finally, compared systems are ranked by the
average score of their summaries. This method
naturally developed into a crowdsourcing task, and
is now used frequently in some variants (Grusky
et al., 2018; Paulus et al., 2018).

Another common crowdsourcable evaluation
method is pairwise comparison (Gao et al., 2018;
Falke et al., 2017; Fan et al., 2018): an evaluator
is asked to judge which of two competing sum-
maries of the same text is superior, usually while
observing the source text. This protocol allows
comparing only two systems at a time, where the
superior is determined by the total votes over all
input texts. The obvious disadvantage of the ap-
proach is the difficulty of comparing many sys-
tems, in the absence of absolute scores. Also, this
method may tend to suffer from transitivity incon-
sistencies when comparing multiple system pairs
(Gillick and Liu, 2010).

The lightweight crowdsourcable Pyramid ver-
sion we propose aims to preserve the interpretabil-
ity and relative objectiveness of the Pyramid
scores. This could provide absolute scores for
comparing multiple systems, which the pairwise
method does not, in a more reliable manner than
Responsiveness evaluation.

3 Our Lightweight Pyramid Method

Our Lightweight Pyramid method mimics the
two phases of the original Pyramid protocol in a
crowdsourced setting, with some adjustments.

Pyramid creation. The input for this phase is
several reference summaries of a topic. Each ref-
erence is presented to two crowd workers, ask-
ing to extract eight SCU-like statements, yielding
16 potential SCUs per reference summary. The
instructions guide workers to copy-and-paste ex-
tractions from the text, possibly modifying them
to stand-alone sentences, that should (a) be brief
and focused on a single fact; (b) capture impor-
tant information; (c) rely solely on the text rather
than general knowledge of the worker. Further, the
statements should appear in different places in the
text.
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The copy-and-paste approach allows us to eas-
ily detect and filter duplicate statements extracted
from the same reference by both annotators, which
we identify via bag-of-lemmas cosine similarity.
Further, too long sentences are filtered. In our ex-
periments (see Section 4), we were left with an
average of about 13 SCUs per reference summary.
Then, we take the union of SCUs from all refer-
ence summaries, which yielded in our experiments
51 SCUs on average per topic, coming from four
reference summaries. These SCUs are used to cre-
ate tasks for the system evaluation phase.

Recall that in the original Pyramid, SCUs are
exhaustively collected; then, coreferring SCUs
between reference summaries are merged and
weighted by the number of reference summaries
from which they originate. In contrast, our method
enables using a sample of SCUs for evaluation,
out of the SCUs collected in this phase (we have
sampled, for uniformity, 32 SCUs per topic). Fur-
ther, it avoids posing the task of merging core-
ferring SCUs across references, which is difficult
and error-prone, particularly when expected from
crowd workers. Instead, we rely on the higher
likelihood of a repeated fact to be included in our
sample, possibly more than once. This implicitly
increases the expected impact of repeated facts on
our evaluation.

System evaluation. In this phase, a crowd
worker is presented with a system summary and a
fixed-sized small set of SCUs (we used sets of 16
SCUs). The worker is asked whether each SCU
can be inferred from the system summary text.
The guidelines advise workers to refrain from us-
ing general knowledge and to ignore minor con-
tent differences between the SCU and the system
summary. Each SCU should be assessed by a few
crowd workers, to ensure the stability of the re-
sults (in our experiments, each SCU was assigned
for evaluation to 5 workers).

Scoring. Following common practice in crowd-
sourcing, we use techniques of filtering out noisy
workers who had high disagreement with others
(pairwise worker agreement < 0.5). Then, using
the remaining answers, we take the majority vote
for each SCU to decide whether it appears in the
system summary.1 We resolve ties with a “not
present” default, as the more likely answer. We

1In our experiments, we have also examined the option of
using the average answer, which was significantly worse.

then compute the system summary score as the
percentage of SCUs it matched out of the set of
judged SCUs. A system’s final score is its average
score over all topics.

4 Experiments

Experimental setup. We used the DUC 2005
and 2006 multi-document summarization datasets
(NIST, 2014), which contain expert evaluations
for both Pyramid and Responsiveness. Each of
the two datasets includes 20 document clusters,
each pertaining to a target topic, with four refer-
ence summaries and 25 (2005) or 22 (2006) sys-
tem summaries per topic. All summaries are 250
words long. On average, 105 weighted SCUs were
extracted, by experts, for each topic. In compari-
son, our setup gathers 32 sampled crowdsourced
unweighted SCUs.

As suggested in Dang (2006) and Passonneau
et al. (2006), the 2005 data tends to be easier
to evaluate than the 2006 data, seemingly due
to “less natural” document clusters with respect
to practical summarization settings. Passonneau
et al. (2006) show that the document sets in 2005
were overall more difficult for systems to sum-
marize, as reflected by a lower average Pyra-
mid score across all systems. The 2005 topics
are more complex as they yield fewer general,
context-independent SCUs. For example, as Dang
(2006) indicates, there are more topics that had a
relatively large number of specific named entities.
Consequently, due to the topic hardness, Passon-
neau et al. (2006) indicate very few significant dif-
ferences between overall system Pyramid scores,
as evident by Tukey’s HSD test. While 2006 sys-
tems can be divided into eight significantly differ-
ent Pyramid score groups, in 2005 only two such
groups emanate. Additionally, the guidelines and
scoring method were slightly improved in 2006,
relative to 2005. For these reasons, we focused
on the 2006 dataset, fully annotating it, while uti-
lizing half the topics, randomly chosen, from the
2005 data.

Using Amazon Mechanical Turk,2 we qualified
workers with over 5000 approved assignments and
a 99% approval rate. We paid workers $0.50 per
reference summary annotation assignment (gener-
ating 8 SCUs), yielding a total Pyramid creation
cost of $48 (including fees) for the 2005 dataset
(10 topics) and $96 for 2006 (20 topics). Pyramid

2https://www.mturk.com/
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Pearson (ρp) Spearman (ρs)
Ours Expert Resp. Ours Expert Resp.

2005 0.81 0.81 0.79 0.77
2006 0.74 0.60 0.69 0.40

Table 1: Correlations to the original Pyramid scores,
for our crowdsourced method and for expert Respon-
siveness method, for DUC ’05 and ’06.

creation cost per topic is thus $4.8. For the system
summary evaluation phase we split the 32 SCUs to
two tasks of 16 SCUs each, in order to ensure that
the crowdsourcing platform assigns each SCU to 5
distinct workers. We paid workers $0.45, and eval-
uated all 25 (2005) and 22 (2006) systems. The to-
tal benchmark evaluation cost was $1350 (includ-
ing fees) for 2005 and $2376 for 2006, equaling
$5.4 per system per topic, or $108 per system eval-
uation over all 20 topics.

We release3 our SCU dataset for DUC 2005 and
DUC 2006 as a complementary resource, accom-
panied by the HTML pages for our tasks on Ama-
zon Mechanical Turk and processing and evalu-
ation scripts. In the SCU dataset, we mark the
SCUs we used in our experiments, including their
grouping as tasks in the system evaluation phase.
These enable future crowdsourced Pyramid evalu-
ations of new systems on these datasets, as well as
developing new datasets with crowdsourced pyra-
mids.

Correlations with original Pyramid. We first
assess our evaluation methodology by computing
the correlation of its system scores (and rank-
ings) to those of the original Pyramid. These
are compared with the analogous correlations for
the expert Responsiveness scores, available in the
datasets. As seen in Table 1, our method pro-
duces better correlations, and substantially so on
the more characteristic 2006 dataset. Importantly,
notice that Responsiveness scores here were ob-
tained by experts, and therefore the gap for crowd-
sourced Responsiveness is expected to be greater,
further indicating the advantage of our method as
a crowdsourcable approach.

Stability. As an additional assessment, we test
the robustness of our method, in terms of its re-
producibility. To that end, we reran the system
evaluation phase on eight randomly chosen sys-
tems of the 2006 data, which enabled us to com-
pare our results with those obtained by Gillick and

3https://github.com/OriShapira/
LitePyramids
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Figure 1: Average Pearson and Spearman correlations
with Pyramid scores as a function of number of SCUs
evaluated per topic, on the DUC ’05 and ’06 data.

Liu (2010) for crowdsourced Responsiveness for
a similar setting (8 random systems of the 2006
dataset). Notably, the lightweight Pyramid ob-
tained an average 10% relative change in over-
all system scores, whereas crowdsourced Respon-
siveness exhibited lower stability with an average
of 24% relative change.

Cost analysis. We analyze the impact of ran-
domly reducing the various resources involved in
our methodology, aiming to see whether overall
cost might be reduced without harming correlation
with the original Pyramid. The results below, re-
ported as averages over 70 re-sampled iterations
for each setting, suggest that such cost reductions
would be harmful.

Number of workers. Reducing the number
of workers per SCU judgment from five to three
drops the correlations by about 8 points in 2006
and 6 points in 2005.

Number of SCUs. Figure 1 shows that cor-
relation increases as a function of the number of
judged SCUs per topic. The correlation improve-
ment seems to stabilize around 32 SCUs.

Number of topics. Figure 2 presents the ef-
fect of the number of topics on which systems are
evaluated, showing a steady correlation increase,
which does not necessarily saturate at the number
of 20 topics available in these datasets.

Qualitative analysis. To identify certain limita-
tions of our methodology, we manually analyzed
some “suspected” topics, for which either worker
Krippendorff agreement or correlation with the
original Pyramid was low. We noticed two inter-
esting phenomena.

First, some topics seem inherently more dif-
ficult to evaluate, particularly for crowd work-
ers. Such difficulty may be attributed to SCUs
that are more difficult to assess or to less coher-
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Figure 2: Average Pearson and Spearman correlations
with Pyramid scores as a function of number of topics
used for evaluation, on the DUC ’05 and ’06 data.

ent system summaries, due to the respective doc-
ument set’s complexity. Indeed, Passonneau et al.
(2006) indicated that topic characteristics and an-
notator training experience effect evaluation qual-
ity. It seems worthwhile investigating, in future
research, whether correlations improve by increas-
ing further the overall number of topics, reducing
the impact of the problematic ones.

Another possibility may be to filter out top-
ics with low annotator agreement when comput-
ing systems’ scores by the lightweight Pyramid
method. We hypothesize that doing so might im-
prove the reliability of this method, and hence
increase its correlation with the original, expert-
based, Pyramid method (when the latter is com-
puted over all test topics). Indeed, in a prelim-
inary test, we filtered out those 20% of the top-
ics with lowest Krippendorff annotator agreement.
This yielded a 6-point Spearman score increase
(relative to the correlations reported in Table 1)
when correlated with the original Pyramid rank-
ing, as computed over the full set of topics. We
note that while Figure 2 shows a slight decrease
in average correlation when removing 4 random
topics, removing specifically the 4 low-agreement
topics seems to improves it notably. Further
analysis might conclude that filtering problematic
topics generically improves the reliability of the
lightweight Pyramid method.

The second phenomenon observed among the
difficult topics was that in some, the 32 sampled
SCUs seem to miss important information, caus-
ing an unjustified degradation in system scores. In
analogy to the variance in the number of SCUs in
exhaustive Pyramids, it would be interesting to in-
vestigate methods for varying the sample size in
our lightweight approach, based on some automat-
ically detected parameters of topic complexity.

5 Conclusion and Future Work

To the best of our knowledge, our method is the
first to mimic the reliable Pyramid method as an
affordable crowdsourced procedure. Our exper-
iments suggest that this lightweight Pyramid is
more reliable than the common Responsiveness
method. It also allows comparing multiple sys-
tems with absolute scores, which pairwise com-
parison does not.

Future work may improve correlation with the
original Pyramid, or reduce annotation cost, by
following our qualitative analysis and by reducing
crowdsourcing noise (via qualification tests, en-
hanced guidelines, and post-processing result nor-
malization (Hovy et al., 2013; Plank et al., 2014;
Hosseini et al., 2012)). It would be appealing
to investigate applying our methods to additional
evaluation datasets, for which original Pyramid
evaluations are not available for comparison. For
example, addressing the CNN/DailyMail dataset
(Nallapati et al., 2016) would involve testing sin-
gle document summarization, utilizing a single
reference summary per source text and address-
ing varying lengths of reference and system sum-
maries.

The Pyramid method is mainly a measure-
ment of recall, which thus also applies to our
lightweight Pyramid; but other measurements
for summary quality, such as precision, non-
redundancy and grammaticality, may also be con-
sidered. In particular, it may be possible to extend
our design of crowdsourcing tasks to supply indi-
cations for these complementary measurements as
well.
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Abstract

Serial recall experiments study the ability of
humans to recall words in the order in which
they occurred. The following serial recall ef-
fects are generally investigated in studies with
humans: word length and frequency, primacy
and recency, semantic confusion, repetition,
and transposition effects. In this research, we
investigate LSTM language models in the con-
text of these serial recall effects. Our work pro-
vides a framework to better understand and an-
alyze neural language models and opens a new
window to develop accurate language models.

1 Introduction

The goal of language modeling is to estimate the
probability of a sequence of words in natural lan-
guage, typically allowing one to make probabilis-
tic predictions of the next word given preced-
ing ones (Bahl et al., 1983; Berger et al., 1996).
For several years now, Long Short-Term Mem-
ory (LSTM) (Graves, 2013) language models have
demonstrated state-of-the-art performance (Melis
et al., 2018; Merity et al., 2018a; Sundermeyer
et al., 2012). Recent studies have begun to shed
light on the information encoded by LSTM net-
works. These models can effectively use distant
history (about 200 tokens of context) and are sensi-
tive to word order, replacement, or removal (Khan-
delwal et al., 2018), can learn function words much
better than content words (Ford et al., 2018), can re-
member sentence lengths, word identity, and word
order (Adi et al., 2017), can capture syntactic struc-
tures (Kuncoro et al., 2018) such as subject-verb
agreement (Linzen et al., 2016). These characteris-
tics are often attributed to LSTM’s ability in over-
coming the curse of dimensionality–by associating
a distributed feature vector to each word (Hinton

et al., 1986; Neubig, 2017)–and modeling long-
range dependencies in faraway context (Khandel-
wal et al., 2018).

The goal of our research is to complement the
prior work to provide a richer understanding about
how LSTM language models use prior linguistic
context. Inspired by investigations in cognitive
psychology about serial recall in humans (Avons
et al., 1994; Henson, 1998; Polišenská et al., 2015)–
where participants are asked to recall a sequence
of items in order in which they were presented, we
investigate how word length or frequency (word-
frequency effect), word position (primacy, recency,
and transposition effects), word similarity (seman-
tic confusion effect), and word repetition (repeti-
tion effect) influence learning in LSTM language
models. Our investigation provides a framework
to better understand and analyze language models
at a considerably finer-grained level than previous
studies, and opens a new window to develop more
accurate language models.

We find that LSTM language models (a) can
learn frequent/shorter words considerably better
than infrequent/longer ones, (b) can learn recent
words in sequences better than words in earlier po-
sitions,1 (c) have a tendency to predict words that
are semantically similar to target words - indicat-
ing that these networks have a tendency to group
semantically similar words while suggesting one
specific word as target based on prior context, (d)
predict as output the words that are observed in
prior context, i.e. repeat words from prior context,
and (e) may transpose (switch adjacent) words in
output depending on word syntactic function.

1Rats and humans recall the first and last items of se-
quences best and the middle ones worst (Bolhuis and Van Kam-
pen, 1988; Ebbinghaus, 1913).
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2 Serial Recall Effects

Language models estimate the probability of a se-
quence as P (wn1 ) =

∏n
i=1 P (wi|wi−11 ), where wi

is the ith word and wji indicates the sub-sequence
fromwi towj . These models minimize their predic-
tion error against words in context, using e.g. the
negative log likelihood loss function, during train-
ing: L = − 1

nΣn
i=1 logP (wi|wi−11 ). In this paper,

we show the loss of a model against sequence s and
word wi ∈ s by L(s) and L(s)[wi] respectively.

We use the LSTM language model developed
in (Merity et al., 2018b) for our experiments. Given
a sequence of words wi−11 as context, this model
predicts the next word in sequence. We refer
to wi and ŵi as target and predicted words re-
spectively; given the global vocabulary V , ŵi =
arg maxwj∈V Pr(wj |wi−11 ). We study this LSTM
in the context of serial recall effects.

2.1 Word-Frequency Effect
What is the effect of word frequency/length2 on the
performance of LSTM language models? For this
effect, we report the average loss for each word
frequency as follows:

LkWF = 1/|Sk|
∑

s∈Sk,wi∈s
L(s)[wi], (1)

where Sk is the set of sequences that, at least, have
one target word with term frequency of k, andLkWF

is the overall loss for target words of frequency k
which sheds light on the expected frequency of
words for accurate language modeling.

2.2 Primacy and Recency Effect
What is the effect of word position on the perfor-
mance of LSTM language models? To analyze this
effect, we compute the average loss of network with
respect to the position of target words as follows:

LiPR = 1/Z
∑

s

L(s)[wi], (2)

where wi is the target word in sequence s, Z is the
number of sequences as normalization factor, and
LiPR is the average of loss at position i. This ef-
fect will shed light on network performance at spe-
cific positions in texts which can help rationalizing
the need for new language modeling architectures,
such as bidirectional LSTMs (Schuster and Paliwal,
1997), or the order by which input data should be
processed (Sutskever et al., 2014).

2Note that word length and frequency are directly corre-
lated (Bell et al., 2009).

2.3 Semantic Confusion Effect

Are predicted words semantically similar to the
target ones in case of incorrect predictions? For this
analysis, we report the average semantic similarity
between target (wi) and predicted (ŵi) words as
follows:

SC = 1/Z
∑

s,wi∈s,wi 6=ŵi
sim(wi, ŵi), (3)

where the function sim(., .) computes word sim-
ilarity either through WordNet (Miller, 1998) or
cosine similarity of the corresponding embed-
dings of its arguments. This effect will shed
light on how effective LSTMs are in disentangling
semantically-similar concepts. This gives us a pow-
erful metric to compare networks semantically, es-
pecially, in case of equal loss/perplexity.

2.4 Repetition Effect

This effect refers to prediction of a word that al-
ready exists in context, i.e. in an earlier position
in the sequence. Here, for each target wn, we com-
pute the probability that, instead of wn, any of
wn−11 words is predicted as output and report aver-
age across all samples:

Pr(REi) = (4)

1/Z
∑

s

Pr(wi ∈ wn−11 , wi 6= wn|wn−11 ).

This effect will shed light on the extent to which
network repeats/predicts observed words as possi-
ble responses. Given that words rarely repeat in
sentences, the above metric can be used as a good
regularizer for language modeling.

2.5 Transposition Effect

This effect refers to word prediction in transposed
positions, i.e. the case where the word pair wi+1

i in
an original sequence is more likely to be predicted
by the network as wi+1wi in output. Here, for each
pair wi+1

i in target sequence, we count the number
of times in which wi+1 is more probable to be
predicted at position i (as compared to wi) and wi
is more probable to be predicted at position i+1 (as
compared to wi+1). We report the average number
of transposition occurrences for all samples at each
word position. This effect will shed light on how
network learn nearby grammatical orders such as
conjunction and adjective order.
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be predicted at position i + 1 than wi+1, and wi+1

is more probable to be predicted at position i than
wi. We report the average number of transposition
occurrences for all samples at each word position.

This effect will shed light on how network learn
nearby grammatical orders such as conjunction and
adjective order.

3 Experiments

In this section we investigate serial recall effects
on a standard LSTM language model (Merity et al.,
2018b) with its default parameter set mentioned in
its original paper. In addition, for all experiments
the average of results from three models trained
with different random seeds is reported. Unless it
is mentioned, we chose sequence 100 to visualize
the results for the sake of readability. However, we
test different sequence lengths in range 5 to 2003.
Our code is publically available 4.

In this study, we report network performance in
terms of loss on development set which is equiva-
lent to relative performance in terms of perplexity.

3.1 Dataset and Settings

Our experiments are conducted on two benchmark
language modeling datasets: Penn Treebank (PTB)
and WikiText-2 (WT2). The PTB dataset (Marcus
et al., 1993; Mikolov et al., 2010) contains Wall
Street Journal articles with 10,000 vocabulary.
The WT2 dataset introduced in (Merity et al.,
2017) is composed of 720 Wikipedia verified
articles. It contains 2M, 217K and 245K tokens
in train, development and test sets respectively
and its vocabulary size is 33,278. WT2 is over
two times larger than PTB. For experiments in
part-of-speech tags level, we use the annotated
version of these datasets publicly provided by
Khandelwal (Urvashi Khandelwal, 2018). Given
the parts-of-speech of each word, content words
are nouns (NN), verbs (VB), adjectives (JJ) and
adverbs (RB), and others would be considered as
function words. More details about the datasets in
POS level are presented in Table ??.

3.2 Results

Short words are recalled more accurately than
longer words. We observed word-length effect

3Number of samples are equal for different sequence
lengths.

4https://github.com/hassan_hajipoor/

PTB WT2
#tokens #words #tokens #words

NN 21k 3k 55k 8k
VB 10k 1.7k 25k 3k
RB 2.6k 286 5k 0.5k
JJ 4.9k 0.9k 12k 1.8k
Func 34.9k 0.2k 118k 0.9k

since increasing the target word length leads to in-
crease in loss. Figures 1a and Figures 1b show
this effect in POS level for both PTB and WT2. It
shows the strong correlation between word length
and loss in content words while function words are
not so affected. We discovered the reason in cor-
relation between word frequency and loss. Figure
1c reveals the strong negative correlation between
word frequency and loss such that increase in word
frequency leads to decrease in loss. From another
viewpoint, Figure 1d shows that the frequency of
content words decrease while their length increase
but Figure 1e shows frequency of function words is
independent of their length. The fact that function
words are closed class and we can not extend them
with shorter words can be the reason. It is also re-
ported in (Bell et al., 2009) that content words are
shorter when more frequent while function words
are not so. Therefore, word length effect is strongly
exists in content words but is weak in function
words.
Also, from Figure 1c and the fact that average fre-
quency in function words is much higher than con-
tent words ( 10k in compare to 58 in PTB dataset),
it is now clear that why loss of function words are
significantly lower than content words.

Tokens later in the sequence have better
recall. We examine primacy and recency effect by
comparing the loss values in different positions of
the sequence. Figure 2 shows the loss decreases
(i.e. the network has better recall) as we approach
the end of the sequence.

Recalling words in transposed positions are
fairly rare. To figure out the transposition effect,
we count how many times words recall in trans-
posed positions. Table 1 shows the number of trans-
positions normalized over sequence length. It re-
veals that number of transpositions do not increase
while the sequence length increases. Moreover,
transposition occurs rarely. For example, in se-
quence of length 100, from 99 candidates of trans-
position only 0.72 transposed on average. Figure 3
shows the number of transposition occurrences in
each position of this sequence. It shows that trans-

(a) Dataset statistics
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Figure 1: (a) Dataset statistics, (b): Word-frequency effect, network learns frequent words better than infrequent
ones, (c): Primacy and Recency effect, loss decreases for target words that appear at the end of sequences.

3 Experiments

Datasets. We use two benchmark language mod-
eling datasets: Penn Treebank (PTB) (Marcus
et al., 1993; Mikolov et al., 2010) and WikiText-2
(WT2) (Merity et al., 2017). PTB and WT2 have
vocabulary sizes of 10K and 33K respectively. We
use the POS-tagged versions of these datasets pro-
vided by Khandelwal et al. (2018), and treat nouns
(NN), verbs (VB), adjectives (JJ), and adverbs (RB)
as content words, and others word classes as func-
tion words, see details in Figure 1a.
Settings. We set LSTM’s parameters as suggested
in (Merity et al., 2018b) for PTB and follow its
suggested parameter tuning procedure for WT2.
For both datasets, we set context size to n = 100
obtained from {5, 20, 50, 100, 200} and validation
data; note that the number of samples are equal for
different sequence lengths.

3.1 Results

We report LSTM performance in terms of predic-
tion loss on development sets for all experiments.

Word-Frequency Effect: More frequent target
words are predicted (learned) more accurately than
less frequent ones. Figure 1b shows strong inverse
correlation between word frequency and LSTM
prediction loss. This is expected as neural models
learn better with more data. In addition, although
the overall loss of function words is considerably
lower than that of content words (because of their
overall higher frequency), Figure 1b shows that,
for the same word frequency, content words are
learned better than function words.

Primacy and Recency Effects: Target words
that appear later in sequences are predicted con-
siderably better than those at earlier positions. Fig-
ure 1c shows that prediction loss considerably de-
creases for target words that appear toward the end
of the sequences. The results are consistent across
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(a) Semantic confusion effect in PTB.
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(b) Semantic confusion effect in WT2.

Figure 2: We report semantic similarity between pre-
dicted and target words, random and target words
(lower bound), and nearest neighbor and target words
(upper bound).

both datasets. This effect can explain why bidirec-
tional LSTMs which read input from opposite direc-
tions usually work better in NLP applications such
as machine translation (Firat et al., 2016; Domhan,
2018). A remaining question that is worth investi-
gating is whether bidirectional LSTMs learn first
and last few words of sequences better than those
in the middle, and if yes, how can we make these
models more robust against word position.

Semantic Confusion Effect. There is signifi-
cant tendency to predict words that resemble (are
semantically-similar to) target words. Figure 2
shows the average WordNet and Embedding simi-
larity between target and predicted words in PTB
and WT2 across loss values. The results indicate
high similarity between predicted and target words
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Figure 4: (a, b): Repetition effect across POS tag classes in PTB and WT2 and (c): Repetition probability decreases
as a function of word occurrences in prior context.

for smaller loss values. However, confusion consis-
tently increases as prediction loss increases. The
upper bound similarity (obtained by treating the
nearest neighbor of each target word as predicted
word) indicates there exists better candidates which
LSTM fails to predict. Our further analyses show
that LSTM has a tendency to group semantically
similar words and then suggest one of them. We
consider most similar words as a group of neigh-
bors and examine how network assigns probabili-
ties to them as compared to others. Figure 3a shows
that the chance of neighbors of target (with size
150) is equal to chance of other words (with size
9849). As Figure 3a shows, the neighbors of pre-
dicted words (with size 600) carry equal chance as
compared to other words (with size 9399). To find
these thresholds, we gradually increase the number
of neighbors and track the trend of approaching
the probability of neighboring group to target. As
shown in Figure 3b, if the size of neighboring group
is set to 150, these probabilities became equal. The
similar way is repeated for finding the appropriate
size for neighbors of predicted words.

Repetition Effect. Repetition probability of
function words is significantly higher than that of

content words. We report repetition effect, see
Eq. (4), at POS tag level (where the predicted word
should have the same POS tag as target word in
prior context). As Figure 4a and 4b show, func-
tion words have higher repetition probability than
content words. This is because function words are
more frequent, and the average distance among
them (i.e. number of intervening words) is consid-
erably smaller than other POS tags (e.g. 2.1 words
vs 28.9 and 12.4 words for RB and JJ respectively).
We also find that repetition probability decreases
as a function of word frequency in prior context,
see Figure 4c. This is because words (especially
NNs and VBs) are often self-contained and their
occurrence in prior context helps LSTM to avoid
“repeating” them. In addition, we find that function
words repeat more frequently than other types and
repetition among NNs and VBs is higher than other
POS tag pairs; Table 1 shows the confusion ma-
trix for repetition across POS tag classes Perhaps,
this could explain the recent language modeling im-
provement obtained in (Ford et al., 2018) through
developing separate yet sequentially connected net-
work architectures with respect to POS tag class.

There are two factors determining the chance of
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Figure 5: Effective context to learn syntax.

NN VB JJ RB Func
NN 0.07 0.00 0.01 0.00 0.24
VB 0.01 0.09 0.00 0.01 0.20
JJ 0.03 0.01 0.01 0.00 0.27
RB 0.01 0.02 0.00 0.03 0.31
Func 0.01 0.01 0.00 0.00 0.52

Table 1: Confusion matrix for repetition effect. Rows
and columns show POS tag classes of target and pre-
dicted words respectively.

repetition of a POS class: First, the average dis-
tance of consecutive tokens of that POS class; Ta-
ble 2 reports the corresponding values from training
set. Second, the accuracy of network in predicting
POS classes which has been shown in Figure 5 and
also reported in (Khandelwal et al., 2018). From
these, the repetition probability of function words
are expected to be higher than content words.

NN VB JJ RB Func
PTB 3.6 7.1 12.4 28.9 2.1
WT2 3.6 8.5 15.8 38.5 1.9

Table 2: Average distance of tokens in POS classes.

Transposition Effect: Transpositions occur
more frequently at the beginning of sequences and
rarely at the end. Figure 6 shows average num-
ber of transpositions at each word position across
datasets. This result is meaningful because miss-
predictions occur more frequently at earlier posi-
tions (see results for primacy and recency effect).
In addition, transpositions are rare at higher posi-
tions because more context information can help
LSTM to make accurate (transposition-free) pre-
diction. In addition, Table 3 shows the percentage
of transpositions across POS tag classes on PTB.
The result show that LSTM mainly transposes ‘RB
NN’ word pairs with ‘NN RB.’ In future, we will
conduct further analyses to understand the reason.

The findings presented in this paper provide in-
sight into how LSTMs model context. This infor-
mation can be useful for improving language mod-
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Figure 6: Transposition effect, transpositions occur
more at the beginning of sequences.

NN VB JJ RB Func
NN 0.025% 0.006% 0.032% 0.015% 0.001%
VB 0.011% 0.001% 0.004% 0.002% 0.001%
JJ 0.021% 0.054% 0.045% 0.036% 0.002%
RB 0.073% 0.017% 0.017% 0.023% 0.012%
Func 0.002% 0.002% 0.002% 0.001% 0.006%

Table 3: Confusion matrix for transpositions in PTB
at POS tag level. LSTM transposes ‘RB NN’ and ‘JJ
VB|JJ|RB,’ more than others pairs.

els. For instance, the discovery that some word
types are repeated in predictions more than others
can help regularizing neural language models by
making them adaptive to the different word types.

4 Conclusion

We investigate LSTM language models in the con-
text of serial recall indicators. We find that frequent
target words and target words that appear later in
sequences are predicted more accurately, predic-
tions often resemble (are semantically similar to)
target words, function words of prior context are
more likely to be predicted as target words, and
word pair transpositions occur more frequently at
the beginning of sequences.
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Abstract

Concept map–based multi-document summa-
rization has recently been proposed as a vari-
ant of the traditional summarization task with
graph-structured summaries. As shown by
previous work, the grouping of coreferent con-
cept mentions across documents is a crucial
subtask of it. However, while the current state-
of-the-art method suggested a new grouping
method that was shown to improve the sum-
mary quality, its use of pairwise comparisons
leads to polynomial runtime complexity that
prohibits the application to large document
collections. In this paper, we propose two
alternative grouping techniques based on lo-
cality sensitive hashing, approximate nearest
neighbor search and a fast clustering algo-
rithm. They exhibit linear and log-linear run-
time complexity, making them much more
scalable. We report experimental results that
confirm the improved runtime behavior while
also showing that the quality of the summary
concept maps remains comparable.1

1 Introduction

Concept maps are labeled graphs with nodes rep-
resenting concepts and edges showing relation-
ships between them (Novak and Gowin, 1984).
Following earlier work on the automatic extraction
of concept maps from text (Rajaraman and Tan,
2002; Valerio and Leake, 2006; Villalon, 2012;
Zubrinic et al., 2015), concept maps have recently
been promoted as an alternative representation for
summaries (Falke and Gurevych, 2017; Handler
and O’Connor, 2018). In the corresponding task,
concept map–based multi-document summariza-
tion (CM-MDS), a set of documents has to be
automatically summarized as a concept map that
does not exceed a pre-defined size limit.

1Code used for experiments available at https://
github.com/UKPLab/naacl2019-cmaps-lshcw

An important subtask of CM-MDS is concept
mention grouping, in which all mentions that refer
to a specific concept should be grouped together.
Without grouping, duplicates can appear in a sum-
mary concept map that make the map harder to
understand and that waste valuable space.

To approach the mention grouping subtask,
Falke et al. (2017) proposed to make pairwise
coreference classifications between mentions and
to induce a partitioning from those predictions.
Their experiments showed that this leads to better
summary concept maps, establishing the current
state-of-the-art for CM-MDS. However, the com-
putational costs of the approach are high, as it ex-
hibits a O(n4) worst-case time complexity. When
the number of documents that should be summa-
rized is large, applying that technique can quickly
become impractical. But exactly for those large
document sets, a summary would be most helpful.

As the first contribution of this paper, we pro-
pose two faster grouping techniques. First, we
apply locality sensitive hashing (LSH) (Charikar,
2002) to word embeddings in order to find simi-
lar mentions without making all pairwise compar-
isons. That directly leads to a simple O(n) group-
ing method. Second, we also propose a novel
grouping technique that combines the hashing ap-
proach with a fast partitioning algorithm called
Chinese Whispers (CW) (Biemann, 2006). It has
O(n log n) time complexity and the advantage of
being more transparently controllable.

Since the reduced complexity of the two pro-
posed techniques is gained through approxima-
tions, the resulting grouping could of course be of
lower quality. As the second contribution of this
paper, we therefore carry out end-to-end experi-
ments in the context of CM-MDS to analyze this
trade-off. We compare both techniques against the
state-of-the-art approach in automatic and manual
evaluations. For both, we observe orders of mag-
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nitude faster runtimes with only small reductions
in summary quality. In the future, the techniques
could also be applied beyond CM-MDS to speed
up other similarity-based partitioning problems in
NLP and its applications.

2 Problem and Reference Approach

Given a set of concept mentions M identified in
the input documents, the goal of concept mention
grouping is to derive a partitioning C of M such
that for every set of mentions inC, the set contains
all mentions and only mentions of one unique con-
cept. Let n denote the number of mentions |M |.

Previous work on concept map mining used
stemming (Villalon, 2012), substring matches (Va-
lerio and Leake, 2006) or WordNet (Aguiar et al.,
2016) to detect coreferences between mentions.
Falke et al. (2017) combined several of those fea-
tures, including semantic similarities based on
WordNet (Miller et al., 1990), latent semantic
analysis (Deerwester et al., 1990) and word2vec
embeddings (Mikolov et al., 2013), in a log-linear
classifier to predict coreferences of mentions.

Since such pairwise predictions can be inconsis-
tent, e.g. the model might classify (m1,m2) and
(m2,m3) as coreferent, but not (m1,m3), Falke
et al. (2017) further induce a transitive relation
from the predictions to obtain a valid partitioning
of M . They note that simply ignoring conflicting
negative classifications by building the transitive
closure over all positive ones typically yields un-
desired partitionings in which too many mentions
are being lumped together. Following previous
work on related NLP tasks (Barzilay and Lapata,
2006; Denis and Baldridge, 2007), they instead
formulate an integer linear program (ILP) to find
the transitive relation that maximally agrees with
all pairwise predictions. However, as the result-
ing ILPs cannot be efficiently solved on the data
they work with, they propose a local search algo-
rithm that incrementally improves a greedy solu-
tion rather than finding the optimal partitioning,

This technique requires making classifications
for all pairs of mentions in O(n2) time and run-
ning the local search, which has a worst-case com-
plexity of O(n4). As we will show in Section 6,
that can quickly become prohibitively expensive.

3 Locality Sensitive Hashing

The central idea of LSH is that specific families of
hash functions can approximately preserve simi-

larities. Charikar (2002) introduced such a family
for cosine similarity between vectors.

3.1 Approximating Cosine Similarity
Let u, v be k-dimensional vectors. First, choose
d unit random vectors r1, . . . , rd of k dimensions
by sampling every dimension independently from
a standard normal distribution. Then, for a vector
u, compute a d-dimensional bit vector h(u), the
hash, with the i-th dimension defined as

h(u)[i] =

{
1 : u · ri ≥ 0

0 : u · ri < 0,
(1)

where u ·ri is the dot product with the i-th random
vector. The Hamming distance ham between two
hashes h(u) and h(v), i.e. the number of differing
bits, can then be used to approximate the cosine
similarity of u and v (Charikar, 2002):

u · v
|u||v| ≈ cos

(
ham(h(u), h(v))

d
π

)
(2)

The longer the hashes are, i.e. the larger d is, the
more accurate is the estimation of the similarity.

In the past, LSH has been successfully used to
speed up a range of NLP tasks, including noun
similarity list construction (Ravichandran et al.,
2005), word sense induction (Mouton et al., 2009),
gender classification (van Durme, 2012) and text
classification (Bollegala et al., 2018).

3.2 Naive Partitioning
Given the mapping h from vectors to their bit
hashes, we can partition a set of vectors by hash
identity. Every unique hash becomes a group con-
sisting of all vectors mapped to that hash. Since
the hashes reflect similarity, the most similar vec-
tors will be grouped together. The parameter d
controls the degree of grouping: the smaller it is,
the less unique hashes and thus fewer groups exist.

In order to apply this technique to concept men-
tion grouping, every mention m ∈ M has to be
represented by a vector in a space where the co-
sine similarity is indicative of coreference. Since
the classifier of Falke et al. (2017) already uses co-
sine similarity of word2vec embeddings as a fea-
ture, we also use those vectors for LSH.2 Both the
computation of the hashes and building groups can
be done with a single pass over the mentions. As-
suming d and k to be fixed, the overall time com-
plexity of the grouping technique is thus O(n).

2Following their work, we represent a mention by the
mean of the embedding vectors of the mention’s tokens.
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4 Fast Nearest Neighbor Partitioning

When grouping similar elements together, one
typically wants to control the degree of group-
ing by defining a similarity threshold δ. For the
naive LSH-based partitioning, we can only set d,
which does not directly correspond to a similarity.
Therefore, we propose a second, more transparent
grouping technique with this property.

4.1 Approximate Nearest Neighbor Search
Given vectors and their LSH-based hashes, we can
use approximate nearest neighbor search (ANNS)
to find pairs with a cosine similarity of at least δ
(Charikar, 2002; Ravichandran et al., 2005) with-
out making all pairwise comparisons:

1. Sample q permutations of the bit hashes.

2. For each permutation, sort all mentions M
according to their permuted hashes.

3. In each sorted list, estimate the cosine simi-
larity of each m ∈ M with the next b men-
tions based on the hashes. Keep pairs with a
similarity of at least δ.

Since comparing neighbors in a sorted list of bit
hashes will primarily find those that differ in the
last positions, the random permutations are the key
part of the algorithm that ensures similar hashes
differing at varying positions are found. Rather
than comparing each vector to all others inO(n2),
only qb comparisons are made for each. The domi-
nant part becomes the sort, resulting inO(n log n)
time complexity as q and b are constants.

4.2 Chinese Whispers Partitioning
Using ANNS we can obtain an undirected graph
of mentions connected with edges if their similar-
ity is at least δ. However, as Falke et al. (2017)
observed, simply taking the transitive closure over
these pairs tends to yield too big groups that lump
many mentions of different concepts together.

Rather than relying on the expensive O(n4) lo-
cal search of Falke et al. (2017) to address this
problem, we here resort to the fast graph parti-
tioning algorithm CW (Biemann, 2006). Given a
graph G = (V,E), it proceeds as follows:

1. Label nodes initially as l(vi) = i ∀ vi ∈ V .

2. Iterate over V in randomized order. For each
v ∈ V , set l(v) to the label most frequent
among the nodes reachable via a direct edge.

3. If at least one label changed, repeat step 2.

While it cannot be guaranteed in general, the algo-
rithm typically converges to a stable labeling after
a few iterations. Then, nodes having the same la-
bel form a group of the partitioning. In contrast to
the local search, CW does not directly optimize the
objective function proposed by Falke et al. (2017),
however, we empirically found that it yields par-
titionings that score very well with regard to that
objective. To guarantee termination, the number
of iterations is bound by a parameter ε. Then, CW
iterates at most ε times over n nodes and their at
most n− 1 edges, resulting in O(n2) complexity.

4.3 Combination

For concept mention grouping, we combine these
techniques as follows: First, we represent each
mention with a vector and compute its LSH-based
hash. Second, we use ANNS to find pairs with a
similarity of at least δ. Finally, we partition the
resulting nearest neighbor graph with CW.

That grouping technique has four parameters
δ, d, q and b. While δ determines the degree of
grouping, d influences the quality of the similarity
estimates and q and b define the size of the search
space explored to find nearest neighbors. Note
that the construction of the nearest neighbor graph
guarantees that a node has at most qb edges, re-
ducing the runtime of CW to O(n) in this setting.
The runtime behavior of the combination is there-
fore dominated by ANNS and thus O(n log n).

5 Experimental Setup

We evaluate the proposed concept mention group-
ing techniques for the task of CM-MDS.

Data and Metrics We use the benchmark cor-
pus introduced by Falke and Gurevych (2017), the
only existing dataset with manually created refer-
ence summary concept maps. It provides refer-
ence summaries for document sets of web pages
on 30 different topics. As metrics, we compute the
ROUGE and METEOR variants proposed with the
dataset and also perform a human evaluation fol-
lowing the protocol of Falke et al. (2017).

Implementation As the reference, we use the
state-of-the-art pipeline of Falke et al. (2017).3 We
test the naive LSH-based partitioning (LSH-only)

3https://github.com/UKPLab/
ijcnlp2017-cmaps
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Average Smallest Largest

Approach Count Runtime Count Runtime Count Runtime

Mentions 5299 2475 13572

Reference 4029 3h 12m 32s 1847 24m 21s 10131 22h 48m 08s

LSH-only 3694 1s 1752 1s 7827 2s
LSH-CW 4085 23s 1875 11s 9861 58s

Table 1: Concept mention grouping runtimes on average and for the smallest and largest set. Count is the number
of concepts after grouping the mentions given in the first row. Runtimes are measured on the same machine.

METEOR ROUGE-2

Approach Pr Re F1 Pr Re F1

Reference 15.1 17.3 16.1 9.4 11.9 10.4
lemma-only 13.9 15.4 14.6 8.2 8.6 8.3
w2v-only 14.1 16.2 15.0 8.3 9.9 8.9

LSH-only 14.9 16.9 15.8 9.1 11.2 9.9
LSH-CW 14.9 17.1 15.9 8.2 10.9 9.3

Table 2: Evaluation results for summary concept maps.
Italics denote F1-scores that are significantly different
from Reference (exact permutation test, α = 0.05).

and the combined approach (LSH-CW) by substi-
tuting them into that pipeline. For a fair compar-
ison, we use the same 300-dimensional word2vec
embeddings (Mikolov et al., 2013) for LSH that
have also been used in the log-linear model.

Tuning In the reference pipeline, the regulariza-
tion constant of the scoring SVM was tuned with
leave-one-out cross-validation on the training set.
For LSH-only, we use the same procedure to tune
d (together with regularization) and found d = 17
to be best (testing 10, 11, ..., 25). For LSH-CW,
where four hyper-parameters have to be set, run-
ning cross-validation for the whole grid is too ex-
pensive. We instead evaluate a grid of 130 d/q/b/δ-
combinations by concept F1-score after grouping
and tune the SVM with cross-validation only for
the three best settings, leading to the parameters
d = 200, q = 20, b = 200, δ = .89.

6 Results

Runtime Table 1 shows the runtimes for group-
ing concept mentions.4 It demonstrates two prob-
lems of the reference: First, even on the smallest
document set (37 docs, 50k tokens), the grouping
already takes hours. And second, on the biggest
set (42 docs, 220k tokens), the runtime grows to
almost a day, illustrating the analyzed time com-

4Measured on an Intel Xeon ES-2620 2.1GHz processor.

Comparison Fo Gr Me NR

Reference vs. LSH-only 47.3 47.3 46.7 42.7
Reference vs. LSH-CW 57.3 58.0 58.0 56.7
LSH-CW vs. LSH-only 52.7 50.7 50.0 47.3

Table 3: Human summary preferences, shown as the
percentage of annotators preferring the first option.

plexity. Applying the technique to more docu-
ments quickly becomes infeasible. Our newly pro-
posed techniques, LSH-only and LSH-CW, are or-
ders of magnitude faster in absolute terms and also
show a more moderate runtime growth as expected
given their preferable time complexity.

Quality A crucial question is which price we
have to pay for improving runtimes through ap-
proximations. Table 2 shows the automatic eval-
uation results for the created summaries. We in-
cluded lemma-only, a baseline from previous work
using lemmatization for grouping, and w2v-only, a
variation of the reference grouping approach that
uses embeddings as the only feature in the corefer-
ence classifier. The latter is important for compar-
ison, as it uses the same information as the LSH-
based techniques. While lemma-only and w2v-
only perform significantly worse than the refer-
ence, the two LSH-based techniques come much
closer to the more expensive reference.

Table 3 shows the results of our human evalua-
tion. Following previous work, we collected pair-
wise preferences among the created summaries
via Mechanical Turk (150 per pairing) for the di-
mensions focus (Fo), grammaticality (Gr), mean-
ingfulness (Me) and non-redundancy (NR).5 As
shown, the preferences we collected are almost
balanced and annotators repeatedly noted during
the study that the summaries are very similar.
None of the 12 preferences are significant at α =

5We payed $0.60 per comparison and anonymized worker
IDs. The study was approved by the university’s ethics com-
mittee and we obtained informed consent from participants.
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0.05 (binomial test), showing that the alternative
summary concept maps are practically indistin-
guishable. In contrast, Falke et al. (2017) observed
preferences of up to 79% in their study.

Conclusion Based on the automatic and human
evaluations, we conclude that both fast grouping
techniques proposed in this paper do not substan-
tially decrease the quality of the summaries. Since
there is also no clear difference between LSH-
only and LSH-CW, we recommend both tech-
niques, which allows practitioners to choose be-
tween more transparency or even faster runtimes.

Future Work The comparison of w2v-only and
the reference in Table 2 reveals that relying only
on word2vec and dropping the other features of the
log-linear model hurts performance, suggesting
that also adding the remaining features to the LSH
techniques could lead to further improvements.
However, all other features of the reference model
are pairwise features, which makes it difficult to
incorporate them in the LSH-based techniques that
only use mention features. As an alternative di-
rection, one could instead rely on more powerful
word embeddings. While we used word2vec to en-
sure comparability to previous work, using more
recent embedding methods such as fastText (Bo-
janowski et al., 2017), InferSent (Conneau et al.,
2017) or ELMO (Peters et al., 2018) seems to be
worth exploring in the future.

7 Summary

In this paper, we proposed two fast concept men-
tion grouping techniques for CM-MDS, the direct
application of LSH and a novel combination of
LSH and Chinese Whispers. Our analysis and ex-
periments show that they are orders of magnitude
faster than previous techniques with only small ef-
fects the quality of the resulting summary concept
maps. Using these techniques, summary concept
maps can now be created for much larger docu-
ment sets than what was possible before.
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Abstract

We introduce a new syntax-aware model for
dependency-based semantic role labeling that
outperforms syntax-agnostic models for En-
glish and Spanish. We use a BiLSTM to tag
the text with supertags extracted from depen-
dency parses, and we feed these supertags,
along with words and parts of speech, into a
deep highway BiLSTM for semantic role la-
beling. Our model combines the strengths of
earlier models that performed SRL on the ba-
sis of a full dependency parse with more re-
cent models that use no syntactic information
at all. Our local and non-ensemble model
achieves state-of-the-art performance on the
CoNLL 09 English and Spanish datasets. SRL
models benefit from syntactic information, and
we show that supertagging is a simple, power-
ful, and robust way to incorporate syntax into
a neural SRL system.

1 Introduction

Semantic role labeling (SRL) is the task of iden-
tifying the semantic relationships between each
predicate in a sentence and its arguments (Gildea
and Jurafsky, 2002). While early research as-
sumed that SRL models required syntactic infor-
mation to perform well (Punyakanok et al., 2008),
recent work has demonstrated that neural networks
can achieve competitive and even state-of-the-art
performance without any syntactic information at
all (Zhou and Xu, 2015; Marcheggiani et al., 2017;
He et al., 2017). These systems have the bene-
fits of being simpler to implement and perform-
ing more robustly on foreign languages and out-
of-domain data, cases where syntactic parsing is
more difficult (Marcheggiani et al., 2017).

In this paper, we show that using supertags is an
effective middle ground between using full syn-
tactic parses and using no syntactic information

∗Work partially done at Yale University.

at all. A supertag is a linguistically rich descrip-
tion assigned to a lexical item. Supertags impose
complex constraints on their local context, so su-
pertagging can be thought of as “almost parsing”
(Bangalore and Joshi, 1999). Supertagging has
been shown to facilitate Tree-Adjoining Grammar
(TAG) parsing (Bangalore et al., 2009; Friedman
et al., 2017; Kasai et al., 2017, 2018) and Combi-
natory Categorial Grammar (CCG) parsing (Clark
and Curran, 2007; Kummerfeld et al., 2010; Lewis
et al., 2016; Xu, 2016).

We propose that supertags can serve as a rich
source of syntactic information for downstream
tasks without the need for full syntactic parsing.
Following Ouchi et al. (2014), who used supertags
to improve dependency parsing, we extract var-
ious forms of supertags from the dependency-
annotated CoNNL 09 corpus. This contrasts with
prior SRL work that uses TAG or CCG supertags
(Chen and Rambow, 2003; Lewis et al., 2015).
We train a bidirectional LSTM (BiLSTM) to pre-
dict supertags and feed the predicted supertag em-
bedding, along with word and predicted part-of-
speech embeddings, to another BiLSTM for se-
mantic role labeling. Predicted supertags are rep-
resented by real-valued vectors, contrasting with
approaches based on syntactic paths (Roth and La-
pata, 2016; He et al., 2018) and syntactic edges
(Marcheggiani and Titov, 2017; Strubell et al.,
2018). This way of incorporating information alle-
viates the issue of error propagation from parsing.

Supertagging has many advantages as part of
a natural language processing pipeline. First, as
a straightforward sequence-labeling task, the su-
pertagging architecture is much simpler than com-
parable systems for structured parsing. Second,
it is simple to extract different forms of supertags
from a dependency corpus to test different hy-
potheses about which kinds of syntactic informa-
tion are most useful for downstream tasks. Our re-
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Token Model 1 Model TAG
No DEP/R DEP/R
, P/R P/R
it SBJ/R -

was ROOT+L R ROOT+SBJ/L PRD/R
n’t ADV/L ADV/L

black NAME/R NAME/R
Monday PRD/L+L -

Table 1: Supertags for the sentence “No, it wasn’t black
Monday.”

Position Feature 0 1 2 TAG

Obligatory Parent Direction · · ·
Relation · · ·

Optional Parent Direction · · · ·
Relation · · · ·

Obligatory Dep. Direction · · ·
Relation · ·

Optional Dep. Direction · ·
Table 2: Supertag models for SRL. Models 1 and 2 are
from Ouchi et al. (2014) and Model 0 is from Nguyen
and Nguyen (2016).

sults show that supertags, by encoding just enough
information, can improve SRL performance even
compared to systems that incorporate complete
dependency parses.

2 Our Models
2.1 Supertag Design

We experiment with four supertag models, two
from Ouchi et al. (2014), one from Nguyen and
Nguyen (2016), and one of our own design in-
spired by Tree Adjoining Grammar supertags
(Bangalore and Joshi, 1999). Each model encodes
a different set of attributes about the syntactic re-
lationship between a word, its parent, and its de-
pendents. Table 2 summarizes what information is
expressed in each supertag model.
Model 0. A Model 0 supertag for a word w en-
codes the dependency relation and the relative po-
sition (direction) between w and its head, i.e. left
(L), right (R), or no direction (ROOT) (Nguyen
and Nguyen, 2016).
Model 1. A Model 1 supertag for w adds to the
“parent information” from Model 0 the informa-
tion of whether w possesses dependents to its left
(L) or right (R) (Ouchi et al., 2014).
Model 2. A Model 2 supertag for w extends
Model 1 by encoding the dependency relation be-
tween w and its obligatory dependents.1 When w

1Following Ouchi et al. (2014), we define obligatory de-
pendents as those with relations ‘SBJ,’ ‘OBJ,’ ‘PRD,’ and
‘VC.’ For Spanish, we define obligatory syntactic arguments

lacks such obligatory children, we encode whether
it possesses non-obligatory dependents to the left
(L) or right (R) as in Model 1.
Model TAG. We propose Model TAG supertags
that represent syntactic information analogously to
TAG supertags (elementary trees) (Bangalore and
Joshi, 1999). A Model TAG supertag encodes the
dependency relation and the direction of the head
of a word similarly to Model 0 if the dependency
relation is non-obligatory (corresponding to ad-
junction nodes), and the information about obliga-
tory dependents of verbs if any similarly to Model
2 (corresponding to substitution nodes).

2.2 Supertagger Model

Motivated by recent state-of-the-art supertaggers
(TAG: Kasai et al. (2017, 2018); CCG: Lewis et al.
(2016); Xu (2016)), we employ a bi-directional
LSTM (BiLSTM) architecture for our supertag-
ging. The input for each word is the conncate-
nation of a dense vector representation of the
word, a vector embedding of a predicted PTB-
style POS tag (only for English),2 and a vector out-
put by character-level Convolutional Neural Net-
works (CNNs) for morphological information.

For POS tagging before English supertagging,
we use the same hyperparameters as in Ma and
Hovy (2016). For supertagging, we follow the
hyperparameters chosen in Kasai et al. (2018) re-
gardless of the supertag model that is employed.
We initialize the word embeddings by the pre-
trained 100 dimensional GloVe (Pennington et al.,
2014) and the 300 dimensional FastText (Bo-
janowski et al., 2017) vectors for English and
Spanish respectively.

2.3 Semantic Role Labeling

Our SRL model is most similar to the syntax-
agnostic SRL model proposed by Marcheggiani
et al. (2017). Our model differs in two ways: 1) we
add randomly initialized 50 dimensional supertag
embeddings to the input layer (Fig. 1), and 2) we
use a modified LSTM with highway layers and
regularization (0.5 dropout) as in He et al. (2017).

We use the same hyperparameters as in
Marcheggiani et al. (2017) with randomly initial-
ized 50 dimensional embeddings for supertags.3

as ‘dc,’‘suj,’ ‘cd,’ and ‘cpred.’
2For the English data, predicted PTB-style POS tags gen-

erally contribute to increases, approximately 0.2-0.4% in
the dev set, whereas for Spanish adding predicted (coarse-
grained) POS tags hurt the performance.

3We provide lists of hyperparameters in Appedix A.1.
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English Spanish
Supertag # Stags Dev ID OOD # Stags Dev ID
Model 0 99 92.93 94.17 88.71 88 92.97 92.67
Model 1 298 91.07 92.50 86.51 220 90.63 90.37
Model 2 692 90.60 92.05 85.40 503 90.08 89.84
Model TAG 430 92.60 94.17 87.46 317 92.33 92.18

Table 3: Supertagging accuracies for English and Spanish. ID and OOD indicate the in-domain and out-of-domain
evaluation data respectively. The # Stags columns show the number of supertags in the corresponding training set.

For pre-trained word embeddings, we use the same
word embeddings as the ones in Marcheggiani
et al. (2017) for English and the 300-dimensional
FastText vectors (Bojanowski et al., 2017) for
Spanish. We use the predicates predicted by the
mate-tools (Björkelund et al., 2009) (English) and
Zhao et al. (2009) (Spanish) system in our mod-
els, again following Marcheggiani et al. (2017) to
facilitate comparison. Our code is available online
for easy replication of our results.4

Figure 1: SRL architecture with a highway BiLSTM.
W1, P1, L1, S1, I1 indicate the word, POS, lemma,
supertag, and predicate indicator embeddings for the
first token, John. Here we only show two layers.

3 Results and Discussion

Table 3 provides our supertagging results for En-
glish and Spanish across the different types of su-
pertag described above. Here we clearly see the
general pattern that the more granular supertag-
ging becomes, the less reliable it is, and finding
the balance between granularity and predictabil-
ity is critical. We present our SRL results in Ta-
bles 4-7 along with the results from a baseline

4https://github.com/jungokasai/
stagging_srl.

BiLSTM model, which is our implementation of
the syntax-agnostic model in Marcheggiani et al.
(2017). We also present results for a BiLSTM
model with dropout and highway connections but
without supertags (BDH model), to distinguish
the effects of supertags from the effects of bet-
ter LSTM regularization. In every experiment we
train the model five times, and present the mean
score. Table 4 shows that Model 1 yields the best
performance in the English dev set, and thus we
only use Model 1 supertags for test evaluation. We
primarily show results only with word type em-
beddings to conduct fair comparisons with prior
work, but we also provide results with deep con-
textual word representations, ELMo (Peters et al.,
2018), and compare our results with recent work
that utilizes ELMo (He et al., 2018). 5

English in-domain. Table 5 summarizes the re-
sults on the English in-domain test set. First, we
were able to approximately replicate the results
from Marcheggiani et al. (2017). Adding dropout
and highway connections to our BiLSTM model
improves performance by 0.5 points, to 88.1, and
adding supertags improves results even further to
88.6. Our supertag model performs even better
than the non-ensemble model in Marcheggiani and
Titov (2017), in which the model is given the com-
plete dependency parse of the sentence. This re-
sult suggests that supertags can be even more ef-
fective for SRL than a more complete representa-
tion of syntax. Furthermore, our supertag-based
method with contextual representations achieves
90.2, a new state-of-the-art. Interestingly, the gain
from supertagging decreases to 0.2 points (90.2
vs. 90.0) in the presence of contextual represen-
tations, suggesting that contextual representations
encode some of the same syntactic information
that supertags provide.
English out-of-domain. One of the advantages of
using a syntax-agnostic SRL model is that such
a model can perform relatively well on out-of-
domain data, where the increased difficulty of syn-

5We used the pretrained ELMo available at https://
tfhub.dev/google/elmo/2.
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Architecture P R F1

BiLSTM 87.27 85.16 86.20
BiLSTM + DOut 86.49 86.11 86.30
BiLSTM + DOut + HWay 86.97 86.43 86.70
BDH + Model 0 87.47 86.46 86.96
BDH + Model 1 87.69 86.72 87.20
BDH + Model 2 87.54 86.09 86.81
BDH + Model TAG 87.78 86.07 86.92

Table 4: Results on the CoNLL 2009 dev set for En-
glish. BDH stands for BiLSTM + Dropout + Highway.

tactic parsing can cause errors in a syntax-based
system (Marcheggiani et al., 2017). Unfortunately
we were not able to replicate the out-of-domain
results of Marcheggiani et al. (2017): our imple-
mentation of the BiLSTM achieves a score of 76.4,
compared to their reported score of 77.7. How-
ever, we note that incorporating supertags into our
own model improves performance, with our best
model achieving a score of 77.6. Our supertag-
based model also substantially outperforms the
full dependency-based models (Roth and Lapata,
2016; Marcheggiani and Titov, 2017). This sug-
gests that syntax with a certain degree of granular-
ity is useful even across domains. Our supertag-
based method alleviates the issue of error propa-
gation from syntactic parsing. Finally, our model
with contextual representations yields 80.8, an im-
provement of 1.5 F1 points over the previous state-
of-the-art (He et al., 2018), which also uses ELMo.
Spanish. Table 7 shows the results on the
Spanish test data. Our BiLSTM implementation
yields lower performance than Marcheggiani et al.
(2017): our model achieves a score of 79.1, com-
pared to their reported score of 80.3. However,
our BDH model yields a score of 80.8, already
achieving state-of-the-art performance. Adding
supertags to BDH improves the score further to
81.0. This suggests that while the gains are rel-
atively small, the supertag-based approach still
helps Spanish SRL. Supertags slightly improve
performance when contextual representations are
used (83.0 vs. 82.9). See appendices for details.

Following the analysis in Roth and Lapata
(2016), we show plots of the BiLSTM, BDH
(BiLSTM + Dropout + Highway), and Model 1
role labeling performance for sentences with vary-
ing number of words (in-domain: Fig. 2; out-of-
domain: Fig. 3). Note first that BDH outperforms
the baseline BiLSTM model in a relatively uni-
form manner across varying sentence lengths. The
benefits of Model 1 supertags, in contrast, come
more from longer sentences, especially in the out-

Non-ensemble System P R F1
FitzGerald et al. (2015) – – 87.3
Roth and Lapata (2016) 90.0 85.5 87.7
Marcheggiani et al. (2017) 88.7 86.8 87.7
Marcheggiani and Titov (2017) 89.1 86.8 88.0
BiLSTM 88.5 86.7 87.6
BDH 88.3 87.8 88.1
BDH + Model 1 89.0 88.2 88.6
+ Contextual Representations
He et al. (2018) (ELMo) 89.7 89.3 89.5
BDH + ELMo 90.3 89.7 90.0
BDH + Model 1 + ELMo 90.3 90.0 90.2
Ensemble System
FitzGerald et al. (2015) – – 87.7
Roth and Lapata (2016) 90.3 85.7 87.9
Marcheggiani and Titov (2017) 90.5 87.7 89.1

Table 5: Results on the CoNLL 2009 in-domain test set
for English. All standard deviations in F1 < 0.12.

Non-ensemble System P R F1
FitzGerald et al. (2015) – – 75.2
Roth and Lapata (2016) 76.9 73.8 75.3
Marcheggiani et al. (2017) 79.4 76.2 77.7
Marcheggiani and Titov (2017) 78.5 75.9 77.2
BiLSTM 77.2 75.6 76.4
BDH 77.8 76.6 77.2
BDH + Model 1 78.0 77.2 77.6
+ Contextual Representations
He et al. (2018) (ELMo) 81.9 76.9 79.3
BDH + ELMo 81.1 80.4 80.8
BDH + Model 1 + ELMo 81.0 80.5 80.8
Ensemble System
FitzGerald et al. (2015) – – 75.5
Roth and Lapata (2016) 79.7 73.6 76.5
Marcheggiani and Titov (2017) 80.8 77.1 78.9

Table 6: Results on the CoNLL 2009 out-of-domain
test set for English. The standard deviation inF1 ranges
between 0.2 and 0.35.

System P R F1

Zhao et al. (2009) 83.1 78.0 80.5
Roth and Lapata (2016) 83.2 77.4 80.2
Marcheggiani et al. (2017) 81.4 79.3 80.3
BiLSTM 79.8 78.4 79.1
BDH 82.0 79.7 80.8
BDH + Model 1 81.9 80.2 81.0
BDH + ELMo 83.1 82.8 82.9
BDH + Model 1 + ELMo 83.1 83.0 83.0

Table 7: Results on the CoNLL 2009 test set for Span-
ish. All standard deviations in F1 < 0.1.
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Figure 2: In-domain test results by sentence length.
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V/A0 V/A1 V/A2 V/AM
Model P R F P R F P R F P R F

Mate-tools 91.2 87.4 89.3 91.0 90.8 90.9 82.8 76.9 79.7 79.3 74.4 76.8
Path-LSTM 90.8 89.2 90.0 91.0 91.9 91.4 84.3 76.9 80.4 82.2 72.4 77.0

BiLSTM 91.1 89.7 90.4 92.1 90.9 91.5 84.0 75.0 79.2 77.7 76.9 77.3
BDH 90.9 90.8 90.9 91.5 92.4 92.0 80.3 76.1 78.1 79.6 79.1 79.3

Model 0 92.3 92.2 92.3 93.4 92.7 93.0 81.9 77.8 79.8 79.1 79.5 79.3
Model 1 92.5 91.6 92.0 93.0 92.8 92.9 80.9 80.3 80.6 80.1 78.6 79.4
Model 2 91.9 90.1 91.0 92.5 92.4 92.4 79.2 77.8 78.5 79.9 78.2 79.1

TAG 91.7 89.9 90.8 92.5 93.3 92.9 82.1 77.3 79.6 80.4 78.3 79.3
N/A0 N/A1 N/A2 N/AM

Model P R F P R F P R F P R F
Mate-Tools 86.1 74.9 80.2 84.9 82.2 83.5 81.4 74.7 77.9 78.6 72.0 75.2
Path-LSTM 86.9 78.2 82.3 87.5 84.4 85.9 82.4 76.8 79.5 79.5 69.2 74.0

BiLSTM 85.1 79.5 82.2 85.8 83.4 84.6 81.0 76.4 78.7 72.8 71.4 72.1
BDH 83.9 80.1 82.0 84.8 86.1 85.5 80.6 77.0 78.8 71.3 77.9 74.5

Model 0 87.2 77.6 82.1 86.2 85.4 85.8 79.9 79.2 79.5 69.4 79.4 74.0
Model 1 84.1 80.7 82.4 85.2 86.0 85.6 79.6 79.6 79.6 75.2 76.3 75.8
Model 2 86.0 79.5 82.6 85.4 85.5 85.5 80.5 77.3 78.9 73.3 76.1 74.6

TAG 83.9 79.8 81.8 84.9 86.3 85.6 81.5 75.8 78.6 72.3 72.9 72.6

Table 8: English in-domain test results by predicate category and role label. The mate-tools (Björkelund et al.,
2009) and Path-LSTM results are taken from Roth and Lapata (2016).
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Figure 3: Out-of-domain results by sentence length.

of-domain test set. This implies that the supertag
model is robust to the sentence length, probably
because supertags encode relations between words
that are linearly distant in the sentence, informa-
tion that a simple BiLSTM is unlikely to recover.

Table 8 reports SRL results broken down by
predicate category (V: Verb, Propbank; N: Noun,
Nombank) and semantic role. We can observe that
the various supertag models differ in their per-
formance for different predicate-role pairs, sug-
gesting that different kinds of linguistic informa-
tion are relevant for identifying the different roles.
Overall, Model 1 supertags achieve the most con-
sistent improvements over BiLSTM and BiLSTM
+ Dropout + Highway (BDH) in V / A0, V / A1,
V / A2, V / AM, N / A2, and N / AM. Moreover,
Model 1 even improves on Path-LSTM (Roth and
Lapata, 2016) by large margins in V / A0, V /
A1, V / AM, and N / AM, even though the Path-
LSTM model has the benefit of using the com-
plete dependency path between each word and

its head. This shows that supertags can be even
more effective for SRL than more granular syntac-
tic information–even quite simple supertags, like
Model 0, which encode only the dependency arc
between a word and its head.

4 Conclusion and Future Work

We presented state-of-the-art SRL systems on
the CoNLL 2009 English and Spanish data that
make crucial use of dependency-based supertags.
We showed that supertagging serves as an ef-
fective middle ground between syntax-agnostic
approaches and full parse-based approaches for
dependency-based semantic role labeling. Su-
pertags give useful syntactic information for SRL
and allow us to build an SRL system that does not
depend on a complex architecture. We have also
seen that the choice of the linguistic content of a
supertag makes a significant difference in its util-
ity for SRL. In this work, all models are developed
independently for English and Spanish. However,
sharing some part of SRL models could improve
performance (Mulcaire et al., 2018, 2019). In fu-
ture work, we will explore crosslingual transfer for
supertagging and semantic role labeling.
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A Appendices

A.1 Hyperparameters

All of our models are implemented in TensorFlow
(Abadi et al., 2015).

Supertagging We follow the hyperparameters
chosen in Kasai et al. (2018). Specifically, we list
the hyperparameters in Table 9 for completeness
and easy replication.

dw (English word embeddings) 100
dw (Spanish word embeddings) 300
dpos (POS embeddings) 100
Char-CNN window size 3
Char-CNN # filters 30
Char-CNN character embedding size 30
dh (LSTM hidden states) 512
k (BiLSTM depth) 4
LSTM dropout rate 0.5
Recurrent dropout rate 0.5
Batch Size 100
Adam (Kingma and Ba, 2015) lrate 0.01
Adam β1 0.9
Adam β2 0.999

Table 9: Supertagging Hyperparameters.

SRL We follow the hyperparameters of
Marcheggiani et al. (2017) and add highway
connections (He et al., 2017) and LSTM dropout.
Concretely, we use the hyperparameters shown in
Table 10.

Contextual Representations For English, we
use the pretrained ELMo model available at
https://tfhub.dev/google/elmo/2.
For Spanish, we use a multilingual fork (Mulcaire
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Figure 4: V / A0 case where BDH assigns A0 to President (blue arc) while Model 1 correctly assigns A0 to
Wollaeger (red arc). The predicted Model 1 supertags for President and Wollaeger are NAME/R and SBJ/R+L
respectively.

Figure 5: V/A1 where BDH assigns A1 to money (blue arc) while Model 1 correctly assigns A1 to that (red arc).
The predicted Model 1 supertags for that and money are OBJ/L+R and SBJ/R+R respectively.

Figure 6: V/A2 case where BDH assigns AM-DIR to loose (blue arc) while Model 1 correctly assign A2 (red arc).
The predicted supertag for loose is PRD/L (predicative complement). Notice that the “PRT” (particle) or “DIR”
(adverbial of direction) feature is not predicted that could have misled the labeling. Interestingly, the gold parse
and gold POS tag for loose treat it as an adverbial modifier to turned.

Figure 7: N/A2 case where BDH assigns A3 for the predicate buy to at (blue arc) while Model 1 correctly assigns
A2 for the predicate prices (red arc). The predicted Model 1 supertag for at was NMOD/L+R, correctly resolving
the PP attachment ambiguity.
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dw (English word embeddings) 100
dw (Spanish word embeddings) 300
dpos (POS embeddings) 16
dl (lemma embeddings) 100
ds (supertag embeddings) 50
dh (LSTM hidden states) 512
dr (role representation) 128
d′l (output lemma representation) 128
k (BiLSTM depth) 4
α (word dropout) .25
LSTM dropout rate 0.5
Batch Size 100
Adam lrate 0.01
Adam β1 0.9
Adam β2 0.999

Table 10: SRL Hyperparameters

Character CNNs
Char embedding size 16
(# Window Size, # Filters) (1, 32), (2, 32), (3,

68), (4, 128), (5,
256), 6, 512), (7,
1024)

Activation Relu
Word-level LSTM

LSTM size 2048
# LSTM layers 2
LSTM projection size 256
Use skip connections Yes
Inter-layer dropout rate 0.1

Training
Batch size 128
Unroll steps (Window Size) 20
# Negative samples 64
# Epochs 10
Adagrad (Duchi et al., 2011) lrate 0.2
Adagrad initial accumulator value 1.0

Table 11: Spanish Language Model Hyperparameters.

et al., 2019)6 of the AllenNLP library (Gardner
et al., 2018), and train a language model on the
pre-segmented Spanish data provided by Ginter
et al. (2017).7 The original AllenNLP library
uses a byte representation. On the other hand, the
multilingual fork assigns a unique character id
to each unicode character, thereby avoiding the
need to recognize mutibyte representations. We
follow the hyperparameters chosen in Mulcaire
et al. (2019) (Table 11), and randomly sample 50
million tokens from the Spanish data for training.

A.2 Supplementary Analysis

We show examples from the dev set in Figures
4-7 where a model without supertags mislabels
(dashed blue arcs) and Model 1 (red arcs) correctly
labels. In all those cases, it is clear that the pre-

6https://github.com/pmulcaire/rosita/
7https://lindat.mff.cuni.cz/

repository/xmlui/handle/11234/1-1989

dicted supertags are playing a crucial role in guid-
ing role labeling.
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Abstract

We propose a novel transition-based algorithm
that straightforwardly parses sentences from
left to right by building n attachments, with n
being the length of the input sentence. Sim-
ilarly to the recent stack-pointer parser by
Ma et al. (2018), we use the pointer network
framework that, given a word, can directly
point to a position from the sentence. How-
ever, our left-to-right approach is simpler than
the original top-down stack-pointer parser (not
requiring a stack) and reduces transition se-
quence length in half, from 2n − 1 actions to
n. This results in a quadratic non-projective
parser that runs twice as fast as the original
while achieving the best accuracy to date
on the English PTB dataset (96.04% UAS,
94.43% LAS) among fully-supervised single-
model dependency parsers, and improves over
the former top-down transition system in the
majority of languages tested.

1 Introduction

Dependency parsing, the task of automatically ob-
taining the grammatical structure of a sentence
expressed as a dependency tree, has been widely
studied by natural language processing (NLP) re-
searchers in the last decades. Most of the mod-
els providing competitive accuracies fall into two
broad families of approaches: graph-based (Mc-
Donald et al., 2005a,b) and transition-based (Ya-
mada and Matsumoto, 2003; Nivre, 2003) depend-
ency parsers.

Given an input sentence, a graph-based parser
scores trees by decomposing them into factors,
and performs a search for the highest-scoring tree.

In the past two years, this kind of depend-
ency parsers have been ahead in terms of accuracy
thanks to the graph-based neural architecture de-
veloped by Dozat and Manning (2016), which not
only achieved state-of-the-art accuracies on the

Stanford Dependencies conversion of the English
Penn Treebank (hereinafter, PTB-SD), but also ob-
tained the best results in the majority of languages
in the CoNLL 2017 Shared Task (Dozat et al.,
2017). This tendency recently changed, since
a transition-based parser developed by Ma et al.
(2018) managed to outperform the best graph-
based model in the majority of datasets tested.

Transition-based parsers incrementally build a
dependency graph for an input sentence by ap-
plying a sequence of transitions. This results in
more efficient parsers with linear time complex-
ity for parsing projective sentences, or quadratic
for handling non-projective structures, when im-
plemented with greedy or beam search. However,
their main weakness is the lack of access to global
context information when transitions are greedily
chosen. This favours error propagation, mainly
affecting long dependencies that require a larger
number of transitions to be built (McDonald and
Nivre, 2011).

Many attempts have been made to alleviate the
impact of error propagation in transition-based de-
pendency parsing, but the latest and most success-
ful approach was developed by Ma et al. (2018).
In particular, they make use of pointer networks
(Vinyals et al., 2015) to implement a new neural
network architecture called stack-pointer network.
The proposed framework provides a global view
of the input sentence by capturing information
from the whole sentence and all the arcs previ-
ously built, crucial for reducing the effect of error
propagation; and, thanks to an attention mechan-
ism (Bahdanau et al., 2014; Luong et al., 2015), is
able to return a position in that sentence that cor-
responds to a word related to the word currently
on top of the stack. They take advantage of this
and propose a novel transition system that follows
a top-down depth-first strategy to perform the syn-
tactic analysis. Concretely, it considers the word
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pointed by the neural network as the child of the
word on top of the stack, and builds the corres-
ponding dependency relation between them. This
results in a transition-based algorithm that can
process unrestricted non-projective sentences in
O(n2) time complexity and requires 2n-1 actions
to successfully parse a sentence with n words.

We also take advantage of pointer network cap-
abilities and use the neural network architecture
introduced by Ma et al. (2018) to design a non-
projective left-to-right transition-based algorithm,
where the position value pointed by the network
has the opposite meaning: it denotes the index
that corresponds to the head node of the current
focus word. This results in a straightforward trans-
ition system that can parse a sentence in just n
actions, without the need of any additional data
structure and by just attaching each word from
the sentence to another word (including the root
node). Apart from increasing the parsing speed
twofold (while keeping the same quadratic time
complexity), it achieves the best accuracy to date
among fully-supervised single-model dependency
parsers on the PTB-SD, and obtains competitive
accuracies on twelve different languages in com-
parison to the original top-down version.

2 Preliminaries

Ma et al. (2018) propose a novel neural network
architecture whose main backbone is a pointer net-
work (Vinyals et al., 2015). This kind of neural
networks are able to learn the conditional probab-
ility of a sequence of discrete numbers that cor-
respond to positions in an input sequence (in this
case, indexes of words in a sentence) and, by
means of attention (Bahdanau et al., 2014; Luong
et al., 2015), implement a pointer that selects a po-
sition from the input at decoding time.

Their approach initially reads the whole sen-
tence, composed of the n words w1, . . . , wn, and
encodes each wi one by one into an encoder hid-
den state ei. As encoder, they employ a combin-
ation of CNNs and bi-directional LSTMs (Chiu
and Nichols, 2016; Ma and Hovy, 2016). For each
word, CNNs are used to obtain its character-level
representation that is concatenated to the word and
PoS embeddings to finally be fed into BiLSTMs
that encode word context information.

As decoder they present a top-down transition
system, where parsing configurations use the clas-
sic data structures (Nivre, 2008): a buffer (that

contains unattached words) and a stack (that holds
partially processed words).

The available parser actions are two transitions
that we call Shift-Attach-p and Reduce. Given a
configuration with word wi on top of the stack, as
the pointer network just returns a position p from a
given sentence, they proceed as follows to determ-
ine which transition should be applied:
• If p 6= i, then the pointed word wp is con-

sidered as a child of wi; so the parser chooses
a Shift-Attach-p transition to move wp from
the buffer to the stack and build an arc wi →
wp.
• On the other hand, if p = i, then wi is con-

sidered to have found all its children, and a
Reduce transition is applied to pop the stack.

The parsing process starts with a dummy root $ on
the stack and, by applying 2n-1 transitions, a de-
pendency tree is built for the input in a top-down
depth-first fashion, where multiple children of a
same word are forced during training to be created
in an inside-out manner. More in detail, for each
parsing configuration ct, the decoder (implemen-
ted as a uni-directional LSTM) receives the en-
coder hidden state ei of the word wi on top of the
stack to generate a decoder hidden state dt. After
that, dt, together with the sequence si of encoder
hidden states from words still in the buffer plus ei,
are used to compute the attention vector at as fol-
lows:

vti = score(dt, si) (1)

at = softmax(vt) (2)

As attention scoring function (score()), they ad-
opt the biaffine attention mechanism described in
(Luong et al., 2015; Dozat and Manning, 2016).
Finally, the attention vector at will be used to re-
turn the highest-scoring position p and choose the
next transition. The parsing process ends when
only the root remains on the stack.

As extra high-order features, Ma et al. (2018)
add grandparent and sibling information, whose
encoder hidden states are added to that of the word
on top of the stack to generate the corresponding
decoder hidden state dt. They prove that these
additions improve final accuracy, especially when
children are attached in an inside-out fashion.

According to the authors, the original stack-
pointer network is trained to maximize the like-
lihood of choosing the correct word for each pos-
sible top-down path from the root to a leaf. More
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in detail, a dependency tree can be represen-
ted as a sequence of top-down paths p1, . . . , pk,
where each path pi corresponds to a sequence of
words $, wi,1, wi,2, . . . , wi,li from the root to a
leaf. Thus, the conditional probability Pθ(y|x) of
the dependency tree y for an input sentence x can
be factorized according to this top-down structure
as:

Pθ(y|x) =
k∏

i=1

Pθ(pi|p<i, x)

=
k∏

i=1

li∏

j=1

Pθ(wi,j |wi,<j , p<i, x)

where θ represents model parameters, p<i stands
for previous paths already explored, wi,j denotes
the jth word in path pi and wi,<j represents all the
previous words on pi.

For more thorough details of the stack-pointer
network architecture and the top-down transition
system, please read the original work by Ma et al.
(2018).

3 Our approach

We take advantage of the neural network architec-
ture designed by Ma et al. (2018) and introduce a
simpler left-to-right transition system that requires
neither a stack nor a buffer to process the input
sentence and where, instead of selecting a child of
the word on top of the stack, the network points to
the parent of the current focus word.

In particular, in our proposed approach, the
parsing configuration just corresponds to a focus
word pointer i, that is used to point to the word
currently being processed. The decoding process
starts with i pointing at the first word of the sen-
tence and, at each parsing configuration, only one
action is available: the parameterized Attach-p
transition, that links the focus word wi to the head
word wp in position p of the sentence (producing
the dependency arc wp → wi) and moves i one
position to the right. Note that, in our algorithm,
p can equal 0, attaching, in that case, wi to the
dummy root node. The parsing process ends when
the last word from the sentence is attached. This
can be easily represented as a loop that traverses
the input sentence from left to right, linking each
word to another from the same sentence or to the
dummy root. Therefore, we just need n steps to
process the n words of a given sentence and build
a dependency tree.

While our novel transition system intrinsically
holds the single-head constraint (since, after at-
taching the word wi, i points to the next word
wi+1 in the sentence), it can produce an output
with cycles.1 Therefore, in order to build a well-
formed dependency tree during decoding, attach-
ments that generate cycles in the already-built de-
pendency graph must be forbidden. Please note
that the need of a cycle-checking extension does
not increase the overall quadratic runtime com-
plexity of the original implementation by Ma et al.
(2018) since, as in other transition-based parsers
such as (Covington, 2001; Gómez-Rodrı́guez and
Nivre, 2010), cycles can be incrementally identi-
fied in amortized constant time by keeping track
of connected components using path compression
and union by rank. Therefore, the left-to-right al-
gorithm requires n steps to produce a parse. In ad-
dition, at each step, the attention vector at needs
to be computed and cycles must be checked, both
in O(n) + O(n) = O(n) runtime. This results in
a O(n2) time complexity for decoding.2

On the other hand, while in the top-down de-
coding only available words in the buffer (plus the
word on top of the stack) can be pointed to by the
network and they are reduced as arcs are created
(basically to keep the single-head constraint); our
proposed approach is less rigid: all words from the
sentence (including the root node and excluding
wi) can be pointed to, as long as they satisfy the
acyclicity constraint. This is necessary because
two different words might be attached to the same
head node and the latter can be located in the sen-
tence either before or after wi. Therefore, the se-
quence si, required by the attention score function
(Eq.(1)), is composed of the encoder hidden states
of all words from the input, excluding ei, and pre-
pending a special vector representation denoting
the root node.

We also add extra features to represent the cur-
rent focus word. Instead of using grandparent
and sibling information (more beneficial for a top-
down approach), we just add the encoder hidden

1In practice, even with the cycle detection mechanism dis-
abled, the presence of cycles in output parses is very uncom-
mon (for instance, just in 1% of sentences in the PTB-SD dev
set) since our system seems to adequately model well-formed
tree structures.

2A practically faster version of the left-to-right parser
might be implemented by just ignoring the presence of cycles
during decoding, and destroying the cycles generated as a
post-processing step that simply removes one of the arcs in-
volved.
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states of the previous and next words in the sen-
tence to generate dt, which seems to be more suit-
able for a left-to-right decoding.

In dependency parsing, a tree for an input sen-
tence of length n can be represented as a set of n
directed and binary links l1, . . . , ln. Each link li is
characterized by the word wi in position i in the
sentence and its head word wh, resulting in a pair
(wi, wh). Therefore, to train this novel variant, we
factorize the conditional probability Pθ(y|x) to a
set of head-dependent pairs as follows:

Pθ(y|x) =
n∏

i=1

Pθ(li|l<i, x)

=
n∏

i=1

Pθ(wh|wi, l<i, x)

Therefore, the left-to-right parser is trained by
maximizing the likelihood of choosing the correct
head word wh for the word wi in position i, given
the previous predicted links l<i.

Finally, following a widely-used approach (also
implemented in (Ma et al., 2018)), dependency la-
bels are predicted by a multiclass classifier, which
is trained in parallel with the parser by optimizing
the sum of their objectives.

4 Experiments

4.1 Data and Settings

We use the same implementation as Ma et al.
(2018) and conduct experiments on the Stanford
Dependencies (de Marneffe and Manning, 2008)
conversion (using the Stanford parser v3.3.0)3 of
the English Penn Treebank (Marcus et al., 1993),
with standard splits and predicted PoS tags. In ad-
dition, we compare our approach to the original
top-down parser on the same twelve languages
from the Universal Dependency Treebanks4 (UD)
that were used by Ma et al. (2018).5

Following standard practice, we just exclude
punctuation for evaluating on PTB-SD and, for
each experiment, we report the average Labelled
and Unlabelled Attachment Scores (LAS and
UAS) over 3 and 5 repetitions for UD and PTB-
SD, respectively.

3https://nlp.stanford.edu/software/
lex-parser.shtml

4http://universaldependencies.org
5Please note that, since they used a former version of UD

datasets, we reran also the top-down algorithm on the latest
treebank version (2.2) in order to perform a fair comparison.

Parser UAS LAS
Chen and Manning (2014) 91.8 89.6
Dyer et al. (2015) 93.1 90.9
Weiss et al. (2015) 93.99 92.05
Ballesteros et al. (2016) 93.56 91.42
Kiperwasser and Goldberg (2016) 93.9 91.9
Alberti et al. (2015) 94.23 92.36
Qi and Manning (2017) 94.3 92.2
Fernández-G and Gómez-R (2018) 94.5 92.4
Andor et al. (2016) 94.61 92.79
Ma et al. (2018)∗ 95.87 94.19
This work∗ 96.04 94.43
Kiperwasser and Goldberg (2016) 93.1 91.0
Wang and Chang (2016) 94.08 91.82
Cheng et al. (2016) 94.10 91.49
Kuncoro et al. (2016) 94.26 92.06
Zhang et al. (2017) 94.30 91.95
Ma and Hovy (2017) 94.88 92.96
Dozat and Manning (2016) 95.74 94.08
Ma et al. (2018)∗ 95.84 94.21

Table 1: Accuracy comparison of state-of-the-art
fully-supervised single-model dependency parsers on
PT-SD. The first block contains transition-based al-
gorithms and the second one, graph-based models.
Systems marked with ∗, including the improved vari-
ant described in (Ma et al., 2018) of the graph-based
parser by (Dozat and Manning, 2016), are implemen-
ted under the same framework as our approach and use
the same training settings. Like (Ma et al., 2018), we
report the average accuracy over 5 repetitions.

Finally, we use the same hyper-parameter val-
ues, pre-trained word embeddings and beam size
(10 for PTB-SD and 5 for UD) as Ma et al. (2018).

4.2 Results

By outperforming the two current state-of-the-
art graph-based (Dozat and Manning, 2016) and
transition-based (Ma et al., 2018) models on the
PTB-SD, our approach becomes the most accur-
ate fully-supervised dependency parser developed
so far, as shown in Table 1.6

In addition, in Table 2 we can see how, under
the exactly same conditions, the left-to-right al-
gorithm improves over the original top-down vari-
ant in nine out of twelve languages in terms of
LAS, obtaining competitive results in the remain-
ing three datasets.

Finally, in spite of requiring a cycle-checking
procedure, our approach proves to be twice as
fast as the top-down alternative in decoding time,

6It is worth mentioning that all parsers reported in this
section make use of pre-trained word embeddings previously
learnt from corpora beyond the training dataset. However, it
is common practice in the literature that systems that only use
standard pre-trained word embeddings are classed as fully-
supervised models, even though, strictly, they are not trained
exclusively on the official training data.
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Top-down Left-to-right
UAS LAS UAS LAS

bu 94.42±0.02 90.70±0.04 94.28±0.06 90.66±0.11
ca 93.83±0.02 91.96±0.01 94.07±0.06 92.26±0.05
cs 93.97±0.02 91.23±0.03 94.19±0.04 91.45±0.05
de 87.28±0.07 82.99±0.07 87.06±0.05 82.63±0.01
en 90.86±0.15 88.92±0.19 90.93±0.11 88.99±0.11
es 93.09±0.05 91.11±0.03 93.23±0.03 91.28±0.02
fr 90.97±0.09 88.22±0.12 90.90±0.04 88.14±0.10
it 94.08±0.04 92.24±0.06 94.28±0.06 92.48±0.02
nl 93.23±0.09 90.67±0.07 93.13±0.07 90.74±0.08
no 95.02±0.05 93.75±0.05 95.23±0.06 93.99±0.07
ro 91.44±0.11 85.80±0.14 91.58±0.08 86.00±0.07
ru 94.43±0.01 93.08±0.03 94.71±0.07 93.38±0.09

Table 2: Parsing accuracy of the top-down and left-to-
right pointer-network-based parsers on test datasets of
twelve languages from UD. Best results for each lan-
guage are shown in bold and, apart from the average
UAS and LAS, we also report the corresponding stand-
ard deviation over 3 runs.

achieving, under the exact same conditions, a
23.08-sentences-per-second speed on the PTB-SD
compared to 10.24 of the original system.7

5 Related work

There is previous work that proposes to imple-
ment dependency parsing by independently select-
ing the head of each word in a sentence, using
neural networks. In particular, Zhang et al. (2017)
make use of a BiLSTM-based neural architecture
to compute the probability of attaching each word
to one of the other input words, in a similar way
as pointer networks do. During decoding, a post-
processing step is needed to produce well-formed
trees by means of a maximum spanning tree al-
gorithm. Our approach does not need this post-
processing, as cycles are forbidden during parsing
instead, and achieves a higher accuracy thanks to
the pointer network architecture and the use of in-
formation about previous dependencies.

Before Ma et al. (2018) presented their top-
down parser, Chorowski et al. (2017) had already
employed pointer networks (Vinyals et al., 2015)
for dependency parsing. Concretely, they de-
veloped a pointer-network-based neural architec-
ture with multitask learning able to perform pre-
processing, tagging and dependency parsing ex-
clusively by reading tokens from an input sen-

7Please note that the implementation by Ma et al. (2018),
also used by our novel approach, was not optimized for speed
and, therefore, the reported speeds are just intended for com-
paring algorithms implemented under the same framework,
but not to be considered as the best speed that a pointer-
network-based system can potentially achieve.

tence, without needing POS tags or pre-trained
word embeddings. Like our approach, they also
use the capabilities provided by pointer networks
to undertake the parsing task as a simple process
of attaching each word as dependent of another.
They also try to improve the network perform-
ance with POS tag prediction as auxiliary task and
with different approaches to perform label predic-
tion. They do not exclude cycles, neither by for-
bidding them at parsing time or by removing them
by post-processing, as they report that their sys-
tem produces parses with a negligible amount of
cycles, even with greedy decoding (matching our
observation for our own system, in our case with
beam-search decoding). Finally, the system de-
veloped by Chorowski et al. (2017) is constrained
to projective dependencies, while our approach
can handle unrestricted non-projective structures.

6 Conclusion

We present a novel left-to-right dependency parser
based on pointer networks. We follow the same
neural network architecture as the stack-pointer-
based approach developed by Ma et al. (2018), but
just using a focus word index instead of a buffer
and a stack. Apart from doubling their system’s
speed, our approach proves to be a competitive al-
ternative on a variety of languages and achieves
the best accuracy to date on the PTB-SD.

The good performance of our algorithm can
be explained by the shortening of the trans-
ition sequence length. In fact, it has been
proved by several studies (Fernández-González
and Gómez-Rodrı́guez, 2012; Qi and Man-
ning, 2017; Fernández-González and Gómez-
Rodrı́guez, 2018) that by reducing the number of
applied transitions, the impact of error propagation
is alleviated, yielding more accurate parsers.

Our system’s source code is freely avail-
able at https://github.com/danifg/
Left2Right-Pointer-Parser.
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Abstract

We recast dependency parsing as a sequence
labeling problem, exploring several encodings
of dependency trees as labels. While depen-
dency parsing by means of sequence labeling
had been attempted in existing work, results
suggested that the technique was impractical.
We show instead that with a conventional BIL-
STM-based model it is possible to obtain fast
and accurate parsers. These parsers are con-
ceptually simple, not needing traditional pars-
ing algorithms or auxiliary structures. How-
ever, experiments on the PTB and a sample of
UD treebanks show that they provide a good
speed-accuracy tradeoff, with results competi-
tive with more complex approaches.

1 Introduction

The application of neural architectures to syntac-
tic parsing, and especially the ability of long short-
term memories (LSTMs) to obtain context-aware
feature representations (Hochreiter and Schmid-
huber, 1997), has made it possible to parse natural
language with conceptually simpler models than
before. For example, in dependency parsing, the
rich feature models with dozens of features used
in transition-based approaches (Zhang and Nivre,
2011) can be simplified when using feedforward
neural networks (Chen and Manning, 2014), and
even more with BiLSTM architectures (Kiper-
wasser and Goldberg, 2016), where in fact two
positional features can suffice (Shi et al., 2017).
Similarly, in graph-based approaches, Dozat and
Manning (2017) have shown that an arc-factored
model can achieve state-of-the-art accuracy, with-
out the need for the higher-order features used in
systems like (Koo and Collins, 2010).

In the same way, neural feature representations
have made it possible to relax the need for struc-
tured representations. This is the case of sequence-
to-sequence models that translate sentences into

linearized trees, which were first applied to con-
stituent (Vinyals et al., 2015) and later to depen-
dency parsing (Wiseman and Rush, 2016; Zhang
et al., 2017b; Li et al., 2018). Recently, Gómez-
Rodrı́guez and Vilares (2018) have shown that se-
quence labeling models, where each word is asso-
ciated with a label (thus simpler than sequence to
sequence, where the mapping from input to output
is not one to one) can learn constituent parsing.

Contribution We show that sequence labeling is
useful for dependency parsing, in contrast to previ-
ous work (Spoustová and Spousta, 2010; Li et al.,
2018). We explore four different encodings to rep-
resent dependency trees for a sentence of length n
as a set of n labels associated with its words. We
then use these representations to perform depen-
dency parsing with an off-the-shelf sequence la-
beling model. The results show that we produce
models with an excellent speed-accuracy tradeoff,
without requiring any explicit parsing algorithm
or auxiliary structure (e.g. stack or buffer). The
source code is available at https://github.
com/mstrise/dep2label

2 Parsing as sequence labeling

Sequence labeling is a structured prediction prob-
lem where a single output label is generated for
every input token. This is the case of tasks such
as PoS tagging, chunking or named-entity recog-
nition, for which different approaches obtain ac-
curate results (Brill, 1995; Ramshaw and Marcus,
1999; Reimers and Gurevych, 2017).

On the contrary, previous work on dependency
parsing as sequence labeling is vague and reports
results that are significantly lower than those pro-
vided by transition-, graph-based or sequence-to-
sequence models (Dyer et al., 2015; Kiperwasser
and Goldberg, 2016; Dozat and Manning, 2017;
Zhang et al., 2017a). Spoustová and Spousta
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(2010) encoded dependency trees using a relative
PoS-based scheme to represent the head of a node,
to then train an averaged perceptron. They did
not provide comparable results, but claimed that
the accuracy was between 5-10% below the state
of the art in the pre-deep learning era. Recently,
Li et al. (2018) used a relative positional encod-
ing of head indexes with respect to the target to-
ken. This is used to train Bidirectional LSTM-
CRF sequence-to-sequence models (Huang et al.,
2015), that make use of sub-root decomposi-
tion. They compared their performance against an
equivalent BiLSTM-CRF labeling model. The re-
ported UAS for the sequence labeling model was
87.6% on the Penn Treebank, more than 8 points
below the current best model (Ma et al., 2018),
concluding that sequence-to-sequence models are
required to obtain competitive results.

In this work, we show that these results can be
clearly improved if simpler architectures are used.

3 Encoding of trees and labels

Given a sentence w1 . . . wn, we associate the
words with nodes {0, 1, . . . , n}, where the extra
node 0 is used as a dummy root for the sentence.
A dependency parser will find a set of labeled rela-
tions encoded as edges of the form (h, d, l), where
h ∈ {0, 1, . . . , n} is the head, d ∈ {1, . . . , n} the
dependent, and l a dependency label. The result-
ing dependency graph must be acyclic and such
that each node in {1, . . . , n} has exactly one head,
so it will be a directed tree rooted at node 0.

Thus, to encode a dependency tree, it suffices to
encode the unique head position and dependency
label associated with each word of w1 . . . wn. To
do so, we will give each wordwi a discrete label of
the form (xi, li), where li is the dependency label
and xi encodes the position of the head in one of
the following four ways (see also Figure 1):

1. Naive positional encoding: xi directly stores the
position of the head, i.e., a label (xi, li) encodes
an edge (xi, i, li). This is the encoding used in
the CoNLL file format.

2. Relative positional encoding: xi stores the dif-
ference between the head index minus that of
the dependent, i.e., (xi, li) encodes an edge
(i + xi, i, li). This was the encoding used
for the sequence-to-sequence and sequence la-
beling models in (Li et al., 2018), as well as

for the sequence-to-sequence model in (Kiper-
wasser and Ballesteros, 2018).

3. Relative PoS-based encoding: xi is a tuple
pi, oi. If oi > 0, the head of wi is the oith clos-
est among the words to the right of wi that have
PoS tag pi. If oi < 0, the head ofwi is the−oith
closest among the words to the left of wi that
have PoS tag pi. For example, (V,−2) means
“the second verb to the left” of wi. This scheme
is closer to the notion of valency, and was used
by Spoustová and Spousta (2010).

4. Bracketing-based encoding: based on (Yli-
Jyrä, 2012; Yli-Jyrä and Gómez-Rodrı́guez,
2017). In each label (xi, li), the compo-
nent xi is a string following the regular ex-
pression (<)?((\)*|(/)*)(>)?where the
presence of character < means that wi−1 has an
incoming arc from the right, k copies of charac-
ter \ mean that wi has k outgoing arcs towards
the left, k copies of / mean that wi−1 has k out-
going arcs towards the right, and the presence of
> means that wi has an incoming arc from the
left. Thus, each right dependency from a word
i to j is encoded by a (/,>) pair in the label
components xi+1 and xj , and each left depen-
dency from j to i by a (<,\) pair in the label
components xi+1 and xj . Note that the intu-
ition that explains why information related to
a word is encoded in a neighboring node is that
each xi corresponds to a fencepost position (i.e.,
xi represents the space between wi−1 and wi),
and the character pair associated to an arc is en-
coded in the most external fencepost positions
covered by that arc. These pairs act as pairs of
matching brackets, which can be decoded using
a stack to reconstruct the dependencies.

The first three encodings can represent any de-
pendency tree, as they encode any valid head posi-
tion for each node, while the bracketing encoding
only supports projective trees, as it assumes that
brackets are properly nested. All the encodings are
total and injective, but they are not surjective: head
indexes can be out of range in the first three en-
codings, brackets can be unbalanced in encoding
4, and all the encodings can generate graphs with
cycles. We will deal with ill-formed trees later.

4 Model

We use a standard encoder-decoder network, to
show that dependency parsing as sequence label-
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<ROOT> Alice ate an apple
N V D N
1 2 3 4

Naive positional: (2,nsubj) (0,root) (4,det) (2,dobj)

Rel. positional: (+1,nsubj) (-2,root) (+1,det) (-2,dobj)

Rel. PoS-based: (V,+1,nsubj) (ROOT,-1,root) (N,+1,det) (V,-1,dobj)

Bracketing-based: (∅,nsubj) (<\,root) (/,det) (<\>,dobj)

nsubj
dobj

det
root

Figure 1: Types of encoding on an example tree.

ing works without the need of complex models.

Encoder We use bidirectional LSTMs (Hochre-
iter and Schmidhuber, 1997; Schuster and Pali-
wal, 1997). Let LSTMθ(x) be an abstraction of
a long short-term memory network that processes
the sequence of vectors x = [x1, ...,x|x|], then
output for xi is defined as hi = BiLSTMθ(x, i)
= LSTMl

θ(x[1:i])◦ LSTMr
θ(x[|x|:i]). We consider

stacked BiLSTMs, where the output hmi of the
mth BiLSTM layer is fed as input to the m+1th
layer. Unless otherwise specified, the input to-
ken at a given time step is the concatenation of
a word, PoS tag, and another word embedding
learned through a character LSTM.

Decoder We use a feed-forward network, which
is fed the output of the last BiLSTM. The output
is computed as P (yi|hi) = softmax(W · hi + b).

Well-formedness (i) Each token must be as-
signed a head (one must be the dummy root), and
(ii) the graph must be acyclic. If no token is the
real root (no head is the dummy root), we search
for candidates by relying on the three most likely
labels for each token.1 If none is found, we assign
it to the first token of the sentence. The single-
head constraint is ensured by the nature of the
encodings themselves, but some of the predicted
head indexes might be out of bounds. If so, we at-
tach those tokens to the real root. If a cycle exists,
we do the same for the leftmost token in the cycle.

5 Experiments

We use the English Penn Treebank (PTB) (Marcus
et al., 1993) and its splits for parsing. We trans-
form it into Stanford Dependencies (De Marn-
effe et al., 2006) and obtain the predicted PoS
tags using Stanford tagger (Toutanova et al.,
2003). We also select a sample of UDv2.2 tree-
banks (Nivre et al., 2018): Ancient-GreekPROIEL,
CzechPDT, ChineseGSD, EnglishEWT, FinnishTDT,

1If single-rooted trees are a prerequisite, the most proba-
ble node will be selected among multiple root nodes.

Encoding UAS LAS

Li et al. (2018) (sequence labeling) 87.58 83.81
Li et al. (2018) (seq2seq) 89.16 84.99
Li et al. (2018) (seq2seq+beam+subroot) 93.84 91.86

Naive positional 45.41 42.65
Rel. positional 91.05 88.67
Rel. PoS-based 93.99 91.76
Bracketing-based 93.45 91.17

Table 1: Performance of our encodings on the PTB dev
set with hyperparameters from Gómez-Rodrı́guez and
Vilares (2018). We compare against previous sequence
labeling and seq2seq models with more complex archi-
tectures, beam search and subroot decomposition.

HebrewHTB, KazakhKTB and TamilTTB, as a rep-
resentative sample, following (de Lhoneux et al.,
2017). As evaluation metrics, we use Labeled
(LAS) and Unlabeled Attachment Score (UAS).
We measure speed in sentences/second, both on
a single core of a CPU2 and on a GPU3.

Setup We use NCRFpp as our sequence labeling
framework (Yang and Zhang, 2018). For PTB, we
use the embeddings by Ling et al. (2015), for com-
parison to BIST parser (Kiperwasser and Gold-
berg, 2016), which uses a similar architecture, but
also needs a parsing algorithm and auxiliary struc-
tures. For UD, we follow an end-to-end setup and
run UDPipe4 (Straka and Straková, 2017) for tok-
enization and tagging. We use the pretrained word
embeddings by Ginter et al. (2017). Appendix A
contains additional hyperparameters.

5.1 Encoding evaluation and model selection

We first examine the four encodings on the PTB
dev set. Table 1 shows the results and also com-
pares them against Li et al. (2018), who proposed
seq2seq and sequence labeling models that use a
relative positional encoding.

As the relative PoS-based encoding and
bracketing-based encoding provide the best re-
sults, we will conduct the rest of our experiments
with these two encodings. Furthermore, we per-
form a small hyperparameter search involving en-
coding, number of hidden layers, their dimension
and presence of character embeddings, as these
parameters influence speed and accuracy. From
now on, we write P z

x,y for a PoS-based encoding
model and Bz

x,y for a bracketing-based encoding

2Intel Core i7-7700 CPU 4.2 GHz.
3GeForce GTX 1080.
4The pretrained models from the CoNLL18 Shared Task.
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Figure 2: UAS/speed Pareto front on the PTB dev set.

model, where z indicates whether character repre-
sentation was used in the model, x the number of
BiLSTM layers, and y the word hidden vector di-
mension. We take as starting points (1) the hyper-
parameters used by the BIST parser (Kiperwasser
and Goldberg, 2016), as it uses a BiLSTM archi-
tecture analogous to ours, with the difference that
it employs a transition-based algorithm that uses a
stack data structure instead of plain sequence la-
beling without explicit representation of structure,
and (2) the best hyperparameters used by Gómez-
Rodrı́guez and Vilares (2018) for constituent pars-
ing as sequence labeling, as it is an analogous task
for a different parsing formalism.

From there, we explore different combinations
of parameters and evaluate 20 models on the PTB
development set, with respect to accuracy (UAS)
and speed (sentences/second on a single CPU
core), obtaining the Pareto front in Figure 2. The
two starting models based on previous literature
(P2,250 and PC2,800, respectively) happen to be in
the Pareto front, confirming that they are reason-
able hyperparameter choices also for this setting.
In addition, we select two more models from the
Pareto front (models PC

2,400 andB2,250) for our test
set experiments on PTB, as they also provide a
good balance between speed and accuracy.

5.2 Results and discussion

Table 2 compares the chosen models, on
the PTB test set, against state-of-the-art mod-

5In Hebrew, UPoS and XPoS tags are the same.
6Kazakh is missing a development set. The scores are

based on the test set.
7Tamil was run on gold segmented and tokenized inputs,

as there is no pretrained UDpipe model. We did not use pre-
trained word embeddings either.

Model sent/s UAS LASCPU GPU
P2,250 267±1 777±24 92.95 90.96
PC
2,400 165±1 700±5 93.34 91.34
PC
2,800 101±2 648±20 93.67 91.72
B2,250 310±30 730±53 92.64 90.59

KG (transition-based) 76±1 93.90 91.90
KG (graph-based) 80±0 93.10 91.00
CM 654� 91.80 89.60
DM 411� 95.74 94.08
Ma et al. (2018) 10±0 95.87 94.19

Table 2: Comparison of models on the PTB test set.
KG refers to Kiperwasser and Goldberg (2016), CM to
Chen and Manning (2014) and DM to Dozat and Man-
ning (2017). � indicates the speed is taken from their
paper.

UPoS-based XPoS-based
Treebank UAS LAS # UPoS UAS LAS # XPoS
Ancient Greek 76.58 71.70 14 77.00 72.14 23
Chinese 61.01 57.28 15 60.98 57.14 42
Czech 89.82 87.63 17 88.33 85.46 1417
English 82.22 78.96 17 82.05 78.70 50
Finnish 80.31 76.39 15 80.19 76.28 12
Hebrew5 67.23 62.86 17 67.23 62.86 17
Kazakh6 32.14 17.03 15 32.93 17.07 26
Tamil 73.24 66.51 13 59.70 52.57 210

Table 3: Performance of the PC
2,800 model with UPoS-

and XPoS-based encoding for each language on the dev
set. # UPoS/XPoS represents the number of distinct
UPoS/XPoS tags in the training set for each language.

els. Contrary to previous dependency-parsing-
as-sequence-labeling attempts, we are competitive
and provide a good speed-accuracy tradeoff. For
instance, the PC

2,800 model runs faster than the
BIST parser (Kiperwasser and Goldberg, 2016)
while being almost as accurate (-0.18 LAS). This
comes in spite of its simplicity. While our BiL-
STM architecture is similar to that of BIST, the
sequence labeling approach does not need a stack,
a specific transition system or a dynamic oracle.
Using the BIST hyperparameters for our model
(P2,250) yields further increases in speed, at some
cost to accuracy: 3.34x faster and -0.04 LAS score
than the graph-based model, and 3.51x faster and

Treebank
PC

2,800 KG (transition-based)
PoS type (sent/s) UAS LAS (sent/s) UAS LASCPU CPU

Ancient Greek XPOS 123±1 75.31 70.87 116±4 69.43 64.41
Chinese UPOS 105±0 63.20 59.12 73±1 64.69 60.45
Czech UPOS 125±1 89.10 86.68 94±3 89.25 86.11
English UPOS 139±1 81.48 78.64 120±2 82.22 79.00
Finnish UPOS 168±0 80.12 76.22 127±3 80.99 76.63
Hebrew equal PoS 120±0 63.04 58.66 70±1 63.56 58.80
Kazakh XPOS 283±3 32.93 17.07 178±5 23.09 12.73
Tamil7 UPOS 150±2 71.59 64.00 127±3 75.41 68.58

Table 4: Comparison on UD-CoNLL18 test sets.
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Figure 3: Impact of the PTB data size available for
parsers during training on the results from the test set.

-0.94 LAS score than their transition-based one.
We now extend our experiments to the sample

of UD-CoNLL18 treebanks. To this end, we focus
on the PC2,800 model and since our PoS tag-based
encoding can be influenced by the specific PoS
tags used, we first conduct an experiment on the
development sets to determine what tag set (UPoS,
the universal PoS tag set, common to all lan-
guages, or XPoS, extended language-specific PoS
tags) produces the best results for each dataset.

Table 3 shows how the number of unique UPoS
and XPoS tags found in the training set differs in
various languages. The results suggest that the
performance of our system can be influenced by
the size of the tag set. It appears that a very
large tag set (for instance the XPoS tag set for
Czech and Tamil) can hurt the performance of the
model and significantly slow down the system, as
it results into a large number of distinct labels for
the sequence labeling model, increasing sparsity
and making the classification harder. In case of
Ancient Greek and Kazakh, the best performance
is achieved with the XPoS-based encoding. In
these corpora, the tag set is slightly bigger than
the UPoS tag set. One can argue that the XPoS
tags in this case were possibly more fine-grained
and hence provided additional useful information
to the system facilitating a correct label predic-
tion, without being so large as to produce exces-
sive sparsity.

Table 4 shows experiments on the UD test sets,
with the chosen PoS tag set for each corpus. PC

2,800

outperforms transition-based BIST in LAS in 3 out
of 8 treebanks,8 and is clearly faster in all analyzed

8For Ancient Greek, this may be related to the large

languages. We believe that the variations between
languages in terms of LAS difference with respect
to BIST can be largely due to differences in the
accuracy and granularity of predicted PoS tags,
since our chosen encoding relies on them to en-
code arcs. The bracketing-based encoding, which
does not use PoS tags, may be more robust to this.
On the other hand, finding the optimal granularity
of PoS tags for the PoS-based encoding can be an
interesting avenue for future work.

In this work, we have also examined the im-
pact of the training data size on the performance of
our system compared to the performance of BIST
parser. The results in Figure 3 suggest that our
model requires more data during the training than
BIST parser in order to achieve similar perfor-
mance. The performance is slightly worse when
little training data is available, but later on our
model reduces the gap when increasing the train-
ing data size.

6 Conclusion

This paper has explored fast and accurate de-
pendency parsing as sequence labeling. We
tested four different encodings, training a stan-
dard BiLSTM-based architecture. In contrast to
previous work, our results on the PTB and a sub-
set of UD treebanks show that this paradigm can
obtain competitive results, despite not using any
parsing algorithm nor external structures to parse
sentences.
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amount of non-projectivity (BIST is a projective parser). For
extra comparison, a non-projective variant of BIST (Smith
et al., 2018) obtains 71.58 LAS with mono-treebank train-
ing, but from better segmentation and morphology than used
here. UDpipe (Straka and Straková, 2017) obtains 67.57
LAS. Czech and Kazakh have a medium amount of non-
projectivity.
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A Model parameters

During the training we use Stochastic Gradient
Descent (SGD) optimizer with a batch size of 8,
and the model is trained for up to 100 iterations.
We keep the model that obtains the highest UAS
on the development set. Additional hyperparame-
ters are shown in Table 5.

Word embedding dimension 100
Char embedding dimension 30
PoS tag embedding dimension 25

Word hidden vector dimension 250,400,600,
800,1000,1200

Character hidden vector dimension 50
Initial learning rate 0.02
Time-based learning rate decay 0.05
Momentum 0.9
Dropout 0.5

Table 5: Common hyperparameters for the sequence
labeling models.
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Abstract

Contextual string embeddings are a recent type
of contextualized word embedding that were
shown to yield state-of-the-art results when
utilized in a range of sequence labeling tasks.
They are based on character-level language
models which treat text as distributions over
characters and are capable of generating em-
beddings for any string of characters within
any textual context. However, such purely
character-based approaches struggle to pro-
duce meaningful embeddings if a rare string
is used in a underspecified context. To ad-
dress this drawback, we propose a method in
which we dynamically aggregate contextual-
ized embeddings of each unique string that
we encounter. We then use a pooling oper-
ation to distill a global word representation
from all contextualized instances. We eval-
uate these pooled contextualized embeddings
on common named entity recognition (NER)
tasks such as CoNLL-03 and WNUT and show
that our approach significantly improves the
state-of-the-art for NER. We make all code and
pre-trained models available to the research
community for use and reproduction.

1 Introduction

Word embeddings are a crucial component in
many NLP approaches (Mikolov et al., 2013; Pen-
nington et al., 2014) since they capture latent se-
mantics of words and thus allow models to bet-
ter train and generalize. Recent work has moved
away from the original “one word, one embed-
ding” paradigm to investigate contextualized em-
bedding models (Peters et al., 2017, 2018; Akbik
et al., 2018). Such approaches produce different
embeddings for the same word depending on its
context and are thus capable of capturing latent
contextualized semantics of ambiguous words.

Recently, Akbik et al. (2018) proposed a
character-level contextualized embeddings ap-

Fung
B-PER

Permadi
E-PER

( Taiwan
S-LOC

) v Indra
S-ORG

Figure 1: Example sentence that provides underspecified
context. This leads to an underspecified contextual word em-
bedding for the string “Indra” that ultimately causes a mis-
classification of “Indra” as an organization (ORG) instead of
person (PER) in a downstream NER task.

proach they refer to as contextual string embed-
dings. They leverage pre-trained character-level
language models from which they extract hidden
states at the beginning and end character positions
of each word to produce embeddings for any string
of characters in a sentential context. They showed
these embeddings to yield state-of-the-art results
when utilized in sequence labeling tasks such as
named entity recognition (NER) or part-of-speech
(PoS) tagging.
Underspecified contexts. However, such contex-
tualized character-level models suffer from an in-
herent weakness when encountering rare words in
an underspecified context. Consider the example
text segment shown in Figure 1: “Fung Permadi
(Taiwan) v Indra”, from the English CONLL-03
test data split (Tjong Kim Sang and De Meulder,
2003). If we consider the word “Indra” to be rare
(meaning no prior occurrence in the corpus used
to generate word embeddings), the underspecified
context allows this word to be interpreted as either
a person or an organization. This leads to an un-
derspecified embedding that ultimately causes an
incorrect classification of “Indra” as an organiza-
tion in a downstream NER task.
Pooled Contextual Embeddings. In this paper,
we present a simple but effective approach to ad-
dress this issue. We intuit that entities are nor-
mally only used in underspecified contexts if they
are expected to be known to the reader. That is,
they are either more clearly introduced in an ear-
lier sentence, or part of general in-domain knowl-
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Figure 2: PLACEHOLDER Illustration of character-level RNN language model.

edge a reader is expected to have. Indeed, the
string “Indra” in the CONLL-03 data also occurs
in the earlier sentence “Indra Wijaya (Indonesia)
beat Ong Ewe Hock”. Based on this, we propose
an approach in which we dynamically aggregate
contextualized embeddings of each unique string
that we encounter as we process a dataset. We then
use a pooling operation to distill a global word rep-
resentation from all contextualized instances that
we use in combination with the current contextu-
alized representation as new word embedding.

We evaluate our proposed embedding approach
on the task of named entity recognition on the
CONLL-03 (English, German and Dutch) and
WNUT datasets. In all cases, we find that our
approach outperforms previous approaches and
yields new state-of-the-art scores. We contribute
our approach and all pre-trained models to the
open source FLAIR1 framework, to ensure repro-
ducibility of these results.

2 Method

Our proposed approach dynamically builds up a
“memory” of contextualized embeddings and ap-
plies a pooling operation to distill a global con-
textualized embedding for each word. It requires
an embed() function that produces a contextual-
ized embedding for a given word in a sentence
context (see Akbik et al. (2018)). It also requires
a memory that records for each unique word all
previous contextual embeddings, and a pool() op-
eration to pool embedding vectors.

This is illustrated in Algorithm 1: to embed a
word (in a sentential context), we first call the
embed() function (line 2) and add the resulting

1https://github.com/zalandoresearch/flair

embedding to the memory for this word (line 3).
We then call the pooling operation over all contex-
tualized embeddings for this word in the memory
(line 4) to compute the pooled contextualized em-
bedding. Finally, we concatenate the original con-
textual embedding together with the pooled repre-
sentation, to ensure that both local and global in-
terpretations are represented (line 5). This means
that the resulting pooled contextualized embed-
ding has twice the dimensionality of the original
embedding.

Algorithm 1 Compute pooled embedding
Input: sentence, memory

1: for word in sentence do
2: embcontext ←

embed(word) within sentence
3: add embcontext to memory[word]
4: embpooled ← pool(memory[word])
5: word.embedding ←

concat(embpooled, embcontext)
6: end for

Crucially, our approach expands the memory
each time we embed a word. Therefore, the same
word in the same context may have different em-
beddings over time as the memory is built up.
Pooling operations. Per default, we use mean
pooling to average a word’s contextualized em-
bedding vectors. We also experiment with min
and max pooling to compute a vector consisting
of all element-wise minimum or maximum values.
Training downstream models. When training
downstream task models (such as for NER), we
typically make many passes over the training data.
As Algorithm 2 shows, we reset the memory at the
beginning of each pass over the training data (line

embcontext Indra2

I n d r a  W i j a y a  b e a t  O n g  E w e

embcontext Indra3

A n d  I n d r a  s a i d  t h a t . . .

memory

Indraembproposed

F u n g  P e r m a d i  v  I n d r a

Character Language Model

embcontext Indra1

pooling
concatenation

current sentence

Figure 2: Example of how we generate our proposed embedding (embproposed) for the word “Indra” in the example text
segment “Fung Permadi v Indra”. We extract a contextual string embedding (embcontext) for this word and retrieve from
the memory all embeddings that were produced for this string on previous sentences. We pool and concatenate all local
contextualized embeddings to produce the final embedding.

edge a reader is expected to have. Indeed, the
string “Indra” in the CONLL-03 data also occurs
in the earlier sentence “Indra Wijaya (Indonesia)
beat Ong Ewe Hock”.

Based on this, we propose an approach in which
we dynamically aggregate contextualized embed-
dings of each unique string that we encounter as
we process a dataset. We then use a pooling opera-
tion to distill a global word representation from all
contextualized instances that we use in combina-
tion with the current contextualized representation
as new word embedding. Our approach thus pro-
duces evolving word representations that change
over time as more instances of the same word are
observed in the data.

We evaluate our proposed embedding approach
on the task of named entity recognition on the
CONLL-03 (English, German and Dutch) and
WNUT datasets. In all cases, we find that our
approach outperforms previous approaches and
yields new state-of-the-art scores. We contribute
our approach and all pre-trained models to the
open source FLAIR1 framework (Akbik et al.,
2019), to ensure reproducibility of these results.

2 Method

Our proposed approach (see Figure 2) dynami-
cally builds up a “memory” of contextualized em-
beddings and applies a pooling operation to distill
a global contextualized embedding for each word.
It requires an embed() function that produces a
contextualized embedding for a given word in a

1https://github.com/zalandoresearch/flair

sentence context (see Akbik et al. (2018)). It also
requires a memory that records for each unique
word all previous contextual embeddings, and a
pool() operation to pool embedding vectors.

This is illustrated in Algorithm 1: to embed a
word (in a sentential context), we first call the
embed() function (line 2) and add the resulting
embedding to the memory for this word (line 3).
We then call the pooling operation over all contex-
tualized embeddings for this word in the memory
(line 4) to compute the pooled contextualized em-
bedding. Finally, we concatenate the original con-
textual embedding together with the pooled repre-
sentation, to ensure that both local and global in-
terpretations are represented (line 5). This means
that the resulting pooled contextualized embed-
ding has twice the dimensionality of the original
embedding.

Algorithm 1 Compute pooled embedding
Input: sentence, memory

1: for word in sentence do
2: embcontext ←

embed(word) within sentence
3: add embcontext to memory[word]
4: embpooled← pool(memory[word])
5: word.embedding←

concat(embpooled, embcontext)
6: end for

Pooling operations. We experiment with differ-
ent pooling operations: mean pooling to average
a word’s contextualized embedding vectors, and
min and max pooling to compute a vector of all
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Approach CONLL-03 EN CONLL-03 DE CONLL-03 NL WNUT-17

Pooled Contextualized Embeddingsmin 93.18 ± 0.09 88.27 ± 0.30 90.12 ± 0.14 49.07 ± 0.31
Pooled Contextualized Embeddingsmax 93.13 ± 0.09 88.05 ± 0.25 90.26 ± 0.10 49.05 ± 0.26
Pooled Contextualized Embeddingsmean 93.10 ± 0.11 87.69 ± 0.27 90.44 ± 0.20 49.59 ± 0.41
Contextual String Emb. (Akbik et al., 2018) 92.86 ± 0.08 87.41 ± 0.13 90.16 ± 0.26 49.49 ± 0.75

best published
BERT (Devlin et al., 2018)† 92.8
CVT+Multitask (Clark et al., 2018)† 92.6
ELMo (Peters et al., 2018)† 92.22
Stacked Multitask (Aguilar et al., 2018)† 45.55
Character-LSTM (Lample et al., 2016)† 90.94 78.76 81.74

Table 1: Comparative evaluation of proposed approach with different pooling operations (min, max, mean) against current
state-of-the-art approaches on four named entity recognition tasks († indicates reported numbers). The numbers indicate that
our approach outperforms all other approaches on the CoNLL datasets, and matches baseline results on WNUT.

element-wise minimum or maximum values.
Training downstream models. When training
downstream task models (such as for NER), we
typically make many passes over the training data.
As Algorithm 2 shows, we reset the memory at the
beginning of each pass over the training data (line
2), so that it is build up from scratch at each epoch.

Algorithm 2 Training

1: for epoch in epochs do
2: memory← map of word to list
3: train and evaluate as usual
4: end for

This approach ensures that the downstream task
model learns to leverage pooled embeddings that
are built up (e.g. evolve) over time. It also ensures
that pooled embeddings during training are only
computed over training data. After training, (i.e.
during NER prediction), we do not reset embed-
dings and instead allow our approach to keep ex-
panding the memory and evolve the embeddings.

3 Experiments

We verify our proposed approach in four named
entity recognition (NER) tasks: We use the En-
glish, German and Dutch evaluation setups of the
CONLL-03 shared task (Tjong Kim Sang and
De Meulder, 2003) to evaluate our approach on
classic newswire data, and the WNUT-17 task on
emerging entity detection (Derczynski et al., 2017)
to evaluate our approach in a noisy user-generated
data setting with few repeated entity mentions.

3.1 Experimental Setup
We use the open source FLAIR framework in
all our experiments. It implements the stan-
dard BiLSTM-CRF sequence labeling architec-
ture (Huang et al., 2015) and includes pre-trained

contextual string embeddings for many languages.
To FLAIR, we add an implementation of our pro-
posed pooled contextualized embeddings.
Hyperparameters. For our experiments, we fol-
low the training and evaluation procedure outlined
in Akbik et al. (2018) and follow most hyperpa-
rameter suggestions as given by the in-depth study
presented in Reimers and Gurevych (2017). That
is, we use an LSTM with 256 hidden states and
one layer (Hochreiter and Schmidhuber, 1997), a
locked dropout value of 0.5, a word dropout of
0.05, and train using SGD with an annealing rate
of 0.5 and a patience of 3. We perform model se-
lection over the learning rate ∈ {0.01, 0.05, 0.1}
and mini-batch size ∈ {8, 16, 32}, choosing the
model with the best F-measure on the validation
set. Following Peters et al. (2017), we then re-
peat the experiment 5 times with different random
seeds, and train using both train and development
set, reporting both average performance and stan-
dard deviation over these runs on the test set as
final performance.
Standard word embeddings. The default setup
of Akbik et al. (2018) recommends contextual
string embeddings to be used in combination with
standard word embeddings. We use GLOVE em-
beddings (Pennington et al., 2014) for the English
tasks and FASTTEXT embeddings (Bojanowski
et al., 2017) for all newswire tasks.
Baselines. Our baseline are contextual string em-
beddings without pooling, i.e. the original setup
proposed in Akbik et al. (2018)2. By compar-
ing against this baseline, we isolate the impact of
our proposed pooled contextualized embeddings.

2Our reproduced numbers are slightly lower than we re-
ported in Akbik et al. (2018) where we used the official
CONLL-03 evaluation script over BILOES tagged entities.
This introduced errors since this script was not designed for
S-tagged entities.
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Approach CONLL-03 EN CONLL-03 DE CONLL-03 NL WNUT-17

Pooled Contextualized Embeddings (only) 92.42 ± 0.07 86.21 ± 0.07 88.25 ± 0.11 44.29 ± 0.59
Contextual String Embeddings (only) 91.81 ± 0.12 85.25 ± 0.21 86.71 ± 0.12 43.43 ± 0.93

Table 2: Ablation experiment using contextual string embeddings without word embeddings. We find a more significant
impact on evaluation numbers across all datasets, illustrating the need for capturing global next to contextualized semantics.

In addition, we list the best reported numbers for
the four tasks. This includes the recent BERT ap-
proach using bidirectional transformers by Devlin
et al. (2018), the semi-supervised multitask learn-
ing approach by Clark et al. (2018), the ELMo
word-level language modeling approach by Peters
et al. (2018), and the best published numbers for
WNUT-17 (Aguilar et al., 2018) and German and
Dutch CONLL-03 (Lample et al., 2016).

3.2 Results

Our experimental results are summarized in Ta-
ble 1 for each of the four tasks.
New state-of-the-art scores. We find that our ap-
proach outperforms all previously published re-
sults, raising the state-of-the-art for CONLL-03
on English to 93.18 F1-score (↑0.32 pp vs. previ-
ous best), German to 88.27 (↑0.86 pp) and Dutch
to 90.44 (↑0.28 pp). The consistent improvements
against the contextual string embeddings baseline
indicate that our approach is generally a viable op-
tion for embedding entities in sequence labeling.
Less pronounced impact on WNUT-17. How-
ever, we also find no significant improvements on
the WNUT-17 task on emerging entities. Depend-
ing on the pooling operation, we find compara-
ble results to the baseline. This result is expected
since most entities appear only few times in this
dataset, giving our approach little evidence to ag-
gregate and pool. Nevertheless, since recent work
has not yet experimented with contextual embed-
dings on WNUT, as side result we report a new
state-of-the-art of 49.59 F1 vs. the previous best
reported number of 45.55 (Aguilar et al., 2018).
Pooling operations. Comparing the pooling op-
erations discussed in Section 2, we generally find
similar results. As Table 1 shows, min pooling
performs best for English and German CoNLL,
whilemean pooling is best for Dutch and WNUT.

3.3 Ablation: Character Embeddings Only

To better isolate the impact of our proposed ap-
proach, we run experiments in which we do not
use any classic word embeddings, but rather rely
solely on contextual string embeddings. As Ta-
ble 2 shows, we observe more pronounced im-

provements of pooling vis-a-vis the baseline ap-
proach in this setup. This indicates that pooled
contextualized embeddings capture global seman-
tics words similar in nature to classical word em-
beddings.

4 Discussion and Conclusion

We presented a simple but effective approach that
addresses the problem of embedding rare strings in
underspecified contexts. Our experimental evalu-
ation shows that this approach improves the state-
of-the-art across named entity recognition tasks,
enabling us to report new state-of-the-art scores
for CONLL-03 NER and WNUT emerging entity
detection. These results indicate that our embed-
ding approach is well suited for NER.
Evolving embeddings. Our dynamic aggrega-
tion approach means that embeddings for the same
words will change over time, even when used in
exactly the same contexts. Assuming that entity
names are more often used in well-specified con-
texts, their pooled embeddings will improve as
more data is processed. The embedding model
thus continues to “learn” from data even after the
training of the downstream NER model is com-
plete and it is used in prediction mode. We con-
sider this idea of constantly evolving representa-
tions a very promising research direction.
Future work. Our pooling operation makes
the conceptual simplification that all previous in-
stances of a word are equally important. However,
we may find more recent mentions of a word - such
as words within the same document or news cycle
- to be more important for creating embeddings
than mentions that belong to other documents or
news cycles. Future work will therefore examine
methods to learn weighted poolings of previous
mentions. We will also investigate applicability of
our proposed embeddings to tasks beside NER.
Public release. We contribute our code to the
FLAIR framework3. This allows full reproduction
of all experiments presented in this paper, and al-

3The proposed embedding is added to FLAIR in release
0.4.1. as the PooledFlairEmbeddings class (see Akbik
et al. (2019) for more details).
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lows the research community to use our embed-
dings for training downstream task models.
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Abstract

Supervised approaches to named entity recog-
nition (NER) are largely developed based
on the assumption that the training data is
fully annotated with named entity information.
However, in practice, annotated data can often
be imperfect with one typical issue being the
training data may contain incomplete annota-
tions. We highlight several pitfalls associated
with learning under such a setup in the con-
text of NER and identify limitations associated
with existing approaches, proposing a novel
yet easy-to-implement approach for recogniz-
ing named entities with incomplete data anno-
tations. We demonstrate the effectiveness of
our approach through extensive experiments.1

1 Introduction

Named entity recognition (NER) (Tjong
Kim Sang, 2002; Tjong Kim Sang and De Meul-
der, 2003) as one of the most fundamental tasks
within natural language processing (NLP) has
received significant attention. Most existing
approaches to NER focused on a supervised setup,
where fully annotated named entity information is
assumed to be available during the training phase.
However, in practice, obtaining high-quality
annotations can be a very laborious and expensive
process (Snow et al., 2008). One of the common
issues with data annotations is there may be
incomplete annotations.

Figure 1 shows an example sentence with two
named entities “John Lloyd Jones” and “BBC ra-
dio” of type PER (person) and ORG (organization),
respectively. Following the standard BIOES tag-
ging scheme (Ramshaw and Marcus, 1999; Rati-
nov and Roth, 2009), the corresponding gold la-
bel sequence is shown below the sentence. When
the data annotations are incomplete, certain labels

1Our code and data are available at http://statnlp.
org/research/ie.

Sentence: Chairman John Lloyd Jones said on BBC radio

Gold: O BPER IPER EPER O O BORG EORG

A.1: O BPER - - O - - EORG

(Fernandes and Brefeld, 2011)

A.2: O BPER IPER EPER O O - -
(Carlson et al., 2009)

A.3: - BPER IPER EPER - - - -
Our assumption

Figure 1: An example sentence with gold named entity
annotations and different assumptions (i.e., A.1 to A.3)
on available labels. “-” represents a missing label.

may be missing from the label sequence. Prop-
erly defining the task is important, and we argue
there are two possible potential pitfalls associated
with modeling incomplete annotations, especially
for the NER task.

Several previous approaches assume the incom-
plete annotations can be obtained by simply re-
moving either word-level labels (Fernandes and
Brefeld, 2011) or span-level labels (Carlson et al.,
2009). As shown in Figure 1, under both assump-
tions (i.e., A.1 and A.2), there will be words an-
notated with O labels. The former approach may
even lead to sub-entity level annotations (e.g., “ra-
dio” is annotated as part of an entity). However,
we argue such assumptions can be largely unre-
alistic. In practice, annotators are typically in-
structed to annotate named entities for complete
word spans only (Settles et al., 2008; Surdeanu
et al., 2010). Thus, sub-entity level annotations
or O labels 2 should not be assumed to be avail-

2Why should the O labels be assumed unavailable? This is
because the annotators typically do not actively specify the O
labels when working on annotations. If the annotator chooses
not to annotate a word, it could either mean it is not part of
any entity, or the word is actually part of an entity but the
annotator neglected it in the annotation process (therefore we
have incomplete annotations). However, we note that assign-
ing the O label to a word would precisely indicate it is strictly
not part of any entity, which is not desirable.
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Chairman John Lloyd Jones said on BBC radio
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Figure 3: Graphical illustrations on different assumptions on unavailable labels, where the entity “John Lloyd
Jones” of type PER is labeled but “BBC radio” of type ORG is missing. Each path refers to one possible complete
label sequence, and the density of the color indicates probability (we excluded B and E tags for brevity).

able (A.3). Therefore such approaches are making
sub-optimal assumptions on the available labels.

When the proper assumptions on the available
labels are made, one can typically model the miss-
ing labels as latent variables and train a latent-
variable conditional random fields model (Quat-
toni et al., 2005). One such approach is presented
in (Bellare and McCallum, 2007). Their work fo-
cused on the citation parsing3 (i.e., sequence la-
beling) task which does not suffer from the above
issue as no O label is involved. However, though
the approach was shown effective in the citation
parsing task, we found its effectiveness does not
transfer to the NER task even in the absence of the
above available labels issue. As we would high-
light later, the reason is related to the undesirable
assumptions on the unavailable labels.

In this work, we tackle the incomplete annota-
tion problem when building an NER system, under
a more realistic yet more challenging scenario. We
present a novel, effective, yet easy-to-implement
approach, and conduct extensive experiments on
various datasets and show our approach signifi-
cantly outperforms several previous approaches.

2 Related Work

Previous research efforts on partially anno-
tated data are mostly based on the conditional
random fields (CRF) (Lafferty et al., 2001),
structured perceptron (Collins, 2002) and max-
margin (Tsochantaridis et al., 2005) (e.g. struc-
tural support vector machine) models. Bellare
and McCallum (2007) proposed a missing label
linear-chain CRF4 which is essentially a latent-

3The task is to tag the BibTex records with different labels
(i.e., “title”, “author”, “affiliation” and so on).

4This model was also named as Partial CRF (Carlson
et al., 2009) and EM Marginal CRF (Greenberg et al., 2018).

variable CRF (Quattoni et al., 2005) on citation
parsing (McCallum et al., 2000). This model
had also been used in part-of-speeching tagging
and segmentation task with incomplete annota-
tions (Tsuboi et al., 2008; Liu et al., 2014; Yang
and Vozila, 2014). Yang et al. (2018) showed the
effectiveness of such a model on Chinese NER
with incomplete annotations due to the fact that
they required a certain number of fully annotated
data to perform joint training. Greenberg et al.
(2018) applied this model on a biomedical NER
task and achieved promising performance with in-
complete annotations. However, in their assump-
tion for the incomplete annotations, the O labels
are still considered, which we believe is not real-
istic. Carlson et al. (2009) modified the structured
perceptron algorithm and defined features only on
the tokens with annotated labels in partially la-
beled sequences. Fernandes and Brefeld (2011)
and Lou et al. (2012) proposed to use a large-
margin learning framework similar to structured
support vector machines with latent variables (Yu
and Joachims, 2009).

3 Approach

Given the input word sequence x, the NER task is
to predict a label sequence y that encodes the NER
information (e.g., in a form following the BIOES

tagging scheme). Given a training set that consists
of completely labeled data D, one can tackle this
problem using a standard linear-chain conditional
random field (CRF) (Lafferty et al., 2001) whose
loss function is as follows:5

L(w) = −
∑

i

log pw(y
(i)|x(i)) (1)

5In practice, we also have an L2 regularization term,
which we exclude from the formula for brevity.
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where (x(i),y(i)) is the i-th instance from D.
Now, assume we have an incomplete label se-

quence y
(i)
p . From such a y

(i)
p we should be able

to derive a set of all possible complete label se-
quences that are compatible with (i.e., contain) the
incomplete label sequence, and let us call this set
C(y(i)

p ). We can rewrite the above function as:

L(w) =−
∑

i

log
∑

y∈C(y(i)
p )

qD(y|x(i))pw(y|x(i))

We illustrate in Figure 3 several previous ap-
proaches as well as our approach. In this example,
the entity BBC radio of type ORG is not annotated.
Figure 3(a) shows a single path that corresponds
to the gold label sequence. Figure 3(b) illustrates
a naive approach, where we regard all the miss-
ing labels as O labels. This essentially assumes
that the q distribution in the above equation puts
all probability mass to this single label sequence,
which is an incorrect assumption.

Now let us look at what assumptions on q have
been made by the existing approach of Bellare and
McCallum (2007). The model regards the missing
labels as latent variables and learns a latent vari-
able CRF using the following loss:

−
∑

i

log
∑

y∈C(y(i)
p )

pw(y|x(i)) (2)

The resulting model is called missing label
linear-chain CRF (M-CRF) 6. As we can see from
the above function, this is essentially equivalent
to say q is a uniform distribution that assigns
equal probabilities to all possible complete label
sequences in C(y(i)

p ).
We believe such an assumption on q that de-

scribes unavailable labels can be improved. As we
can see from the above example in Figure 3(d), a
more desirable assumption about q is to put more
probability mass to a path that is close to the gold
path. In practice, their approach worked for the
task of citation parsing, where the q distribution
may not deviate much from the uniform distribu-
tion (Figure 3(c)) in such a task. However, in the
task of NER, we find such a simple treatment to
the q distribution often leads to sub-optimal re-
sults (as we can see in the experiments later) as
the q distribution is highly skewed due to the large

6Similar assumptions have also been made by (Carlson
et al., 2009; Fernandes and Brefeld, 2011), but they used
structured perceptron (Collins, 2002) instead.

Dataset
Training Validation Test Entities

#entity #sent #entity #sent #entity #sent # c (%)

CoNLL-2003 23,499 14,041 5,942 3,250 5,648 3,453 4 23.0
CoNLL-2002 18,796 08,322 4,338 1,914 3,559 1,516 4 12.4
Taobao 29,397 06,000 4,941 0,998 4,866 1,000 4 51.0
Youku 12,754 08,001 1,580 1,000 1,570 1,001 3 41.7

Table 1: Data statistics for the datasets.

amount of O labels. This observation motivates us
to find a proper way to define q that can approxi-
mate the gold label distribution in this work.

3.1 Estimating q

Inspired by the classifier stacking technique used
in Nivre and McDonald (2008), we empirically
found that a reasonable q distribution can be ac-
quired in a k-fold cross-validation fashion.

We first start with an initialization step where
we assign specific labels to words without labels,
forming complete label sequences (we will discuss
our initialization strategy in experiments). Next,
we perform k-fold cross-validation on the training
set. Specifically, each time we train a model with
(k-1) folds of the data and based on the learned
model we define our q distribution.

We describe two different ways of defining the
q distribution, namely the hard approach, and the
soft approach. In the hard approach, the result-
ing q distribution is a collapsed distribution that
assigns probability 1 to a single complete label se-
quence, whereas in the soft approach each possible
label sequence will get a certain probability score.

In the hard approach, after training a model
from (k-1) folds, we apply a constrained Viterbi
procedure 7 to the sentences in the remaining fold.
In the soft approach, we use a constrained version
of the forward-backward procedure and calculate
the marginal probabilities associated with each la-
bel at each unlabeled position. The score of each
complete label sequence can then be calculated as
a product of all such marginal probabilities. We
note that in the above procedure the estimation to
q depends on the initialization. Thus we iterate
the above procedure, which allows us to converge
to an improved q.

4 Experiments

We conduct experiments on two standard NER
datasets – CoNLL-2003 English and CoNLL-2002
Spanish datasets that consist of news articles. We

7The algorithm will ensure the resulting complete label
sequence is compatible with the incomplete label sequence.
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Approach CoNLL-2003 CoNLL-2002 Taobao Youku
P. R. F. P. R. F. P. R. F. P. R. F.

Simple 93.6 68.6 79.2 86.8 57.0 68.8 83.1 46.7 59.8 91.1 49.1 63.8
LSTM-M-CRF 13.0 90.5 22.8 06.2 84.5 11.6 33.0 83.0 47.2 17.6 83.7 29.1
LSTM-Partial Perceptron 27.6 82.0 41.3 22.3 66.3 33.3 26.6 59.7 36.8 19.7 69.0 30.6
LSTM-Transductive Perceptron 11.7 90.5 20.7 06.1 84.3 11.4 32.9 82.2 47.0 16.0 81.9 26.7

Ours (hard) 88.1 89.9 89.0 80.8 82.1 81.5 69.3 77.4 73.1 77.2 79.8 78.5
Ours (soft) 89.0 90.1 89.5 81.3 82.7 82.0 69.7 78.1 73.7 78.1 79.6 78.8

Complete 91.0 90.8 90.9 85.7 85.8 85.8 82.3 82.6 82.4 83.0 81.7 82.4

Table 2: Performance comparison between different baseline models and our approaches on 4 datasets with ρ = 0.5
(for Complete model, ρ = 1.0).

notice that incomplete annotation issue is very
common in the industry setup. Therefore we also
consider two new datasets from industry – Taobao
and Youku datasets8 consisting of product and
video titles in Chinese. We crawled and manu-
ally annotated such data with named entities9. Ta-
ble 1 shows the statistics of the datasets. The last
two columns show the number of entity types and
the percentage of words (i.e., c in Table 1) that are
parts of an NE. Based on our assumption on the
available labels in Section 1, we randomly remove
a certain number of entities as well as all O labels
and use ρ to represent the ratio of annotated enti-
ties. For example, ρ = 0.6 means we keep 60%
of all the entities and remove the annotations of
40% of the entities. Meanwhile, the O labels are
considered unavailable.

We follow Lample et al. (2016) and apply the
bidirectional long short-term memory (Hochreiter
and Schmidhuber, 1997) (BiLSTM) networks as
the neural architecture for all baselines and our ap-
proaches. Specifically, we implement the follow-
ing baselines: a Simple model which is a linear-
chain LSTM-CRF model and we treat all missing
labels as O; the missing label CRF (Bellare and
McCallum, 2007; Greenberg et al., 2018) (LSTM-
M-CRF) model; the partial perceptron (Carlson
et al., 2009) model, which is a structured percep-
tron (Collins, 2002) but only considers the scores
on the words with available labels; the trans-
ductive perceptron (Fernandes and Brefeld, 2011)
model where they introduce a Hamming loss func-
tion during the perceptron training process; lastly,
we train an LSTM-CRF (Lample et al., 2016) with
complete annotations as the upper bound (Com-

8http://www.taobao.com/ and http://www.youku.com/
9Details of all datasets can be found in the supplementary

material.

plete). For English and Spanish, we use ex-
actly the same embeddings used in Lample et al.
(2016). We train our Chinese character embed-
dings on the Chinese Gigaword10 corpus. The
resulting implementation achieves 90.9 and 85.8
F -scores on CoNLL-2003 English and CoNLL-
2002 Spanish datasets, respectively. These bench-
mark results are comparable with the results re-
ported in the state-of-the-art NER systems (Lam-
ple et al., 2016; Ma and Hovy, 2016; Reimers and
Gurevych, 2017).

For initialization in our approaches, we run the
Simple model on each fold and use the results to
initialize our q distribution11. Detailed descrip-
tions on experiment settings (e.g., hidden dimen-
sion of LSTM and optimizer) and baseline systems
are provided in supplementary material.

Main Results Table 2 presents the comparisons
among all approaches on four datasets with ρ =
0.5 and k = 2. Our preliminary experiments
show that a larger k value have a negligible ef-
fect on the results. A similar finding was also re-
ported in Nivre and McDonald (2008). The Sim-
ple model has high precision and low recall as it
treats unknown labels as O. Previous models for
incomplete annotations achieve a much lower F -
score compared to the Simple model and our ap-
proaches. Due to their uniform assumption on q
over the missing labels, these models typically can
recall more entities. The partial perceptron (Carl-
son et al., 2009) among these three models yields
a relatively lower recall as features are not defined
over the words with missing labels.

10https://catalog.ldc.upenn.edu/LDC2003T09
11Similar to the EM procedure, a good initialization is cru-

cial for our approach. We found using random initialization
can lead to substantially worse results and a better initializa-
tion can be used to further improve the results.
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Figure 4: Precision, Recall and F -score with different ρ on CoNLL-2003 dataset.

The difference in F -score between these three
models and the Simple model is more signifi-
cant on the two CoNLL datasets than on Taobao
and Youku. As shown in Table 1, the latter two
datasets have more words labeled as parts of enti-
ties (i.e., a higher c). This means these industrial
datasets have less O labels, making such baseline
models suffer less from their assumptions on the
unavailable labels. With a properly learned q dis-
tribution, our approaches improves the recall score
over the Simple model while preserving a high pre-
cision. Our soft approach consistently achieves a
better F -score compared with the hard approach
on all datasets with p < 0.001. Compared
to the Complete upper bound, our soft approach
are still more than 3% lower in F -score on the
CoNLL-2002, Taobao and Youku datasets. How-
ever, we can see that the soft approach achieves
much higher performance compared to this variant
on other datasets. We attribute this phenomenon
to our approaches’ ability in retrieving most of the
entities in the training set. Empirically, we found
our soft approach can recover 94% of the entities
in the training set of the CoNLL-2003 dataset.

The overall results show the underlying sce-
nario is challenging for commonly adopted mod-
els in handling incomplete annotations and our
approaches can achieve better performance com-
pared with them.

Effect of ρ We conduct experiments with dif-
ferent ρ from 0.1 to 0.9 for our soft approach
against the Simple and LSTM-M-CRF models.
Figure 4 shows how the precision, recall and F -
score on CoNLL-2003 change as we increase ρ.
The F -score of the Simple baseline increases pro-
gressively as ρ increases. LSTM-M-CRF always
maintains a low F -score which is not sensitive to
different ρ values because of their high recall and

low precision values as we can see in Figure 4 (a,
b). The improvement of our approach attributes to
the increase of recall as the precision is constantly
high and stable. We can see that our soft approach
performs particularly well when ρ is larger than
0.3 which indicates a modest amount of missing
labels in practice.

5 Conclusions and Future Work

In this work, we identified several limitations asso-
ciated with previous assumptions when perform-
ing sequence labeling with incomplete annota-
tions, and focused on the named entity recognition
task. We presented a novel and easy-to-implement
solution that works under a realistic and challeng-
ing assumption on the incomplete annotations.
Through extensive experiments and analysis, we
demonstrated the effectiveness of our approach.

Although we focused on the task of named en-
tity recognition in this work, we believe the pro-
posed approach may find applications in some
other sequence labeling tasks or other more gen-
eral structured prediction problems where the is-
sue of incomplete annotations is involved. We
leave them as future work.
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Abstract

The goal of event detection (ED) is to detect
the occurrences of events and categorize them.
Previous work solved this task by recogniz-
ing and classifying event triggers, which is de-
fined as the word or phrase that most clear-
ly expresses an event occurrence. As a con-
sequence, existing approaches required both
annotated triggers and event types in train-
ing data. However, triggers are nonessential
to event detection, and it is time-consuming
for annotators to pick out the “most clear-
ly” word from a given sentence, especially
from a long sentence. The expensive anno-
tation of training corpus limits the applica-
tion of existing approaches. To reduce man-
ual effort, we explore detecting events with-
out triggers. In this work, we propose a novel
framework dubbed as Type-aware Bias Neural
Network with Attention Mechanisms (TBN-
NAM), which encodes the representation of
a sentence based on target event types. Ex-
perimental results demonstrate the effective-
ness. Remarkably, the proposed approach
even achieves competitive performances com-
pared with state-of-the-arts that used annotat-
ed triggers.

1 Introduction

This work tackles the task of event detection (ED),
whose goal is to detect the occurrences of prede-
fined events and categorize them. For example,
consider the following sentence “In Baghdad, a
cameraman died when an American tank fired on
the Palestine Hotel.”, an ideal event detection sys-
tem should recognize two events, Death and At-
tack(suppose that both Death and Attack are in the
predefined event set) .

Previous work typically solved this task by rec-
ognizing and classifying event triggers. Accord-
ing to ACE (Automatic Context Extraction) even-
t evaluation program, event trigger is defined as

the word or phrase that most clearly expresses an
event occurrence. Take the following sentence as
an example:

S: In Baghdad, a cameraman died when
an American tank fired on the Palestine
Hotel.

“died” is the trigger word of Death event, and
“fired” is the trigger word of Attack event. The
majority of existing approaches modeled this task
as word classification (Ji and Grishman, 2008;
Liao and Grishman, 2010; Hong et al., 2011; Li
et al., 2013; Nguyen and Grishman, 2015; Liu
et al., 2016b,a; Chen et al., 2017), which predicted
whether each word in a given sentence is an event
trigger and what type of event it triggered. As a
consequence, these approaches required both an-
notated triggers and event types for training.

However, event triggers are nonessential to this
task. Remind that the goal of event detection is
to recognize and categorize events, thus trigger-
s could be viewed as intermediate results of this
task. Furthermore, it is time-consuming for anno-
tators to pick out the “most clearly” word from a
given sentence, especially from a long sentence,
which limits the application of existing ED ap-
proaches. To reduce manual effort, we explore
detecting events without triggers. In this study,
the only annotated information of each sentence
is the types of events occurred in it. Consider the
aforementioned example S again, its annotation is
{Death, Attack}. On the contrast, previous work
also required an annotated trigger for each even-
t, which means the annotated information of S is
{Death:died, Attack:fired} in previous work.

Without event triggers, it is intuitive to model
this task via text classification. However, there are
two challenges: (1) Multi-label problem: each
sentence may contain arbitrary number of events,
which means it could have zero or multiple target
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labels. In machine learning, this problem is called
multi-label problem. (2) Trigger absence prob-
lem: previous work illustrated that trigger words
play important roles in event detection(Chen et al.,
2015; Liu et al., 2016a). It is challenging to model
this information without annotated triggers.

To solve the first challenge, we transform multi-
label classification to multiple binary classification
problems. Specifically, a given sentence s attached
each pre-defined event type t forms an instance,
which is expected to be labeled with 0 or 1 ac-
cording to whether s contains an event of type t.
For example, suppose there totally are 3 prede-
fined types of events(denoted by t1, t2 and t3), and
sentence s contains two events of type t1 and t3,
then it could be transformed to the following three
instances:

instance label
< s, t1 > 1
< s, t2 > 0
< s, t3 > 1

Table 1: Example of instances in binary classifications
for sentence s, which contains events of type t1 and t3.

In this paradigm, sentences that convey multiple
events will yield multiple positive pairs, thus the
multi-label problem could be well solved.

Furthermore, each type of events are usually
triggered by a set of specific words, which are
called event trigger words. For example, Death
events are usually triggered by “die”, “passed
away”, ”gone”, etc. Therefore, event trigger word-
s are important clues to this task. Since existing
work explicitly exploited annotated trigger words
in their approaches, they can directly model this
observation. However, in our case, annotated trig-
gers are unavailable. To model this information,
we propose a simple but effective model, called
Type-aware Bias Neural Network with Attention
Mechanisms (TBNNAM).

Figure 1 illustrates the framework of TBNNAM.
The input is consisted of two parts: a tokenized
sentence with NER tags and a target event type.
The output o is expected to be 1 if the given sen-
tence conveys an event of the target type, other-
wise 0 (the output should be 1 for the example
given in Figure 1). Specifically, given a sentence,
the proposed model first transforms the input to-
kens into embeddings, and applies an LSTM layer

to calculate a context-dependent representation for
each token. Then it computes an attention vector,
α, based on the target event type, where the trig-
ger word is expected to obtain higher score. Fi-
nally, the sentence representation satt is calculated
based on α. Here, satt is expected to focus on lo-
cal information (trigger word). To capture global
information, the final output, o, is also connected
to the last LSTM units, which encodes the glob-
al information of the input sentence. Furthermore,
to reinforce the influence of positive samples, we
devise a bias objective function in our model . We
call our model “type-aware” because the represen-
tation of a sentence, satt, is calculated based on the
target event type.

We have conducted experimental comparisons
on a widely used benchmark dataset ACE20051.
The results illustrate that our approach outper-
forms all the compared baselines, and even
achieves competitive performances compared with
exiting approaches that used annotated triggers.
We publish our code for further study by the NLP
community.2

In summary, the main contributions of this work
are: (1) To the best of our knowledge, this is the
first work that focuses on detecting events with-
out triggers. Compared with existing approaches,
the proposed method requires less manual anno-
tations. (2) Without triggers, this task encounters
two challenges: multi-label problem and trigger
absence problem. We propose a simple but effec-
tive model, which even achieves competitive re-
sults compared with approaches that using anno-
tated triggers. (3) Since this is the first work on
detecting events without triggers, we implement a
series of baseline models for this task, and system-
atically evaluate and analyze them.

2 Background

2.1 Task Definition

Event detection task requires that certain speci-
fied types of events, which are mentioned in the
annotated data, to be detected. The most com-
mon used benchmark dataset in previous work is
ACE 2005 corpus. This corpus includes 8 type-
s of events, with 33 subtypes. Following previ-
ous work(Ahn, 2006; Ji and Grishman, 2008; Liao
and Grishman, 2010; Hong et al., 2011; Li et al.,

1https://catalog.ldc.upenn.edu/LDC2006T06
2https://github.com/liushulinle/event detection without

triggers
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Figure 1: The framework of type-aware bias neural network with attention mechanisms. The input is consisted
of two parts: a tokenized sentence with NER tags and a target event type. t1 and t2 are two different embedding
vectors of the target event type. The output o is expected to be 1 if the given sentence conveys an event of the
target type, otherwise 0 (the output should be 1 for the case in this figure). We call it “type-aware” because the
representation of sentence, satt, is calculated based on the target event type.

2013; Chen et al., 2015; Nguyen and Grishman,
2016), we treat them simply as 33 separate event
types and ignore the hierarchical structure among
them. Consider the following sentence “In Bagh-
dad, a cameraman died when an American tank
fired on the Palestine Hotel”, an ideal event detec-
tor should detect two events from this sentence: a
Die event and an Attack event.

2.2 Related Work

Event detection is one of important topics in NLP.
Many approaches have been proposed for this
task. Nearly all the existing methods on ACE
event task follow supervised paradigm. We fur-
ther divide them into feature-based methods and
representation-based methods.

In feature-based methods, a diverse set of s-
trategies has been exploited to convert classifica-
tion clues into feature vectors. Ahn (2006) us-
es the lexical features(e.g., full word), syntactic
features (e.g., dependency features) and external-
knowledge features(WordNet (Miller, 1998)) to
extract the event. Inspired by the hypothesis of
One Sense Per Discourse (Yarowsky, 1995), Ji
and Grishman (2008) combined global evidence
from related documents with local decisions for
the event extraction. To capture more clues from
the texts, Gupta and Ji (2009), Liao and Grishman
(2010) and Hong et al. (2011) proposed the cross-
event and cross-entity inference for the ACE event
task. Li et al. (2013) proposed a joint model to

capture the combinational features of triggers and
arguments. Liu et al. (2016b) proposed a global in-
ference approach to employ both latent local and
global information for event detection.

In recent years, representation-based methods
have dominated the research. In this paradigm,
candidate event mentions are represented by em-
beddings, which typically are fed into neural net-
works. Chen et al. (2015) and Nguyen and Gr-
ishman (2015) are the first work in this paradig-
m. Their models are based on CNNs (Convolu-
tional Neural Networks). To model the dependen-
cy of triggers and arguments, Nguyen and Grish-
man (2016) proposed a joint event extraction ap-
proach based RNNs(Recurrent Neural Networks).
Liu et al. (2017) proposed to encode argument in-
formation in event detection via supervised atten-
tion mechanisms. Recently, Nguyen and Grish-
man (2018) and Sha et al. (2018) proposed to ex-
ploit syntactic information for event detection.

All the existing approaches required annotated
triggers. The expensive annotation of training da-
ta limits the application of these approaches. To
reduce manual effort, we perform this task with-
out event triggers.

3 Methodology

To deal the multi-label problem, we model this
task via multiple binary classifications. Given a
sentence, it will be fed into a binary classifier with
each candidate event type. We add the label NA to
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sentences that do not contain any events. To cap-
ture the hidden trigger information, we propose
a simple but effective model, called Type-aware
Bias Neural Network with Attention Mechanisms
(TBNNAM). Our model is “type-aware” because it
calculates the representation of a sentence based
on the target event type. Figure 1 illustrates the
framework of TBNNAM. The input is consisted of
two parts: a tokenized sentence with NER tags and
a target event type. The output o is expected to be
1 if the given sentence conveys an event of the tar-
get type, otherwise 0. Next, we describe the struc-
ture of this model in bottom-up order.

3.1 Input Tokens
Given a sentence, we use Stanford CoreNLP tool-
s3(Manning et al., 2014) to convert texts into to-
kens. The ACE 2005 corpus annotated not only
events but also entities for each given sentence.
Following previous work, we exploit the annotat-
ed entity tags in our model(Li et al., 2013; Chen
et al., 2015; Nguyen and Grishman, 2015, 2016;
Liu et al., 2016b).

3.2 Word/Entity Embeddings
Word embeddings learned from a large amount of
unlabeled data have been shown to be able to cap-
ture the meaningful semantic regularities of word-
s(Bengio et al., 2003; Erhan et al., 2010). Much
work(Socher et al., 2012; Zeng et al., 2014) has
shown its power in many NLP tasks.

In this work, we use the Skip-gram mod-
el(Mikolov et al., 2013) to learn word embeddings
on the NYT corpus4. Furthermore, we random-
ly initialized an embedding table for each entity
tags. All the input word tokens and entity tags will
be transformed into low-dimensional vectors by
looking up these embedding tables. In this work,
we denote the dimension of word embeddings by
dw, and that of entity embeddings by de.

3.3 Event Type Embeddings
As illustrated in Figure 1, an event type is trans-
formed into two embedding vectors: t1 and t2.
The first one (colored with brown) is designed to
capture local information (hidden trigger word),
and the latter one (colored with red) is designed
to capture global information. Both of them are
randomly initialized. The dimension of event type
embeddings is denoted by devt.

3http://stanfordnlp.github.io/CoreNLP
4https://catalog.ldc.upenn.edu/LDC2008T19

3.4 LSTM Layer
As shown in Figure 1, the LSTM layer is run over
the sequence of concatenation of word and entity
embeddings. LSTM has three gates(input i, for-
get f and output o), and a cell memory vector c.
The input gate can determine how incoming vec-
tors x(t) alter the state of the memory cell. The
output gate can allow the memory cell to have an
effect on the outputs. Finally, the forget gate al-
lows the cell to remember or forget its previous
state.

3.5 Attention Layer
Each type of events are usually triggered by a set
of specific words, which are called event trigger
words. For example, Death events are usually
triggered by “die”, “passed away”, ”gone”, etc.
Therefore, event trigger words are important clues
to this task. However, this information is hidden
in our task, because annotated triggers are unavail-
able. To model the hidden triggers, we introduce
attention mechanisms in our approach.

As illustrated in Figure 1, the attention vector α
is calculated based on the target event type embed-
ding t1 and the hidden states h yielded by LSTM.
Specifically, the attention score for the k-th token
in a given sentence is calculated by the following
equation:

αk =
exp(hk · tT1 )∑
i exp(hi · tT1 )

(1)

In this model, trigger words of the target even-
t type are expected to obtain higher scores than
other words. Finally, the representation of the sen-
tence, satt, is computed by the following equation:

satt = αTH (2)

where α = [α1, ..., αn] is the attention vector,
H = [h1,h2, ...,hn] is a matrix, hk is the LSTM’s
output for the k-th token, and satt is the represen-
tation of the given sentence.

3.6 Output Layer
As illustrated in Figure 1, the final output o is con-
nected to two components: vatt and vglobal. On
one hand, vatt is calculated by the dot produc-
t of satt and t1, which is designed to capture local
features (specifically, features about hidden trigger
words). On the other hand, the last output of the L-
STM layer, hn, encodes global information of the
whole sentence, thus vglobal = hn · tT2 is expected
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to capture global features of a sentence. Finally, o
is defined as the weighted sum of vatt and vglobal:

o = σ(λ · vatt + (1− λ) · vglobal) (3)

where σ is the Sigmoid function, λ ∈ [0, 1] is
a hyper-parameter for trade-off between vatt and
vglobal.

3.7 Bias Loss Function
We devise a bias loss function to reinforce the in-
fluence of positive samples because of the follow-
ing reasons. 1) positive samples are much less
than negative samples. In our approach, each
training sample is a <sentence,event type> pair,
whose label is 1 or 0 according to whether the giv-
en sentence conveys an event of type t. For ex-
ample, we totally have 33 target event types, if a
sentence only contains one event, then it will be
transformed into 32 negative pairs and 1 positive
pair. The majority of sentences convey at most t-
wo events, thus negative samples are much more
than positive samples. 2) positive samples are
more informative than negatives. A positive pair
< s, t > means that s conveys an event of type
t, whereas negative pair means s does not convey
any event of type t. Apparently, the former is more
informative.

Given all of the (suppose T) training instances
(x(i), y(i)), the loss function is defined as follows:

J(θ) =
1

T

T∑

i=1

(o(xi)−y(i))2(1+y(i) ·β)+δ||θ||2

(4)
where x is a pair consisted of a sentence and a
target event type, y ∈ {0, 1}, θ is the parameter
of our model and δ > 0 is the weight of L2 nor-
malization term. (1 + y(i) · β) is the bias term.
Specifically, the value of this term is 1 for negative
samples (y(i) is 0) and 1 + β for positive samples
(y(i) is 1), where β ≥ 0.

3.8 Training
We train the model by using a simple optimization
technique called stochastic gradient descent (S-
GD) over shuffled mini-batches with the Adadelta
rule (Zeiler, 2012). Regularization is implemented
by a dropout and L2 norm.

Given a instance x, the model assign it a label ỹ
according to the following equation:

ỹ =

{
0 o(x) < 0.5
1 otherwise

(5)

Figure 2: The framework of binary classification based
approaches. The output o is expected to be 1 if the giv-
en sentence conveys an event of the target type, other-
wise 0.

where x is a pair < s, t >, o(x) is the output of
the model for x, and ỹ is the final predicted result.

4 Baseline Systems

Since this is the first work to perform event de-
tection without triggers, we implement a series of
baseline systems for comparisons, which could be
divided into two categories: binary classification
based methods and multi-class classification based
methods.

4.1 Binary Classification

Similar with the proposed approach, baseline sys-
tems in this group solved this task via binary clas-
sification. Figure 2 illustrates the framework of
these methods. These models take a sentence and
a target event type as input. Then all the inputs are
transformed into embeddings by looking up em-
bedding tables. These models have the same loss
function as the proposed approach (see Equation
4). The key component of these models is sen-
tence encoder. According to the strategy of encod-
ing sentence, we implement three models for com-
parison: BC-CNN, BC-LSTMlast, BC-LSTMavg.

• BC-CNN employs a CNN model to encode
sentence.

• BC-LSTMlast employs LSTM model, and use
the hidden state of the last token as the repre-
sentation of a given sentence.

• BC-LSTMavg also employs LSTM model, but
use the average of all hidden states as the rep-
resentation of a given sentence.
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Figure 3: The framework of multi-class classification
based approaches.

4.2 Multi-class Classification

All existing approaches model the task of even-
t detection (with triggers) via multi-class classi-
fication5. Given a sentence, these methods pre-
dict whether each token is an event trigger and
what type of event it triggered. We also imple-
ment several multi-class classification based sys-
tems for comparison. Since annotated triggers are
unavailable in our task, the sentence is the input
of our model. Figure 3 illustrates the framework
of these models. Following existing work(Chen
et al., 2015; Liu et al., 2017), we employ a negative
log-likelihood loss function in the soft-max classi-
fier: J(θ) = − 1

T

∑T
i=1 log(p(y

(i)|x(i), θ)), where
(x(i), y(i)) is a training sample, y(i) is a label from
the valid label set (all the predefined event type-
s plus a NA for none event), T is the total num-
ber of training instances, θ is the parameters of
the model. According to the strategy of encoding
sentence, we implement three models: MC-CNN,
MC-LSTMlast and MC-LSTMavg.

• MC-CNN employs a CNN model to encode
sentence.

• MC-LSTMlast employs LSTM model, and
use the hidden state of the last token as the
representation of a given sentence.

• MC-LSTMavg also employs LSTM model,
but use the average of all hidden states as the
representation of a given sentence.

5Multi-class classification means a classification task with
more than two classes, but each sample belongs to only one
class. “multi-class” is different from “multi-label”.

5 Experimental Results

5.1 Experimental Setup

In this section, we introduce the dataset, evalua-
tion metrics and the settings of hyper parameters.

5.1.1 Dataset
Our experiments are conducted on ACE 2005
dataset. Following the evaluation of previous
work(Li et al., 2013; Chen et al., 2015; Nguyen
and Grishman, 2016; Liu et al., 2017), we ran-
domly selected 30 articles from different genres
as the development set, and subsequently conduct-
ed a blind test on a separate set of 40 ACE 2005
newswire documents. We used the remaining 529
articles as our training set.

This work focuses on detecting events without
triggers. Therefore, we remove trigger annotations
from the corpus. Specifically, we employ Stanford
CoreNLP Toolkit to split each document into sen-
tences, and assign each sentence with a set of la-
bels according to the original annotations in ACE
2005 corpus. If a sentence does not contain any
event, we assign it with a special label, NA. If a
sentence contains multiple events of the same type
(less than 3% in ACE corpus), we only keep one
label for each type. Table 2 shows several samples
of the our corpus.

sentence labels
They got married in 1985. {Marry}

They got married in 1985, and
divorced 3 years latter.

{Marry,
Divorce}

They are very happy every day. {NA}

Table 2: Examples of instances in our corpus (without
event trigger annotations).

5.1.2 Evaluation Metrics
Following previous work (Liao and Grishman,
2010; Li et al., 2013; Chen et al., 2015; Liu et al.,
2017), we use precision (P), recall (R) and F1-
measure (F1) to evaluate the results.

Precision: the proportion of correctly predicted
events in total predicted events.

Recall: the proportion of correctly predicted
events in total gold events of the dataset.

F1-measure: 2×P×R
P+R

5.1.3 Hyper Parameters
Hyper parameters are tuned on the developmen-
t dataset via grid search. In all experiments, we
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Figure 4: Experimental results on development dataset
with different setting of λ.

methods P(%) R(%) F1(%)
MC-CNN 73.3 46.3 56.8
BC-CNN 76.6 52.9 62.6

MC-LSTMlast 57.9 42.3 48.9
BC-LSTMlast 69.8 52.2 59.7
MC-LSTMavg 60.3 42.7 50.0
BC-LSTMavg 68.1 49.2 57.1

Table 3: Experimental results on ACE 2005 corpus.
Methods with name MC-* are based on multi-class
classification, and methods with name BC-* are based
on binary classification.

set the dimension of word embeddings as 200, the
dimension of entity type embeddings as 50, batch
size as 100, the hyper parameter for the L2 norm
as 10−5, β in the bias term as 1.0. Furthermore,
we also tune λ in Equation 3 on the development
dataset. Figure 4 illustrates experimental result-
s with different settings of λ, finally we set λ as
0.25. And in all the CNN-based baseline systems,
the sizes of filter windows are set to 1, 2, 3 with
100 feature maps each.

5.2 Multi-class Classification vs. Binary
Classification

Table 3 illustrates the experimental results, where
methods with name MC-* are based on multi-class
classification, and methods with name BC-* are
based on binary classification. According to the
strategy to encode a sentence, methods in Table 3
are grouped into three parts. From the table, we
make the following observations:

• In each group, binary classification based ap-
proach significantly outperforms multi-class
classification based approach. The reason is
that BC-* can solve the multi-label problem,
but MC-* can not. Moreover, MC-* achieve
much lower recall than BC-*, because they
predict at most one event for each sentence.

methods P(%) R(%) F1(%)
BC-CNN 76.6 52.9 62.6

BC-LSTMlast 69.8 52.2 59.7
BC-LSTMavg 68.1 49.2 57.1
BC-LSTMatt 68.3 64.5 66.3

our TBNNAM 76.2 64.5 69.9
Nguyen’s CNN† 71.8 66.4 69.0

Chen’s DMCNN† 75.6 63.6 69.1
Liu’s PSL† 75.3 64.4 69.4

DS-DMCNN‡† 75.7 66.0 70.5

Table 4: Experimental results on ACE 2005 corpus.
Methods in the first group are baseline systems. Meth-
ods in the second group are the proposed approaches.
Methods in the last group are state-of-the-art ED sys-
tems. † requiring annotated triggers, ‡ using external
data

• Methods with CNN as sentence encoder
achieve better performance than that with L-
STM. The reason is that trigger words are im-
portant clues to event detection, and CNN is
good at extracting such local features.

5.3 Overall Performances
In this section, we illustrates the results of the
proposed approach (see Table 4). The results
of baseline systems are listed in the first group.
Methods in the second group are the proposed
approaches. They have the same model structure
as Figure 1. In BC-LSTMatt, λ (see Equation 3) is
set as 1.0, which is designed to show the effects
of the proposed attention strategy. In TBNNAM,
λ is set as 0.25, which is designed to employ
both local information (captured by the attention
mechanism) and global information (captured by
the last output of LSTM). Methods in the last
group are state-of-the-art ED systems on ACE
2005 dataset. We give a brief introduction of them
as follows:
1). Nguyen’s CNN: the CNN model proposed by
Nguyen and Grishman (2015)
2). Chen’s DMCNN: the dynamic multi-pooling
CNN model proposed by Chen et al. (2015)
3). Liu’s PSL: the soft probabilistic soft logic
model proposed by Liu et al. (2016b)
4). DS-DMCNN: the DMCNN model augmented
with automatic labeled data, proposed by Chen
et al. (2017)

From the table, we make the following observa-
tions:
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Figure 5: Visualization of attention weight vector α of sample instances learned by our model.

• BC-LSTMatt outperforms all the baseline
systems with remarkable gains, which
demonstrates the effectiveness of the pro-
posed attention mechanism.

• TBNNAM achieves better performance than
BC-LSTMatt (69.9% vs. 66.3%), which
means that global information captured by
the last state of LSTM is also important to
this task. Such global information and local
information captured by the attention mecha-
nisms are complementary to each other.

• All state-of-the-art ED systems require an-
notated triggers. Without trigger annotation-
s, our approach achieves competitive results,
even outperforms some of them.

5.4 Analysis of Weight α

Figure 5 shows several examples of the attention
vector α learned by our model. In the first case,
“died” is the most significant keyword for the
Death event, and our model succeeded to capture
this feature by assigning it with a large attention s-
core. Similarly, in the second case, “fired” is a key
clue of Attack event, and our model also learned
it and assigned it with a large attention score. Ac-
tually, “died” and “fired” are the trigger words of
Death and Attack events, respectively. Therefore,
we argue that, although annotated triggers are u-
navailable, our model still can exploit trigger in-
formation for this task. Moreover, our approach
also could model the dependencies among differ-
ent events, which has been demonstrated useful
for this task(Liao and Grishman, 2010; Liu et al.,
2016b). For example, Attack events often co-occur
with Death events. In Case1 and Case2 (Figure 5),
our approach models such information by paying
attention on both words “died” and “fired”. Fur-
thermore, the 3-rd case is a negative sample, thus

methods P(%) R(%) F1(%)
BC-LSTMatt\Bias 74.5 57.2 64.7

BC-LSTMatt 68.3 64.5 66.3
TBNNAM\Bias 76.6 59.8 67.2

TBNNAM 76.2 64.5 69.9

Table 5: Results of systems without/with bias term in
loss function, where *\Bias do not use bias term.

there is no key clues. Our model assigned each
token with nearly equivalent attention score.

5.5 Effects of Bias Term in Loss Function

In this section, we illustrates the effectiveness of
the bias term in Equation 4. Table 5 shows ex-
perimental results. Methods named with “*\Bias”
do not use bias term. From the table, we ob-
serve that systems with bias term in loss function
significantly outperform those without bias term,
which demonstrates the correctness of our analy-
sis in Section 3.7 that positive samples should be
reinforced during training.

6 Conclusions

Existing event detection approaches required an-
notated triggers, which limits their applications
because of the expensive annotations. To reduce
manual effort, we investigate performing this task
without event triggers. In this setting, event detec-
tion task encounters two challenges: multi-label
problem and trigger absence problem. We pro-
pose a simple but effective model to solve them,
which computes the representation of a sentence
according to the target event type. Experimental
results demonstrate its effectiveness. Remarkably,
the proposed approach even achieves competitive
performances compared with state-of-the-arts that
used annotated triggers.
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Abstract

This paper introduces improved methods for
sub-event detection in social media streams,
by applying neural sequence models not only
on the level of individual posts, but also di-
rectly on the stream level. Current approaches
to identify sub-events within a given event,
such as a goal during a soccer match, essen-
tially do not exploit the sequential nature of so-
cial media streams. We address this shortcom-
ing by framing the sub-event detection prob-
lem in social media streams as a sequence la-
beling task and adopt a neural sequence archi-
tecture that explicitly accounts for the chrono-
logical order of posts. Specifically, we (i) es-
tablish a neural baseline that outperforms a
graph-based state-of-the-art method for binary
sub-event detection (2.7% micro-F1 improve-
ment), as well as (ii) demonstrate superior-
ity of a recurrent neural network model on
the posts sequence level for labeled sub-events
(2.4% bin-level F1 improvement over non-se-
quential models).

1 Introduction

Social media allow users to communicate via real-
time postings and interactions, with Twitter as a
notable example. Twitter user posts, i.e., tweets,
are often related to events. These can be so-
cial events (concerts, research conferences, sports
events, etc.), emergency situations (e.g., terrorist
attacks) (Castillo, 2016), etc. For a single event,
multiple tweets are posted, by people with vari-
ous personalities and social behavior. Hence, even
more so than (typically more neutral) traditional
media, this implies many different perspectives,
offering an interesting aggregated description.

Given this continuous and large stream of
(likely duplicated) information in Twitter streams,
and their noisy nature, it is challenging to keep
track of the main parts of an event, such as a soc-
cer match. Automating such extraction of differ-

ent sub-events within an evolving event is known
as sub-event detection (Nichols et al., 2012). For
tracking each of the sub-events, the timing aspect
is an important concept (i.e., consecutive tweets in
time). Thus, a sequential model could successfully
exploit chronological relations between the tweets
in a Twitter stream as an informative feature for
sub-event detection.

Several methods have been proposed for sub-
event detection: clustering methods (Pohl et al.,
2012), graph-based approaches (Meladianos et al.,
2015), topic models (Xing et al., 2016) and neural
network architectures (Wang and Zhang, 2017).
None of these studies exploits the chronological
relation between consecutive tweets. In contrast,
our work does take into account that chronolog-
ical order and we predict the presence and the
type of a sub-event exploiting information from
previous tweets. Specifically, we (i) propose a
new neural baseline model that outperforms the
state-of-the-art performance on the binary classi-
fication problem of detecting the presence/absence
of sub-events in a sports stream, (ii) establish
a new reasonable baseline for predicting also the
sub-event types, (iii) explicitly take into account
chronological information, i.e., the relation among
consecutive tweets, by framing sub-event detec-
tion as a sequence labeling problem on top of our
baseline model, and (iv) perform an experimental
study, indicating the benefit of sequence labeling
for sub-event detection in sports Twitter streams.

2 Related Work

Twitter streams have been extensively studied
in various contexts, such as sentiment analy-
sis (Kouloumpis et al., 2011), stock market pre-
diction (Nguyen and Shirai, 2015) and traffic de-
tection (D’Andrea et al., 2015). Specifically, for
sub-event detection in Twitter, several approaches
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Figure 1: Our sub-event detection model comprises: (a) a bin layer, (b) a unit layer, (c) a word embeddings layer,
(d) a representation layer and (e) a chronological LSTM layer to model the natural flow of the sub-events within
the event. We represent each bin using either (i) a tweet- or (ii) a word-level representation. The AVG∗ represents
an average pool operation, performed either directly on the embeddings or on the tweet’s LSTM representation.

have been tried. Unsupervised methods such as
clustering aim to group similar tweets to detect
specific sub-events (Pohl et al., 2012; Abhik and
Toshniwal, 2013) and use simple representations
such as tf-idf weighting combined with a similar-
ity measure. Other unsupervised algorithms use
topic modeling approaches, based on assumptions
about the tweets’ generation process (Xing et al.,
2016; Srijith et al., 2017). Several methods (Zhao
et al., 2011; Zubiaga et al., 2012; Nichols et al.,
2012) assume that a sub-event happens when there
is a ‘burst’, i.e., a sudden increase in the rate
of tweets on the considered event, with many
people commenting on it. Recently, neural net-
work methods have used more complicated repre-
sentations (Wang and Zhang, 2017; Chen et al.,
2018). Also supervised methods have been ap-
plied (Sakaki et al., 2010; Meladianos et al., 2018)
for the sub-event detection task. These meth-
ods usually exploit graph-based structures or tf-idf
weighting schemes. We believe to be the first to
(i) exploit the chronological order of the Twitter
stream and take into account its sequential nature,
and (ii) frame the sub-event detection problem as
a sequence labeling task.

3 Model

3.1 Task Definition

The goal is, given a main event (i.e., soccer
match), to identify its core sub-events (e.g., goals,
kick-off, yellow cards) from Twitter streams.
Specifically, we consider a supervised setting, re-
lying on annotated data (Meladianos et al., 2018).

3.2 Word- vs Tweet-Level Representations

Similar to previous works, we split a data stream
into time periods (Meladianos et al., 2018): we
form bins of tweets posted during consecutive
time intervals. E.g., for a soccer game, one-minute
intervals (bins) lead to more than 90 bins, de-
pending on the content before and after the game,
halftime, stoppage time, and possibly some pre-
game and post-game buffer. Thus, for each bin,
we predict either the presence/absence of a sub-
event (Section 3.3) or the most probable sub-event
type (Section 3.4), depending on the evaluation
scenario.

We consider representing the content of each
bin either on (i) a word-level or (ii) a tweet-level
(see Fig. 1). Formally, we assume that we have a
set of n bins b1, ..., bn, where each bin bi consists
ofmi tweets and ki words (i.e., all words of tweets
in bin bi). Then, the tweet-level representation of
bin bi is symbolized as ti1, ..., timi , where timi is
themth

i tweet of bin bi. In the word-level represen-
tation, we chronologically concatenate the words
from the tweets in the bin: wi1, .., wiki , wherewiki
is the kth

i word of bin bi.

3.3 Binary Classification Baseline

To compare with previous work (Meladianos et al.,
2018), we establish a simple baseline for binary
classification: presence/absence of a sub-event.
For this case, we use as input the word-level
representation of each bin. To do so, we use
word embeddings (randomly initialized) with av-
erage (AVG) pooling (Iyyer et al., 2015) in com-
bination with a multilayer perceptron (MLP) for
binary classification, i.e., presence/absence of a
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sub-event. Note that we experimented with pre-
trained embeddings as well as max-pooling, but
those early experiments led to performance de-
crease compared to the presented baseline model.
We found that training based on average bin rep-
resentations works substantially better than with
max-pooling, and we hypothesize that this is re-
lated to the noisy nature of the Twitter stream.

3.4 Sequence Labeling Approach

Building on the baseline above, we establish a new
architecture that is able to capture the sub-event
types as well as their duration. We phrase sub-
event detection in Twitter streams as a sequence
labeling problem. This means we assume that the
label of a bin is not independent of neighboring
bin labels, given the chronological order of bins
of the Twitter stream, as opposed to independent
prediction for each bin in the binary classification
baseline above. For instance, when a goal is pre-
dicted as a label for bin bi, then it is probable that
the label of the next bin bi+1 will also be goal. Al-
though a sub-event may occur instantly, an identi-
fied sub-event in a Twitter stream can span con-
secutive bins, i.e., minutes: users may continue
tweeting on a particular sub-event for relatively
long time intervals. For this reason, we apply the
well-known BIO tagging scheme (Ramshaw and
Marcus, 1995) for the sub-event detection prob-
lem. For example, the beginning of a goal sub-
event is defined as B-goal, while I-goal (inside)
is assigned to every consecutive bin within the
same sub-event, and the O tag (outside) to every
bin that is not part of any sub-event. To prop-
agate chronological information among bins, we
adopt an LSTM on the sequence of bins as illus-
trated in Fig. 1, layer (e). Note that this tagging
approach assumes that sub-events do not overlap
in time, i.e., only at most one is ongoing in the
Twitter stream at any point in time.

4 Experimental Setup

We evaluated our system1 on the dataset from
Meladianos et al. (2018), with tweets on 20 soc-
cer matches from the 2010 and 2014 FIFA World
Cups, totalling over 2M pre-processed tweets fil-
tered from 6.1M collected ones, comprising 185
events. The dataset includes a set of sub-events,
such as goal, kick-off, half-time, etc. To compare

1https://github.com/bekou/subevent_
sequence_labeling

our binary classification baseline system to previ-
ous methods (Table 1), we use the same train/test
splits as Meladianos et al. (2018), where 3 matches
are used for training and 17 matches as test set.
In this setting, we predict only the presence/ab-
sence of a sub-event. Similar to previous work,
we count a sub-event as correct if at least one of
its comprising bins has been classified as a sub-
event. For the experimental study of our proposed
sequence labeling approach for sub-event detec-
tion, where sub-event types are predicted, we have
randomly split the test set into test (10 matches)
and development (7 matches) sets. We use the de-
velopment set to optimize the F1 score for tuning
of the model parameters, i.e., the word/tweet em-
bedding representation size, LSTM hidden state
size, dropout probability. We adopt 2 evaluation
strategies. The first one, referred to as relaxed
evaluation, is commonly used in entity classifi-
cation tasks (Adel and Schütze, 2017; Bekoulis
et al., 2018a,c) and similar to the binary classifi-
cation baseline system evaluation: score a multi-
bin sub-event as correct if at least one of its com-
prising bin types (e.g., goal) is correct, assuming
that the boundaries are given. The second evalu-
ation strategy, bin-level, is stricter: we count each
bin individually, and check whether its sub-event
type has been predicted correctly, similar to the
token-based evaluation followed in Bekoulis et al.
(2018b).

5 Results

5.1 Baseline Results

Table 1 shows the experimental results of our base-
line model. The Burst baseline system is based on
the tweeting rate in a specific time window (i.e.,
bin) and if a threshold is exceed, the system iden-
tifies that a sub-event has occurred. We report
evaluation scores as presented in Meladianos et al.
(2018). The second approach is the graph-based
method of Meladianos et al. (2018). We observe
that our baseline system (Section 3.3) has a 1.2%
improvement in terms of macro-F1 and 2.7% im-
provement in terms of micro-F1, compared to the
graph-based model from Meladianos et al. (2018),
mainly due to increased precision, and despite the
recall loss.

5.2 Sequence Labeling Results

Table 2 illustrates the predictive performance of
our proposed model (i.e., using the chronological
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LSTM) compared to models making independent
predictions per bin. The upper part of Table 2
contains models without the chronological LSTM.
Our experiments study both word-level and tweet-
level bin representations (see Fig. 1), as reflected
in the ‘Word’ vs. ‘Tweet’ prefix, respectively, in
the Model column of Table 2.

The simplest word-level representation uses the
tf-idf weighting scheme (as in Pohl et al. (2012))
followed by an MLP classifier. For the other
word-level models, we exploit several architec-
tures: AVG pooling (Iyyer et al., 2015), a CNN
followed by AVG pooling (Kim, 2014) and hierar-
chical word-level attention (Yang et al., 2016).

For tweet-level representations, we adopt sim-
ilar architectures, where the AVG, CNNs and at-
tention are performed on sentence level rather than
on the word-level representation of the bin. In this
scenario, we have also exploited the usage of se-
quential LSTMs to represent the tweets. When
comparing models with and without tweet-level
LSTMs, we report the strategy that yields the
best results, indicated by 3 and 7 in the tweet-
level LSTM (TL) columns of Table 2. We do not
present results for applying sequential LSTMs on
the word-level bin representation, because of slow
training on the long word sequences.
Benefit of Chronological LSTM: The bottom
part of Table 2 presents the results of the same
models followed by a chronological LSTM to cap-
ture the natural flow of the stream as illustrated
in Fig. 1. We report results as described in Sec-
tion 4, using the micro F1 score with the two eval-
uation strategies (bin-level and relaxed). We ob-
serve that when using the chronological LSTM,
the performance in terms of bin-level F1 score is
substantially improved for almost every model.
Note that the best model using the chronologi-
cal LSTM (Tweet-AVG) achieves 2.4% better F1

than the best performing model without the use of
chronological LSTM (Word-CNN-AVG). In most
cases there is also a consistent improvement for
both the precision and the recall metrics, which is

Macro Micro
Settings P R F1 P R F1

Burst 78.00 54.00 64.00 72.00 54.00 62.00
Meladianos et al. (2018) 76.00 75.00 75.00 73.00 74.00 73.00

Our binary classif. baseline 89.70 69.99 76.16 83.65 69.05 75.65

Table 1: Comparing our neural network binary classifi-
cation baseline model to state-of-the-art (P = precision,
R = recall).

Bin-level Relaxed
Model TL P R F1 TL P R F1

w
ith

ou
tc

hr
on

ol
.

L
ST

M

Word-tf-idf - 49.40 52.06 50.69 - 56.10 56.10 56.10
Word-AVG - 51.40 45.96 48.53 - 56.10 56.10 56.10

Word-CNN-AVG - 56.93 56.01 56.47 - 75.60 75.60 75.60
Word-attention - 52.92 58.71 55.66 - 86.59 86.59 86.59

Tweet-AVG 3 49.04 45.96 47.45 3 62.19 62.19 62.19
Tweet-attention 3 51.99 42.37 46.68 7 80.48 80.48 80.48

Tweet-CNN 7 58.88 51.17 54.75 7 70.73 70.73 70.73

w
ith

ch
ro

no
l.

L
ST

M

Word-AVG - 58.14 58.35 58.24 - 71.95 71.95 71.95
Word-CNN-AVG - 60.89 56.19 58.45 - 60.97 60.97 60.97
Word-attention - 52.99 42.90 47.42 - 60.97 60.97 60.97

Tweet-AVG 7 57.43 60.32 58.84 7 64.63 64.63 64.63
Tweet-attention 3 48.26 52.24 50.17 7 67.07 67.07 67.07

Tweet-CNN 7 65.33 49.73 56.47 7 60.97 60.97 60.97

Table 2: Comparison of our baseline methods in terms
of micro bin-level and relaxed F1 score with and with-
out chronological LSTM (see Fig. 1). The 3and 7 indi-
cate whether the model uses a tweet-level LSTM (TL).

thanks to the sequential nature of the upper level
LSTM capturing the flow of the text.
Limitations of Relaxed Evaluation: On the other
hand, using the relaxed evaluation strategy, we
observe that the best models are those without
the chronological LSTM layer. Yet, we consider
the relaxed evaluation strategy flawed for our sce-
nario, despite the fact that it has been used for
entity classification tasks (Bekoulis et al., 2018a;
Adel and Schütze, 2017). Indeed, it is not able to
properly capture sub-events which are character-
ized by duration: e.g., if a model assigns a differ-
ent label to each of the bins that together constitute
a single sub-event, then this sub-event counts as a
true positive based on the relaxed evaluation strat-
egy (similar to the evaluation proposed by Meladi-
anos et al. (2018) and followed in Table 1). Thus,
in this work, we propose to use the bin-level evalu-
ation, since it is a more natural way to measure the
duration of a sub-event in a supervised sequence
labeling setting. Note that due to the noisy
nature of Twitter streams, a tweet sequence span-
ning a particular sub-event is likely to contain also
tweets that are not related to the given sub-event: a
given bin inside the event may contain only a mi-
nority of tweets discussing the event. Therefore,
we consider the standard sequence labeling eval-
uation (requiring to have types as well as bound-
aries correct) to be not applicable in sub-event de-
tection.
Performance Comparison of the Top-3 Mod-
els: Figure 2 shows the performance of our three
best performing models in terms of bin-level F1

score on the validation set. The best performing
model is the Tweet-AVG model since it attains its
maximum performance even from the first train-
ing epochs. The Word-AVG model performs well
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Figure 2: Bin-level F1 performance of the three best
performing models on the validation set with respect
to the number of epochs. The smoothed lines (obtained
by LOWESS smoothing) model the trends and the 95%
confidence intervals.

from the first epochs, showing similar behavior to
the Tweet-AVG model. This can be explained by
the similar nature of the two models. The word-
level CNN model attains maximum performance
compared to the other two models in later epochs.
Overall, we propose the use of the chronologi-
cal LSTM with the Tweet-AVG model since this
model does not rely on complex architectures and
it gives consistent results.

6 Conclusion

In this work, we frame the problem of sub-event
detection in Twitter streams as a sequence label-
ing task. Specifically, we (i) propose a binary
classification baseline model that outperforms
state-of-the-art approaches for sub-event detection
(presence/absence), (ii) establish a strong baseline
that additionally predicts sub-event types, and then
(iii) extend this baseline model with the idea of ex-
changing chronological information between se-
quential posts, and (iv) prove it to be beneficial in
almost all examined architectures.
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and Hal Daumé III. 2015. Deep unordered compo-
sition rivals syntactic methods for text classification.
In Proceedings of the 53rd Annual Meeting of the
Association for Computational Linguistics and the
7th International Joint Conference on Natural Lan-
guage Processing (Volume 1: Long Papers), pages
1681–1691. Association for Computational Linguis-
tics.

Yoon Kim. 2014. Convolutional neural networks for
sentence classification. In Proceedings of the 2014
Conference on Empirical Methods in Natural Lan-
guage Processing (EMNLP), pages 1746–1751. As-
sociation for Computational Linguistics.

Efthymios Kouloumpis, Theresa Wilson, and Johanna
Moore. 2011. Twitter sentiment analysis: The good

749



the bad and the omg! In Proceedings of the Fifth In-
ternational AAAI conference on weblogs and social
media, pages 538–541.

Polykarpos Meladianos, Giannis Nikolentzos, Franois
Rousseau, Yannis Stavrakas, and Michalis Vazir-
giannis. 2015. Degeneracy-based real-time sub-
event detection in Twitter stream. In Proceedings of
the 9th International AAAI Conference on Web and
Social Media, pages 248–257. AAAI Press.

Polykarpos Meladianos, Christos Xypolopoulos, Gian-
nis Nikolentzos, and Michalis Vazirgiannis. 2018.
An optimization approach for sub-event detection
and summarization in Twitter. In Proceedings of the
40th European Conference in Information Retrieval,
pages 481–493. Springer International Publishing.

Thien Hai Nguyen and Kiyoaki Shirai. 2015. Topic
modeling based sentiment analysis on social media
for stock market prediction. In Proceedings of the
53rd Annual Meeting of the Association for Compu-
tational Linguistics and the 7th International Joint
Conference on Natural Language Processing (Vol-
ume 1: Long Papers), pages 1354–1364. Associa-
tion for Computational Linguistics.

Jeffrey Nichols, Jalal Mahmud, and Clemens Drews.
2012. Summarizing sporting events using Twitter.
In Proceedings of the 2012 ACM International Con-
ference on Intelligent User Interfaces, pages 189–
198, New York, NY, USA. ACM.

Daniela Pohl, Abdelhamid Bouchachia, and Hermann
Hellwagner. 2012. Automatic sub-event detection
in emergency management using social media. In
Proceedings of the 21st International Conference on
World Wide Web, pages 683–686, New York, NY,
USA. ACM.

Lance Ramshaw and Mitch Marcus. 1995. Text chunk-
ing using transformation-based learning. In Third
Workshop on Very Large Corpora.

Takeshi Sakaki, Makoto Okazaki, and Yutaka Matsuo.
2010. Earthquake shakes Twitter users: real-time
event detection by social sensors. In Proceedings
of the 19th international conference on World wide
web, pages 851–860. ACM.

P.K. Srijith, Mark Hepple, Kalina Bontcheva, and
Daniel Preotiuc-Pietro. 2017. Sub-story detection
in Twitter with hierarchical Dirichlet processes. In-
formation Processing & Management, 53(4):989 –
1003.

Zhongqing Wang and Yue Zhang. 2017. A neural
model for joint event detection and summarization.
In Proceedings of the 26th International Joint Con-
ference on Artificial Intelligence, pages 4158–4164.
AAAI Press.

Chen Xing, Yuan Wang, Jie Liu, Yalou Huang, and
Wei-Ying Ma. 2016. Hashtag-based sub-event dis-
covery using mutually generative LDA in Twitter.
In Proceedings of the Thirtieth AAAI Conference

on Artificial Intelligence, pages 2666–2672. AAAI
Press.

Zichao Yang, Diyi Yang, Chris Dyer, Xiaodong He,
Alex Smola, and Eduard Hovy. 2016. Hierarchi-
cal attention networks for document classification.
In Proceedings of the 2016 Conference of the North
American Chapter of the Association for Compu-
tational Linguistics: Human Language Technolo-
gies, pages 1480–1489. Association for Computa-
tional Linguistics.

Siqi Zhao, Lin Zhong, Jehan Wickramasuriya, and
Venu Vasudevan. 2011. Human as real-time sen-
sors of social and physical events: A case study
of Twitter and sports games. arXiv preprint
arXiv:1106.4300.

Arkaitz Zubiaga, Damiano Spina, Enrique Amigó, and
Julio Gonzalo. 2012. Towards real-time summariza-
tion of scheduled events from Twitter streams. In
Proceedings of the 23rd ACM Conference on Hyper-
text and Social Media, pages 319–320, New York,
NY, USA. ACM.

750



Proceedings of NAACL-HLT 2019, pages 751–761
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

GraphIE: A Graph-Based Framework for Information Extraction

Yujie Qian1, Enrico Santus1, Zhijing Jin2, Jiang Guo1, and Regina Barzilay1

1Computer Science and Artificial Intelligence Laboratory, MIT
2Department of Computer Science, The University of Hong Kong

{yujieq, jiang guo, regina}@csail.mit.edu, {esantus, zhijing}@mit.edu

Abstract

Most modern Information Extraction (IE) sys-
tems are implemented as sequential taggers
and only model local dependencies. Non-local
and non-sequential context is, however, a valu-
able source of information to improve predic-
tions. In this paper, we introduce GraphIE, a
framework that operates over a graph repre-
senting a broad set of dependencies between
textual units (i.e. words or sentences). The al-
gorithm propagates information between con-
nected nodes through graph convolutions, gen-
erating a richer representation that can be
exploited to improve word-level predictions.
Evaluation on three different tasks — namely
textual, social media and visual information
extraction — shows that GraphIE consistently
outperforms the state-of-the-art sequence tag-
ging model by a significant margin.1

1 Introduction

Most modern Information Extraction (IE) systems
are implemented as sequential taggers. While such
models effectively capture relations in the local
context, they have limited capability of exploit-
ing non-local and non-sequential dependencies. In
many applications, however, such dependencies
can greatly reduce tagging ambiguity, thereby im-
proving overall extraction performance. For in-
stance, when extracting entities from a document,
various types of non-local contextual information
such as co-references and identical mentions may
provide valuable cues. See for example Figure 1,
in which the non-local relations are crucial to dis-
criminate the entity type of the second mention of
Washington (i.e. PERSON or LOCATION).

Most of the prior work looking at the non-local
dependencies incorporates them by constraining

1Our code and data are available at https://github.
com/thomas0809/GraphIE.

… his father . Washington came from a prosperous family of planters …

Jefferson was invited by the president to serve as Secretary of State …

Text

Graph

He was involved in a wide range of duties for Washington ’s request …

… his father. Washington came from a prosperous family of planters …
Jefferson was invited by Washington to serve as Secretary of State …
He was involved in a wide range of duties for Washington’s request …

local

Figure 1: Example of the entity extraction task with
an ambiguous entity mention (i.e. “...for Washing-
ton’s request...”). Aside from the sentential forward
and backward edges (green, solid) which aggregate lo-
cal contextual information, non-local relations — such
as the co-referent edges (red, dashed) and the identical-
mention edges (blue, dotted) — provide additional
valuable information to reduce tagging ambiguity (i.e.
PERSON or LOCATION). Best viewed in color.

the output space in a structured prediction frame-
work (Finkel et al., 2005; Reichart and Barzilay,
2012; Hu et al., 2016). Such approaches, how-
ever, mostly overlook the richer set of structural
relations in the input space. With reference to
the example in Figure 1, the co-referent depen-
dencies would not be readily exploited by sim-
ply constraining the output space, as they would
not necessarily be labeled as entities (e.g. pro-
nouns). In the attempt to capture non-local depen-
dencies in the input space, alternative approaches
define a graph that outlines the input structure and
engineer features to describe it (Quirk and Poon,
2017). Designing effective features is however
challenging, arbitrary and time consuming, espe-
cially when the underlying structure is complex.
Moreover, these approaches have limited capac-
ity of capturing node interactions informed by the
graph structure.

In this paper, we propose GraphIE, a framework
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that improves predictions by automatically learn-
ing the interactions between local and non-local
dependencies in the input space. Our approach in-
tegrates a graph module with the encoder-decoder
architecture for sequence tagging. The algorithm
operates over a graph, where nodes correspond
to textual units (i.e. words or sentences) and
edges describe their relations. At the core of our
model, a recurrent neural network sequentially en-
codes local contextual representations and then the
graph module iteratively propagates information
between neighboring nodes using graph convolu-
tions (Kipf and Welling, 2016). The learned repre-
sentations are finally projected back to a recurrent
decoder to support tagging at the word level.

We evaluate GraphIE on three IE tasks, namely
textual, social media, and visual (Aumann et al.,
2006) information extraction. For each task, we
provide in input a simple task-specific graph,
which defines the data structure without access
to any major processing or external resources.
Our model is expected to learn from the rele-
vant dependencies to identify and extract the ap-
propriate information. Experimental results on
multiple benchmark datasets show that GraphIE
consistently outperforms a strong and commonly
adopted sequential model (SeqIE, i.e. a bi-
directional long-short term memory (BiLSTM)
followed by a conditional random fields (CRF)
module). Specifically, in the textual IE task, we
obtain an improvement of 0.5% over SeqIE on the
CONLL03 dataset, and an improvement of 1.4%
on the chemical entity extraction (Krallinger et al.,
2015). In the social media IE task, GraphIE im-
proves over SeqIE by 3.7% in extracting the EDU-
CATION attribute from twitter users. In visual IE,
finally, we outperform the baseline by 1.2%.

2 Related Work

The problem of incorporating non-local and non-
sequential context to improve information extrac-
tion has been extensively studied in the literature.
The majority of methods have focused on enforc-
ing constraints in the output space during infer-
ence, through various mechanisms such as pos-
terior regularization or generalized expectations
(Finkel et al., 2005; Mann and McCallum, 2010;
Reichart and Barzilay, 2012; Li et al., 2013; Hu
et al., 2016).

Research capturing non-local dependencies in
the input space have mostly relied on feature-

based approaches. Roberts et al. (2008) and
Swampillai and Stevenson (2011) have designed
intra- and inter-sentential features based on dis-
course and syntactic dependencies (e.g., short-
est paths) to improve relation extraction. Quirk
and Poon (2017) used document graphs to flexi-
bly represent multiple types of relations between
words (e.g., syntactic, adjacency and discourse re-
lations).

Graph-based representations can be also learned
with neural networks. The most related work to
ours is the graph convolutional network by Kipf
and Welling (2016), which was developed to en-
code graph structures and perform node classifi-
cation. In our framework, we adapt GCN as an
intermediate module that learns non-local context,
which — instead of being used directly for clas-
sification — is projected to the decoder to enrich
local information and perform sequence tagging.

A handful of other information extraction ap-
proaches have used graph-based neural networks.
Miwa and Bansal (2016) applied Tree LSTM (Tai
et al., 2015) to jointly represent sequences and de-
pendency trees for entity and relation extraction.
On the same line of work, Peng et al. (2017) and
Song et al. (2018) introduced Graph LSTM, which
extended the traditional LSTM to graphs by en-
abling a varied number of incoming edges at each
memory cell. Zhang et al. (2018) exploited graph
convolutions to pool information over pruned de-
pendency trees, outperforming existing sequence
and dependency-based neural models in a relation
extraction task. These studies differ from ours in
several respects. First, they can only model word-
level graphs, whereas our framework can learn
non-local context either from word- or sentence-
level graphs, using it to reduce ambiguity during
tagging at the word level. Second, all these stud-
ies achieved improvements only when using de-
pendency trees. We extend the graph-based ap-
proach to validate the benefits of using other types
of relations in a broader range of tasks, such as co-
reference in named entity recognition, followed-by
link in social media, and layout structure in visual
information extraction.

3 Problem Definition

We formalize information extraction as a sequence
tagging problem. Rather than simply modeling in-
puts as sequences, we assume there exists a graph
structure in the data that can be exploited to cap-
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Figure 2: GraphIE framework: (a) an overview of the framework; (b) architecture for sentence-level graph, where
each sentence is encoded to a node vector and fed into the graph module, and the output of the graph module is
used as the initial state of the decoder; (c) architecture for word-level graph, where the hidden state for each word
of the encoder is taken as the input node vector of the graph module, and then the output is fed into the decoder.

ture non-local and non-sequential dependencies
between textual units, namely words or sentences.

We consider the input to be a set of sentences
S = {s1, . . . , sN} and an auxiliary graph G =
(V,E), where V = {v1, . . . , vM} is the node set
and E ⊂ V × V is the edge set. Each sentence
is a sequence of words. We consider two different
designs of the graph:

(1) sentence-level graph, where each node is a
sentence (i.e. M = N ), and the edges encode
sentence dependencies;

(2) word-level graph, where each node is a word
(i.e. M is the number of words in the input),
and the edges connect pairs of words, such as
co-referent tokens.

The edges ei,j = (vi, vj) in the graph can be ei-
ther directed or undirected. Multiple edge types
can also be defined to capture different structural
factors underlying the task-specific input data.

We use the BIO (Begin, Inside, Outside) tag-
ging scheme in this paper. For each sentence

si = (w
(i)
1 , w

(i)
2 , . . . , w

(i)
k ),2 we sequentially tag

each word as yi = (y
(i)
1 , y

(i)
2 , . . . , y

(i)
k ).

4 Method

GraphIE jointly learns local and non-local depen-
dencies by iteratively propagating information be-
tween node representations. Our model has three
components:

• an encoder, which generates local context-
aware hidden representations for the textual
unit (i.e. word or sentence, depending on the
task) with a recurrent neural network;

• a graph module, which captures the graph
structure, learning non-local and non-
sequential dependencies between textual
units;

• a decoder, which exploits the contextual in-
formation generated by the graph module to
perform labelling at the word level.

2While sentences may have different lengths, for notation
simplicity we use a single variable k.
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Figure 2 illustrates the overview of GraphIE
and the model architectures for both sentence- and
word-level graphs. In the following sections, we
first introduce the case of the sentence-level graph,
and then we explain how to adapt the model for the
word-level graph.

4.1 Encoder

In GraphIE, we first use an encoder to gener-
ate text representations. Given a sentence si =

(w
(i)
1 , w

(i)
2 , . . . , w

(i)
k ) of length k, each word w(i)

t

is represented by a vector x(i)
t , which is the con-

catenation of its word embedding and a feature
vector learned with a character-level convolutional
neural network (CharCNN; Kim et al. (2016)). We
encode the sentence with a recurrent neural net-
work (RNN), defining it as

h
(i)
1:k = RNN

(
x
(i)
1:k ;0,Θenc

)
, (1)

where x
(i)
1:k denotes the input sequence

[x
(i)
1 , · · · ,x(i)

k ], h
(i)
1:k denotes the hidden states

[h
(i)
1 , · · · ,h(i)

k ], 0 indicates the initial hidden state
is zero, and Θenc represents the encoder parame-
ters. We implement the RNN as a bi-directional
LSTM (Hochreiter and Schmidhuber, 1997), and
encode each sentence independently.

We obtain the sentence representation for si
by averaging the hidden states of its words, i.e.
Enc(si) = 1

k

(∑k
t=1 h

(i)
t

)
. The sentence repre-

sentations are then fed into the graph module.

4.2 Graph Module

The graph module is designed to learn the non-
local and non-sequential information from the
graph. We adapt the graph convolutional network
(GCN) to model the graph context for information
extraction.

Given the sentence-level graph G = (V,E),
where each node vi (i.e. sentence si) has the
encoding Enc(si) capturing its local information,
the graph module enriches such representation
with neighbor information derived from the graph
structure.

Our graph module is a GCN which takes as
input the sentence representation, i.e. g

(0)
i =

Enc(si), and conducts graph convolution on every
node, propagating information between its neigh-
bors, and integrating such information into a new
hidden representation. Specifically, each layer of

GCN has two parts. The first gets the information
of each node from the previous layer, i.e.

α
(l)
i = W(l)

v g
(l−1)
i , (2)

where W
(l)
v is the weight to be learned. The sec-

ond aggregates information from the neighbors of
each node, i.e. for node vi, we have

β
(l)
i =

1

d(vi)
·W(l)

e

( ∑

ei,j∈E
g
(l−1)
j

)
, (3)

where d(vi) is the degree of node vi (i.e. the
number of edges connected to vi) and is used
to normalize β

(l)
i , ensuring that nodes with dif-

ferent degrees have representations of the same
scale.3 In the simplest case, where the edges in
the graph are undirected and have the same type,
we use the same weight W(l)

e for all of them. In
a more general case, where multiple edge types
exist, we expect them to have different impacts
on the aggregation. Thus, we model these edge
types with different weights in Eq. 3, similar to
the relational GCN proposed by Schlichtkrull et al.
(2018). When edges are directed, i.e. edge ei,j
is different from ej,i, the propagation mechanism
should mirror such difference. In this case, we
consider directed edges as two types of edges (for-
ward and backward), and use different weights for
them.

Finally, α(l)
i and β

(l)
i are combined to obtain the

representation at the l-th layer,

g
(l)
i = σ

(
α

(l)
i + β

(l)
i + b(l)

)
, (4)

where σ(·) is the non-linear activation function,
and b(l) is a bias parameter.

Because each layer only propagates informa-
tion between directly connected nodes, we can
stack multiple graph convolutional layers to get a
larger receptive field, i.e. each node can be aware
of more distant neighbors. After L layers, for
each node vi we obtain a contextual representa-
tion, GCN(si) = g

(L)
i , that captures both local and

non-local information.

4.3 Decoder
To support tagging, the learned representation is
propagated to the decoder.

3We choose this simple normalization strategy instead of
the two-sided normalization in Kipf and Welling (2016), as it
performs better in the experiments. The same strategy is also
adopted by Zhang et al. (2018).
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In our work, the decoder is instantiated as
a BiLSTM+CRF tagger (Lample et al., 2016).
The output representation of the graph module,
GCN(si), is split into two vectors of the same
length, which are used as the initial hidden states
for the forward and backward LSTMs, respec-
tively. In this way, the graph contextual infor-
mation is propagated to each word through the
LSTM. Specifically, we have

z
(i)
1:k = RNN

(
h
(i)
1:k ; GCN(si),Θdec

)
, (5)

where h
(i)
1:k are the output hidden states of the en-

coder, GCN(si) represents the initial state, and Θdec
is the decoder parameters. A simpler way to incor-
porate the graph representation into the decoder is
concatenating with its input, but the empirical per-
formance is worse than using as the initial state.

Finally, we use a CRF layer (Lafferty et al.,
2001) on top of the BiLSTM to perform tagging,

y∗i = arg max
y∈Yk

p
(
y | z(i)1:k ; Θcrf

)
, (6)

where Yk is the set of all possible tag sequences
of length k, and Θcrf represents the CRF parame-
ters, i.e. transition scores of tags. CRF combines
the local predictions of BiLSTM and the transition
scores to model the joint probability of the tag se-
quence.4

4.4 Adaptation to Word-level Graphs

GraphIE can be easily adapted to model word-
level graphs. In such case, the nodes represent
words in the input, i.e. the number of nodes M
equals the total number of words in the N sen-
tences. At this point, each word’s hidden state in
the encoder can be used as the input node vector
g
(0)
i of the graph module. GCN can then con-

duct graph convolution on the word-level graph
and generate graph-contextualized representations
for the words. Finally, the decoder directly op-
erates on the GCN’s outputs, i.e. we change the
BiLSTM decoder to

z
(i)
1:k = RNN

([
GCN(w

(i)
1 ), · · · , GCN(w

(i)
k )
]

;0,Θdec

)
,

4In GraphIE, the graph module models the input space
structure, i.e. the dependencies between textual units (i.e.
sentences or words), and the final CRF layer models the se-
quential connections of the output tags. Even though loops
may exist in the input graph, CRF operates sequentially, thus
the inference is tractable.

where GCN(w
(i)
t ) is the GCN output for word w(i)

t .
In this case, the BiLSTM initial states are set to
the default zero vectors. The CRF layer remains
unchanged.

As it can be seen in Figure 2(c), the word-level
graph module differs from the sentence-level one
because it directly takes the word representations
from the encoder and feeds its output to the de-
coder. In sentence-level graph, the GCN operates
on sentence representations, which are then used
as the initial states of the decoder BiLSTM.

5 Experimental Setup

We evaluate the model on three tasks, including
two traditional IE tasks, namely textual informa-
tion extraction and social media information ex-
traction, and an under-explored task — visual in-
formation extraction. For each of these tasks, we
created a simple task-specific graph topology, de-
signed to easily capture the underlying structure of
the input data without any major processing. Ta-
ble 1 summarizes the three tasks.

5.1 Task 1: Textual Information Extraction
In this task, we focus on named entity recognition
at discourse level (DiscNER). In contrast to tradi-
tional sentence-level NER (SentNER), where sen-
tences are processed independently, in DiscNER,
long-range dependencies and constraints across
sentences have a crucial role in the tagging pro-
cess. For instance, multiple mentions of the same
entity are expected to be tagged consistently in the
same discourse. Here we propose to use this (soft)
constraint to improve entity extraction.

Dataset We conduct experiments on two NER
datasets: the CoNLL-2003 dataset (CONLL03)
(Tjong et al., 2003), and the CHEMDNER dataset
for chemical entity extraction (Krallinger et al.,
2015). We follow the standard split of each cor-
pora. Statistics are shown in Table 2.

Graph Construction In this task, we use a
word-level graph where nodes represent words.
We create two types of edges for each document:

• Local edges: forward and backward edges
are created between neighboring words in
each sentence, allowing local contextual in-
formation to be utilized.

• Non-local edges: re-occurrences of the same
token other than stop words are connected, so
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Evaluation Task Graph Type Node Edge

Textual IE word-level word 1. non-local consistency (identical mentions)
2. local sentential forward and backward

Social Media IE sentence-level user’s tweets followed-by

Visual IE sentence-level text box spatial layout (horizontal and vertical)

Table 1: Comparisons of graph structure in the three IE tasks used for evaluation.

DATASET Train Dev Test

CONLL03 #doc 946 216 231
#sent 14,987 3,466 3,684

CHEMDNER
#doc 3,500 3,500 3,000
#sent 30,739 30,796 26,399

Table 2: Statistics of the CONLL03 and the CHEMD-
NER datasets (Task 1).

that information can be propagated through,
encouraging global consistency of tagging.5

5.2 Task 2: Social Media Information
Extraction

Social media information extraction refers to the
task of extracting information from users’ posts
in online social networks (Benson et al., 2011; Li
et al., 2014). In this paper, we aim at extracting
education and job information from users’ tweets.
Given a set of tweets posted by a user, the goal is
to extract mentions of the organizations to which
they belong. The fact that the tweets are short,
highly contextualized and show special linguistic
features makes this task particularly challenging.

Dataset We construct two datasets, EDUCA-
TION and JOB, from the Twitter corpus released by
Li et al. (2014). The original corpus contains mil-
lions of tweets generated by ≈ 10 thousand users,
where the education and job mentions are anno-
tated using distant supervision (Mintz et al., 2009).
We sample the tweets from each user, main-
taining the ratio between positive and negative
posts.6 The obtained EDUCATION dataset consists
of 443, 476 tweets generated by 7, 208 users, and
the JOB dataset contains 176, 043 tweets generated
by 1, 772 users. Dataset statistics are reported in
Table 3.

5Note that other non-local relations such as co-references
(cf. the example in Figure 1) may be used for further im-
provement. However, these relations require additional re-
sources to obtain, and we leave them to future work.

6Positive and negative refer here to whether or not the ed-
ucation or job mention is present in the tweet.

EDUCATION JOB

Users 7,208 1,772
Edges 11,167 3,498

Positive Tweets 49,793 3,694
Negative Tweets 393,683 172,349

Table 3: Statistics of the EDUCATION and JOB datasets
(Task 2).

The datasets are both split in 60% for training,
20% for development, and 20% for testing. We
perform 5 different random splits and report the
average results.

Graph Construction We construct the graph as
ego-networks (Leskovec and Mcauley, 2012), i.e.
when we extract information about one user, we
consider the subgraph formed by the user and
his/her direct neighbors. Each node corresponds
to a Twitter user, who is represented by the set of
posted tweets.7 Edges are defined by the followed-
by link, under the assumption that connected users
are more likely to come from the same university
or company. An example of the social media graph
is reported in the appendices.

5.3 Task 3: Visual Information Extraction

Visual information extraction refers to the extrac-
tion of attribute values from documents format-
ted in various layouts. Examples include invoices
and forms, whose format can be exploited to infer
valuable information to support extraction.

Dataset The corpus consists of 25,200 Ad-
verse Event Case Reports (AECR) recording drug-
related side effects. Each case contains an average
of 9 pages. Since these documents are produced
by multiple organizations, they exhibit large vari-
ability in the layout and presentation styles (e.g.

7As each node is a set of tweets posted by the user, we
encode every tweet with the encoder, and then average them
to obtain the node representation. In the decoding phase, the
graph module’s output is fed to the decoder for each tweet.
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text, table, etc.).8 The collection is provided with
a separate human-extracted ground truth database
that is used as a source of distant supervision.

Our goal is to extract eight attributes related to
the patient, the event, the drug and the reporter (cf.
Table 6 for the full list). Attribute types include
dates, words and phrases — which can be directly
extracted from the document.

The dataset is split in 50% cases for training,
10% for development, and 40% for testing.

Graph Construction We first turn the PDFs
to text using PDFMiner,9 which provides words
along with their positions in the page (i.e.
bounding-box coordinates). Consecutive words
are then geometrically joined into text boxes. Each
text box is considered as a “sentence” in this task,
and corresponds to a node in the graph.

Since the page layout is the major structural fac-
tor in these documents, we work on page-by-page
basis, i.e. each page corresponds to a graph. The
edges are defined to horizontally or vertically con-
nect nodes (text boxes) that are close to each other
(i.e. when the overlap of their bounding boxes, in
either the vertical or horizontal direction, is over
50%). Four types of edge are considered: left-to-
right, right-to-left, up-to-down, and down-to-up.
When multiple nodes are aligned, only the closest
ones are connected. An example of visual docu-
ment graph is reported in the appendices.

5.4 Baseline and Our Method

We implement a two-layer BiLSTM with a condi-
tional random fields (CRF) tagger as the sequential
baseline (SeqIE). This architecture and its variants
have been extensively studied and demonstrated
to be successful in previous work on information
extraction (Lample et al., 2016; Ma and Hovy,
2016). In the textual IE task (Task 1), our base-
line is shown to obtain competitive results with the
state-of-the-art method in the CONLL03 dataset.
In the visual IE task (Task 3), in order to further
increase the competitiveness of the baseline, we
sequentially concatenate the horizontally aligned
text boxes, therefore fully modeling the horizontal
edges of the graph.

Our baseline shares the same encoder and de-
coder architecture with GraphIE, but without the
graph module. Both architectures have similar

8This dataset cannot be shared for patient privacy and pro-
prietary issues.

9https://euske.github.io/pdfminer/

DATASET Model F1

CONLL03

Lample et al. (2016) 90.94
Ma and Hovy (2016) 91.21
Ye and Ling (2018) 91.38
SeqIE 91.16
GraphIE 91.74∗

CHEMDNER
Krallinger et al. (2015) 87.39
SeqIE 88.28
GraphIE 89.71∗

Table 4: NER accuracy on the CONLL03 and the
CHEMDNER datasets (Task 1). Scores for our methods
are the average of 5 runs. * indicates statistical signifi-
cance of the improvement over SeqIE (p < 0.01).

computational cost. In Task 1, we apply GraphIE
with word-level graph module (cf. Figure 2(c)),
and in Task 2 and Task 3, we apply GraphIE with
sentence-level graph module (cf. Figure 2(b)).

5.5 Implementation Details

The models are trained with Adam (Kingma and
Ba, 2014) to minimize the CRF objective. For
regularization, we choose dropout with a ratio of
0.1 on both the input word representation and the
hidden layer of the decoder. The learning rate
is set to 0.001. We use the development set for
early-stopping and the selection of the best per-
forming hyperparameters. For CharCNN, we use
64-dimensional character embeddings and 64 fil-
ters of width 2 to 4 (Kim et al., 2016). The 100-
dimensional pretrained GloVe word embeddings
(Pennington et al., 2014) are used in Task 1 and
2, and 64-dimensional randomly initialized word
embeddings are used in Task 3. We use a two-
layer GCN in Task 1, and a one-layer GCN in Task
2 and Task 3. The encoder and decoder BiLSTMs
have the same dimension as the graph convolution
layer. In Task 3, we concatenate a positional en-
coding to each text box’s representation by trans-
forming its bounding box coordinates to a vector
of length 32, and then applying a tanh activation.

6 Results

6.1 Task 1: Textual Information Extraction

Table 4 describes the NER accuracy on the
CONLL03 (Tjong et al., 2003) and the CHEMD-
NER (Krallinger et al., 2015) datasets.

For CONLL03, we list the performance of ex-
isting approaches. Our baseline SeqIE obtains
competitive scores compared to the best methods.
The fact that GraphIE significantly outperforms
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DATASET
Dictionary SeqIE GraphIE

P R F1 P R F1 P R F1

EDUCATION 78.7 93.5 85.4 85.2 93.6 89.2 92.9 92.8 92.9∗
JOB 55.7 70.2 62.1 66.2 66.7 66.2 67.1 66.1 66.5

Table 5: Extraction accuracy on the EDUCATION and JOB datasets (Task 2). Dictionary is a naive method which
creates a dictionary of entities from the training set and extracts their mentions during testing time. Scores are the
average of 5 runs. * indicates the improvement over SeqIE is statistically significant (Welch’s t-test, p < 0.01).

Table 1

SeqIE 94.73
random 
connection 94.29

feature 
augmentation 94.48

GraphIE 95.12

De
v 

F1

92.0

93.0

94.0

95.0

96.0
95.12

94.4894.29
94.73

SeqIE random

connection

feature

augmentation

GraphIE

�1

Figure 3: Analysis on the CONLL03 dataset. We com-
pare with two alternative designs: (1) random connec-
tion, where we replace the constructed graph by a ran-
dom graph with the same number of edges; (2) feature
augmentation, where we use the average embedding of
each node and its neighbors as the input to the decoder,
instead of the GCN which has additional parameters.
We report F1 scores on the development set.

it, highlights once more the importance of mod-
eling non-local and non-sequential dependencies
and confirms that our approach is an appropriate
method to achieve this goal.10

For CHEMDNER, we show the best performance
reported in Krallinger et al. (2015), obtained with
a feature-based method. Our baseline outperforms
the feature-based method, and GraphIE further im-
proves the performance by 1.4%.

Analysis To understand the advantage of
GraphIE, we first investigate the importance
of graph structure to the model. As shown in
Figure 3, using random connections clearly hurts
the performance, bringing down the F1 score of
GraphIE from 95.12% to 94.29%. It indicates that
the task-specific graph structures introduce bene-
ficial inductive bias. Trivial feature augmentation
also does not work well, confirming the necessity
of learning the graph embedding with GCN.

We further conduct error analysis on the test
set to validate our motivation that GraphIE re-
solves tagging ambiguity by encouraging consis-
tency among identical entity mentions (cf. Figure

10We achieve the best reported performance among meth-
ods not using the recently introduced ELMo (Peters et al.,
2018) and BERT (Devlin et al., 2018), which are pretrained
on extra-large corpora and computationally demanding.

1). Here we examine the word-level tagging ac-
curacy. We define the words that have more than
one possible tags in the dataset as ambiguous. We
find that among the 1.78% tagging errors of SeqIE,
1.16% are ambiguous and 0.62% are unambigu-
ous. GraphIE reduces the error rate to 1.67%, with
1.06% to be ambiguous and 0.61% unambiguous.
We can see that most of the error reduction indeed
attributes to the ambiguous words.

6.2 Task 2: Social Media Information
Extraction

Table 5 shows the results for the social media in-
formation extraction task. We first report a sim-
ple dictionary-based method as a baseline. Neu-
ral IE models achieve much better performance,
showing that meaningful patterns are learned by
the models rather than simply remembering the
entities in the training set. The proposed GraphIE
outperforms SeqIE in both the EDUCATION and
JOB datasets, and the improvements are more sig-
nificant for the EDUCATION dataset (3.7% versus
0.3%). The reason for such difference is the vari-
ance in the affinity scores (Mislove et al., 2010)
between the two datasets. Li et al. (2014) un-
derline that affinity value for EDUCATION is 74.3
while for JOB it is only 14.5, which means that in
the datasets neighbors are 5 times more likely to
have studied in the same university than worked in
the same company. We can therefore expect that
a model like GraphIE, which exploits neighbors’
information, obtains larger advantages in a dataset
characterized by higher affinity.

6.3 Task 3: Visual Information Extraction
Table 6 shows the results in the visual information
extraction task. GraphIE outperforms the SeqIE
baseline in most attributes, and achieves 1.2% im-
provement in the mirco average F1 score. It con-
firms that the benefits of using layout graph struc-
ture in visual information extraction.

The extraction performance varies across the at-
tributes, ranging from 61.4% for Drug Name to
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ATTRIBUTE
SeqIE GraphIE

P R F1 P R F1

P. Initials 93.5 92.4 92.9 93.6 91.9 92.8
P. Age 94.0 91.6 92.8 94.8 91.1 92.9
P. Birthday 96.6 96.0 96.3 96.9 94.7 95.8
Drug Name 71.2 51.2 59.4 78.5 50.4 61.4
Event 62.6 65.2 63.9 64.1 68.7 66.3
R. First Name 78.3 95.7 86.1 79.5 95.9 86.9
R. Last Name 84.5 68.4 75.6 85.6 68.2 75.9
R. City 88.9 65.4 75.4 92.1 66.3 77.1

Avg. (macro) 83.7 78.2 80.3 85.7 78.4 81.1†

Avg. (micro) 78.5 73.8 76.1 80.3 74.6 77.3†

Table 6: Extraction accuracy on the AECR dataset
(Task 3). Scores are the average of 5 runs. P. is the
abbreviation for Patient, and R. for Reporter. † indi-
cates statistical significance of the improvement over
SeqIE (p < 0.05).

Model Dev F1

GraphIE 77.8
– Edge types 77.0 (↓ 0.8)
– Horizontal edges 74.7 (↓ 3.1)
– Vertical edges 72.4 (↓ 5.4)
– CRF 72.1 (↓ 5.7)

Table 7: Ablation study (Task 3). Scores are micro av-
erage F1 on the development set. “–” means removing
the element from GraphIE.

95.8% for Patient Birthday (similar variations are
visible in the baseline). Similarly, the gap between
GraphIE and SeqIE varies in relation to the at-
tributes, ranging between −0.5% in Patient Birth-
day and 2.4% in Event.

In the ablation test described in Table 7,
we can see the contribution of: using separate
weights for different edge types (+0.8%), hor-
izontal edges (+3.1%), vertical edges (+5.4%),
and CRF (+5.7%).

Generalization We also assess GraphIE’s ca-
pacity of dealing with unseen layouts through an
extra analysis. From our dataset, we sample 2, 000
reports containing the three most frequent tem-
plates, and train the models on this subset. Then
we test all models in two settings: 1) seen tem-
plates, consisting of 1, 000 additional reports in
the same templates used for training; and 2) un-
seen templates, consisting of 1, 000 reports in two
new template types.

The performance of GraphIE and SeqIE is re-
ported in Figure 4. Both models achieve good re-
sults on seen templates, with GraphIE still scoring
2.8% higher than SeqIE. The gap becomes even

Table 1

SeqIE GraphIE

Seen Templates 80.3 83.1

Unseen Templates 13.4 33.7

91.66 91.87 91.77 BiLSTM-CRF:

91.83 92.10 91.96

91.12 91.55 91.34 8%, precision: 91.78 recall: 89.39 F1: 90.57%

91.34 91.93 91.63 7%, precision: 91.90 recall: 89.14 F1: 90.50%

91.88 92.16 92.02 5%, precision: 90.88 recall: 89.62 F1: 90.25%

91.566 91.922 91.744 5%, precision: 90.49 recall: 90.24 F1: 90.37%

5%, precision: 90.53 recall: 90.25 F1: 90.39%

91.54 91.36 91.45 91.116 89.728 90.42%

91.83 91.31 91.57 90.41

90.69 90.74 90.72

91.07 90.81 90.94

91.23 91.04 91.14
91.272 91.052 91.164 GCN:

9%, precision: 91.37%, recall: 90.30%, F1: 90.83%

9%, precision: 92.03%, recall: 90.25%, F1: 91.13%

9%, precision: 92.15%, recall: 90.05%, F1: 91.09%

9%, precision: 91.23%, recall: 90.35%, F1: 90.79%

9%, precision: 92.07%, recall: 90.16%, F1: 91.10%

90.99%

90.99

F1
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Figure 4: Micro average F1 scores tested on seen and
unseen templates (Task 3).

larger when our model and the sequential one are
tested on unseen templates (i.e. 20.3%), demon-
strating that by explicitly modeling the richer
structural relations, GraphIE achieves better gen-
eralizability.

7 Conclusions

We introduced GraphIE, an information extraction
framework that learns local and non-local con-
textual representations from graph structures to
improve predictions. The system operates over
a task-specific graph topology describing the un-
derlying structure of the input data. GraphIE
jointly models the node (i.e. textual units, namely
words or sentences) representations and their de-
pendencies. Graph convolutions project informa-
tion through neighboring nodes to finally support
the decoder during tagging at the word level.

We evaluated our framework on three IE tasks,
namely textual, social media and visual infor-
mation extraction. Results show that it effi-
ciently models non-local and non-sequential con-
text, consistently enhancing accuracy and out-
performing the competitive SeqIE baseline (i.e.
BiLSTM+CRF).

Future work includes the exploration of auto-
matically learning the underlying graphical struc-
ture of the input data.
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A Appendices

We show some examples of the constructed graphs
for different information extraction tasks.

A.1 Social Media Information Extraction

Figure 5: Mock-up example of Social Media Informa-
tion Extraction (Task 2). Nodes are represented as users
and edges are follow-by relations.

A.2 Visual Information Extraction

Figure 6: Mock-up example of Visual Information Ex-
traction (Task 3). The two forms have different layouts.
Graphical dependencies are shown as green lines con-
necting text in blue bounding-boxes.
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Abstract

In this paper, we consider advancing web-
scale knowledge extraction and alignment by
integrating OpenIE extractions in the form of
(subject, predicate, object) triples with Knowl-
edge Bases (KB). Traditional techniques from
universal schema and from schema mapping
fall in two extremes: either they perform
instance-level inference relying on embedding
for (subject, object) pairs, thus cannot handle
pairs absent in any existing triples; or they per-
form predicate-level mapping and completely
ignore background evidence from individual
entities, thus cannot achieve satisfying quality.

We propose OpenKI to handle sparsity of Ope-
nIE extractions by performing instance-level
inference: for each entity, we encode the rich
information in its neighborhood in both KB
and OpenIE extractions, and leverage this in-
formation in relation inference by exploring
different methods of aggregation and attention.
In order to handle unseen entities, our model
is designed without creating entity-specific pa-
rameters. Extensive experiments show that
this method not only significantly improves
state-of-the-art for conventional OpenIE ex-
tractions like ReVerb, but also boosts the
performance on OpenIE from semi-structured
data, where new entity pairs are abundant and
data are fairly sparse.

1 Introduction

Web-scale knowledge extraction and alignment
has been a vision held by different communities
for decades. The Natural Language Processing
(NLP) community has been focusing on knowl-
edge extraction from texts. They apply either
closed information extraction according to an on-
tology (Mintz et al., 2009; Zhou et al., 2005), re-
stricting to a subset of relations pre-defined in the
ontology, or open information extraction (OpenIE)

∗ This work was performed while at Amazon.

to extract free-text relations (Banko et al., 2007;
Fader et al., 2011), leaving the relations unaligned
and thus potentially duplicated. The Database
(DB) community has been focusing on aligning re-
lational data or WebTables (Cafarella et al., 2008)
by schema mapping (Rahm and Bernstein, 2001),
but the quality is far below adequate for assuring
correct data integration.

We propose advancing progress in this direc-
tion by applying knowledge integration from Ope-
nIE extractions. OpenIE extracts SPO (subject,
predicate, object) triples, where each element
is a text phrase, such as E1: (“Robin Hood”,
“Full Cast and Crew”, “Leonardo Decaprio”)
and E2: (“Ang Lee”, “was named best direc-
tor for”, “Brokeback”). OpenIE has been stud-
ied for text extraction extensively (Yates et al.,
2007; Fader et al., 2011; Mausam et al., 2012),
and also for semi-structured sources (Bronzi et al.,
2013), thus serves an effective tool for web-scale
knowledge extraction. The remaining problem is
to align text-phrase predicates1 from OpenIE to
knowledge bases (KB). Knowledge integration an-
swers the following question: given an OpenIE ex-
traction (s, p, o), how can one populate an existing
KB using relations in the pre-defined ontology?

The problem of knowledge integration is not
completely new. The DB community has been
solving the problem using schema mapping tech-
niques, identifying mappings from a source
schema (OpenIE extractions in our context) to a
target schema (KB ontology in our context) (Rahm
and Bernstein, 2001). Existing solutions consider
predicate-level (i.e., attribute) similarity on names,
types, descriptions, instances, and so on, and gen-
erate mappings like “email” mapped to “email-

1We also need to align text-phrase entities, which falls in
the area of entity linking (Dredze et al., 2010; Ji et al., 2014);
it is out of scope of this paper and we refer readers to relevant
references.
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address”; “first name” and “last name” together
mapped to “full name”. However, for our example
“Full Cast and Crew”, which is a union of multiple
KB relations such as “directed by”, “written by”,
and “actor”, it is very hard to determine a mapping
at the predicate level.

On the other hand, the NLP community has pro-
posed Universal Schema (Riedel et al., 2013) to
apply instance-level inference from both OpenIE
extractions and knowledge in existing knowledge
bases: given a set of extractions regarding an en-
tity pair (s, o) and also information of each entity,
infer new relations for this pair. One drawback of
this method is that it cannot handle unseen enti-
ties and entity pairs. Also, the technique tends to
overfit when the data is sparse due to large num-
ber of parameters for entities and entity pairs. Un-
fortunately, in the majority of the real extractions
we examined in our experiments, we can find only
1.4 textual triples on average between the subject
and object. The latest proposal Rowless Universal
Schema (Verga et al., 2017) removes the entity-
specific parameters and makes the inference di-
rectly between predicates and relations, thereby
allowing us to reason about unseen entity pairs.
However, it completely ignores the entities them-
selves, so in a sense falls back to predicate-level
decisions, especially when only one text predicate
is observed.

In this paper we propose a solution that lever-
ages information about the individual entities
whenever possible, and falls back to predicate-
level decisions only when both involved entities
are new. Continuing with our example E1 – if we
know from existing knowledge that “Leonardo” is
a famous actor and has rarely directed or written a
movie, we can decide with a high confidence that
this predicate maps to @film.actor in this triple,
even if our knowledge graph knows nothing about
the new movie “Robin Hood”. In particular, we
make three contributions in this paper.

1. We design an embedding for each entity by ex-
ploring rich signals from its neighboring rela-
tions and predicates in KB and OpenIE. This
embedding provides a soft constraint on which
relations the entities are likely to be involved
in, while keeping our model free from creating
new entity-specific parameters so allowing us
to handle unseen entities during inference.

2. Inspired by predicate-level mapping from
schema mapping and instance-level inference

from universal schema, we design a joint model
that leverages the neighborhood embedding of
entities and relations with different methods of
aggregation and attention.

3. Through extensive experiments on various
OpenIE extractions and KB, we show that
our method improves over state-of-the-arts by
33.5% on average across different datasets.

In the rest of the paper, we define the problem
formally in Section 2, present our method in Sec-
tion 3, describe experimental results in Section 4,
and discuss related work in Section 5.

2 Problem Overview

Problem Statement. Given (i) an existing knowl-
edge base KB of triples (s, p, o) – where s, o ∈
EKB (set of KB entities) and p ∈ RKB (set of
KB relations), and (ii) a set of instances (s′, p′, o′)
from OpenIE extraction (s′ and o′ may not be-
long to EKB , and p′ are text predicates)2: predict
score(s′, p, o′) – where p ∈ RKB .

For example, given E1 and E2 as OpenIE extrac-
tions and background knowledge bases (KB) like
IMDB, we want to predict “@film.actor” relation
given E1 and “@film.directed by” relation given
E2 as the target KB relations between the partic-
ipating entities. Particularly, we want to perform
this relation inference at instance-level, which can
be different for different entities sharing the same
predicate. Table 1 introduces important notations
used in this paper.

s Subject
o Object
p KB relation or text predicate
vs, vp, vo, vs,o Embedding vectors of s, p, o and (s, o)
S(s, p, o) Scoring function for (s, p, o) to be true
Aggp∈R(s,o)(vp) Aggregation function over embeddings

(vp) of p shared by s and o.

Table 1: Notation table.

2.1 Existing Solution and Background
Universal Schema (F-Model) (Riedel et al.,
2013) is modeled as a matrix factorization task
where entity pairs, e.g., (RobinHood, Leonardo
Decaprio) form the rows, and relations from Ope-
nIE and KB form the columns (e.g., @film.actor,
“Full Cast and Crew”). During training, we ob-
serve some positive entries in the matrix and the
objective is to predict the missing cells at test time.

2 In this paper, a ‘relation’ always refers to a KB relation,
whereas a ‘predicate’ refers to an OpenIE textual relation.
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Each (subject, predicate, object) triple is scored as:

SF (s, p, o) = vs,o · vTp

where, vs,o ∈ Rd is the embedding vector of the
entity pair (subject, object), vp is the embedding
vector of a KB relation or OpenIE predicate, and
the triple score is obtained by their dot product.
The parameters vp and vs,o are randomly initial-
ized and learned via gradient descent.

One of the drawbacks of universal schema is the
explicit modeling of entity pairs using free param-
eters vs,o. Therefore, it cannot model unseen en-
tities. This also makes the model overfit on our
data as the number of OpenIE text predicates ob-
served with each entity pair is rather small (1.4 on
average in our datasets).
Universal Schema (E-Model) (Riedel et al.,
2013) considers entity-level information, thus de-
composing the scoring function from the F-model
as follows:

SE(s, p, o) = Ssubj(s, p) + Sobj(p, o)

= vs · vsubj
T

p + vo · vobj
T

p (1)

where each relation is represented by two vectors
corresponding to its argument type for a subject or
an object. The final score is an additive summa-
tion over the subject and object scores Ssubj and
Sobj that implicitly contain the argument type in-
formation of the predicate p. Thus, a joint F- and
E-model of SF+E = SF + SE can perform rela-
tion inference at instance-level considering the en-
tity information. Although the E-model captures
rich information about entities, it still cannot deal
with unseen entities due to the entity-specific free
parameters vs and vo.
Rowless Universal Schema (Rowless) (Verga
et al., 2017) handles new entities as follows. It
considers all relations in KB and OpenIE that the
subject s and object o co-participates in (denoted
by R(s, o)), and represents the entity pair with an
aggregation over embeddings of these relations.

vRowlesss,o = Aggp′∈R(s,o)(vp′)

SRowless(s, p, o) = vRowlesss,o · vTp (2)

Agg(.) is an aggregation function like average
pooling, max pooling, hard attention (Rowless
MaxR) or soft attention given query relations
(Rowless Attention) (Verga et al., 2017). The

Rowless model ignores the individual informa-
tion of entities, and therefore falls back to mak-
ing predicate-level decisions in a sense, especially
when there are only a few OpenIE predicates for
an entity pair.

3 Our Approach

We propose OpenKI for instance-level relation in-
ference such that it (i) captures rich information
about each entity from its neighborhood KB rela-
tions and text predicates to serve as background
knowledge and generalizes to unseen entities by
not learning any entity-specific parameters (only
KB relations and OpenIE predicates are parame-
terized) (ii) considers both shared predicates and
entity neighborhood information to encode entity
pair information. Figure 1 shows the architecture
of our model.

3.1 Entity Neighborhood Encoder (ENE)

The core of our model is the Entity Neighborhood
Encoder. Recall that Rowless Universal Schema
represents each entity pair with common relations
shared by this pair. However, it misses critical in-
formation when entities do not only occur in the
current entity pair, but also interact with other en-
tities. This entity neighborhood can be regarded as
a soft and fine-grained entity type information that
could help infer relations when observed text pred-
icates are ambiguous (polysemous), noisy (low
quality of data source) or low-frequency (sparsity
of language representation). 3

Our aim is to incorporate this entity neighbor-
hood information into our model for instance-level
relation inference while keeping it free of entity-
specific parameters. To do this, for each entity, we
leverage all its neighboring KB relations and Ope-
nIE predicates for relation inference. We aggre-
gate their embeddings to obtain two scores for the
subject and object separately in our ENE model.
The subject score SENEsubj for an entity considers
the aggregated embedding of its participating KB
relations and OpenIE predicates where it serves as
a subject (similar for the object score SENEobj ):

3Note that, the notion of entity neighborhood is differ-
ent from the Neighborhood model in the Universal Schema
work (Riedel et al., 2013). Our entity neighborhood cap-
tures information of each entity, whereas their Neighborhood
model leverages prediction from similar predicates.
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Figure 1: Architecture of the proposed method. In this example, the ENE model uses “Ang Lee’s” neighboring
predicates “IMDB:Director” and “allmovie:Director” for predicting the target KB relation “@film.directed by”.
The attention mechanism assigns a larger weight over “IMDB:Executive Director” for generating entity pair em-
bedding. Different colors of vectors represent different sets of parameters. The Entity Neighborhood Encoder
(ENE) (square & triangle fillers) model contributes the following components to the final scoring function: (1) en-
tity neighborhood scores SENE

subj and SENE
obj of the subject and object respectively; (2) neighborhood signal for the

attention module to calculate the weight of each text predicate and the attention score SAtt(s, p, o) (circle filler).

vaggsubj = Aggp′∈R(s,·)(v
subj
p′ )

SENEsubj (s, p) = vaggsubj · vsubj Tp

vaggobj = Aggp′∈R(·,o)(v
obj
p′ )

SENEobj (p, o) = vaggobj · vobj Tp (3)

R(s, .) denotes all neighboring relations and pred-
icates of the subject s (similar for the object).
vsubjp and vobjp are the only free parameters in ENE.
These are randomly initialized and then learned
via gradient descent. We choose average pooling
as our aggregation function to capture the propor-
tion of different relation and predicate types within
the target entity’s neighborhood.

3.2 Attention Mechanism

Given multiple predicates between a subject and
an object, only some of them are important for pre-
dicting the target KB relation between them. For
example, in Figure 1, the predicate “Executive Di-
rector” is more important than “Full Cast & Crew”
to predict the KB relation “@film.directed by” be-
tween “Life of Pi” and “Ang Lee”.

We first present a query-based attention mecha-
nism from earlier work, and then present our own
solution with a neighborhood attention and com-
bining both in a dual attention mechanism.

3.2.1 Query Attention
The first attention mechanism uses a query relation
q (i.e., the target relation we may want to predict)
to find out the importance (weight) wp|q of differ-
ent predicates p with respect to q with vp and vq as
the corresponding relation embeddings.

wp|q =
exp(vq · vTp )∑
p′ exp(vq · vTp′)

Thus, given each query relation q, the model tries
to find evidence from predicates that are most rel-
evant to the query. Similar techniques have been
used in (Verga et al., 2017). We can also use hard
attention (referred as MaxR) instead of soft atten-
tion where the maximum weight is replaced with
one and others with zero. One potential shortcom-
ing of this attention mechanism is its sensitivity to
noise, whereby it may magnify sparsely observed
predicates between entities.

3.2.2 Neighborhood Attention
In this attention mechanism, we use the subject
and object’s neighborhood information as a filter
to remove unrelated predicates. Intuitively, the en-
tity representation generated by the ENE from its
neighboring relations can be regarded as a soft and
fine-grained entity type information.

Consider the embedding vectors vaggsubj and vaggobj

in Equation 3 that are aggregated from the en-
tity’s neighboring predicates and relations using
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an aggregation function. We compute the simi-
larity wp|Nb between an entity’s neighborhood in-
formation given by the above embeddings and a
text predicate p to enforce a soft and fine-grained
argument type constraint over the text predicate:

wp|Nb =
exp(vaggsubj · v

subjT
p + vaggobj · v

objT
p )

∑
p′ exp(vaggsubj · v

subjT

p′ + vaggobj · v
objT

p′ )

Finally, we combine both the query-dependent
and neighborhood-based attention into a Dual At-
tention mechanism:

wp|q+Nb = wp|q · wp|Nb
wp =

wp|q+Nb∑
p′ wp′|q+Nb

And the score function is given by:

SAtt(s, q, o) = Aggp∈R(s,o)(vp) · vTq
=
(∑

p

wpvp
)
· vTq (4)

3.3 Joint Model: OpenKI
All of the above models capture different types of
features. Given a target triple (s, p, o), we com-
bine scores from Eq. 3 and Eq. 4 in our final
OpenKI model. It aggregates the neighborhood
information of s and o and also uses an attention
mechanism to focus on the important predicates
between s and o. Refer to Figure 1 for an illustra-
tion. The final score of (s, p, o) is given by:

score(s, p, o) = f1(S
Att(s, p, o)) ∗ReLU(α1)

+ f2(S
ENE
subj (s, p)) ∗ReLU(α2)

+ f3(S
ENE
obj (p, o)) ∗ReLU(α3)

where fi(X) = σ(aiX + bi) normalizes different
scores to a comparable distribution. ReLU(αi)
enforces non-negative weights that allow scores to
only contribute to the final model without cancel-
ing each other. ai, bi, αi are free parameters that
are learned during the back propagation gradient
descent process.

3.4 Training Process
Our task is posed as a ranking problem. Given
an entity pair, we want the observed KB relations
between them to have higher scores than the unob-
served ones. Thus, a pair-wise ranking based loss
function is used to train our model:

L(s, ppos, pneg, o) = max(0, γ − score(s, ppos, o)
+ score(s, pneg, o))

where ppos refers to a positive relation, pneg refers
to a uniformly sampled negative relation, and γ
is the margin hyper-parameter. We optimize the
loss function using Adam (Kingma and Ba, 2014).
The training process uses early stop according to
the validation set.

3.5 Explicit Argument Type Constraint

Subject and object argument types of relations
help in filtering out a large number of candidate
relations that do not meet the argument type, and
therefore serve as useful constraints for relation in-
ference. Similar to (Yu et al., 2017), we identify
the subject and object argument type of each rela-
tion by calculating its probability of co-occurrence
with subject / object entity types. During infer-
ence, we select candidate relations by performing
a post-processing filtering step using the subject
and object’s type information when available.

4 Experiments

4.1 Data

We experiment with the following OpenIE
datasets and Knowledge Bases.
(i) Ceres (Lockard et al., 2019) works on semi-
structured web pages (e.g., IMDB) and exploits
the DOM Tree and XPath (Olteanu et al., 2002)
structure in the page to extract triples like (Incred-
ibles 2, Cast and Crew, Brad Bird) and (Incredi-
bles 2, Writers, Brad Bird). We apply Ceres on
the SWDE (Hao et al., 2011) movie corpus to gen-
erate triples. We align these triples to two differ-
ent knowledge bases: (i) IMDB and (ii) subset of
Freebase with relations under /film domain. The
average length of text predicates is 1.8 tokens for
Ceres extractions.
(ii) ReVerb (Fader et al., 2011) works at sentence
level and employs various syntactic constraints
like part-of-speech-based regular expressions and
lexical constraints to prune incoherent and unin-
formative extractions. We use 3 million ReVerb
extractions from ClueWeb where the subject is al-
ready linked to Freebase (Lin et al., 2012) 4. We
align these extractions to (i) entire Freebase and
(ii) subset of Freebase with relations under /film
domain. The average length of text predicates is
3.4 tokens for ReVerb extractions.

4Extractions are downloadable at http:
//knowitall.cs.washington.edu/linked_
extractions/
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ReVerb + ReVerb + Ceres + Ceres +
Freebase Freebase(/film) Freebase(/film) IMDB

Training set

# entity pairs for model training 40,878 1,102 23,389 64,539
# KB relation types 250 64 54 66
# OpenIE predicate types 124,836 35,366 124 178

Test set

# test triples 4938 402 986 998
Avg./Med. # text edges per entity pair 1.74 / 1 1.49 / 1 1.35 / 1 1.23 / 1
Avg./Med. # edges for each subj 95.71 / 9 100.27 / 23 48.80 / 44 121.06 / 110
Avg./Med. # kb edges for each subj 61.41 / 4 8.30 / 6 7.00 / 7 30.77 / 29
Avg./Med. # edges for each obj 699.89 / 62 24.81 / 8 558.33 / 9 775.74 / 12
Avg./Med. # kb edges for each obj 325.70 / 23 10.11 / 6 340.96 / 3 606.31 / 6

Table 2: Data Statistics (Avg: Average, Med: Median).

Models ReVerb + ReVerb + Ceres + Ceres +
Freebase Freebase(/film) Freebase (/flim) IMDB

P (p|p′) (similar to PMI (Angeli et al., 2015)) 0.412 0.301 0.507 0.663
P (p|s, p′, o) 0.474 0.317 0.627 0.770

E-model (Riedel et al., 2013) 0.215 0.156 0.431 0.506
ENE 0.479 0.359 0.646 0.808

Rowless with MaxR (Verga et al., 2017) 0.318 0.285 0.481 0.659
Rowless with Query Attn. (Verga et al., 2017) 0.326 0.278 0.512 0.695

OpenKI with MaxR 0.500 0.378 0.649 0.802
OpenKI with Query Att. 0.497 0.372 0.663 0.800
OpenKI with Neighbor Att. 0.495 0.372 0.650 0.813
OpenKI with Dual Att. 0.505 0.365 0.658 0.814

Table 3: Mean average precision (MAP) of different models over four data settings.

In order to show the generalizability of our ap-
proach to traditional (non OpenIE) corpora, we
also perform experiments in the New York Times
(NYT) and Freebase dataset (Riedel et al., 2010),
which is a well known benchmark for distant su-
pervision relation extraction. We consider the sen-
tences (average length of 18.8 tokens) there to be
a proxy for text predicates. These results are pre-
sented in Section 4.5.

Data preparation: We collect all entity mentions
M from OpenIE text extractions, and all candidate
entities EKB from KB whose name exists in M .
We retain the sub-graph GKB of KB triples where
the subject and object belongs to EKB . Similar
to (Riedel et al., 2013), we use string match to col-
lect candidate entities for each entity mention. For
each pair of entity mentions, we link them if two
candidate entities in EKB share a relation in KB.
Otherwise, we link each mention to the most com-
mon candidate. For entity mentions that cannot
be linked to KB, we consider them as new entities
and link together mentions that share same text .

For validation and test, we randomly hold-out a
part of the entity pairs from GKB where text pred-

icates are observed. Our training data consists of
the rest of GKB and all the OpenIE text extrac-
tions. In addition, we exclude direct KB triples
from training where corresponding entity pairs ap-
pear in the test data (following the data setting
of (Toutanova et al., 2015)). Table 2 shows the
data statistics 5.

We adopt a similar training strategy as Univer-
sal Schema for the Ceres dataset – that not only
learns direct mapping from text predicates to KB
relations, but also clusters OpenIE predicates and
KB relations by their co-occurrence. However, for
the ReVerb data containing a large number of text
predicates compared to Ceres, we only learn the
direct mapping from text predicates to KB rela-
tions that empirically works well for this dataset.

4.2 Verifying Usefulness of Neighborhood
Information: Bayesian Methods

To verify the usefulness of the entity’s neigh-
borhood information, we devise simple Bayesian
methods as baselines. The simplest method counts

5Our datasets with train, test, validation split are down-
loadable at https://github.com/zhangdongxu/
relation-inference-naacl19 for benchmarking.
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the co-occurrence of text predicates and KB rela-
tions (by applying Bayes rule) to find the condi-
tional probability P (p|p′) of a target KB relation
p given a set of observed text predicates p′. This
performs relation inference at predicate-level.

Then, we can include the entity’s relational
neighbors in the Bayesian network by adding the
neighboring predicates and relations of the sub-
ject (given by pNs ) and object (given by pNo ) to
find P (p|s, p′, o), which performs relation infer-
ence at the instance-level. The graph structures of
these three Bayesian methods are shown in Fig-
ure 2. For detailed formula derivation, please refer
to Appendix A.1.

Figure 2: Structures of P (p|p′), P (p|s, o), P (p|s, p′, o)
are listed from top to bottom.

4.3 Baselines and Experimental Setup
Angeli et al. (2015) employ point-wise mutual in-
formation (PMI) between target relations and ob-
served predicates to map OpenIE predicates to
KB relations. This is similar to our Bayes con-
ditional probability P (p|p′). This baseline op-
erates at predicate-level. To indicate the useful-
ness of entity neighborhood information, we also
compare with P (p|s, p′, o) as mentioned in Sec-
tion 4.2. For the advanced embedding-based base-
lines, we compare with the E-model and the Row-
less model (with MaxR and query attention) intro-
duced in Section 2.1.
Hyper-parameters: In our experiments, we use
25 dimensional embedding vectors for the Row-
less model, and 12 dimensional embedding vec-
tors for the E- and ENE models. We use a batch-
size of 128, and 16 negative samples for each posi-
tive sample in a batch. Due to memory constraints,
we sample at most 8 predicates between entities
and 16 neighbors for each entity during training.
We use γ = 1.0 and set the learning rate to 5e-3
for ReVerb and 1e-3 for Ceres datasets.
Evaluation measures: Our task is a multi-label

task, where each entity pair can share multiple KB
relations. Therefore, we consider each KB relation
as a query and compute the Mean Average Preci-
sion (MAP) – where entity pairs sharing the query
relation should be ranked higher than those with-
out the relation. In Section 4.4 we report MAP
statistics for the 50 most common KB relations
for ReVerb and Freebase dataset, and for the 10
most common relations in other domain specific
datasets. The left out relations involve few triples
to report any significant statistics. We also report
the area under the precision recall curve (AUC-
PR) for evaluation in Section 4.5.

4.4 Results

Table 3 shows that the overall results. OpenKI
achieves significant performance improvement
over all the baselines. Overall, we observe 33.5%
MAP improvement on average across different
datasets.

From the first two rows of Table 3, we ob-
serve the performance to improve as we incorpo-
rate neighborhood information into the Bayesian
method. This depicts the strong influence of the
entity’s neighboring relations and predicates for
relation inference.

The results show that our Entity Neighbor En-
coder (ENE) outperforms the E-Model signifi-
cantly. This is because the majority of the entity
pairs in our test data have at least one unseen en-
tity (refer to Table 4), which is very common in
the OpenIE setting. The E-model cannot handle
unseen entities because of its modeling of entity-
specific parameters. This demonstrates the benefit
of encoding entities with their neighborhood in-
formation (KB relations and text predicates) rather
than learning entity-specific parameters. Besides,
ENE outperforms the Rowless Universal Schema
model, which does not consider any information
surrounding the entities. This becomes a disad-
vantage in sparse data setting where only a few
predicates are observed between an entity pair.

Finally, the results also show consistent im-
provement of OpenKI model over only-Rowless
and only-ENE models. This indicates that the
models are complementary to each other. We fur-
ther observe significant improvements by applying
different attention mechanisms over the OpenKI
MaxR model – thus establishing the effectiveness
of our attention mechanism.
Unseen entity: Table 4 shows the data statistics
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of unseen entity pairs in our test data. The most
common scenario is that only one of the entity in a
pair is observed during training, where our model
benefits from the extra neighborhood information
of the observed entity in contrast to the Rowless
model.

Dataset Both One Both
seen unseen unseen

ReVerb + Freebase 864 3232 842
ReVerb + Freebase(/film) 27 147 228
Ceres + Freebase(/film) 383 561 42
Ceres + IMDB 462 533 3

Table 4: Statistics for unseen entities in test data.
“Both seen” indicates both entities exist in training
data; “One unseen” indicates only one of the entities in
the pair exist in training data; “Both unseen” indicates
both entities were unobserved during training.

Models All data At least one seen

Rowless Model 0.278 0.282
OpenKI with Dual Att. 0.365 0.419

Table 5: Mean average precision (MAP) of Rowless
and OpenKI on ReVerb + Freebase (/film) dataset.

Table 5 shows the performance comparison on
test data where at least one of the entity is known
at test time. We choose ReVerb+Freebase(/film)
for analysis because it contains the largest pro-
portion of test triples where both entities are un-
known during training. From the results, we ob-
serve that OpenKI outperforms the Rowless model
by 48.6% when at least one of the entity in the
triple is observed during training. Overall, we ob-
tain 31.3% MAP improvement considering all of
the test data. This validates the efficacy of encod-
ing entity neighborhood information where at least
one of the entities is known at test time. In the sce-
nario where both entities are unknown at test time,
the model falls back to the Rowless setting.

Models MAP

Rowless Model 0.695
+Type Constraint 0.769 ↑ 10.6%

ENE Model 0.808
+Type Constraint 0.818 ↑ 1.2%

OpenKI with Dual Att. 0.814
+Type Constraint 0.828 ↑ 1.7%

Table 6: MAP improvement with argument type con-
straints on Ceres + IMDB dataset.

Explicit Argument Type Constraint: As dis-
cussed in Section 3.5, incorporating explicit type
constraints can improve the model performance.

However, entity type information and argument
type constraints are not always available espe-
cially for new entities. Table 6 shows the perfor-
mance improvement of different models with en-
tity type constraints. We observe the performance
improvement of the ENE model to be much less
than that of the Rowless model with explicit type
constraint. This shows that the ENE model already
captures soft entity type information while model-
ing the neighborhood information of an entity in
contrast to the other methods that require explicit
type constraint.

4.5 Results on NYT + Freebase Dataset
Prior works (Surdeanu et al., 2012; Zeng et al.,
2015; Lin et al., 2016; Qin et al., 2018) on dis-
tantly supervised relation extraction performed
evaluations on the New York Times (NYT) + Free-
base benchmark data developed by Riedel et al.
(2010)6. The dataset contains sentences whose
entity mentions are annotated with Freebase enti-
ties as well as relations. The training data consists
of sentences from articles in 2005-2006 whereas
the test data consists of sentences from articles
in 2007. There are 1950 relational facts in our
test data7. In contrast to our prior experiments in
the semi-structured setting with text predicates, in
this experiment we consider the sentences to be a
proxy for the text predicates.

Models AUC-PR

PCNN + MaxR (Zeng et al., 2015) 0.325
PCNN + Att. (Lin et al., 2016) 0.341

ENE 0.421
OpenKI with Dual Att. 0.461

Table 7: Performances on NYT + Freebase data.

Table 7 compares the performance of our model
with two state-of-the-art works (Zeng et al., 2015;
Lin et al., 2016) on this dataset using AUC-PR as
the evaluation metric.

Overall, OpenKI obtains 35% MAP improve-
ment over the best performing PCNN baseline. In
contrast to baseline models, our approach lever-
ages the neighborhood information of each entity
from the text predicates in the 2007 corpus and
predicates / relations from the 2005-2006 corpus.
This background knowledge contributes to the sig-
nificant performance improvement.

6This data can be downloaded from http://iesl.
cs.umass.edu/riedel/ecml/

7Facts of ‘NA’ (no relation) in the test data are not in-
cluded in the evaluation process.
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Note that, our model uses only the graph in-
formation from the entity neighborhood and does
not use any text encoder such as Piecewise Convo-
lutional Neural Nets (PCNN) (Zeng et al., 2015),
where convolutional neural networks were applied
with piecewise max pooling to encode textual
sentences. This further demonstrates the impor-
tance of entity neighborhood information for rela-
tion inference. It is possible to further improve
the performance of our model by incorporating
text encoders as an additional signal. Some prior
works (Verga et al., 2016; Toutanova et al., 2015)
also leverage text encoders for relation inference.

5 Related Work

Relation Extraction: Mintz et al. (2009) utilize
the entity pair overlap between knowledge bases
and text corpus to generate signals for automatic
supervision. To avoid false positives during train-
ing, many works follow the at-least-one assump-
tion, where at least one of the text patterns be-
tween the entity pair indicate an aligned predi-
cate in the KB (Hoffmann et al., 2011; Surdeanu
et al., 2012; Zeng et al., 2015; Lin et al., 2016).
These works do not leverage graph information.
In addition, Universal Schema (Riedel et al., 2013;
Verga et al., 2017) tackled this task by low-rank
matrix factorization. Toutanova et al. (2015) ex-
ploit graph information for knowledge base com-
pletion. However, their work cannot deal with un-
seen entities since entities’ parameters are explic-
itly learned during training.
Schema Mapping: Traditional schema mapping
methods (Rahm and Bernstein, 2001) involve
three kinds of features, namely, language (name
or description), type constraint, and instance level
co-occurrence information. These methods usu-
ally involve hand-crafted features. In contrast, our
model learns all the features automatically from
OpenIE and KB with no feature engineering. This
makes it easy to scale to different domains with
little model tuning. Also, the entity types used in
traditional schema mapping is always pre-defined
and coarse grained, so cannot provide precise con-
straint of relations for each entity. Instead, our
ENE model automatically learns soft and fine-
grained constraints on which relations entities are
likely to participate in. It is also compatible with
pre-defined type systems.
Relation Grounding from OpenIE to KB: In-
stead of modeling existing schema, open informa-

tion extraction (OpenIE) (Banko et al., 2007; Yates
et al., 2007; Fader et al., 2011; Mausam et al.,
2012) regards surface text mentions between en-
tity pairs as separate relations, and do not require
entity resolution or linking to KB. Since they do
not model KB, it is difficult to infer KB relations
only based on textual observations. Soderland
et al. (2013) designed manual rules to map rela-
tional triples to slot types. Angeli et al. (2015)
used PMI between OpenIE predicates and KB re-
lations using distant-supervision from shared en-
tity pairs for relation grounding. Yu et al. (2017)
used word embedding to assign KB relation labels
to OpenIE text predicates without entity align-
ment. These works do not exploit any graph in-
formation.
Entity Modeling for Relation Grounding: Peo-
ple leveraged several entity information to help
relation extraction. Zhou et al. (2005) employed
type information and observed 8% improvement
of F-1 scores. Ji et al. (2017) encoded entity de-
scription to calculate attention weights among dif-
ferent text predicates within an entity pair. How-
ever, entity type and description information is not
commonly available. Instead, the neighborhood
information is easier to obtain and can also be re-
garded as entities’ background knowledge. Uni-
versal Schema (Riedel et al., 2013) proposed an
E-Model to capture entity type information. How-
ever, it can easily overfit in the OpenIE setting
with large number of entities and a sparse knowl-
edge graph.

6 Conclusion

In this work we jointly leverage relation mentions
from OpenIE extractions and knowledge bases
(KB) for relation inference and aligning OpenIE
extractions to KB. Our model leverages the rich
information (KB relations and OpenIE predicates)
from the neighborhood of entities to improve the
performance of relation inference. This also al-
lows us to deal with new entities without using
any entity-specific parameters. We further explore
several attention mechanisms to better capture en-
tity pair information. Our experiments over sev-
eral datasets show 33.5% MAP improvement on
average over state-of-the-art baselines.

Some future extensions include exploring more
advanced graph embedding techniques without
modeling entity-specific parameters and using text
encoders as additional signals.
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A Appendices

A.1 Derivation of Bayesian Inference
Baselines

P (p|p′) = max
p′∈R(s,o)

P (p|p′) = max
p′∈R(s,o)

P (p, p′)

P (p′)

= max
p′∈R(s,o)

#(p, p′)/#entity pair

#p′/#entity pair

≈ max
p′∈R(s,o)

#(p, p′) + ∆

#(p′) + |Rtext ∪RKB |∆

R(s, o) is the set of observed predicates be-
tween subject s and object o. ∆ is a smoothing
factor which we choose 1e-6 in our implementa-
tion. Using conditional independence assumptions
(refer to Figure 2):

P (p|s, o) =
P (p, s, o)

P (s, o)
=
P (p|s)P (s)P (p|o)P (o)

P (s)P (o)

=
∑

pNs ∈R(s,·)
P (pNs |s)P (p|pNs )

·
∑

pNo ∈R(·,o)
P (pNo |o)P (p|pNo )

P (p|s, p′, o) =
P (p, s, p′, o)

P (s, p′, o)

=
P (p|s)P (s)P (p|p′)P (p′)P (p|o)P (o)

P (s)P (p′)P (o)

= P (p|p′)
∑

pNs ∈R(s,·)
P (pNs |s)P (p|pNs )

·
∑

pNo ∈R(·,o)
P (pNo |o)P (p|pNo )
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Abstract

Existing entity typing systems usually ex-
ploit the type hierarchy provided by knowl-
edge base (KB) schema to model label cor-
relations and thus improve the overall perfor-
mance. Such techniques, however, are not di-
rectly applicable to more open and practical
scenarios where the type set is not restricted
by KB schema and includes a vast number
of free-form types. To model the underly-
ing label correlations without access to man-
ually annotated label structures, we introduce
a novel label-relational inductive bias, repre-
sented by a graph propagation layer that effec-
tively encodes both global label co-occurrence
statistics and word-level similarities. On a
large dataset with over 10,000 free-form types,
the graph-enhanced model equipped with an
attention-based matching module is able to
achieve a much higher recall score while main-
taining a high-level precision. Specifically, it
achieves a 15.3% relative F1 improvement and
also less inconsistency in the outputs. We fur-
ther show that a simple modification of our
proposed graph layer can also improve the per-
formance on a conventional and widely-tested
dataset that only includes KB-schema types.1

1 Introduction

Fine-grained entity typing is the task of identifying
specific semantic types of entity mentions in given
contexts. In contrast to general entity types (e.g.,
organization, event), fine-grained types (e.g., po-
litical party, natural disaster) are often more infor-
mative and can provide valuable prior knowledge
for a wide range of NLP tasks, such as coreference
resolution (Durrett and Klein, 2014), relation ex-
traction (Yaghoobzadeh et al., 2016) and question
answering (Lee et al., 2006; Yavuz et al., 2016).

1https://github.com/xwhan/
Extremely-Fine-Grained-Entity-Typing

Context Types

Big Show then appeared at One Night
Stand, attacking Tajiri, Super Crazy,
and the Full Blooded Italians after
their tag team match

person†, televi-
sion program?

person, athlete,
wrestler,
entertainer

The womens pole vault at the 2010
IAAF World Indoor Championships
was held at the ASPIRE Dome on 12
and 14 March.

month†, event?

date, month

Table 1: Examples of inconsistent predictions pro-
duced by existing entity typing system that does not
model label correlations. We use different subscript
symbols to indicate contradictory type pairs and show
the ground-truth types in italics.

In practical scenarios, a key challenge of entity
typing is to correctly predict multiple ground-truth
type labels from a large candidate set that covers
a wide range of types in different granularities. In
this sense, it is essential for models to effectively
capture the inter-label correlations. For instance, if
an entity is identified as a “criminal”, then the en-
tity must also be a “person”, but it is less likely for
this entity to be a “police officer” at the same time.
When ignoring such correlations and considering
each type separately, models are often inferior in
performance and prone to inconsistent predictions.
As shown in Table 1, an existing model that in-
dependently predicts different types fails to reject
predictions that include apparent contradictions.

Existing entity typing research often address
this aspect by explicitly utilizing a given type
hierarchy to design hierarchy-aware loss func-
tions (Ren et al., 2016b; Xu and Barbosa, 2018) or
enhanced type label encodings (Shimaoka et al.,
2017) that enable parameter sharing between re-
lated types. These methods rely on the assump-
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tion that the underlying type structures are prede-
fined in entity typing datasets. For benchmarks
annotated with the knowledge base (KB) guided
distant supervision, this assumption is often valid
since all types are from KB ontologies and natu-
rally follow tree-like structures. However, since
knowledge bases are inherently incomplete (Min
et al., 2013), existing KBs only include a limited
set of entity types. Thus, models trained on these
datasets fail to generalize to lots of unseen types.
In this work, we investigate entity typing in a more
open scenario where the type set is not restricted
by KB schema and includes over 10,000 free-form
types (Choi et al., 2018). As most of the types do
not follow any predefined structures, methods that
explicitly incorporate type hierarchies cannot be
straightforwardly applied here.

To effectively capture the underlying label cor-
relations without access to known type struc-
tures, we propose a novel label-relational induc-
tive bias, represented by a graph propagation layer
that operates in the latent label space. Specifi-
cally, this layer learns to incorporate a label affin-
ity matrix derived from global type co-occurrence
statistics and word-level type similarities. It can
be seamlessly coupled with existing models and
jointly updated with other model parameters. Em-
pirically, on the Ultra-Fine dataset (Choi et al.,
2018), the graph layer alone can provide a signif-
icant 11.9% relative F1 improvement over previ-
ous models. Additionally, we show that the re-
sults can be further improved (11.9% → 15.3%)
with an attention-based mention-context matching
module that better handles pronouns entity men-
tions. With a simple modification, we demonstrate
that the proposed graph layer is also beneficial
to the widely used OntoNotes dataset, despite the
fact that samples in OntoNotes have lower label
multiplicity (i.e., average number of ground-truth
types for each sample) and thus require less label-
dependency modeling than the Ultra-Fine dataset.

To summarize, our major contribution includes:

• We impose an effective label-relational bias
on entity typing models with an easy-to-
implement graph propagation layer, which al-
lows the model to implicitly capture type de-
pendencies;

• We augment our graph-enhanced model with
an attention-based matching module, which
constructs stronger interactions between the
mention and context representations;

• Empirically, our model is able to offer sig-
nificant improvements over previous models
on the Ultra-Fine dataset and also reduces the
cases of inconsistent type predictions.

2 Related Work

Fine-Grained Entity Typing The task of fine-
grained entity typing was first thoroughly inves-
tigated in (Ling and Weld, 2012), which utilized
Freebase-guided distant supervision (DS) (Mintz
et al., 2009) for entity typing and created one of
the early large-scale datasets. Although DS pro-
vides an efficient way to annotate training data,
later work (Gillick et al., 2014) pointed out that en-
tity type labels induced by DS ignore entities’ lo-
cal context and may have limited usage in context-
aware applications. Most of the following research
has since focused on testing in context-dependent
scenarios. While early methods (Gillick et al.,
2014; Yogatama et al., 2015) on this task rely on
well-designed loss functions and a suite of hand-
craft features that represent both context and enti-
ties, Shimaoka et al. (2016) proposed the first at-
tentive neural model which outperformed feature-
based methods with a simple cross-entropy loss.

Modeling Entity Type Correlations To bet-
ter capture the underlying label correlations, Shi-
maoka et al. (2017) employed a hierarchical label
encoding method and AFET (Ren et al., 2016a)
used the predefined label hierarchy to identify
noisy annotations and proposed a partial-label loss
to reduce such noise. A recent work (Xu and
Barbosa, 2018) proposed hierarchical loss nor-
malization which alleviated the noise of too spe-
cific types. Our work differs from these works
in that we do not rely on known label structures
and aim to learn the underlying correlations from
data. Rabinovich and Klein (2017) recently pro-
posed a structure-prediction approach which used
type correlation features. The inference on their
learned factor graph is approximated by a greedy
decoding algorithm, which outperformed unstruc-
tured methods on their own dataset. Instead of us-
ing an explicit graphical model, we enforce a re-
lational bias on model parameters, which does not
introduce extra burden on label decoding.

3 Task Definition

Specifically, the task we consider takes a raw sen-
tenceC as well as an entity mention spanM inside
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author
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leader
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He has been trying to win international support for the Palestinian cause

GloVe + Position Embedding

Entity Mention

Bi-LSTM

Attention

Interaction

Context

Type Co-occurrence Graph

Linear Transform

Graph Convolution

Neighbors of person

Dot Product

P(person|x)
!

Information Propagation Flow on Graph

a) Mention-Context Encoding b) GCN over Type Vectors

Self-Attentive

Figure 1: Overview of the process to make predictions on the type “person”. a) Modules used to extract mention
and context aware representations. b) An illustration of the graph layer operating over the type vector of “person”.

C as inputs, and aims to predict the correct type la-
bels Tm of M from a candidate type set T , which
includes more than 10,000 free-form types. The
entity span M here can be named entities, nom-
inals and also pronouns. The ground-truth type
set Tm here usually includes more than one types
(approximately five types on average), making this
task a multi-label classification problem.

4 Methodology

In this section, we first briefly introduce the neural
architecture to encode raw text inputs. Then we
describe the matching module we use to enhance
the interaction between the mention span and the
context sentence. Finally, we move to the label
decoder, on which we impose the label-relational
bias with a graph propagation layer that encodes
type co-occurrence statistics and word-level simi-
larities. Figure 1 provides a graphical overview of
our model, with 1a) illustrating both the text en-
coders and the matching module, and 1b) showing
an example of graph propagation.

4.1 Representation Model
Our base model to encode the context and
the mention span follows existing neural ap-
proaches (Shimaoka et al., 2016; Xu and Barbosa,
2018; Choi et al., 2018). To encode the context,
we first apply a standard Bi-LSTM, which takes
GloVe (Pennington et al., 2014) embeddings and
position embeddings (three vectors representing
positions before, inside or after the mention span)
as inputs and outputs the hidden states at each time
step t ∈ [1, lc]. With the derived hidden states

Ch ∈ Rlc×hc , we then apply a self-attentive en-
coder (McCann et al., 2017) on the top to get the
final context representation C. For the entity men-
tion span, we concatenate the features derived by
a character-level CNN and a similar self-attentive
encoder. We denote the final mention representa-
tion asM.2

4.2 Mention-Context Interaction

Since most previous datasets only consider named
entities, a simple concatenation of the two features
[C;M] followed by a linear output layer (Shi-
maoka et al., 2016, 2017) usually works reason-
ably well when making predictions. This sug-
gests that M itself provides important informa-
tion for recognizing entity types. However, as in
our target dataset, a large portion of entity men-
tions are actually pronouns, such as “he” or “it”,
this kind of mentions alone provide only limited
clues about general entity types (e.g., “he” is a
“person”) but little information about fine-grained
types. In this case, directly appending represen-
tation of pronouns does not provide extra useful
information for making fine-grained predictions.
Thus, instead of using the concatenation operator,
we propose to construct a stronger interaction be-
tween the mention and context with an attention-
based matching module, which has shown its ef-
fectiveness in recent natural language inference
models (Mou et al., 2016; Chen et al., 2017).

Formally consider the mention representation
M ∈ Rhm and context’s hidden feature Ch ∈

2Please refer to (Shimaoka et al., 2017) and (Choi et al.,
2018) for more detailed descriptions.
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Rlc×hc , where lc indicates the number of tokens in
the context sentence and hm, hc denote feature di-
mensions. We first project the mention featureM
into the same dimension space as Ch with a linear
layer (W1 ∈ Rhm×hc) and a tanh function3:

mproj = tanh(W T
1 M), (1)

then we perform bilinear attention matching be-
tweenmproj and Ch, resulting in an affinity matrix
A with dimension A ∈ R1×lc :

A = mproj ×Wa × Ch, (2)

where Wa ∈ Rhc×hc is a learnable matrix. If we
consider the mention feature as query and the con-
text as memory, we can use the affinity matrix to
retrieve the relevant parts in the context:

Ā = softmax(A) (3)

rc = Ā × Ch. (4)

With the projected mention representation mproj

and the retrieved context feature rc, we define the
following interaction operators:

r = ρ(Wr[rc;mproj ; rc −mproj ]) (5)

g = σ(Wg[rc;mproj ; rc −mproj ]) (6)

o = g ∗ r + (1− g) ∗mproj , (7)

where ρ(·) is a gaussian error linear
unit (Hendrycks and Gimpel, 2016) and r is
the fused context-mention feature; σ(·) indicates
a sigmoid function and g is the resulting gating
function, which controls how much information
in mention span itself should be passed down. We
expect the model to focus less on the mention
representation when it is not informative. The
concatenation [rc;mproj ; rc − mproj ] here is
supposed to capture different aspects of the inter-
actions. To emphasize the context’s impact, we
finally concatenate the extracted context feature
(C) with the output (o) of the matching module
(f = [o; C]) for prediction.

4.3 Imposing Label-Relational Inductive Bias
For approaches that ignore the underlying label
correlations, the type predictions are considered
as N independent binary classification problems,
with N being the number of types. If we denote
the feature extracted by any arbitrary neural model

3tanh here is used to make mproj in the same scale as
Ch, which was the output of a tanh function inside LSTM.

as f ∈ Rdf , then the probability of being any
given type is calculated by:

p = σ(Wof),Wo ∈ RN×df . (8)

We can see that every row vector of Wo is respon-
sible for predicting the probability of one partic-
ular type. We will refer the row vectors as type
vectors for the rest of this paper. As these type
vectors are independent, the label correlations are
only implicitly captured by sharing the model pa-
rameters that are used to extract f . We argue that
the paradigm of parameter sharing is not enough
to impose strong label dependencies and the val-
ues of type vectors should be better constrained.

A straightforward way to impose the desired
constraints is to add extra regularization terms on
Wo. We first tested several auxiliary loss func-
tions based on the heuristics from GloVe (Pen-
nington et al., 2014), which operates on the type
co-occurrence matrix. However, the auxiliary
losses only offer trivial improvements in our ex-
periments. Instead, we find that directly impos-
ing a model-level inductive bias on the type vec-
tors turns out to be a more principled solution.
This is done by adding a graph propagation layer
over randomly initialized Wo and generating the
updated type vectors W

′
o, which is used for final

prediction. Both Wo and the graph convolution
layer are learned together with other model param-
eters. We view this layer as the key component of
our model and use the rest of this section to de-
scribe how we create the label graph and compute
the propagation over the graph edges.

Label Graph Construction In KB-supervised
datasets, the entity types are usually arranged in
tree-like structures. Without any prior about type
structures, we consider a more general graph-like
structure. While the nodes in the graph straightfor-
wardly represent entity types, the meaning of the
edges is relatively vague, and the connections are
also unknown. In order to create meaningful edges
using training data as the only resource, we utilize
the type co-occurrence matrix: if two type t1 and
t2 both appear to be the true types of a particular
entity mention, we will add an edge between them.
In other words, we are using the co-occurrence
statistics to approximate the pair-wise dependen-
cies and the co-occurrence matrix now serves as
the adjacent matrix. Intuitively, if t2 co-appears
with t1 more often than another type t3, the prob-
abilities of t1 and t2 should have stronger depen-
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Person

Engineer Politician Musician

Figure 2: A snippet of the underlying type co-
occurrence graph. Multiple edges between nodes are
omitted here for clarity.

dencies and the corresponding type vectors should
be more similar in the vector space. In this sense,
we expect each type vector to effectively capture
the local neighbor structure on the graph.

Correlation Encoding via Graph Convolution
To encode the neighbor information into each
node’s representation, we follow the propaga-
tion rule defined in Graph Convolution Network
(GCN) (Kipf and Welling, 2016). In particular,
with the adjacent or co-occurrence matrix A, we
define the following propagation rule on Wo:

W
′
o = D̃−

1
2 ÃD̃−

1
2WoT (9)

Ã = A+ IN . (10)

Here T ∈ Rdf×df is the transformation matrix
and IN is an identity matrix used to add self-
connected edges. D̃ is a diagonal degree matrix
with D̃ii =

∑
j Ãij , which is used to normalize

the feature vectors such that the number of neigh-
bors does not affect the scale of transformed fea-
ture vectors. In our experiments, we find that an
alternative propagation rule

W
′
o = D̃−1ÃWoT (11)

works similarly well and is more efficient as it
involves less matrix multiplications. If we look
closely and take each node out, the propagation
can be written as

W
′
o[i, :] =

1∑
j Ãij

(
∑

j

ÃijWo[j, :]T ). (12)

From this formula, we can see that the propaga-
tion is essentially gathering features from the first-
order neighbors. In this way, the prediction on
type ti is dependent on its neighbor types.

Compared to original GCNs that often use
multi-hop propagations (i.e., multiple graph lay-
ers connected by nonlinear functions) to capture
higher-order neighbor structures. We only apply
one-hop propagation and argue that high-order la-
bel dependency is not necessarily beneficial in our

scenario and might introduce false bias. A sim-
ple illustration is shown in Figure 2. We can see
that propagating 2-hop information introduces un-
desired inductive bias, since types that are more
than 1-hop away (e.g., “Engineer” and “Politi-
cian”) usually do not have any dependencies. In
fact, some of the 2-hop type pairs can be contra-
dictory types (e.g., “police” and “prisoner”). This
hypothesis is consistent with our experiment re-
sults: adding more than one graph layer leads to
worse results. Additionally, we also omit GCN’s
nonlinear activation which introduces unnecessary
constraints on the scale of W

′
o, with which we cal-

culate the unscaled scores before calculating the
probability via a sigmoid function.

4.4 Leveraging Label Word Embeddings

As the type labels are all written as text phrases,
an interesting question is whether we can exploit
the semantics provided by pre-trained word em-
beddings to improve entity typing. We explore this
possibility by using the cosine similarity of word
embeddings. We first calculate type embeddings
by simply summing the embeddings of all tokens
in the type name. Then we build a label affinity
matrix Aword by calculating pair-wise cosine sim-
ilarities. With the assumption that word-level sim-
ilarity measures some degree of label dependency,
we propose to integrate Aword into the graph con-
volution layer following

A
′
word = (Aword + 1)/2 (13)

W
′
o = D̃−1(Ã+ λA

′
word)WoT. (14)

Here Equation 13 scales the similarity value into
(0, 1] to avoid negative edge weights, which might
introduce numerical issues when calculating D̃−1.
λ is a trainable parameter used to weight the im-
pact of word-level similarities. As will be shown
in Section 5, this simple augmentation provides
further improvement over our original model.

5 Experiments

5.1 Experiment Setup

Datasets Our experiments mainly focus on the
Ultra-Fine entity typing dataset which has 10,331
labels and most of them are defined as free-
form text phrases. The training set is annotated
with heterogeneous supervisions based on KB,
Wikipedia and head words in dependency trees,
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Figure 3: Label multiplicity distribution of the datasets.

resulting in about 25.2M4 training samples. This
dataset also includes around 6,000 crowdsourced
samples. Each of these samples has five ground-
truth labels on average. For a fair comparison, we
use the original test split of the crowdsourced data
for evaluation. To better understand the capabil-
ity of our model, we also test our model on the
commonly-used OntoNotes (Gillick et al., 2014)
benchmark. It is worth noting that this dataset is
much smaller and has lower label multiplicity than
the Ultra-Fine dataset, i.e., each sample only has
around 1.5 labels on average. Figure 3 shows a
comparison of these two datasets.

Baselines For the Ultra-Fine dataset, we com-
pare our model with AttentiveNER (Shimaoka
et al., 2016) and the multi-task model proposed
with the Ultra-Fine dataset. Note that other mod-
els that require pre-defined type hierarchy are not
applicable to this dataset. For experiments on
OntoNotes, in addition to the two neural baselines
for Ultra-Fine, we compare with several existing
methods that explicitly utilize the pre-defined type
structures in loss functions. Namely, these meth-
ods are AFET (Ren et al., 2016a), LNR (Ren et al.,
2016b) and NFETC (Xu and Barbosa, 2018).

Evaluation Metrics On Ultra-Fine, we first
evaluate the mean reciprocal rank (MRR), macro
precision(P), recall (R) and F1 following existing
research. As P, R and F1 all depend on a cho-
sen threshold on probabilities, we also consider
a more transparent comparison using precision-
recall curves. On OntoNotes, we use the standard
metrics used by baseline models: accuracy, macro,
and micro F1 scores.

4Choi et al. (2018) use the licensed Gigaword to build
part of the dataset, while in our experiments we only use the
open-sourced training set which has approximately 6M train-
ing samples.

Implementation Details Most of the model hy-
perparameters, such as embedding dimensions,
learning rate, batch size, dropout ratios on con-
text and mention representations are consistent
with existing models. Since the mention-context
matching module brings more parameters, we ap-
ply a dropout layer over the extracted feature f
to avoid overfitting. We list all the hyperparam-
eters in the appendix. Models for OntoNotes are
trained with standard binary cross-entropy (BCE)
losses defined on all candidate labels. When train-
ing on Ultra-Fine, we adopt the multi-task loss
proposed in Choi et al. (2018) which divides the
cross-entropy loss into three separate losses over
different type granularities. The multi-task objec-
tive avoids penalizing false negative types and can
achieve higher recalls.

5.2 Evaluation on the Ultra-Fine Dataset
We report the results on Ultra-Fine in Table 2. It is
worth mentioning that our model, denoted as LA-
BELGCN, is trained using the unlicensed training
set which is smaller than the one used by com-
pared baselines. Even though our model signifi-
cantly outperforms the baselines, for a fair com-
parison, we first test our model using the same de-
cision threshold (0.5) used by previous models. In
terms of F1, our best model (LABELGCN) outper-
forms existing methods by a large margin. Com-
pared to Choi et al. (2018), our model improves
on both precision and recall significantly. Com-
pared to the AttentiveNER trained with standard
BCE loss, our model achieves much higher re-
call but performs worse in precision. This is due
to the fact that when trained with BCE loss, the
model usually retrieves only one label per sample
and these types are mostly general types5 which
are easier to predict. With higher recalls or more
retrieved types, achieving high precision requires
being accurate on fine-grained types, which are of-
ten harder to predict.

As the precision and recall scores both rely on
the decision threshold, different models or differ-
ent metrics can have different optimal thresholds.
As shown by the “LABELGCN + thresh tuning”
entry in Table 2, with threshold tuning, our model
beats baselines in all metrics. We also see that
recall is usually lagging behind precision on this
dataset, indicating that F1 score is mainly affected

5According to the results of our own implementation of
BCE-trained model which achieves similar performance as
AttentiveNER.
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Dev Test

Model MRR P R F1 MRR P R F1

AttentiveNER 0.221 53.7 15.0 23.5 0.223 54.2 15.2 23.7
Choi et al. (2018) 0.229 48.1 23.2 31.3 0.234 47.1 24.2 32.0

LABELGCN 0.250 50.5 28.7 36.6 0.253 50.3 29.2 36.9
- w/o word embedding 0.245 49.4 27.8 35.6 0.249 48.7 28.3 35.8
- w/o gcn propagation 0.231 47.8 25.7 33.5 0.239 45.4 25.8 32.9
- w/o mention-context interaction 0.249 53.2 25.0 34.0 0.253 54.3 25.8 35.0
LABELGCN + threshold-tuning 0.250 55.6 25.4 35.0 0.253 54.8 25.9 35.1

Table 2: Comparison with baseline models on the Ultra-Fine dataset. Threshold-tuning gives better performance
on all metrics compared to both baselines.
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Figure 4: Precision-recall curves on Ultra-Fine. The
trivial point derived by threshold 0 is omitted here.

Model F1-pronouns F1-else
Choi et al. (2018) 35.8 32.0

Choi et al. (2018) + inter 38.2 (↑ 2.4) 32.8

LABELGCN w/o inter 38.6 36.8
LABELGCN 39.3 (↑ 0.7) 36.5

Table 3: Decomposed validation performance on pro-
nouns and the other entities. Each entry is obtained
using the best threshold among the 50 equal-interval
thresholds. The corresponding PR curves can be found
in the appendix (Figure 5).

by the recall and tuning towards recall can usu-
ally lead to higher F1 scores. For more transparent
comparisons, we show the precision-recall curves
in Figure 4. These data points are based on the
validation performance given by 50 equal-interval
thresholds between 0 and 1. We can see there is a
clear margin between our model and the multi-task
baseline method (LabelGCN vs Choi et al.).

5.3 Ablation Studies
To quantify the effect of different model compo-
nents, we report the performance of model vari-
ants in Table 2 and Figure 4. We can clearly see
that the graph convolution layer is the most es-
sential component. The information provided by
word embedding is useful and can further improve

both precision and recall. Although Table 2 seems
to indicate the interaction module decreases the
precision, we can see from Figure 4 that with a
proper threshold, the enhanced interaction actu-
ally improves both precision and recall. In term
of this, we recommend future research to use PR
curves for more accurate model analysis.

5.4 Fine-Grained Performance for Pronouns

As discussed in Section 4.2, the mention repre-
sentation of pronouns provide limited information
about fine-grained types. We investigate the ef-
fect of the enhanced mention-context interaction
by analyzing the decomposed performance on pro-
nouns and other kinds of entities. From the re-
sults in Table 3, we can see that the enhanced in-
teraction offers consistent improvements over pro-
nouns entities and also maintains the performance
on other kinds of entities.

5.5 Qualitative Analysis

To gain insights on the improvements provided by
our model, we manually analyze 100 error cases6

of the baseline model (Choi et al. (2018) with
threshold 0.5) and see if our model can gener-
ate high-quality predictions. We first observe that
many errors actually results from incomplete an-
notations. This suggests models’ precision scores
are often underestimated in this dataset. We dis-
cuss several typical error cases shown in Table 4
and list more samples in the appendix (Table 7).

A key observation is that while the baseline
model tends to make inconsistent predictions (see
examples 1, 2, 3), our model can avoid predicting
such inconsistent type pairs. This indeed validates
our model’s ability to encode label correlations.
We also notice that our model is more sensitive to
gender information indicated by pronouns, while

6The baseline model achieves the lowest precision on
these 100 samples.
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1) Context Today, Taiwan is manifesting the elegance of a democratic island, once again attracting global
attention, as the people on this land create a new page in our history.

Groundtruth time, date, day, today, present
Prediction Baseline: {day†, person?, organization, religion} Ours: {day}
2) Context A gigantic robot emerges, emitting a sound that paralyzes humans and disrupts all electrical systems

in New York City.
Groundtruth object, device, machine, mechanism
Prediction Baseline: {object, person†, robot?} Ours: {object, robot}
3) Context He also has been accused of genocide in Bosnia and other war crimes in Croatia, but the date to try

those two indictments together has not been set.
Groundtruth person
Prediction Baseline:{person, god†, title, criminal?} Ours: {person, politician, criminal, male, prisoner}
4) Context Her status was uncertain for Wimbledon, which begins June 23.

Groundtruth person, athlete, adult, player, professional, tennis player, contestant
Prediction Baseline: {person, female, woman, spouse} Ours: {person, artist, female, woman}
5) Context For eight years he treated thousands of wounded soldiers of the armed forces led by the CPC.

Groundtruth person, doctor, caretaker, nurse
Prediction Baseline: {person, soldier, suspect, serviceman} Ours: {person, soldier, man}

Table 4: Qualitative analysis of validation samples. We use different colors and subscript symbols to mark incon-
sistencies. The bottom two rows show error cases for both models.

Model Accuracy Macro-F1 Micro-F1

AttentiveNER 51.7 71.0 64.9
AFET 55.1 71.1 64.7
LNR 57.2 71.5 66.1

NFETC 60.2 76.4 70.2

Choi et al. (2018) 59.5 76.8 71.8
LABELGCN 59.6 77.8 72.2

Table 5: Results on OntoNotes. Upper rows show the
results of baselines that explicitly use the hierarchical
type structures.

the baseline model sometimes holds the gender-
indicating predictions and predict other types, our
model predicts the gender-indicating types more
often (examples 3, 4, 5). We conjecture that our
model learns this easy way to maintain precision.

For cases that both models fail, some of them
actually require background knowledge (example
4) to make accurate predictions. Another typical
case is that both models predict some other enti-
ties in the context (example 5). We think this po-
tentially results from the data bias introduced by
the head-word supervision.

5.6 Evaluation on OntoNotes

To better understand the requirements for applying
our model, we further evaluate on the OntoNotes
dataset. Here we do not apply the proposed
mention-context matching module as this dataset
does not include any pronoun entities. To obtain
more reliable co-occurrence statistics, we use the
augmented training data released by Choi et al.

(2018). However, since the training set is still
much smaller than that of the Ultra-Fine dataset,
the derived co-occurrence statistics are relatively
noisy and might introduce undesired bias. We thus
add an additional residual connection to our graph
convolution layer, which allows the model to se-
lectively use co-occurrence statistics. This indeed
gives us improvements over previous state-of-the-
arts, as shown in Table 5. However, compared
to Ultra-Fine, the margin of the improvement is
smaller. In view of the key differences of these two
datasets, we highlight two key requirements for
our proposed model to offer substantial improve-
ments. First, there should be a large-scale train-
ing set so that the derived co-occurrence statistics
can reasonably reflect the true label correlations.
Second, the samples themselves should also have
higher label multiplicity. In fact, most of the sam-
ples in OntoNotes only have 1 or 2 labels. This
property actually alleviates the need for models to
capture label dependencies.

6 Conclusion

In this paper, we present an effective method
to impose label-relational inductive bias on fine-
grained entity typing models. Specifically, we
utilize a graph convolution layer to incorporate
type co-occurrence statistics and word-level type
similarities. This layer implicitly captures the la-
bel correlations in the latent vector space. Along
with an attention-based mention-context matching
module, we achieve significant improvements over
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previous methods on a large-scale dataset. As our
method does not require external knowledge about
the label structures, we believe our method is gen-
eral enough and has the potential to be applied to
other multi-label tasks with plain-text labels.
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A Appendix

a) PR curves of pronoun entities a) PR curves of non-pronoun entities

Figure 5: Precision-recall curves showing the decomposed results on pronoun and non-pronoun entity mentions.
The enhanced mention-context interaction can consistently offer improvements for pronoun entity mentions while
maintaining the performance for non-pronoun entity mentions.

learning rate 0.001
batch size 1000

position embedding size 50
dropout on context C 0.2

dropout on mentionM 0.5
hidden dimension of LSTM 100

dropout on fused feature f (Ultra-Fine) 0.2
dropout on fused feature f (OntoNotes) 0.3

Table 6: Hyperparameters used in our experiments
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Context They have been asked to appear in court to face the charge on Feb. 3.
Groundtruth person, defendant, suspect, accused
Prediction Baseline:{person, engineer, officer, policeman†, prisoner?, married, serviceman} Ours:{person}
Context “It is truly a war crime,” she added.

Groundtruth event, crime, issue, offense, transgression, atrocity
Prediction Baseline: {internet†, event, art?, writing} Ours: {law}
Context She added that Israeli military personnel had conducted a medical examination after the shooting in

concert with Palestinian medics.
Groundtruth person
Prediction Baseline: {person†, art?, writing, convict, felon} Ours: {person, female, woman}
Context The monument is located in Pioneer Park Cemetery in the Convention Center District of downtown

Dallas, Texas, USA, next to the Dallas Convention Center and Pioneer Plaza.
Groundtruth location, place, country, area, nation, region
Prediction Baseline: {location†, person?, agency, artist, cemetery, country, language, title, republic}

Ours:{nationality, location, place, country, area, license, nation}
Context The committee undertook its work on Saturday 16/2/1426 A. H . The following is noteworthy :

Groundtruth group, organization, agency, company, institution, administration, body, management, party
Prediction Baseline: {committee†, person?, organization, government} Ours: {group, government, committee}
Context They are accused of helping Libya develop a nuclear weapons programme and were alleged to have

been in contact with Abdul Qadeer Khan , the disgraced father of Pakistan ’s nuclear programme.
Groundtruth group, terrorist
Prediction Baseline: {military, person†, group, country?} Ours: {person, politician, prisoner, serviceman}
Context It also marked the first major roundup of Islamist leaders by a government eager to demonstrate its

commitment to the anti-terror fight waged by the United States.
Groundtruth event, consequence
Prediction Baseline:{internet†, event, art?, writing} Ours:{event}
Context If you have ever watched a keynote speech by Steve Jobs, you know that he was the best of the best in

launching a product.
Groundtruth person, adult, businessman, celebrity, professional
Prediction Baseline: {person, artist, athlete†, author, musician?} Ours:{person}
Context They dined together, this time in Benedict’s house, before the pope was driven back to his temporary

residence in Regensburg ’s St Wolfgang Seminary.
Groundtruth adult, man, supporter, serviceman
Prediction Baseline: {person, adult, female, woman} Ours: {person}
Context Topic : I am grateful to the University of Science and Technology

Groundtruth person, individual, student
Prediction Baseline:{person, politician, employee, leader, minister, traveler, announcer, clergyman} Ours:{person, student}
Context “I didn’t think the speech was that long,” Pataki said.

Groundtruth person, speaker
Prediction Baseline: {person, actor, politician, spokesperson, woman} Ours: {person, adult}
Context ”This is touching our troops,” she said.

Groundtruth person, adult, female, reporter, woman
Prediction Baseline: {person, politician, official, spokesperson, communicator} Ours: {female, official, reporter,

strategist, communicator, officeholder}

Table 7: More sample predictions. Our model is able to give more accurate type predictions and also reduce the
inconsistency in the output type set.
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Abstract

Argument compatibility is a linguistic condi-
tion that is frequently incorporated into mod-
ern event coreference resolution systems. If
two event mentions have incompatible argu-
ments in any of the argument roles, they can-
not be coreferent. On the other hand, if these
mentions have compatible arguments, then this
may be used as information toward deciding
their coreferent status. One of the key chal-
lenges in leveraging argument compatibility
lies in the paucity of labeled data. In this work,
we propose a transfer learning framework for
event coreference resolution that utilizes a
large amount of unlabeled data to learn the ar-
gument compatibility between two event men-
tions. In addition, we adopt an interactive in-
ference network based model to better capture
the (in)compatible relations between the con-
text words of two event mentions. Our exper-
iments on the KBP 2017 English dataset con-
firm the effectiveness of our model in learn-
ing argument compatibility, which in turn im-
proves the performance of the overall event
coreference model.

1 Introduction

Events are essential building blocks of all kinds of
natural language text. An event can be described
several times from different aspects in the same
document, resulting in multiple surface forms of
event mentions. The goal of event coreference
resolution is to identify event mentions that cor-
respond to the same real-world event. This task
is critical for natural language processing applica-
tions that require deep text understanding, such as
storyline extraction/generation, text summariza-
tion, question answering, and information extrac-
tion.

Figure 1 shows a document consisting of three
events described by six different event mentions.
Among these event mentions, m1, m2 and m4 are

Figure 1: A document with three events described in
six event mentions. Coreferent event mentions are
highlighted with the same color.

coreferent, since they all correspond to the event
of the KMT party electing a new party chief. Sim-
ilarly, m3 and m5 are also coreferent, while m6 is
not coreferent with any other event mentions.

An event mention consists of a trigger and zero
or more arguments. The trigger of an event men-
tion is the word/phrase that is considered the most
representative of the event, such as the word meet-
ing for m3 or the word elected for m6. Triggers of
coreferent event mentions must be related, that is,
they should describe the same type of events. For
example, m1 and m3 cannot be coreferent, since
their trigger words — elect and meeting — are
not related.

Arguments are the participants of an event, each
having its role. For example, KMT is the AGENT-
argument and new party chief is the PATIENT-
argument of m1. Argument compatibility is an
important linguistic condition for determining the
coreferent status between two event mentions.
Two arguments are incompatible if they do not
correspond to the same real-world entity when
they are expressed in the same level of specificity;
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Figure 2: System overview.

otherwise, they are compatible. For example, a
pair of TIME-arguments — Wednesday and 2005
— which are expressed in different level of speci-
ficity, are considered compatible. If two event
mentions have incompatible arguments in some
specific argument roles, they cannot be coreferent.
For example, m2 and m6 are not coreferent since
their TIME-arguments — January 2012 and 2005
— and their PATIENT-arguments — a new chair-
person and Ma — are incompatible. On the other
hand, coreferent event mentions can only have
compatible arguments. For example, m3 and m5

both have Wednesday as TIME-arguments. In this
example, argument compatibility in the TIME ar-
gument role is a strong hint suggesting their coref-
erence.

Despite its importance, incorporating argument
compatibility into event coreference systems is
challenging due to the lack of sufficient labeled
data. Many existing works have relied on imple-
menting argument extractors as upstream compo-
nents and designing argument features that cap-
ture argument compatibility in event coreference
resolvers. However, the error introduced in each
of the steps propagates through these resolvers and
hinders their performance considerably.

In light of the aforementioned challenge, we
propose a framework for transferring argument
(in)compatibility knowledge to the event coref-
erence resolution system, specifically by adopt-
ing the interactive inference network (Gong et al.,
2018) as our model structure. The idea is as
follows. First, we train a network to determine
whether the corresponding arguments of an event
mention pair are compatible on automatically la-
beled training instances collected from a large
unlabeled news corpus. Second, to transfer the
knowledge of argument (in)compatibility to an

event coreference resolver, we employ the net-
work (pre)trained in the previous step as a starting
point and train it to determine whether two event
mentions are coreferent on manually labeled event
coreference corpora. Third, we iteratively repeat
the above two steps, where we use the learned
coreference model to relabel the argument com-
patibility instances, retrain the network to deter-
mine argument compatibility, and use the result-
ing pretrained network to learn an event corefer-
ence resolver. In essence, we mutually bootstrap
the argument (in)compatibility determination task
and the event coreference resolution task.

Our contributions are three-fold. First, we uti-
lize and leverage the argument (in)compatibility
knowledge acquired from a large unlabeled cor-
pus for event coreference resolution. Second, we
employ the interactive inference network as our
model structure to iteratively learn argument com-
patibility and event coreference resolution. Ini-
tially proposed for the task of natural language in-
ference, the interactive inference network is suit-
able for capturing the semantic relations between
word pairs. Experimental results on the KBP
coreference dataset show that this network archi-
tecture is also suitable for capturing the argument
compatibility between event mentions. Third, our
model achieves state-of-the-art results on the KBP
2017 English dataset (Ellis et al., 2015, 2016; Get-
man et al., 2017), which confirms the effectiveness
of our method.

2 Related Work

Ablation experiments conducted by Chen and Ng
(2013) provide empirical support for the useful-
ness of event arguments for event coreference res-
olution. Hence, it should not be surprising that,
with just a few exceptions (e.g., Sangeetha and
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event mention DATE-compatibility with ma

ma The result of the election last October surprised everyone. -
m1 He was elected as president in 2005. no
m2 The presidential election took place on October 20th. yes
m3 The opposition party won the election. yes

Table 1: Examples of NER-based sample filtering. The phrases tagged as DATE are underlined, and the trigger
words are boldfaced.

Arock (2012); Araki and Mitamura (2015); Lu and
Ng (2017)), argument features have been exten-
sively exploited in event coreference systems to
capture the argument compatibility between two
event mentions. Basic features such as the num-
ber of overlapping arguments and the number of
unique arguments, and a binary feature encoding
whether arguments are conflicting have been pro-
posed (Chen et al., 2009; Chen and Ji, 2009; Chen
and Ng, 2016). More sophisticated features based
on different kinds of similarity measures have
also been considered, such as the surface similar-
ity based on Dice coefficient and the WuPalmer
WordNet similarity between argument heads (Mc-
Conky et al., 2012; Cybulska and Vossen, 2013;
Araki et al., 2014; Liu et al., 2014; Krause et al.,
2016). However, these features are computed us-
ing either the outputs of event argument extrac-
tors and entity coreference resolvers (Ahn, 2006;
Chen and Ng, 2014, 2015; Lu and Ng, 2016) or se-
mantic parsers (Bejan and Harabagiu, 2014; Yang
et al., 2015; Peng et al., 2016) and therefore suf-
fer from serious error propagation issues (see Lu
and Ng (2018)). Several previous works proposed
joint models to address this problem (Lee et al.,
2012; Lu et al., 2016), while others utilized iter-
ative methods to propagate argument information
(Liu et al., 2014; Choubey and Huang, 2017) in
order to alleviate this issue. However, all of these
methods still rely on argument extractors to iden-
tify arguments and their roles.

3 Method

Our proposed transfer learning framework con-
sists of two learning stages, the pretraining stage
of an argument compatibility classifier and the
fine-tuning stage of an event coreference resolver
(Figure 2). We provide the details of both stages
in sections 3.1 and 3.2, and describe the iterative
strategy combining the two training stages in sec-
tion 3.3. Details on the model structure are cov-
ered in section 3.4.

3.1 Argument Compatibility Learning

In the pretraining stage, we train the model as an
argument compatibility classifier with event men-
tions extracted from a large unlabeled news cor-
pus.

Task definition Given a pair of event mentions
(ma, mb) with related triggers, predict whether
their arguments are compatible or not.

Here, an event mention is represented by a trig-
ger word and the context words within an n-word
window around the trigger.

Related trigger extraction We analyze the
event coreference resolution corpus and extract
trigger pairs that are coreferent more than k times
in the training data. We define these trigger pairs
to be related triggers in our experiment. In this
work, we set k to 10. Table 2 shows some exam-
ples of related triggers with high counts.

trigger pair count
kill - death 86

shoot - shooting 35
retire - retire 34

demonstration - protest 30

Table 2: Examples of related triggers.

If the triggers of an event mention pair are re-
lated, their coreferent status cannot be determined
by looking at the triggers alone, and this is the
case in which argument compatibility affects the
coreferent status most directly. Thus, we focus on
the event mention pairs with related triggers in the
pretraining stage of argument compatibility learn-
ing.

Compatible samples extraction From each
document, we extract event mention pairs with
related triggers and check whether the following
conditions are satisfied:

1. DATE-compatibility (Table 1):
First, we perform named entity recognition
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(NER) on the context words. If both event
mentions have phrases tagged as DATE in
the context, these two phrases must contain at
least one overlapping word. If there are mul-
tiple phrases tagged as DATE in the context,
only the phrase closest to the trigger word is
considered.

2. PERSON-compatibility: Similar to 1.

3. NUMBER-compatibility: Similar to 1.

4. LOCATION-compatibility: Similar to 1.

5. Apart from function words, the ratio of over-
lapping words in their contexts must be un-
der 0.3 for both event mentions. We add this
constraint in order to remove trivial samples
of nearly identical sentences.

Conditions 1–4 are heuristic filtering rules
based on NER tags, which aim to remove samples
with apparent incompatibilities. Here, we consider
four NER types — DATE, PERSON, NUMBER,
and LOCATION — because these types of words
are the most salient types of incompatibility that
can be observed between event mentions. Condi-
tion 5 aims to remove event mention pairs that are
“too similar”. We add this condition because we
do not want our model to base its decisions on the
number of overlapping words between the event
mentions.

We collect event mention pairs satisfying all the
above conditions as our initial set of compatible
samples.

Incompatible sample extraction From differ-
ent documents in the corpus, we extract event
mentions with related triggers and check whether
the following conditions are satisfied:

1. The creation date of the two documents must
be at least one month apart.

2. Apart from the trigger words and the function
words, the context of the event mentions must
contain at least one overlapping word.

In the unlabeled news corpus, articles describ-
ing similar news events are sometimes present.
Thus, we use condition 1 to roughly assure that the
event mention pairs extracted are not coreferent.
Mention pairs extracted from the same document
tend to contain overlapping content words, so to
prevent our model to make decisions based on the

existence of overlapping words, we add condition
2 as a constraint.

We collect event mention pairs satisfying all the
above conditions as our initial set of incompatible
samples.

Argument compatibility classifier With the
initial set of compatible and incompatible samples
acquired above, we train a binary classier to dis-
tinguish between samples of the two sets.

3.2 Event Coreference Learning

In the fine-tuning stage, we adapt the argument
compatibility classifier on the labeled event coref-
erence data to a mention-pair event coreference
model.

3.2.1 Event Mention Detection
Before proceeding to the task of event coreference
resolution, we have to identify the event mentions
in the documents. We train a separate event men-
tion detection model to identify event mentions
along with their subtypes.

We model event mention detection as a multi-
class classification problem. Given a candidate
word along with its context, we predict the subtype
of the event mention triggered by the word. If the
given candidate word is not a trigger, we label it as
NULL. We select the words that have appeared as
a trigger at least once in the training data as candi-
date trigger words. We do not consider multi-word
triggers in this work.

Given an input sentence, we first represent each
of its comprising words by the concatenation of
the word embedding and the character embedding
of the word. These representation vectors are fed
into a bidirectional LSTM (biLSTM) layer to ob-
tain the hidden representation of each word.

For each candidate word in the sentence, its hid-
den representation is fed into the inference layer to
predict the class label. Since the class distribution
is highly unbalanced, with the NULL label signif-
icantly outnumbering all the other labels, we use a
weighted softmax at the inference layer to obtain
the probability of each class. In this work, we set
the weight to 0.1 for the NULL class label and 1
for all the other class labels.

Intuitively, candidate triggers with the same sur-
face form in the same document tend to have the
same class label. However, it is difficult to model
this consistency since our model operates at the
sentence level. Thus, we account for this con-
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sistency across sentences by the following post-
processing step: If a candidate word is assigned
the NULL label but more than half of the candi-
dates sharing the same surface form is detected
as triggers of a specific subtype, then we change
the label to this given subtype. Also, we disre-
gard event mentions with types contact, movement
and transaction in this post-processing step, since
the subtypes under these three types do not have a
good consistency across different sentences in the
same document.

3.2.2 Mention-Pair Event Coreference Model

With the argument compatibility classifier trained
in the previous stage, we use the labeled event
coreference corpus to fine-tune the model into an
event coreference resolver. We design the event
coreference resolver to be a mention-pair model
(Soon et al., 2001), which takes a pair of event
mentions as the input and outputs the likelihood
of them being coreferent.

With the pairwise event coreference predictions,
we further conduct best-first clustering (Ng and
Cardie, 2002) on the pairwise results to build
the event coreference clusters of each document.
Best-first clustering is an agglomerative clustering
algorithm that links each event mention to the an-
tecedent event mention with the highest corefer-
ence likelihood given the likelihood is above an
empirically determined threshold.

3.3 Iterative Relabeling Strategy

Previously, we collected a set of compatible event
mentions from the same document with simple
heuristic filtering. Despite this filtering step, the
initial compatible set is noisy. Here, we intro-
duce an iterative relabeling strategy to improve the
quality of the compatible set of event mentions.

First, we calculate the coreference likelihood of
the event mentions in the initial compatible set.
Mention pairs with a coreference likelihood above
threshold θM are added to the new compatible set.
On the other hand, mention pairs with a corefer-
ence likelihood below θm are added to the initial
incompatible set to form the new incompatible set.
With the new compatible and incompatible sets,
we can start another iteration of transfer learning
to train a coreference resolver with improved qual-
ity. In this work, we set θM to 0.8 and θm to 0.2.

3.4 Model Structure
We adopt an interactive inference network as the
model structure of our proposed method (Figure
3). A qualitative analysis of an interactive in-
ference network shows that it is good at captur-
ing word overlaps, antonyms and paraphrases be-
tween sentence pairs (Gong et al., 2018). Thus, we
believe this network is suitable for capturing the
argument compatibility between two event men-
tions. The model consists of the following com-
ponents:

Model inputs The input to the model is a pair
of event mentions (ma, mb), with ma being the
antecedent mention of mb:

ma = {w1
a, w

2
a, ..., w

N
a }

mb = {w1
b , w

2
b , ..., w

N
b }

(1)

Each event mention is represented by a sequence
of N tokens consisting of one trigger word and its
context. Here, we take the context to be the words
within an n-word window around the trigger. In
this work, n is set to 10.

Embedding layer We represent each input to-
ken by the concatenation of the following compo-
nents:

Word embedding The word representation of
the given token. We use pretrained word vectors to
initialize the word embedding layer.

Character embedding To identify
(in)compatibilities regarding person, orga-
nization or location names, the handling of
out-of-vocabulary (OOV) words is critical.

Adding character-level embeddings can allevi-
ate the OOV problem (Yang et al., 2017). Thus,
we apply a convolutional neural network over the
comprising characters of each token to acquire the
corresponding character embedding.

POS and NER one-hot vectors One-hot vec-
tors of the part-of-speech (POS) tag and NER tag.

Exact match A binary feature indicating
whether a given token appears in the context of
both event mentions. This feature is proved useful
for several NLP tasks operating on pairs of texts
(Chen et al., 2017; Gong et al., 2018; Pan et al.,
2018).

Trigger position We encode the position of
the trigger word by adding a binary feature to in-
dicate whether a given token is a trigger word.
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Figure 3: Model structure.

Encoding layer We pass the sequence of em-
bedding vectors into a biLSTM layer (Hochreiter
and Schmidhuber, 1997), resulting in a sequence
of hidden vectors of size |h|:

hia = biLSTM(emb(wia), h
i−1
a )

hib = biLSTM(emb(wib), h
i−1
b )

(2)

where emb(w) is the embedding vector of token
w.

Interaction layer The interaction layer captures
the relations between two event mentions based on
the hidden vectors ha and hb. The interaction ten-
sor I , a 3-D tensor of shape (N , N , |h|), is calcu-
lated by taking the pairwise multiplication of the
corresponding hidden vectors:

Iij = hia ◦ hjb (3)

Finally, we apply a multi-layer convolutional neu-
ral network to extract the event pair representation
vector fev.

Inference layer In the pretraining stage, we feed
fev to a fully-connected inference layer to make a
binary prediction of argument compatibility.

As for the fine-tuning stage, we concatenate an
auxiliary feature vector faux to fev before feeding
it into the inference layer. faux consists of two fea-
tures, a one-hot vector that encodes the sentence
distance between the two event mentions and the
difference of the word embedding vectors of the
two triggers.

4 Evaluation

4.1 Experimental Setup

4.1.1 Corpora
We use English Gigaword (Parker et al., 2009) as
the unlabeled corpus for argument compatibility
learning. This corpus consists of the news arti-
cles from five news sources, each annotated with
its creation date.

As for event coreference resolution, we use
the English portion of the KBP 2015 and 2016
datasets (Ellis et al., 2015, 2016) for training, and
the KBP 2017 dataset (Getman et al., 2017) for
evaluation. The KBP datasets comprise news arti-
cles and discussion forum threads. The KBP 2015,
2016, and 2017 corpora contain 648, 169, and 167
documents, respectively. Each document is anno-
tated with event mentions of 9 types and 18 sub-
types, along with the coreference clusters of these
event mentions.

4.1.2 Implementation Details
Preprocessing We use the Stanford CoreNLP
toolkit (Manning et al., 2014) to perform prepro-
cessing on the input data.

Network structure Each word embedding is
initialized with the 300-dimensional pretrained
GloVe embedding (Pennington et al., 2014). The
character embedding layer is a combination of an
8-dimensional embedding layer and three 1D con-
volution layers with a kernel size of 5 with 100
filters. The size of the biLSTM layer is 200.
The maximum length of a word is 16 characters;
shorter words are padded with zero and longer
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MUC B3 CEAFe BLANC AVG-F
biLSTM (standard) 29.49 43.15 39.91 24.15 34.18
biLSTM (transfer) 33.84 42.91 38.39 26.59 35.43
Interact (standard) 31.12 42.84 39.01 24.99 34.49
Interact (transfer) 34.28 42.93 39.95 32.12 36.24
Interact (transfer, 2nd iter) 35.66 43.20 40.02 32.43 36.75
Interact (transfer, 3rd iter) 36.05 43.07 39.69 28.06 36.72
Jiang et al. (2017) 30.63 43.84 39.86 26.97 35.33

Table 3: Event coreference resolution results of our proposed system, compared with the biLSTM baseline model
and the current state-of-the-art system.

words are cropped. For the interaction layer, we
use convolution layers with a kernel size of 3 in
combination with max-pooling layers. The size of
the inference layer is 128. Sigmoid activation is
used for the inference layer, and all other layers
use ReLU as the activation function.

Event mention detection model For word em-
beddings, we use the concatenation of a 300-
dimensional pretrained GloVe embedding and the
50-dimensional embedding proposed by Turian
et al. (2010). The character embedding layer is a
combination of an 8-dimensional embedding layer
and three 1D convolution layers with kernel sizes
of 3, 4, 5 with 50 filters.

4.1.3 Evaluation Metrics
We follow the standard evaluation setup adopted
in the official evaluation of the KBP event nugget
detection and coreference task. This evaluation
setup is based on four distinct scoring measures —
MUC (Vilain et al., 1995) , B3 (Bagga and Bald-
win, 1998), CEAFe (Luo, 2005) and BLANC (Re-
casens and Hovy, 2011) — and the unweighted av-
erage of their F-scores (AVG-F). We use AVG-F
as the main evaluation measure when comparing
system performances.

4.2 Results

We present the experimental results on the KBP
2017 corpus in Table 3. In the following, we com-
pare the performance of methods with different
network architectures and experimental settings.

Comparison of network architectures We
compare the results of the interactive inference
network (Interact) with the biLSTM baseline
model (biLSTM).

The biLSTM baseline model does not have the
interaction layer. Instead, the last hidden vectors
of the biLSTM layer are concatenated and fed into
the inference layer directly.

When trained solely on the event coreference
corpus (standard), the model with the interactive
inference network performs slightly better than the
biLSTM baseline model, as shown in rows 1 and
3. However, with an additional pretraining step
of argument compatibility learning (transfer), the
interact inference network outperforms the biL-
STM baseline model by a considerable margin, as
shown in rows 2 and 4. We conclude that the in-
teractive inference network can better capture the
complex interactions between two event mentions,
accounting for the difference in performance.

Effect of transfer learning Regardless of the
network structure, we observe a considerable
improvement in performance by pretraining the
model as an argument compatibility classifier. The
biLSTM baseline model achieves an improvement
of 1.25 points in AVG-F by doing transfer learn-
ing, as can be seen in rows 1 and 2. As for the
interactive inference network, an improvement of
1.75 points in AVG-F is achieved, as can be seen
in rows 3 and 4. These results provide sugges-
tive evidence that our proposed transfer learning
framework, which utilizes a large unlabeled cor-
pus to perform argument compatibility learning, is
effective.

Effect of iterative relabeling We achieve an-
other boost in performance by using the trained
event coreference resolver to relabel the training
samples for argument compatibility learning. The
best result is achieved after two iterations (row 5)
with an improvement of 2.26 points in AVG-F
compared to the standard interactive inference net-
work (row 3). However, we are not able to ob-
tain further gains with more iterations of relabel-
ing (row 6). We speculate that the difference in
event coreference model predictions across differ-
ent iterations is not big enough to have a perceiv-
able impact, but additional experiments are needed
to determine the reason.
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Type Event Mention Pair Gold System

Explicit
m1: ... the building where 13 people were killed will be razed, and a memorial ...
m2: In that case, George Hennard killed 23 people at a Luby ’s restaurant, ...

non-coref non-coref

Explicit
m1: Ten relatives of the victims arrived at the airport Sunday before traveling to the city of Jiangshan.
m2: On Monday , the victims’ relatives went to the Jiangshan Municipal Funeral Parlor.

non-coref non-coref

Implicit
m1: ... a young woman protester was brutally slapped while she was demonstrating ...
m2: ... explain why a women protester in her 60s was beaten up by policemen ...

non-coref coref

Implicit
m1: She died from a brain hemorrhage on July 10, 2003, ...
m2: ... has denied killing his second wife, whom he says died in a car accident.

non-coref non-coref

Implicit
m1: Nationwide demonstrations held in France to protest gay marriage.
m2: ... to protest against the country’s plan to legalize same-sex marriage.

coref coref

General
m1: ... Connecticut elementary school shooting has reignited the debate over gun control.
m2: Gun supporters hold that people, not guns, are to blame for the shootings.

non-coref coref

General
m1: Industrial accidents have injured and killed Foxconn workers, and the company also experienced ...
m2: ... explosion in May 2011 at Foxconn ’s Chengdu factory killed three workers ...

non-coref non-coref

Table 4: Examples of event pairs with related triggers. Trigger words are boldfaced, and words with
(in)compatibility information are colored in blue.

Comparison with the state of the art Com-
paring row 5 and 7, we can see that our method
outperforms the previous state-of-the-art model
(Jiang et al., 2017) by 1.42 points in AVG-F.

5 Discussion

In this section, we conduct a qualitative analysis
of the outputs of our best-performing system (the
Interact (transfer, 2nd iter) system in Table 3) on
the event coreference dataset and the unseen event
mention pairs extracted from the unlabeled corpus.

5.1 Compatibility Classification

We focus on the samples with related triggers hav-
ing either compatible or incompatible arguments
(Table 4). These samples can be roughly classified
into the following categories:

Explicit argument compatibility The existence
of identical/distinct time phrases, numbers, loca-
tion names or person names in the context is the
most explicit form of (in)compatibility.

For these event pairs, the existence of identi-
cal/distinct phrases with the same NER type is a
direct clue toward deciding their coreferent status.
Making use of this nature, we perform filtering on
the set of compatible samples acquired from the
unlabeled corpus in order to remove samples with
explicit incompatibility.

Our model can recognize this type of
(in)compatibility with a relatively high accu-
racy. Both examples shown in Table 4 are
predicted correctly.

Implicit argument compatibility Event pairs
with implicit (in)compatible arguments require ex-
ternal knowledge to resolve.

We present three examples in Table 4. In the
first example, the knowledge that a woman in her
60s is generally not referred to as being young is
required to determine the incompatibility. Simi-
larly, the knowledge that both brain hemorrhage
and car accident are causes of people’s death are
required to classify the second example correctly.

While the performance on samples with implicit
(in)compatibility is not as good as that on samples
with explicit (in)compatibility, our system is able
to capture implicit (in)compatibility to some ex-
tent. We believe that this type of (in)compatibility
is difficult to be captured with the argument fea-
tures that are designed based on the outputs of
argument extractors and entity coreference re-
solvers, and that the ability to resolve implicit
(in)compatibility contributes largely to our sys-
tem’s performance improvements.

General-specific incompatibilities Event men-
tions describing general events pose special chal-
lenges to the task of event coreference resolution.

In Table 4, we present two typical examples
of this category. In the first example, the second
event mention does not refer to any specific shoot-
ing event in the real world, in contrast to the first
event mention, which describes a specific school
shooting event. Similarly for the second exam-
ple, where the first event mention depicts a gen-
eral event and the second event mention depicts a
specific one.

General event mentions typically have few or
even no arguments and modifiers, making the
identification of non-coreference relations very
challenging. Since we cannot rely on argument
compatibility, a deeper understanding of the se-
mantics of the event mentions is needed. General
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Event Mention Pair Type System

I

m1: What would have happened if Steve Jobs had never left Apple ... - -
ma

2: ...in the state that is today if John hadn’t left. Explicit non-coref
mb

2: ...in the state that is today if she hadn’t left. Implicit non-coref
mc

2: ...in the state that is today if he hadn’t left. Implicit coref

II

m1: Police arrest 6 men for gangraping housewife in northern India. - -
ma

2: Indian police have arrested six men for allegedly gangraping a 29-year-old housewife ... Explicit coref
mb

2: Indian police have arrested six men for allegedly gangraping a woman ... Implicit coref
mc

2: Indian police have arrested six men for allegedly gangraping a medical student ... Implicit non-coref

III
m1: Nationwide demonstrations in France to protest gay marriage. - -
ma

2: ...took to the streets across the country to protest against the country’s plan to legalize same-sex marriage. Implicit coref
mb

2: ...took to the streets across the country to protest against the contentious citizenship amendment bill. Implicit non-coref

Table 5: Case study on manually-generated event mention pairs. Trigger words are boldfaced, and the target
arguments are colored in blue.

event mentions account for a considerable fraction
of our system’s error, since they are quite perva-
sive in both news articles and discussion forum
threads.

5.2 Case Study
To better understand the behavior of our system,
we perform a case study on manually-generated
event pairs. Specifically, for a given pair of event
mentions, we first alter only one of the arguments
and keep the rest of the content fixed. We then
observe the behavior of the system across different
variations of the altered argument (Table 5).

Example I In this example, we pick the
AGENT-argument as the target and alter the
AGENT-argument of the second event mention.
The event pair (m1, ma

2) is non-coreferent due
to the explicit incompatibility between Steve Jobs
and John, and the system’s prediction is also non-
coreferent. Further, we alter the target argument
to the pronoun she (mb

2), resulting in an implicit
incompatibility in the AGENT argument since the
Steve Jobs is generally not considered a feminine
name. As expected, the system classifies the event
pair (m1,mb

2) as non-coreferent. Finally, when we
alter the target argument to he (mc

2), the system
correctly classifies the resulting pair as coreferent.

Example II In this example, we pick the
PATIENT-argument as the target and alter the
PATIENT-argument of the second event mention.
The system classifies the event pair (m1, ma

2)
as coreferent, which is reasonable considering
the presence of the explicit compatible arguments
housewife and 29-year-old housewife. Further,
when we alter the target argument to woman (mb

2),
the system output is still coreferent. This is con-
sistent with our prediction: the event mentions are
likely to be coreferent judging only from the con-

text of the two event mentions. However, when we
alter the target argument to medical student (mc

2),
the event pair would become non-coreferent due to
the incompatibility between medical student and
housewife. The system classifies the event pair
correctly.

Example III In this example, we pick the
REASON-argument as the target and alter the
REASON-argument of the second event mention.
The event pair (m1, ma

2) has a pair of implicit
compatible arguments in the REASON-argument
role and is likely to be coreferent. In contrast, al-
tering the target argument to contentious citizen-
ship amendment bill (mb

2) would yield an pair of
implicit incompatible arguments, and the resulting
event pair would become non-coreferent. Our sys-
tem classifies both event pairs correctly.

6 Conclusion

We proposed an iterative transfer learning frame-
work for event coreference resolution. Our
method exploited a large unlabeled corpus to learn
a wide range of (in)compatibilities between argu-
ments, which contributes to the improvement in
performance on the event coreference resolution
task. We achieved state-of-the-art results on the
KBP 2017 English event coreference dataset, out-
performing the previous state-of-the-art system. In
addition, a qualitative analysis of the system out-
put confirmed the ability of our system to capture
(in)compatibilities between two event mentions.
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Abstract

Conventional approaches to relation extraction
usually require a fixed set of pre-defined re-
lations. Such requirement is hard to meet in
many real applications, especially when new
data and relations are emerging incessantly
and it is computationally expensive to store
all data and re-train the whole model every
time new data and relations come in. We for-
mulate such a challenging problem as lifelong
relation extraction and investigate memory-
efficient incremental learning methods without
catastrophically forgetting knowledge learned
from previous tasks. We first investigate a
modified version of the stochastic gradient
methods with a replay memory, which surpris-
ingly outperforms recent state-of-the-art life-
long learning methods. We further propose to
improve this approach to alleviate the forget-
ting problem by anchoring the sentence em-
bedding space. Specifically, we utilize an ex-
plicit alignment model to mitigate the sentence
embedding distortion of the learned model
when training on new data and new relations.
Experiment results on multiple benchmarks
show that our proposed method significantly
outperforms the state-of-the-art lifelong learn-
ing approaches.

1 Introduction

The task of relation detection/extraction aims to
recognize entity pairs’ relationship from given
contexts. As an essential component for structured
information extraction, it has been widely used in
downstream tasks such as automatic knowledge-
based completion (Riedel et al., 2013) and ques-
tion answering (Yih et al., 2015; Yu et al., 2017).

Existing relation detection methods always as-
sume a closed set of relations and perform once-

∗ Co-mentoring
Code and dataset can be found in this repository:

https://github.com/hongwang600/Lifelong_
Relation_Detection

and-for-all training on a fixed dataset. While
making the evaluation straightforward, this set-
ting clearly limits the usage of these methods in
realistic applications, where new relations keep
emerging over time. To build an evolving system
which automatically keeps up with the dynamic
data, we consider a more practical lifelong learn-
ing setting (also called continual learning) (Ring,
1994; Thrun, 1998; Thrun and Pratt, 2012), where
a learning agent learns from a sequence of tasks,
where each of them includes a different set of re-
lations. In such scenarios, it is often infeasible to
combine the new data with all previous data and
re-train the model using the combined dataset, es-
pecially when the training set for each task is huge.

To enable efficient learning in such scenar-
ios, recent lifelong learning research (Kirkpatrick
et al., 2016; Lopez-Paz and Ranzato, 2017) pro-
pose to learn the tasks incrementally, while at the
same time preventing catastrophic forgetting (Mc-
Closkey and Cohen, 1989; Ratcliff, 1990; McClel-
land et al., 1995; French, 1999), i.e., the model
abruptly forgets knowledge learned on previous
tasks when learning on the new task. Current life-
long learning approaches address such challenge
by either preserving the training loss on previ-
ously learned tasks (GEM) (Lopez-Paz and Ran-
zato, 2017), or selectively dimming the updates
on important model parameters (EWC) (Kirk-
patrick et al., 2016). These methods usually in-
volve adding additional constraints on the model’s
parameters or the updates of parameters by uti-
lizing stored samples. Despite the effectiveness
of these methods on simple image classification
tasks, there is little research validating the practi-
cal usage of these methods in realistic NLP tasks.
In fact, when applying these methods to our rela-
tion extraction task, we observe that they under-
perform a simple baseline that updates the model
parameters (i.e., learning by SGD) with a mix
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of stored samples from previous tasks and new
samples from the incoming task. We further test
this simple baseline on commonly used continual
learning benchmarks and get similar observations.

In this work, we thoroughly investigate two ex-
isting continual learning algorithms on the pro-
posed lifelong relation extraction task. We ob-
serve that recent lifelong learning methods only
operate on the models’ parameter space or gra-
dient space, and do not explicitly constraint the
feature or embedding space of neural models. As
we train the model on the new task, the embed-
ding space might be distorted a lot, and become
infeasible for previous tasks. We argue that the
embedding space should not be distorted much in
order to let the model work consistently on previ-
ous tasks. To achieve this, we propose an align-
ment model that explicitly anchors the sentence
embeddings derived by the neural model. Specif-
ically, the alignment model treats the saved data
from previous tasks as anchor points and mini-
mizes the distortion of the anchor points in the em-
bedding space in the lifelong relation extraction.
The aligned embedding space is then utilized for
relation extraction. Experiment results show that
our method outperforms the state-of-the-art signif-
icantly in accuracy while remaining efficient.

The main contributions of this work include:
• We introcduce the lifelong relation detection

problem and construct lifelong relation detection
benchmarks from two datasets with large rela-
tion vocabularies: SimpleQuestions (Bordes et al.,
2015) and FewRel (Han et al., 2018).
•We propose a simple memory replay approach

and find that current popular methods such as
EWC and GEM underperform this method.
• We propose an alignment model which aims

to alleviate the catastrophic forgetting problem by
slowing down the fast changes in the embedding
space for lifelong learning.

2 Problem Definition

Generic definition of lifelong learning problems
In lifelong learning, there is a sequence of K
tasks {T (1), T (2), . . . , T (K)}. Each task T (k) is
a conventional supervised task, with its own la-
bel set L(k) and training/validation/testing data
(T (k)

train, T
(k)
valid, T

(k)
test ), each of which is a set of la-

beled instances {(x(k), y(k))}. Note that x(k) is the
input data of the context and candidate relations,
and y(k) is the ground-truth label. The goal of life-

long learning is to learn a classification model f .
At each step k, f observes the task T (k), and op-
timizes the loss function on its training data with
a loss function `(f(x), y). At the same time, we
require the model f learned after step k could still
perform well on the previous k − 1 tasks. That is,
we evaluate the model by using the average accu-
racy of k tasks at each step as 1

k

∑k
j=1 accf,j .

To make f perform well on the previous tasks,
during the lifelong learning process, we usually al-
low the learner to maintain and observe a memory
M of samples from the previous tasks. Practi-
cally, with the growth of the number of tasks, it
is difficult to store all the task data1. Therefore,
in lifelong learning research, the learner is usu-
ally constrained on the memory size, denoted as
a constant B. Thus at each step k, the learner is
allowed to keep training samples from {T (j)|j =
1, . . . , k − 1} with size less or equal to B.

Lifelong relation detection In this paper we in-
troduce a new problem, lifelong relation detection.
Relation detection is an important task that aims to
detect whether a relation exists between a pair of
entities in a paragraph. In many real-world sce-
narios, relation detection naturally forms a life-
long learning problem because new relation types
emerge as new knowledge is constantly being dis-
covered in various domains. For example, in the
Wikidata (Vrandečić and Krötzsch, 2014) knowl-
edge graph, the numbers of new items and proper-
ties are constantly increasing2. So we need to keep
collecting data and updating the model over time
in order to handle newly added relations.

The problem of lifelong relation detection has
the same definition as above with only one dif-
ference: during prediction time, we hope to know
whether an input paragraph contains any relation
observed before. Therefore at time k, given an
input x from task j′<k, instead of predicting an
y ∈ L(j′), we predict y(k) ∈ ⋃k

j=1 L
(j). That

says, the candidate label set is expanding as the
learner observes more tasks, and the difficulty of
each previous task is increasing over time as well.

1Even the data can be stored, it is unrealistic to make full
usage of the stored data. For example, random sampling from
all previous task data (e.g., for the methods in Section 4) will
become statistically inefficient.

2https://www.wikidata.org/wiki/
Wikidata:News
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3 Evaluation Benchmarks for Lifelong
Learning

3.1 Previous non-NLP Benchmarks

Lifelong MNIST MNIST is a dataset of hand-
writing ten digits (LeCun, 1998), where the in-
put for each sample is an image, and the label
is the digit the image represents. Two variants
of the MNIST dataset were proposed for lifelong
learning evaluation. One is MNIST Permutations
(Kirkpatrick et al., 2016), where a task is created
by rearranging pixels according to a fixed permu-
tation. K different permutations are used to gen-
erate K tasks. Another variant is MNIST Rota-
tions (Lopez-Paz and Ranzato, 2017), where each
task is created by rotating digits by a fixed angle.
K angles are chosen for creating K tasks. In our
experiments, we follow (Lopez-Paz and Ranzato,
2017) to have K = 20 tasks for each benchmark.

Lifelong CIFAR CIFAR (Krizhevsky and Hin-
ton, 2009) is a dataset used for object recognition,
where the input is an image, and the label is the ob-
ject the image contains. Lifelong CIFAR100 (Re-
buffi et al., 2017a) is a variant of CIFAR-100 (CI-
FAR with 100 classes) by dividing 100 classes into
K disjoint subsets. Each task contains samples
from 100

K classes in one subset. Following (Lopez-
Paz and Ranzato, 2017), we have K = 20 tasks,
where each of them has 5 labels.

3.2 The Proposed Lifelong Relation
Detection Benchmarks

Lifelong FewRel FewRel (Han et al., 2018) is
a recently proposed dataset for few-shot relation
detection. There are 80 relations in this dataset.
We choose to create a lifelong benchmark based
on FewRel because there are a sufficient number
of relation labels. We extract the sentence-relation
pairs from FewRel and build our lifelong FewRel
benchmark as follows. Each sample contains a
sentence with the ground-truth relation it refers,
and a set of 10 randomly chosen false relations
from all the whole relations set. The model is
required to distinguish the right relation from the
candidates. We apply K-Means over the averaged
word embeddings of the relation names and divide
80 relations into 10 disjoint clusters. This results
in 10 tasks in this benchmark, and each task con-
tains relations from one cluster. Candidate rela-
tions will be masked if they do not appear in the
history tasks.

Lifelong SimpleQuestions SimpleQuestions is
a KB-QA dataset containing single-relation ques-
tions (Bordes et al., 2015). (Yu et al., 2017) cre-
ated a relation detection dataset from SimpleQues-
tions that contains samples of question-relation
pairs. For each sample, a candidate set of relations
is also provided. Similar to lifelong FewRel, we
divide relations into 20 disjoint clusters by using
K-Means. This results in 20 tasks, and each task
contains relations from one cluster.

4 Simple Episodic Memory Replay
Algorithm for Lifelong Learning

Catastrophic forgetting is one of the biggest obsta-
cles in lifelong learning. The problem is particu-
larly severe in neural network models, because the
learned knowledge of previous tasks is stored as
network weights, while a slight change of weights
when learning on the new task could have an un-
expected effect on the behavior of the models on
the previous tasks (French, 1999).

Currently, the memory-based lifelong learning
approaches, which maintain a working memory of
training examples from previous tasks, are proved
to be one of the best solutions to the catastrophic
forgetting problem. In this section, we first pro-
pose a memory-based lifelong learning approach,
namely Episodic Memory Replay (EMR), which
uses the working memory by sampling stored sam-
ples to replay in each iteration of the new task
learning. Surprisingly, such a straightforward ap-
proach with a clear motivation was never used in
previous research. We first compare EMR with
the state-of-the-art memory-based algorithm Gra-
dient Episodic Memory (GEM). We also show
that the EMR outperforms GEM on many bench-
marks, suggesting that it is likely to be among the
top-performed lifelong learning algorithms, and it
should never be ignored for comparison when de-
veloping new lifelong learning algorithms.

4.1 Episodic Memory Replay (EMR)

EMR is a modification over stochastic gradient
descent algorithms. It replays randomly sampled
data from memory while training on a new task,
so the knowledge of previous tasks could be re-
tained in the model. After training on each task k,
EMR selects several training examples to store in
the memoryM, denoted asM⋂

T
(k)
train.3

3(Rebuffi et al., 2017b) propose to dynamically change
the size of memory set for each task during training. The
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To handle the scalability, EMR stochastically
replays the memory. Specifically, when training
on task k with each mini-batch D

(k)
train ⊂ T

(k)
train,

EMR samples from the memoryM to form a sec-
ond mini-batch D(k)

replay ⊂ M. Then two gradient

steps are taken on the two mini-batches of D(k)
train

and D(k)
replay. Note that EMR could work with any

stochastic gradient optimization algorithm, such
as SGD, Adagrad, AdaDelta, and Adam, to opti-
mize the model f with the mixed mini-batches.

We try two variations of D(k)
replay sampling: first,

task-level sampling, which samples from one pre-
vious task j each time, i.e., D(k)

replay ⊂ M
⋂
T
(j)
train.

Second, sample-level sampling, which samples all
over the memory, i.e., D(k)

replay ⊂M.
The two approaches differ in the task instance

sampling probability. The task-level approach as-
sumes a uniform distribution over tasks, while the
sample-level approach has a marginal distribution
on tasks that is proportional to the number of their
training data inM.4 When tasks are balanced like
MNIST and CIFAR, or when the stored data in the
memory for different tasks are balanced, the two
approaches become equivalent.

However, the sample-level strategy could some-
times make the code implementation more dif-
ficult: for some lifelong learning benchmarks
such as MNIST Rotation, MNIST Permutation,
and CIFAR-100 used in (Lopez-Paz and Ranzato,
2017), the tasks could differ from each other in
the input or output distribution, leading to differ-
ent computation graphs for different training ex-
amples. From our preliminary study, the task-
level approach could always give results as good
as those of the sample-level approach on our life-
long relation detection benchmarks (see Table 1) ,
so in our experiments in Section 6 we always use
the task-level approach.

4.2 Comparing EMR with State-of-the-art
Memory-based Lifelong Algorithm

In this part, we will first thoroughly introduce
a state-of-the-art memory-based lifelong learn-
ing algorithm called Gradient Episodic Memory
(GEM) (Lopez-Paz and Ranzato, 2017), and then
compare EMR with it in both time complexity and

followup work and this paper all use fixed sets, and we will
investigate the usage of dynamic sets in future work.

4The two approaches hence favor different evaluation
metrics – the former fits macro averaging better and the latter
fits micro averaging better.

experimental results on several benchmarks.

Gradient Episodic Memory (GEM) The key
idea of GEM (Lopez-Paz and Ranzato, 2017) is
to constrain the new task learning with previous
task data stored in memory. Specifically, it con-
strains the gradients during training with the fol-
lowing operation. When training on task k, for
each mini-batch D(k)

train ⊂ T
(k)
train, it first computes

the gradient g(k)train on D(k)
train, and the average gra-

dients on the stored data of each previous task j,
denoted as g(j)task. More concretely, we define

g
(j)
task =

∑
i′ ∇`(f(x

(j)
i′ ), y

(j)
i′ )

|M⋂
T
(j)
train|

,

where j<k, `(·) is the loss function, and
(x

(j)
i′ , y

(j)
i′ ) ∈ M

⋂
T
(j)
train, i.e. (x

(j)
i′ , y

(j)
i′ ) is a

training instance in T (j) that was stored in mem-
ory M. Then the model f is updated along the
gradient g̃ that solves the following problem:

ming̃ ||g̃ − g(k)train||2

s.t. 〈g̃, g(j)task〉 ≥ 0, j = 1, . . . , k − 1.

g̃ is the closest gradient to the gradient on the cur-
rent training mini-batch, g(k)train, without decreasing
performance on previous tasks much since the an-
gle between g̃ and g(j)task is smaller than 90◦.

Time Complexity One difference between
EMR and GEM is that EMR deals with uncon-
strained optimization and does not require the
gradient projection, i.e., solving g̃. But since
the model f is deep networks, empirically the
time complexity is mainly dominated by the
computation of forward and backward passes. We
analyze the time complexity as below:

In task k, suppose the mini-batch size is |D|
and the memory replay size is m, our EMR takes
|D| + m forward/backward passes in each train-
ing batch. Note that m is a fixed number and set
to be equal to the number of instances stored for
each previous task in our experiments. While for
GEM, it needs to compute the gradient of all the
data stored in the memoryM, thus |D|+ |M| for-
ward/backward passes are taken. Its complexity is
largely dominated by the size |M| (upper bounded
by the budget B). When the budget B is large,
with the number of previous tasks increases, M
grows linearly, and GEM will become infeasible.
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Task
EMR

GEM
sample task

MNIST Rotation – 0.828 0.860
MNIST Permutation – 0.824 0.826

CIFAR-100 – 0.675 0.675
FewRel 0.606 0.620 0.598

SimpleQuestions 0.804 0.808 0.796

Table 1: The average accuracy across all the tasks at
last time step for EMR and GEM on both non-NLP
and our lifelong relation detection benchmarks. For the
experiments on MNIST and CIFAR, we follow the set-
ting in (Lopez-Paz and Ranzato, 2017) (see Appendix
A.2 for details). For the experiments on FewRel and
SimpleQuestions, we use the same setting in Section
6. We only implement task-level EMR for MNIST and
CIFAR because of the relatively easy implementation.

Superior Empirical Results of EMR The EMR
algorithm is much simpler compared to the GEM.
However, one interesting finding of this paper
is that the state-of-the-art GEM is unnecessarily
more complex and more inefficient, because EMR,
a simple stochastic gradient method with memory
replay, outperforms it on several benchmarks.

The results are shown in Table 1. The num-
bers are the average accuracy, i.e. 1

k

∑k
j=1 accf,j ,

at last time step. For both algorithms, the train-
ing data is randomly sampled to store in the mem-
ory, following (Lopez-Paz and Ranzato, 2017). On
lifelong relation detection, the EMR outperforms
GEM on both of our created benchmarks. To fur-
ther show its generalizability, we apply the EMR
to previous lifelong MNIST and CIFAR bench-
marks and compare to the results in (Lopez-Paz
and Ranzato, 2017) with all the hyperparameters
set as the same. Still, EMR performs similarly to
GEM except for the MNIST Rotation benchmark.5

From the above results, we learned the lesson
that previous lifelong learning approaches actu-
ally fail to show improvement compared to doing
memory replay in a stochastic manner. We hy-
pothesise that GEM performs worse when there is
positive transfer among tasks, making the gradient
projection an inefficient way to use gradients com-
puted from memory data. Therefore, in the next
section, we start with the basic EMR and focus on
more efficient usage of the historical data.

5Even on MNIST Rotation, it has achieved a competi-
tive result, since the conventional training on shuffled data
from all the tasks in this benchmark gives ∼ 0.83 according
to (Lopez-Paz and Ranzato, 2017).

5 Embedding Aligned EMR (EA-EMR)

Based on our basic EMR, this section proposes our
solution to lifelong relation detection. We improve
the basic EMR with two motivations: (1) previ-
ous lifelong learning approaches work on the pa-
rameter space. However, the number of param-
eters in a deep network is usually huge. Also,
deep networks are highly non-linear models, and
the parameter dimensions have complex interac-
tions, making the Euclidean space of parameters
not a proper delegate of model behavior (French,
1999). That is, a slight change in parameter space
could affect the model prediction unexpectedly.
The above two reasons make it hard to maintain
deep network behaviors on previous tasks with
constraints or Fisher information. Therefore, we
propose to alleviate catastrophic forgetting in the
hidden space (i.e., the sentence embedding space).
(2) for each task, we want to select the most in-
formative samples to store in the memory, instead
of random sampling like in (Lopez-Paz and Ran-
zato, 2017). Therefore the budget of memory can
be better utilized.

5.1 Embedding Alignment for Lifelong
Learning

This section introduces our approach which per-
forms lifelong learning in the embedding space,
i.e., the Embedding Aligned EMR (EA-EMR).

In EA-EMR, for each task k, besides storing the
original training data (x(k), y(k)) in the memory
M, we also store the embeddings of x(k). In the
future after a new task is trained, the model pa-
rameters are changed thus the embeddings for the
same (x(k), y(k)) would be different. Intuitively, a
lifelong learning algorithm should allow such pa-
rameter changes but ensure the changes do not dis-
tort the previous embedding spaces too much.

Our EA-EMR alleviates the distortion of em-
bedding space with the following idea: if the em-
bedding spaces at different steps are not distorted
much, there should exist a simple enough trans-
formation a (e.g., a linear transformation in our
case) that could transform the newly learned em-
beddings to the original embedding space, without
much performance degeneration on the stored in-
stances. So we propose to add a transformation a
on the top of the original embedding and learn the
basic model f and the transformation a automat-
ically. Specifically, at the k-th task, we start with
the model f (k−1), and the transformation a(k−1),
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that trained on the previous k − 1 tasks. We want
to learn the basic model f and the transformation
a such that the performance on the new task and
stored instances are optimized without distorting
the previous embedding spaces much.

min
f(·),a(·)

∑

(x,y)∈D(k)
train

`(a(f(x)), y)+

∑

(x,y)∈D(k)
replay

(
`(a(f(x)), y) + ‖a(f(x))− a(k−1)(f (k−1)(x))‖2

)

We propose to minimize the above objective
through two steps. In the first step, we optimize
the basic model f by:

min
f(·)

∑

(x,y)∈D(k)
train

⋃
D

(k)
replay

`
(
a(k−1)(f(x)), y

)

This step mainly focuses on learning the new task
without performance drop on the stored samples.

In second step, we optimize a to keep the em-
bedding space of the current task and restore the
previous embedding space of all stored samples:

min
a(·)

∑

(x,y)∈D(k)
train

‖a(f(x))− a(k−1)(f(x))‖2

+
∑

(x,y)∈D(k)
replay

‖a(f(x))− a(k−1)(f (k−1)(x))‖2

Embedding Alignment on Relation Detection
Model We introduce how to add embedding
alignment to relation detection models. The ba-
sic model we use is a ranking model that is similar
to HR-BiLSTM (Yu et al., 2017). Two BiLSTMs
(Hochreiter and Schmidhuber, 1997) are used
to encode the sentence and relation respectively
given their GloVe word embedding (Pennington
et al., 2014). Cosine similarity between the sen-
tence and relation embedding is computed as the
score. Relation with maximum score is predicted
by the model for the sentence. Ranking loss is
used to train the model6. This base model is our
model f , which is trained on a new task k at each
step and results in an updated model f (k). Our
proposed approach (Figure 1) inserts an alignment
model a to explicitly align to embedding space
for stored instances and maintain the embedding
space of the current task. Note that the label y (the
relation here) also has embedding, so it needs to
pass through the alignment model a as well.

6Though the basic model is simple, it achieves reasonable
results on the two datasets when training with all the data,
i.e., 0.837 on FewRel and 0.927 on SimpleQuestions.

Figure 1: This figure shows how we add the alignment
model (a linear model in our case) on the basic rela-
tion detection model, where two BiLSTMs are used to
encode the text and relation, and cosine similarity be-
tween their embeddings are computed as the score.

5.2 Selective Storing Samples in Memory

When the budget of memory is relatively smaller,
how to select previous samples will greatly affect
the performance. Ideally, in order to make the
memory best represents a previous task, we hope
to choose diverse samples that best approximate
the distribution of task data. However, distribution
approximation itself is a hard problem and will
be inefficient due to its combinatorial optimiza-
tion nature. Therefore, many recent works such
as GEM ignore this step and randomly select sam-
ples from each task to store in the memory.

Rebuffi et al. (2017b) proposed to select exem-
plars that best approximate the mean of the distri-
bution. This simplest distribution approximation
does not give an improvement in our experiments
because of the huge information loss. Therefore,
we propose a better approach of sample selection
by clustering over the embedding space from the
model, and choose one representative from each
cluster to store in the memory. More specifically,
The embedding after alignment model is used to
represent the input because the model makes pre-
diction based on that. Then we apply K-Means
(the number of clusters equals the budget given to
the specific task) to cluster all the samples of the
task. For each cluster, we select the sample closest
to the centroid to store in the memory.

We leave more advanced approaches of rep-
resentative sample selection and their empirical
comparison to future work.
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(a) FewRel (b) SimpleQuestions

Figure 2: This figure shows the average accuracy of all the observed tasks on the benchmarks of lifelong FewRel
and lifelong SimpleQuestions during the lifelong learning process. The average performance of 5 runs is reported,
and the average running time is shown in the brackets.

6 Experiments

6.1 Experimental Setting
We conduct experiments on our lifelong bench-
marks: lifelong SimpleQuestions (Bordes et al.,
2015) and lifelong FewRel (Han et al., 2018) to
compare our proposed methods EA-EMR, EA-
EMR without Selection (EA-EMR NoSel), EA-
EMR without Alignment (EA-EMR noAlign),
and EMR with the following baselines.
• Origin, which simply trains on new tasks

based on the previous model.
• EWC (Kirkpatrick et al., 2016), which slows

down updates on important parameters by adding
L2 regularization of parameter changes to the loss.
• GEM (Lopez-Paz and Ranzato, 2017), which

projects the gradient to benefit all the tasks so far
by keeping a constraint for each previous task.
• AGEM (Anonymous, 2019), which only uses

one constraint that the projected gradient should
decrease the average loss on previous tasks.

On both FewRel and SimpleQuestions, the
epoch to train on each task is set to be 3. Learning
rate for the basic model is set to be 0.001. The hid-
den size of LSTM is set to be 200. The batch size
is set to be 50. For each sample in the memory,
10 candidate relations is randomly chosen from
all observed relations to alleviate the problem that
new relations are emerging incessantly.

Parameters for our model and baselines are set
as follows. For EA-EMR and EA-EMR NoSel,
when training the alignment model, the learning
rate is set to be 0.0001, and the training epoch is
set to be 20 and 10 for FewRel and SimpleQues-
tions respectively. For AGEM, 100 samples are

Method FewRel SimpleQuestions
Whole Avg Whole Avg

Origin 0.189 0.208 0.632 0.569
Baselines

GEM 0.492 0.598 0.841 0.796
AGEM 0.361 0.425 0.776 0.722
EWC 0.271 0.302 0.672 0.590

Ours
Full EA-EMR 0.566 0.673 0.878 0.824

w/o Selection 0.564 0.674 0.857 0.812
w/o Alignment 0.526 0.632 0.869 0.820
w/o Alignment but keep 0.545 0.655 0.871 0.813the architecture

EMR Only 0.510 0.620 0.852 0.808

Table 2: This table shows the accuracy on the whole
testing data (”Whole” column), and average accuracy
on all observed tasks (”Avg” column) after the last time
step. The average performance of 5 runs are listed here
and the best result on each dataset is marked in bold.

randomly chosen from all the previous tasks to
form a constraint. For EWC, we set the balancing
parameter α = 100. For GEM and EMR related
methods, memory size of each task is set to be 50.

6.2 Lifelong Relation Detection Results

Evaluation Metrics We use two metrics to
evaluate the performance of the model:
• Average performance on all seen tasks after time
step k, which highlights the catastrophic problem:

ACCavg =
1

k

k∑

i=1

accf,i

• Accuracy on the whole testing data of all tasks:

ACCwhole = accf,Dtest

Results on FewRel and SimpleQuestions We
run each experiment 5 times independently by

802



shuffling sequence of tasks, and the average per-
formance is reported. The average accuracy over
all observed tasks during the whole lifelong learn-
ing process is presented in Figure 2, and the accu-
racy on the whole testing data during the process
is shown in Appendix A.1. We also list the result
at last step in Table 2. From the results, we can
see that EWC and GEM are better than the Origin
baseline on both two datasets, which indicates that
they are able to reduce the catastrophic forgetting
problem. However, our EA-EMR perform signif-
icantly better than these previous state-of-the-arts.
The proposed EMR method itself achieves better
results than all baselines on both datasets. The ab-
lation study shows that both the selection and the
alignment modules help on both tasks.

The Effect of Embedding Alignment To inves-
tigate the effect of our embedding alignment ap-
proach, we conduct two ablation studies as below:
First, we remove both the alignment loss in equa-
tion 5.1, as well as the alignment module a, which
results in significant drop on most of the cases (the
line “w/o Alignment” in Table 2). Second, to make
sure that our good results do not come from in-
troducing a deeper model with the module a, we
propose to only remove the embedding alignment
loss, but keep everything else unchanged. That
means, we still keep the module a and the train-
ing steps, with the only change on replacing the
loss in step 2 with the one in step 1 (the line “w/o
Alignment but keep the architecture” in Table 2).
We can see that this decreases the performance a
lot. The above results indicate that by explicitly
doing embedding alignment, the performance of
the model can be improved by alleviating the dis-
tortion of previous embedding space.

Comparison of Different Sample Selection
Strategies Here we compare different selection
methods on lifelong FewRel and SimpleQues-
tions. EMR Only randomly choose samples. (Re-
buffi et al., 2017b) propose to choose samples that
can best approximate the mean of the distribu-
tion. We compare their sampling strategy (denoted
as iCaRL) with our proposed method (K-Means)
which encourages to choose diverse samples by
choosing the central sample of the cluster in the
embedding space. From the results in Table 3, we
can see that our method outperforms iCaRL and
the random baseline. While iCaRL is not signifi-
cantly different from the random baseline.

Method FewRel SimpleQuestions
Whole Avg Whole Avg

EMR Only 0.510 0.620 0.852 0.808
+ K-Means 0.526 0.632 0.869 0.820
+ iCaRL 0.501 0.615 0.854 0.806

Table 3: Comparison of different methods to select
data for EMR. The accuracy on the whole testing data
(”Whole” column), and average accuracy on all ob-
served tasks (”Avg” column) is reported. We run each
method 5 times, and give their average results.

7 Related Work

Lifelong Learning without Catastrophic For-
getting Recent lifelong learning research mainly
focuses on overcoming the catastrophic forget-
ting phenomenon (French, 1999; McCloskey and
Cohen, 1989; McClelland et al., 1995; Rat-
cliff, 1990), i.e., knowledge of previous tasks is
abruptly forgotten when learning on a new task.

Existing research mainly follow two directions:
the first one is memory-based approach (Lopez-
Paz and Ranzato, 2017; Anonymous, 2019), which
saves some previous samples and optimizes a new
task with a forgetting cost defined on the saved
samples. These methods have shown strength in
alleviating catastrophic forgetting, but the compu-
tational cost grows rapidly with the number of pre-
vious tasks. The second direction is to consolidate
parameters that are important to previous tasks
(Kirkpatrick et al., 2016; Liu et al., 2018; Ritter
et al., 2018; Zenke et al., 2017). For example,
Elastic Weight Consolidation (EWC) (Kirkpatrick
et al., 2016) slows down learning on weights that
are important to previous tasks. These methods
usually do not need to save any previous data and
only train on each task once. But their abilities to
overcome catastrophic forgetting are limited.

Lifelong Learning with Dynamic Model Ar-
chitecture There is another related direction on
dynamically changing the model structure (i.e.,
adding new modules) in order to learn the new task
without interfering learned knowledge for previ-
ous tasks, such as (Xiao et al., 2014; Rusu et al.,
2016; Fernando et al., 2017). These approaches
could successfully prevent forgetting. However,
they do not suit many lifelong settings in NLP.
First, it cannot benefit from the positive transfer
between tasks. Second, the size of the model
grows dramatically with the number of observed
tasks, which makes it infeasible for real-world
problems where there are a lot of tasks.
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Remark It is worth noting that the term life-
long learning is also widely used in (Chen et al.,
2015; Chen, 2015; Shu et al., 2016, 2017), which
mainly focus on how to represent, reserve and ex-
tract knowledge of previous tasks. These works
belong to a research direction different from life-
long learning without catastrophic forgetting.

8 Conclusion

In this paper, we introduce lifelong learning into
relation detection, and find that two state-of-the-
art lifelong learning algorithms, GEM and EWC,
are outperformed by a simple memory replay
method EMR on many benchmarks. Based on
EMR, we further propose to use embedding align-
ment to alleviate the problem of embedding space
distortion, which we think is one reason that
causes catastrophic forgetting. Also, we propose
to choose diverse samples to store in the memory
by conducting K-Means in the model embedding
space. Experiments verify that our proposed meth-
ods significantly outperform other baselines.
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A Appendix

A.1 Performance on the whole testing data
over time

(a) FewRel

(b) SimpleQuestions

Figure 3: This figure shows the accuracy on the whole
testing data on the benchmark of lifelong FewRel and
lifelong SimpleQuestions during the lifelong learning
process. The average performance of 5 runs is reported,
and the average running time is shown in the brackets.

The performance on the whole testing data over
time is shown in Figure 3.

A.2 Experiment setting for MNIST and
CIFAR

Following the setting in (Lopez-Paz and Ranzato,
2017), the size of memory for each task is set to be
256. The learning rate is set to be 0.1. The epoch
for training the model on each task is set to be 1.
Plain SGD and minibatch of 10 samples are used.
For the MNIST dataset, each task has 1000 sam-
ples of 10 classes. For the CIFAR dataset, each
task has 2500 samples of 5 classes.
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Abstract

Fine-grained Entity typing (FGET) is the task
of assigning a fine-grained type from a hierar-
chy to entity mentions in the text. As the tax-
onomy of types evolves continuously, it is de-
sirable for an entity typing system to be able to
recognize novel types without additional train-
ing. This work proposes a zero-shot entity typ-
ing approach that utilizes the type description
available from Wikipedia to build a distributed
semantic representation of the types. During
training, our system learns to align the entity
mentions and their corresponding type repre-
sentations on the known types. At test time,
any new type can be incorporated into the sys-
tem given its Wikipedia descriptions. We eval-
uate our approach on FIGER, a public bench-
mark entity tying dataset. Because the exist-
ing test set of FIGER covers only a small por-
tion of the fine-grained types, we create a new
test set by manually annotating a portion of the
noisy training data. Our experiments demon-
strate the effectiveness of the proposed method
in recognizing novel types that are not present
in the training data.

1 Introduction

Entity Typing assigns a semantic type (e.g., per-
son, location, organization) to an entity mention
in text based on the local context. It is useful for
enhancing a variety of Natural Language Process-
ing(NLP) tasks such as question answering (Han
et al., 2017; Das et al., 2017), relation extrac-
tion (Liu et al., 2014; Yaghoobzadeh et al., 2016),
and entity linking (Stern et al., 2012). Traditional
Named Entity Typing systems consider a small set
of coarse types (e.g., person, location, organiza-
tion) (Tjong Kim Sang and De Meulder, 2003; Kr-
ishnan and Manning, 2006; Chieu and Ng, 2002).
Recent studies address larger sets of fine-grained
types organized in type hierarchies (e.g., per-
son/artist, person/author) (Ling and Weld, 2012;

Corro et al., 2015; Xu and Barbosa, 2018; Murty
et al., 2018). Fine-Grained Entity Typing (FGET)
is usually approached as a multi-label classifica-
tion task where an entity mention can be assigned
multiple types that usually constitute a path in the
hierarchy (Ren et al., 2016).

In real-world scenarios, there is a need to deal
with ever-growing type taxonomies. New types
emerge, and existing types are refined into finer
sub-categories. Traditional methods for entity typ-
ing assume that the training data contains all pos-
sible types, thus require new annotation effort for
each new type that emerges. Zero-shot learning
(ZSL), a special kind of transfer learning, allows
for new types to be incorporated at the predic-
tion stage without the need for additional annota-
tion and retraining. The main idea behind ZSL is
to learn a shared semantic space for representing
both the seen and unseen types, which allows the
knowledge about how examples link to the seen
types to be transferred to unseen types.

For fine-grained entity types, we observe that
their associated Wikipedia pages often provide
a rich description of the types. To capture
this, we propose a Description-based Zero-shot
Entity Typing (DZET) approach that utilizes
the Wikipedia description of each type (e.g.,
see https://en.wikipedia.org/wiki/
Artist for description of the type person/artist)
to generate a representation of that type. We learn
to project the entity-mention representations and
the type representations into a shared semantic
space, such that the mention is closer to the cor-
rect type(s) than the incorrect types. The mid-level
type representation derived from the Wikipedia
page along with the learned projection function al-
lows the system to recognize new types requiring
zero training examples.

We investigate different approaches for
constructing the type representation based on
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Wikipedia descriptions. Note that the descriptions
can be quite long, often containing many different
parts that are useful for recognizing different
entity mentions. This motivates us to generate
a bag of representations for each type and apply
average pooling to aggregate the results.

We evaluate the performance of our methods on
FIGER, a benchmark dataset for the FNET task,
in which types are organized in 2-levels hierarchy.
In this work, We focus on testing our method’s ca-
pability in recognizing unseen fine-grained types (
Level-2 types in this dataset). As the current test
set of FIGER contains examples from only a few
level-2 types, we created a new test data that cov-
ers most of the level-2 types by manually annotat-
ing a portion of the noisy training data. Below we
summarize our main contributions.

• We proposed a description-based zero-shot
fine-grained entity typing framework that
uses Wikipedia descriptions to represent and
detect novel types unseen in training.

• We created a new test set for fine-grained en-
tity typing that provides much better cover-
age of the level-2 (fine-grained) types com-
pared to the original FIGER test data.

• We provided experimental evidence of the ef-
fectiveness of our approach in comparison
with established baselines.

2 Related Work

Existing work on FGET focuses on perform-
ing context-sensitive typing (Gillick et al., 2014;
Corro et al., 2015), learning from noisy training
data (Abhishek et al., 2017; Ren et al., 2016; Xu
and Barbosa, 2018), and exploiting the type hier-
archies to improve the learning and inference (Yo-
gatama et al., 2015; Murty et al., 2018). More re-
cent studies support even finer granularity (Choi
et al., 2018; Murty et al., 2018). However, all the
methods above have the limitation that they as-
sume all types are present during training.

Zero-Shot Learning has been extensively stud-
ied in Computer Vision (CV) (Wang et al., 2019)
for tasks such as image classification (Lampert
et al., 2014; Zhang and Saligrama, 2015; Socher
et al., 2013), object localization (Li et al., 2014,
2017) and image retrieval (Xu et al., 2017; Zhang
et al., 2018). A common approach for zero-shot
learning in CV is to represent each class (e.g.,

Zebra) by a set of semantic attributes such as its
shape and color. The semantic attributes serve as
the intermediate level that connects the visual fea-
tures with the classes. The model is trained to
learn an alignment between the semantic attributes
and the visual features where a new class can be
recognized using its semantic attributes without
the need for any training examples. In contrast,
this type of approach tends not to work well for
NLP applications as the semantic concepts/classes
in NLP are often more complex and cannot be
easily described by a set of pre-defined attributes.
This explains why the few studies of ZSL for NLP
use very different methods to create the transfer-
able intermediate representations.

Zero-Shot Learning has been studied for a
number of NLP tasks including event extraction
(Huang et al., 2018; Lee and Jha, 2018; Srivastava
et al., 2018), relation extraction(Liu et al., 2014),
Conversational Language Understanding (Lee and
Jha, 2018). Specifically, Zero shot entity typing
has also been explored, where most of the prior
methods adopt the idea of learning a shared se-
mantic space for representing the entities as well
as the types, but differ in how they construct the
type embeddings. In OTyper (Yuan and Downey,
2018), each type is represented by averaging the
embedding of the words constitutes the type label.
On the other hand, ProtoLE (Ma et al., 2016) rep-
resents each type by a prototype that consists of
manually selected entity mentions, where the type
embedding is obtained by averaging the prototype
mentions’ word embeddings.In contrast, our work
differs from OTyper and ProtoLE by constructing
the type representations based on the Wikipedia
descriptions of the types, which not only carry
more information about the type but also can be
easily adapted to other tasks such as event typing
and text classification.

3 Proposed Approaches

Following prior work on fine-grained entity typ-
ing, we formulate it as a multi-class multi-label
classification problem. Given an entity mentionm
along with its left textual context cl and right con-
text cr, We learn a classifier that predicts a binary
label vector y ∈ {0, 1}|L|, where L denotes the
set of all types, which forms a hierarchy Ψ. Here
y(t) = 1 if the mention m is of type t, and 0 oth-
erwise. In the case of zero-shot FGET, new types
can be introduced and added to L during testing.
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3.1 The Typing Function
We will begin by introducing our typing function
that is used to compute a score between a given
mention and type pair, given their corresponding
vector representations. We will discuss how to
construct the representations in later sections.

Formally, the input to this typing function con-
sists of the representation of the mention, denoted
by x ∈ Rd; and the representation of a candidate
type t, denoted by yt ∈ Rd́. It computes a bi-linear
score for the (x, yt) pair as follows:

f(x, yt,W ) = xTWyt

where W ∈ Rd×d́ is a compatibility matrix. Fol-
lowing (Yogatama et al., 2015; Ma et al., 2016),
we factorize W as a product of two low-rank ma-
trices to reduce the number of parameters. That is
W = ATB, where A ∈ Rh×d and B ∈ Rh×d́

(We use h = 20). The scoring function f can be
rewritten as:

f(x, yt, A,B) = θ(x,A) · φ(yt, B) = (Ax)TByt

where θ(x,A) : x → Ax and φ(yt, B) : yt →
Byt serve as the projection functions that map x
and yt into a shared semantic space.

3.2 Entity Mention Representation
To obtain the representation for entity mentions,
we adopt the same neural approach proposed by
Shimaoka et al. (2017). Given an entity men-
tion with its context, we compute a vector vm to
present the mention m itself, and another vector
vc to represent its left and right contexts cl and cr.
vm is computed by simply averaging the embed-
ding of the individual words in m.

To compute the context embedding vc, we first
encode cl and cr using a bidirectional-LSTM.
Let cl1, ..., c

l
s and cr1, ..., c

r
s be the word embed-

ding of the left and the right context respectively,
where s is the window size (we use s = 10),
the output layer of the bi-LSTM is denoted as:−→
hl1,
←−
hl1...,

−→
hls,
←−
hls and

−→
hr1,
←−
hr1...,

−→
hrs,
←−
hrs. We then

compute a scalar attention for each context word
using a 2-level feedforward neural network:

eji = tanh(We



−→
hji←−
hji


); ãji = exp(Wae

j
i )

Where We ∈ Rdh×2×da , Wa ∈ R1×da , dh is
the dimension of LSTM, da is the attention dimen-
sion, j ∈ {l, r}. Next, we normalize aji s such

that they sum up to 1. i.e., aji =
ãji∑s

i=1(ãli+ã
r
i )

.
Finally the context representation is computed as

vc =
∑s

i=1(ali

[−→
hli←−
hli

]
+ ari

[−→
hri←−
hri

]
). The final repre-

sentation of the entity mention x ∈ Rd is a con-
catenation of vm and vc.

3.3 Type Representation

Let Pt be the Wikipedia page that is used to build
a representation for type t. Some types do not
have a Wikipedia page with a title the same as the
type label. In such cases, we manually look for
a Wikipedia page of a similar concept. For ex-
ample, we represent the type living-thing by the
Wikipedia page organism.

To get a type representation, We started by the
simplest possible method which is averaging the
embedding of words in the Wikipedia page ( we
call this Avg encoder). Since some words in the
Wikipedia page carry more of the type semantic
than the other words we also consider a (tf-idf)-
weighted version of the Avg encoder.

Learning multiple representations. Wikipedia
descriptions are often long and contain multiple
parts, where different parts may capture different
aspects of the type and relate to different mentions.
Moreover, sequence models such as LSTM cannot
be applied to such long sequences. This motivates
us to consider the approach of constructing a bag
of multiple representations for each type based on
its Wikipedia description. To obtain a bag of rep-
resentations for type t, we first use a fixed-length
window to incrementally break Pt into multiple
parts, one paragraph at a time. If a paragraph fits in
the current Window, it is added. Otherwise, a new
window is initiated. Each window of text rti is
then used to generate one representation. To con-
struct an embedding for rti, we adopt the same Bi-
directional LSTM and attention mechanism that
are used to embed the mention context.

To compute the score for type t given its mul-
tiple representations, we compute the score with
each individual representation and average them
to produce the final score. This is equivalent to
applying average pooling to the multiple represen-
tations to obtain a single representation due to the
bi-linear typing function.
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3.4 Training and inference
Given the training data, we jointly train the repre-
sentation and the scoring function by minimizing
a ranking score. Let Y(i) and Y(i) denote the set
of correct and incorrect types assigned to the ex-
ample x(i) respectively, we learn to score types in
Y(i) higher than types in Y(i) with a multi-label
max-margin ranking objective as follows:
∑

y∈Y

∑

ý∈Y
max(0, 1−f(x, y,A,B)+f(x, ý, A,B))

At testing, both seen and unseen types are mapped
to their learned representations, which are then
scored for a given input. Given the scores, we con-
duct a top-down search following the type hierar-
chy Ψ. Starting from the root we recursively find
the type with the highest score among the children.
Since we focus on the fine-grained types, we stop
the search when a leaf type is reached and predict
that the mention is positive for all types along the
path leading the to leaf type.

4 Experiments

Datasets. Our experiments use FIGER, a pub-
licly available fine-grained entity typing bench-
mark dataset in which types are organized into a 2-
level hierarchy. The training data consists of sen-
tences sampled from Wikipedia articles and auto-
matically annotated via distant supervision (Ling
and Weld, 2012). The test data consisting of man-
ually annotated sentences sampled from news re-
ports.

Setting. To evaluate our capability to recognize
fine-grained types in zero-shot setting, we assume
all second-level types are unseen during training,
i.e., we remove all level-2 types from the train and
dev data but keep them in the test data. We observe
that the FIGER test set covers only a small number
of second-level types. This renders it insufficient
for testing under the evaluation setting we adopt.
Moreover, the training data is noisy since it is au-
tomatically annotated by distant supervision. As a
result, we cannot just use part of it for testing.

Original dataset New dataset
train dev test train dev test

# of mentions 2000k 10k 563 1999k 10k 917
# of types 111 111 47 46 46 66
# of level-2 types 65 65 26 0 0 40

Table 1: Statistics of FIGER dataset.

To overcome this limitation, We manually an-
notated a new test set from the noisy training data.
We first divide the train set into clean and noisy as
suggested in (Ren et al., 2016). Clean examples
are those whose types fall on a single path (not
necessarily ending with a leaf) in Ψ. For instance,
the mention with labels person, person/author,
and person/doctor is considered as noisy exam-
ple because the labels form two paths. We then
manually verify the correctness of up to 20 exam-
ples from the clean training data for every level-2
type. These examples are removed from training
and added to the test set. We ignore the types with
no clean examples. The statistics of the new and
original datasets are reported in Table 1.

Baselines. We consider two baselines that em-
ploy the same neural architecture but use different
type representations. The Label embd baseline
use the average of the embedding of the words in
the type label as the type representation. ProtoLE
baseline uses the prototypes-based label embed-
ding learned by Ma et al. (2016), where each type
is represented by the set of the most representa-
tive entity mentions. The type embedding is the
average of all mentions in the corresponding pro-
totype.

Evaluation metrics. Following prior works in
FGET, we report Accuracy (Strict-F1), loose
Macro-averaged F1 (F1ma) and loose Micro-
averaged F1 (F1mi) (Ling and Weld, 2012). The
training and hyperparameter tuning details are de-
scribed in the Appendices.

Results and discussions. Table 2 presents the
results on FIGER, evaluated on all types (Over-
all), the seen types (Level-1) and the unseen types
(Level-2) respectively. From the results, we can
see that our description based methods have a par-
ticularly strong advantage over baselines on level-
2 types. This is consistent with our expectation
because Wikipedia descriptions tend to be highly
informative for fine-grained types, but less so for
coarser types.

Among the average encoders, we found that
weighting the word embedding by the word tf-
idf produces better results than treating the words
equivalently. As expected, using LSTM based
multi-representation adds a noticeable benefit to
our system as it produces the best performance
among all tested methods, achieving the best per-
formance for level-2 types and outperforming oth-
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Approach Overall Level-1 Level-2
Acc F1ma F1mi F1ma F1mir F1ma F1mir

Label embd 0.2846 0.5510 0.5603 0.8165 0.8163 0.2854 0.2954
ProtoLE 0.2541 0.4982 0.5093 0.7424 0.7422 0.2541 0.2657
DZET + Avg encoder 0.3141 0.5522 0.5614 0.7903 0.7902 0.3141 0.3247
DZET + Weighted Avg encoder 0.3261 0.5500 0.5607 0.7740 0.7738 0.3261 0.3390
DZET + Multi-rep 0.3806 0.5953 0.6045 0.8100 0.8098 0.3806 0.3926

Table 2: Level-1 , Level-2 and overall performance of the models on FIGER dataset.

Figure 1: The relationship between the length of the
Wikipedia description (word count) of level-2 types
and the F-score obtained by DZET+Multi-rep method.

ers by a large margin while maintaining a highly
competitive performance for level-1 types.

The effect of description quality. Figure 1 an-
alyzes the relationship between the length of the
Wikipedia description as one criterion of the de-
scription quality and the performance of Multi-rep
method. In particular, we group the types based
on the length of their Wikipedia descriptions and
provide the five-number summary box plot of the
F-scores for each group. It can be readily ob-
served that the performance is low when the de-
scription of the type’s Wikipedia page is too short
(< 1000 words) or too long ( > 4000 words).
Short descriptions are less informative and carry
less shared semantics with the type’s mentions.
On the other hand, overly long descriptions could
also be confusing as it might share a significant
number of common words with the descriptions of
other types. A closer look into the results unveils
some exceptions. For example, the F-score on
the type ‘/education/educational-degree’ is 0.7742
even it has a long description (6845 words). The
description of this type is indeed very informative
and includes a comprehensive list of the educa-
tional degrees awarded all around the world.

The length of the description is not the only fac-

tor that affects the performance of DZET meth-
ods. One factor is the performance on the Level-1
types. Since the inference is performed by follow-
ing the type hierarchy, if an incorrect type is in-
ferred at level-1, there is no hope to get the cor-
rect level-2 type. Another factor is the amount
of overlapping between the descriptions of the
related types. For instance, Multi-rep produces
zero F-score on the types‘/event/protest’ and ‘/lo-
cation/province’ because they share a lot of com-
mon words with the types ‘/event/attack’ and ‘/lo-
cation/county’ respectively, which negatively af-
fects the ability of Multi-rep to distinguish be-
tween the related types. Both ‘/event/protest’ and
‘/location/province’ have a description length be-
tween 2000 and 3000 words.

To mitigate the effect of the contents overlap-
ping between the highly related type, We plan to
apply mention-sensitive attention mechanisms for
future work to aggregate the scores in Multi-rep
instead of max-pooling.

5 Conclusions

In this paper, we propose a novel zero-shot entity
typing approach that uses Wikipedia descriptions
to construct type embeddings. Our architecture re-
lies on the type embeddings to make predictions
for unseen types. Experimental results demon-
strate the effectiveness of the proposed methods.
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A Appendices

A.1 Training and Hyperparamters
For every model we trained, we tune all of the
hyper-parameters using a dev set. We use the
version of FIGER provided by (Shimaoka et al.,
2017) which already withhold a portion of the
train set as a dev set. For each experiment, we
report that testing results of the model that has the
best accuracy on the dev set. We adopt glove 300-
dimensional word embedding (Pennington et al.,
2014) throughout this work except for prototype
baselines; we use word2vec (Mikolov et al., 2013)
as it is used to compute the prototypes embedding
in the original works (Ma et al., 2016). The hyper-
parameters used in the feature representation com-
ponent are the same as in (Shimaoka et al., 2017).
we set both of the hidden-size of the LSTM was
set and the hidden-layer size of the attention mod-
ule to 100. We use Adam optimizer (Kingma and
Ba, 2014) with the learning rate .001. The model
is trained for five epochs. We use Window of size
200 to build a bag of representations for each type
from its Wikipedia description.
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Abstract

In this paper, we present a method for ad-
versarial decomposition of text representation.
This method can be used to decompose a rep-
resentation of an input sentence into several
independent vectors, each of them responsi-
ble for a specific aspect of the input sentence.
We evaluate the proposed method on two case
studies: the conversion between different so-
cial registers and diachronic language change.
We show that the proposed method is capable
of fine-grained controlled change of these as-
pects of the input sentence. It is also learn-
ing a continuous (rather than categorical) rep-
resentation of the style of the sentence, which
is more linguistically realistic. The model uses
adversarial-motivational training and includes
a special motivational loss, which acts oppo-
site to the discriminator and encourages a bet-
ter decomposition. Furthermore, we evaluate
the obtained meaning embeddings on a down-
stream task of paraphrase detection and show
that they significantly outperform the embed-
dings of a regular autoencoder.

1 Introduction

Despite the recent successes in using neural mod-
els for representation learning for natural language
text, learning a meaningful representation of input
sentences remains an open research problem. A
variety of approaches, from sequence-to-sequence
models that followed the work of Sutskever et al.
(2014) to the more recent proposals (Arora et al.,
2017; Nangia et al., 2017; Conneau et al., 2017;
Logeswaran and Lee, 2018; Subramanian et al.,
2018; Cer et al., 2018) share one common draw-
back. Namely, all of them encode the input sen-
tence into just one single vector of a fixed size.
One way to bypass the limitations of a single vec-
tor representation is to use an attention mecha-
nism (Bahdanau et al., 2014; Vaswani et al., 2017).
We propose to approach this problem differently

and design a method for adversarial decomposi-
tion of the learned input representation into mul-
tiple components. Our method encodes the input
sentence into several vectors, where each vector is
responsible for a specific aspect of the sentence.

In terms of learning different separable com-
ponents of input representation, our work most
closely relates to the style transfer work, which
has been applied to a variety of different as-
pects of language, from diachronic language dif-
ferences (Xu et al., 2012) to authors’ personali-
ties (Lipton et al., 2015) and even sentiment (Hu
et al., 2017; Fu et al., 2018). The style trans-
fer work effectively relies on the more classical
distinction between meaning and form (de Saus-
sure, 1959), which accounts for the fact that mul-
tiple surface realizations are possible for the same
meaning. For simplicity, we will use this termi-
nology throughout the rest of the paper.

Consider encoding an input sentence into a
meaning vector and a form vector. This enables a
controllable change of meaning or form by a sim-
ple change applied to these vectors. For exam-
ple, we can encode two sentences written in two
different styles, then swap the form vectors while
leaving the meaning vectors intact. We can then
generate new unique sentences with the original
meaning, but written in a different style.

We propose a novel model for this type of
decomposition based on adversarial-motivational
training, GAN architecture (Goodfellow et al.,
2014) and adversarial autoencoders (Makhzani
et al., 2015). In addition to the adversarial loss,
we use a special motivator (Albanie et al., 2017),
which, in contrast to the discriminator, is used to
provide a motivational loss to encourage better de-
composition of the meaning and the form. All the
code is available on GitHub 1.

1https://github.com/text-machine-lab/
adversarial_decomposition
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We evaluate the proposed methods for learning
separate aspects of input representation in the fol-
lowing case studies:

1. Diachronic language change. Specifically,
we consider the Early Modern English (e.g.
What would she have?) and the contempo-
rary English ( What does she want?).

2. Social register (Halliday et al., 1968), i.e.
subsets of language appropriate in a given
context or characteristic of a certain group of
speakers. Social registers include formal vs
informal language, the language used in dif-
ferent genres (e.g., fiction vs. newspapers vs.
academic texts), different dialects, and liter-
ary idiostyles. We experiment with the titles
of scientific papers vs. newspaper articles.

2 Related work

As mentioned above, the most relevant previous
work comes from research on style transfer2. It
can be divided into two groups:

1. Approaches that aim to generate text in a
given form. For example, the task may be to
produce just any verse as long as it is in the
“style” of the target poet.

2. Approaches that aim to induce a change in ei-
ther the “form” or the “meaning” of an utter-
ance. For example, “Good bye, Mr. Ander-
son.” can be transformed to “Fare you well,
good Master Anderson” (Xu et al., 2012)).

An example of the first group is the work of
Potash et al. (2015), who trained several separate
networks on verses by different hip-hop artists. An
LSTM network successfully generated verses that
were stylistically similar to the verses of the tar-
get artist (as measured by cosine distance on tf-idf
vectors). More complicated approaches use lan-
guage models that are conditioned in some way.
For example, Lipton et al. (2015) produced prod-
uct reviews with a target rating by passing the rat-
ing as an additional input at each timestep of an
LSTM model. Tang et al. (2016) generated re-
views not only with a given rating but also for a
specific product. At each timestep a special con-
text vector was provided as input, gated so as to
enable the model to decide how much attention

2The term “style” is not entirely appropriate here, but in
NLP it is often used in work on any kind of form change while
preserving meaning, from translation to changing sentiment
polarity.

to pay to that vector and the current hidden state.
Li et al. (2016) used “speaker” vectors as an ad-
ditional input to a conversational model, improv-
ing consistency of dialog responses. Finally, Ficler
and Goldberg (2017) performed an extensive eval-
uation of conditioned language models based on
“content” (theme and sentiment) and “style” (pro-
fessional, personal, length, descriptiveness). Im-
portantly, they showed that it is possible to control
both “content” and “style” simultaneously.

Work from the second group can further be di-
vided into two clusters by the nature of the train-
ing data: parallel aligned corpora, or non-aligned
datasets. The aligned corpora enable approach-
ing the problem of form shift as a paraphrasing
or machine translation problem. Xu et al. (2012)
used statistical and dictionary-based systems on
a dataset of original plays by Shakespeare and
their contemporary translations. Carlson et al.
(2017) trained an LSTM network on 33 versions
of the Bible. Jhamtani et al. (2017) used a Pointer
Network (Vinyals et al., 2015), an architecture
that was successfully applied to a wide variety of
tasks (Merity et al., 2016; Gulcehre et al., 2016;
Potash et al., 2017), to enable direct copying of
the input tokens to the output. All these works use
BLEU (Papineni et al., 2002) as the main, or even
the only evaluation measure. This is only possible
in cases where a parallel corpus is available.

Recently, new approaches that do not require a
parallel corpora were developed in both computer
vision (CV) (Zhu et al., 2017) and NLP. Hu et al.
(2017) succeeded in changing tense and sentiment
of sentences with a two steps procedure based
on a variational auto-encoder (VAE) (Kingma and
Welling, 2013). After training a VAE, a discrim-
inator and a generator are trained in an alternate
manner, where the discriminator tries to correctly
classify the target sentence attributes. A special
loss component forces the hidden representation
of the encoded sentence to not have any informa-
tion about the target sentence attributes. Mueller
et al. (2017) used a VAE to produce a hidden rep-
resentation of a sentence, and then modify it to
match the desired form. Unlike Hu et al. (2017),
they do not separate the form and meaning embed-
dings. Shen et al. (2017) applied a GAN to align
the hidden representation of sentences from two
corpora and forced them not to have any informa-
tion about the form an via adversarial loss. Dur-
ing the decoding, similarly to Lipton et al. (2015),
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special “style” vectors are passed to the decoder
at every timestep to produce a sentence with the
desired properties. The model is trained using the
Professor-Forcing algorithm (Lamb et al., 2016).
Kim et al. (2017) worked directly on hidden space
vectors that are constrained with the same adver-
sarial loss instead of outputs of the generator, and
use two different generators for different “styles”.
Finally, Fu et al. (2018) generate sentences with
the target properties using an adversarial loss, sim-
ilarly to Shen et al. (2017) and Kim et al. (2017).

Comparison with previous work In contrast to
the proposals of Xu et al. (2012), Carlson et al.
(2017), Jhamtani et al. (2017), our solution does
not require a parallel corpus. Unlike the model
by Shen et al. (2017), our model works directly on
representations of sentences in the hidden space.

Most importantly, in contrast to the proposals
by Mueller et al. (2017), Hu et al. (2017), Kim
et al. (2017), Fu et al. (2018), our model produces
a representation for both meaning and form and
does not treat the form as a categorical (in the vast
majority of works, binary) variable3.

Treating meaning and form not as bi-
nary/categorical, but continuous variables is
more consistent with the reality of language
use, since there are different degrees of overlap
between the language used by different registers
or in different diachronic slices. Indeed, lan-
guage change is gradual, and the acceptability
of expressions in a given register also forms a
continuum, so one expects a substantial overlap
between the grammar and vocabulary used, for
example, on Twitter and by New York Times. To
the best of our knowledge, this is the first model
that considers linguistic form in the task of text
generation as a continuous variable.

A significant consequence of learning a contin-
uous representation for form is that it allows the
model to work with a large, and potentially infi-
nite, number of forms. Note that in this case the
locations of areas of specific forms in the vector
form space would reflect the similarity between
these forms. For example, the proposed model
could be directly applied to the authorship attribu-
tion problem: each author would have their own
area in the form space, their proximity should mir-

3Although the form was represented as dense vectors in
previous work, it is still just a binary feature, as they use a
single pre-defined vector for each form, with all sentences of
the same form assigned the same form vector.

ror the similarity in writing style. Preliminary ex-
periments on this are reported in subsection 6.4.

3 Formulation

Let us formulate the problem of decomposition
of text representation on an example of con-
trolled change of linguistic form and conversion
of Shakespeare plays in the original Early Modern
to contemporary English. Let Xa be a corpus of
texts xai ∈ X a in Early Modern English fa ∈ F ,
and Xb be a corpus of texts xbi ∈ X b in modern
English fb ∈ F . We assume that the texts in both
Xa and Xb have the same distribution of mean-
ing m ∈ M. The form f , however, is different
and generated from a mixture of two distributions:

f i = αai p(f
a) + αbip(f

b)

where fa and f b are two different languages
(Early Modern and contemporary English). Intu-
itively, we say that a sample xi has the form fa if
αai > αbi , and it has the form fb if αbi > αai .

The goal of dissociation meaning and form is to
learn two encoders Em : X →M and Ef : X →
F for the meaning and form correspondingly, and
the generator G :M,F → X such that

∀j ∈ {a, b},∀k ∈ {a, b} : G(Em(xk), Ef (x
j))→ X j

The form of a generated sample depends exclu-
sively on the provided f j and can be in the same
domain for two different mu and mv from two
samples from different domains X a and X b.

Note that, in contrast to the previous propos-
als, the form f is not a categorical variable but a
continuous vector. This enables fine-grained con-
trollable change of form: the original form f i is
changed to reflect the form of the specific target
sentence f j with its own unique αa and αb while
preserving the original meaning mi.

An important caveat concerns the core assump-
tion of the similar meaning distribution in the two
corpora, which is also made in all other works re-
viewed in Section 2. It limits the possible use of
this approach to cases where the distributions are
in fact similar (i.e. comparable corpora are avail-
able; note that they do not have to be parallel). It
does not apply to many cases that could be ana-
lyzed in terms of meaning and form. For example,
books for children and scholarly papers are both
registers, they have their own form (i.e. specific
subsets of linguistic means and structure conven-
tions) – but there is little overlap in the content.
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Figure 1: Overview of ADNet. Encoder encodes
the inputs sentences into two latent vectors m and
f . The Generator takes them as the input and pro-
duces the output sentence. During the training, the
Discriminator is used for an adversarial loss that
forces m to not carry any information about the form,
and the Motivator is used for a motivational loss that
encourages f to carry the information about the form.

This would make it hard even for a professional
writer to turn a research paper into a fairy tale.

4 Method description

Inspired by Makhzani et al. (2015), Kim et al.
(2017), and Albanie et al. (2017), we propose
ADNet, a new model for adversarial decomposi-
tion of text representation (Figure 1).

Our solution is based on a widely used
sequence-to-sequence framework (Sutskever
et al., 2014) and consists of four main parts. The
encoder E encodes the input sequence x into two
latent vectors m and f which capture the meaning
and the form of the sentence correspondingly. The
generator G then takes these two vectors as the
input and produces a reconstruction of the original
input sequence x̂.

The encoder and generator by themselves will
likely not achieve the dissociation of the mean-
ing and form. We encourage this behavior in a
way similar to Generative Adversarial Networks
(GANs) (Goodfellow et al., 2014), which had an
overwhelming success the past few years as a way
to enforce a specific distribution and characteris-
tics on the output of a model.

Inspired by the work of Albanie et al. (2017)
and the principle of “carrot and stick” (Safire,
1995), in contrast to the majority of work that
promotes purely adversarial approach (Goodfel-
low et al., 2014; Shen et al., 2017; Fu et al., 2018;
Zhu et al., 2017), we propose two additional com-
ponents, the discriminator D and the motivator
M to force the model to learn the dissociation of
the meaning and the form. Similarly to a regular

GAN model, the adversarial discriminator D tries
to classify the form f based on the latent meaning
vector m, and the encoder E is penalized to make
this task as hard as possible.

Opposed to such vicious behaviour, the motiva-
tor M tries to classify the form based on the latent
form vector f , as it should be done, and encour-
ages the encoder E to make this task as simple as
possible. We could apply the adversarial approach
here as well and force the distribution of the form
vectors to fit a mixture of Gaussians (in this par-
ticular case, a mixture of two Guassians) with
another discriminator, as it is done by Makhzani
et al. (2015), but we opted for the “dualistic” path
of two complimentary forces.

4.1 Encoder-Decoder
Both the encoderE and the generatorG are neural
networks. Gated Recurrent Unit (GRU) (Chung
et al., 2014) is used for E to encode the input sen-
tence x into a hidden vector

h = GRU(x)

The vector h then passes through two different
fully connected layers to produce the latent vectors
of the form and the meaning of the input sentence:

m = tanh(Wmh+ bm)

f = tanh(Wfh+ bf )

We use θE to denote the parameters of the en-
coder E: Wm, bm, Wf , bf , and the parameters
of the GRU unit.

The generator G is also modelled with a GRU
unit. The generator takes as input the meaning
vector m and the form vector f , concatenates
them, and passes trough a fully-connected layer
to obtain a hidden vector z that represents both
meaning and form of the original input sentence:

z = tanh(Wz[m; f ] + bm)

After that, we use a GRU unit to generate the out-
put sentence as a probability distribution over the
vocabulary tokens:

p(x̂) =
T∏

t=1

p(x̂t|z, x̂1, . . . , x̂t−1)

We use θG to denote the parameters of the gen-
erator G: Wz , bm, and the parameters of the used
GRU. The encoder and generator are trained using
the standard reconstruction loss:

Lrec(θE ,θG) = Ex∼Xa [− log p(x̂|x)] + Ex∼Xb [− log p(x̂|x)]
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4.2 Discriminator

The representation of the meaning m produced by
the encoder E should not contain any information
about the form f . We achieve this by using an ad-
versarial approach. First, we train a discrimina-
tor D, consisting of several fully connected layers
with ELU activation function (Clevert et al., 2015)
between them, to predict the form f of a sentence
by its meaning vector:

f̂D = D(m)

where f̂ is the score (logit) reflecting the probabil-
ity of the sentence x to belong to one of the form
domains.

Motivated by the Wasserstein GAN (Arjovsky
et al., 2017), we use the following loss function
instead of the standard cross-entropy:

LD(θD) = Ex∼Xa [D(Em(x))]− Ex∼Xb [D(Em(x))]

Thus, a successful discriminator will produce
negative scores f̂ for sentences fromXa and pos-
itive scores for sentences fromXb. This discrimi-
nator is then used in an adversarial manner to pro-
vide a learning signal for the encoder and force
dissociation of the meaning and form by maximiz-
ing LD:

Ladv(θE) = −λadvLD
where λadv is a hyperparameter reflecting the
strength of the adversarial loss. Note that this loss
applies to the parameters of the encoder.

4.3 Motivator

Our experiments showed that the discriminator D
and the adversarial loss Ladv by themselves are
sufficient to force the model to dissociate the form
and the meaning. However, in order to achieve a
better dissociation, we propose to use a motivator
M (Albanie et al., 2017) and the corresponding
motivational loss. Conceptually, this is the oppo-
site of the adversarial loss, hence the name. As the
discriminator D, the motivator M learns to clas-
sify the form f of the input sentence. However, its
input is not the meaning vector but the form vec-
tor:

f̂M =M(f)

The motivator has the same architecture as the dis-
criminator, and the same loss function. While the
adversarial loss forces the encoder E to produce a
meaning vector m with no information about the

form f , the motivational loss encourages E to en-
code this information in the form vector by mini-
mizing LM :

Lmotiv(θE) = λmotivLM

4.4 Training procedure

The overall training procedure follows the meth-
ods for training GANs (Goodfellow et al., 2014;
Arjovsky et al., 2017) and consists of two stages:
training the discriminator D and the motivator M ,
and training the encoder E and the generator G.

In contrast to Arjovsky et al. (2017), we do not
train the D and M more than the E and the G.
In our experiments we found that simple training
in two stages is enough to achieve dissociation of
the meaning and the form. Encoder and generator
are trained with the following loss function that
combines reconstruction loss with the losses from
the discriminator and the motivator:

Ltotal(θE , θG) = Lrec + Ladv + Lmotiv

5 Experimental setup

5.1 Evaluation

Similarly to the evaluation of style transfer in
CV (Isola et al., 2017), evaluation of this task
is difficult. We follow the approach of Isola
et al. (2017); Shen et al. (2017) and recently pro-
posed by Fu et al. (2018) methods of evaluation
of “transfer strength” and “content preservation”.
The authors showed that the proposed automatic
metrics correlate with human judgment to a large
degree and can serve as a proxy. Below we give an
overview of these metrics.

Transfer Strength. The goal of this metric is to
capture whether the form has been changed suc-
cessfully. To do that, a classifier C is trained on
the two corpora, Xa and Xb to recognize the lin-
guistic “form” typical of each of them. After that
a sentence, for which the form/meaning has been
changed, is passed to the classifier. The overall ac-
curacy reflects the degree of success of changing
the form/meaning. This approach is widely used
in CV (Isola et al., 2017), and was applied in NLP
as well (Shen et al., 2017).

In our experiments we used a GRU unit fol-
lowed by four fully-connected layers with ELU ac-
tivation functions between them as the classifier.
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Figure 2: Transfer strength vs content preservation (see subsection 5.1) for different sizes of the meaning and form
vectors. Each point is labeled with “〈meaning vector size〉, 〈form vector size〉”.

Content preservation Note that the transfer
strength by itself does not capture the overall qual-
ity of a changed sentence. A extremely overfitted
model that produces the most characteristic sen-
tence of one corpus all the time would have a high
score according to this metric. Thus, we need to
measure how much of the meaning was preserved
while changing the form. To do that, Fu et al.
(2018) proposed to use a cosine similarity based
metric using pretrained word embeddings. First,
a sentence embedding is computed by concatena-
tion of max, mean, and average pooling over the
timesteps:

v = [max(v1, . . . ,vT );min(v1, . . . ,vT );mean(v1, . . . ,vT )]

Next, the cosine similarity score si between the
embedding vsi of the original source sentence and
the target sentence with the changed form vti is
computed, and the scores across the dataset are av-
eraged to obtain the total score s.

5.1.1 Continuous form
The metrics described above treat the form as a
categorical (in most cases, even binary) variable.
This was not a problem in previous work since the
change of form could be done by simply inverting
the form vector. Since we treat the form as a con-
tinuous variable, we cannot just use the proposed
metrics directly. To enable a fair comparison, we
propose the following procedure.

For each sentence sas in the test set from the cor-
pusXa we sample k = 10 random sentences from
the corpus Xb of the opposite form. After that,
we encode them into the meaningmi and form fi
vectors, and average the form vectors to obtain a

single form vector

favg =
1

k

k∑

i=1

fi

We then generate a new sentence with its original
meaning vector ms and the resulting form vec-
tor favg, and use it for evaluation. This process
enables a fair comparison with the previous ap-
proaches that treat form as a binary variable.

5.2 Datasets

We evaluated the proposed method on several
datasets that reflect different changes of meaning
and form.

Changing form: register. This experiment is
conducted with a dataset of titles of scientific
papers and news articles published by Fu et al.
(2018). This dataset (referred to as “Headlines”)
contains titles of scientific articles crawled from
online digital libraries, such as “ACM Digital Li-
brary” and “arXiv”. The titles of the news articles
are taken from the “News Aggregator Data Set”
from UCI Machine Learning Repository (Dheeru
and Karra Taniskidou, 2017)

Changing form: language diachrony. Di-
achronic language change is explored with the
dataset composed by Xu et al. (2012). It includes
the texts of 17 plays by William Shakespeare in
the original Early Modern English, and their trans-
lations into contemporary English. We randomly
permuted all sentences from all plays and sampled
the training, validation, and test sets. Note that this
dataset is much smaller than the Headlines dataset.
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Figure 3: t-SNE visualization of the form and meaning embeddings of 1000 random sentences. Green point
represent sentences form news headlines, and red points represent titles of scientific articles.

6 Results and discussion

The most recent and similar to our work is the
model proposed by Fu et al. (2018), in particular
the “style-embedding” model. We implemented
this model to provide a baseline for comparison.

The classifier used in the transfer strength met-
ric achieves high accuracy (0.832 and 0.99 for the
Shakespeare and Headlines datasets correspond-
ingly). These results concur with the results
of Shen et al. (2017) and Fu et al. (2018), and show
that the two corpora are significantly different.

Following Fu et al. (2018), we show the result
of different configuration of the size of the form
and meaning vectors on Figure 2. Namely, we re-
port combinations of 64 and 256-dimensional vec-
tors. Note that the sizes of the form vector are im-
portant. If the form vector is larger, the transfer
strength is gre,ta erbut the content preservation is
lessened. This is consistent with Fu et al. (2018),
where they observed a similar behaviour.

It is clear that the proposed method achieves
significantly better transfer strength than the pre-
viously proposed model. It also has a lower con-
tent preservation score, which means that it repeats
fewer exact words from the source sentence. Note
that a low transfer strength and very high (~0.9)
content preservation score means that the model
was not able to successfully learn to transfer the
form and the target sentence is almost identical
to the source sentence. The Shakespeare dataset
is the hardest for the model in terms of trans-
fer strength, probably because it is the smallest
dataset, but the proposed method performs consis-
tently well in transfer of both form and meaning
and, in contrast to the baseline.

Storing meaning in the form vector Note that,
theoretically, nothing is stopping the model from

storing the meaning in the form vector, except
from the size limitations, which would ensure that
storing non-form-related information elsewhere
would improve model performance. Figure 2
shows that as the meaning vectors get smaller,
and the form vectors larger, the higher is transfer
strength and the lower is content preservation. If
the model would store meaning in the form vector,
then the reduction in size of the meaning vector
would not have negative impact on content preser-
vation. This shows that the model tends to not
store the meaning in the form vector.

Nevertheless, to force this behaviour we exper-
imented with adding one more discriminator Df .
This discriminator works on the form vector f in
the same manner as the discriminator D works on
the meaning vector m. Namely, during the train-
ing it tries to predict the meaning of a sentence
from its form vector: u = Df (f). Note that the
vectors u and m are completely different. m is
the meaning of a sentence for the purpose of the
model, whereas u are pre-defined meaning of a
sentence for training of the discriminator. In the
simplest case, u can be a multi-hot representation
of the input sentence, with the exception of pre-
defined “style” words, which would always have
0 in the corresponding dimension, as it is done
by John et al. (2018).

We, however, take a different approach. First,
we find the “form” dimensions in the used word
embeddings by taking the argmax of the difference
between averaged word embeddings of the sen-
tences from two forms (i.e. Early Modern English
and contemporary English). Next, for a given sen-
tence we discard the top-k tokens with the max-
imum and minimum values in those dimensions.
Finally, we average word embeddings of the re-
maining tokens in the sentence to get the vector u.
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Aye, sir. (EME) → Yes, sir. (CE)
Fare thee well, my lord (EME) → Fare you well, my lord (CE)
This guy will tell us everything. (CE) → This man will tell us everything. (EME)
I’ve done no more to caesar than you will do to me. (CE) → I have done no more to caesar than, you shall do to me. (EME)

Table 1: Decoding of the source sentence from Early Modern English (EME) into contemporary English (CE), and
vice versa.

A review: detection techniques for LTE system Crisis management: media practices in telecommunication management
Situation management knowledge from social media A review study against intelligence internet

Security flaw could not affect digital devices, experts say Semantic approach approach: current multimedia networks as modeling processes
Semantic approach to event processing Security flaw to verify leaks

Table 2: Flipping the meaning and the form embeddings of two sentence from different registers. Note the use of
colon in the first example, and the use of the “to”-constructions in the second example, consistent with the form of
the source sentences.

Such incorporation of the discriminatorDf helped
to mitigate this issue.

Fluency of generated sentences Note that there
is no guarantee that the generated sentences would
be coherent after switching the form vector. In
order to estimate how this switch affects the flu-
ency of generated sentences, we trained a lan-
guage model on the Shakespeare dataset and cal-
culated the perplexity of the generated sentences
using the original form vector and the average
of form vectors of k random sentences from the
opposite form (see subsubsection 5.1.1). While
the perplexity of such sentences does go up, this
change is not big (6.89 vs 9.74).

6.1 Impact of the motivational training

To investigate the impact of the motivator, we vi-
sualized form and meaning embeddings of 1000
random samples from the Headlines dataset using
t-SNE algorithm (Van Der Maaten, 2014) with the
Multicore-TSNE library (Ulyanov, 2016). The re-
sult is presented in Figure 3.

There are three important observations. First,
there is no clear separation in the meaning embed-
dings, which means that any accurate form trans-
fer is due to the form embeddings, and the disso-
ciation of form and meaning was successful.

Second, even without the motivator the model is
able to produce the form embeddings that are clus-
tered into two groups. Recall from section 4 that
without the motivational loss there are no forces
that influence the form embeddings, but neverthe-
less the model learns to separate them.

However, the separation effect is much more
pronounced in the presence of motivator. This
explains why the motivator consistently improved

transfer strength of ADNet, as shown in Figure 2.

6.2 Qualitative evaluation
Table 1 and Table 2 show several examples of suc-
cessful form/meaning transfer achieved by AD-
Net. Table 1 presents the results of an experiment
that to some extent replicates the approach taken
by the authors who treat linguistic form as a binary
variable (Shen et al., 2017; Fu et al., 2018). The
sentences the original Shakespeare plays were av-
eraged to get the “typical” Early Modern English
form vector. This averaged vector was used to de-
code a sentence from the modern English transla-
tion back into the original. The same was done in
the opposite direction.

Table 2 illustrates the possibilities of ADNet on
fine-grained transfer applied to the change of reg-
ister. We encoded two sentences in different reg-
isters from the Headlines dataset to produce form
and meaning embeddings, and then decoded the
first sentence with the meaning embedding of the
second, and vice versa. Table 2 shows that the
model correctly captures the meaning of sentences
and decodes them using the form of the source
sentences, preserving specific words and the struc-
ture of the source sentence. Note that in the first
example, the model decided to put the colon af-
ter the “crisis management”, as the source form
sentence has this syntactic structure (“A review:”).
This is not possible in the previously proposed
models, as they treat form as just a binary variable.

6.3 Performance of meaning embeddings on
downstream tasks

We conducted some experiments to test the as-
sumption that the derived meaning embeddings
should improve performance on downstream tasks
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(a) Meaning embeddings (b) Form embeddings

Figure 4: t-SNE visualization of the form and meaning embeddings. Each color corresponds to a different author.

BoW Seq2Seq InferSent Fu et al. (2018) ADNet

80.82 74.68 83.17 78.88 81.38

Table 3: F1 scores on the task of paraphrase detection
using the SentEval toolkit (Conneau et al., 2017)

that require understanding of the meaning of the
sentences regardless of their form. We evaluated
embeddings produced by the ADNet, trained in
the Headlines dataset, on the paraphrase detection
task. We used the SentEval toolkit (Conneau et al.,
2017) and the Microsoft Research Paraphrase Cor-
pus (Dolan et al., 2004). The F1 scores on this
task for different models are presented in Table 3.
Note that all models, except InferSent, are unsu-
pervised. The InferSent model was trained on a
big SNLI dataset, consisting of more than 500,000
manually annotated pairs. ADNet achieves the the
highest score among the unsupervised systems and
far outperforms the regular sequence-to-sequence
autoencoder.

6.4 Multiple forms and stylistic similarities

In order to go beyond just two different forms, we
experimented with training the model on a set of
literature novels from six different authors from
Project Gutenberg4 written in two different time
periods. A t-SNE visualization of the resulting
meaning and form embeddings is presented in Fig-
ure 4. Note how form embeddings create a six-
pointed star. After further examination, we ob-
served that common phrases (for example, “Good
morning” or “Hello!”) were embedded into the
center of the star, whereas the most specific sen-
tences from a given author were placed into the
rays of the star. In particular, some sentences in-
cluded character names, thus further research is re-
quired to mitigate this problem. Stamatatos (2017)

4http://www.gutenberg.org/

provides a promising direction for solving this.

7 Conclusion

We presented ADNet, a new model that performs
adversarial decomposition of text representation.
In contrast to previous work, it does not require
a parallel training corpus and works directly on
hidden representations of sentences. Most impor-
tantly, it does not treat the form as a binary vari-
able (as done in most previously proposed mod-
els), enabling a fine-grained change of the form of
sentences or specific aspects of meaning. We eval-
uate ADNet on two tasks: the shift of language
register and diachronic language change. Our so-
lution achieves superior results, and t-SNE visual-
izations of the learned meaning and form embed-
dings illustrate that the proposed motivational loss
leads to significantly better separation of the form
embeddings.
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Abstract

We introduce entity post-modifier generation
as an instance of a collaborative writing task.
Given a sentence about a target entity, the task
is to automatically generate a post-modifier
phrase that provides contextually relevant in-
formation about the entity. For example, for
the sentence, “Barack Obama, , sup-
ported the #MeToo movement.”, the phrase
“a father of two girls” is a contextually rel-
evant post-modifier. To this end, we build
PoMo, a post-modifier dataset created auto-
matically from news articles reflecting a jour-
nalistic need for incorporating entity informa-
tion that is relevant to a particular news event.
PoMo consists of more than 231K sentences
with post-modifiers and associated facts ex-
tracted from Wikidata for around 57K unique
entities. We use crowdsourcing to show that
modeling contextual relevance is necessary for
accurate post-modifier generation.

We adapt a number of existing generation ap-
proaches as baselines for this dataset. Our
results show there is large room for improve-
ment in terms of both identifying relevant facts
to include (knowing which claims are relevant
gives a > 20% improvement in BLEU score),
and generating appropriate post-modifier text
for the context (providing relevant claims is
not sufficient for accurate generation). We con-
duct an error analysis that suggests promising
directions for future research.

1 Introduction

The goal of machine-in-the-loop writing systems
is to assist human writers by directly augmenting
their text. Examples include systems that refine
human text for grammar (Rao and Tetreault, 2018),
collaborate on story plot generation systems (Clark
et al., 2018; Yu and Riedl, 2012), or modify the
content for style (Hu et al., 2017; Shen et al., 2017;
Yang et al., 2018). In this paper, we introduce

Professor Melman ’s arguments appealed to a
wide spectrum, attracting unions like the United
Automobile Workers and the Machinists Union ...
Noam Chomsky , , said Dr. Melman helped

mobilize what once was weak and scattered re-
sistance to war and other military operations.
“The country is a lot different than it was 30 to
40 years ago, and he had a big role in that,” Mr.
Chomsky said.

Noam Chomsky (Q9049)

spouse Carol Chomsky

occupation university teacher

political ideology anarchism

employer MIT

notable work “Class Warfare”

Input Entity Mention and Context

and Claims from Wikidata

Output “the MIT professor and antiwar activist”

Figure 1: Post-Modifier Generation Task

post-modifier generation as an instance of such an
assistive writing task in the news domain. Jour-
nalists use post-modifiers to introduce background
information about entities discussed in news arti-
cles. To write these post-modifiers journalists often
need to look up relevant facts about entities. A
post-modifier generation system can be seen as a
collaborative assistant that automatically finds rel-
evant facts and inserts a small text fragment that
augments the text produced by the human writer.

Post-modifier generation is a contextual data-to-
text generation problem, where the data is the set
of known facts about the target entity, and the text
to be generated is a post-modifier that is relevant
to the rest of the information conveyed in the text.
Figure 1 shows an example. Given a sentence about
the anti-war resistance work of Noam Chomsky,
the target entity, and a set of known facts about
him, the task is to generate a post-modifier that
introduces Chomsky as a professor and mentions
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his background as an anti-war activist. An effective
post-modifier generation system must: (i) select
suitable facts about the entity given the text, and
(ii) produce text that covers these facts in a way
that fits in with the rest of the text.

We introduce PoMo, an automatically generated
dataset for developing post-modifier generation
systems.1 PoMo is a collection of sentences that
contain entity post-modifiers, along with a collec-
tion of facts about the entities obtained from Wiki-
data (Vrandečić and Krötzsch, 2014). We use a
small number of dependency patterns to automati-
cally identify and extract post-modifiers of entities
in sentences. We then link the extracted entities
with the entries in Wikidata. The resulting dataset
has 231,057 instances covering 57,966 unique en-
tities. Our analysis show that the post-modifiers
often combine multiple facts and are specific to the
sentential context.

We conduct two sets of experiments that high-
light the challenges in post-modifier generation.
(i) Claim Selection: Given an input sentence, the
first step in generating a post-modifier is to fig-
ure out which facts to use. We formulate this as
a distantly-supervised ranking problem, where we
train neural models that learn to identify relevant
claims for a given sentence. These claim rank-
ing models perform well when predicting the rele-
vance of coarse-grained facts (e.g. occupation), but
fare poorly when predicting finer-grained facts (e.g.
place of birth). (ii) Generation: We adapt recent
sequence-to-sequence generation models for this
task. Results show that generation remains a chal-
lenge. Even though our automatic claim ranking
does not improve generation, further experiments
with oracle selected claims demonstrate that when
relevant claims are known, the models can generate
post-modifiers which humans deem comparable in
quality to ones written by professional journalists.

In summary, the main contributions of this work
are: 1) a data-to-text problem that introduces
new challenges, 2) an automated dataset creation
pipeline and a large resulting dataset, 3) a crowd-
sourcing study that verifies the contextual relevance
of post-modifiers, and 4) a characterization of the
difficulty of the task via performance analysis of
numerous baselines.

1https://stonybrooknlp.github.io/PoMo/

CNN DM NYT Total

Train 6,557 11,323 202,735 220,615
Valid 162 267 4,771 5,200
Test 181 288 4,773 5,242

Total 6,900 11,878 212,279 231,057

Table 1: Dataset distribution by sources.

2 PoMo: Task and Dataset

Post-modifier generation can be formulated as a
data-to-text generation problem. The input is text
mentioning a target entity and a set of known facts
about the entity. The output is a phrase that: (i) fits
as a post-modifier of the target entity mentioned
in the input text, and (ii) conveys a subset of facts
relevant to the context of the input text.

Figure 1 shows an example for the target entity
Noam Chomsky. The input includes a sentence
mentioning Chomsky’s work on mobilizing anti-
war groups along with its surrounding context, and
a listing of all facts about Chomsky that are avail-
able in Wikidata. Given these inputs, the task is
to output a post-modifier phrase that conveys facts
about Chomsky that fit within the sentence. In this
example the post-modifier conveys both general
background information about Chomsky (his oc-
cupation), and specific information relevant to the
context of the sentence (being an anti-war activist).

This task can be seen as an instance of collabora-
tive writing, where the journalist writes text about
specific news events involving entities, and the gen-
eration system assists the journalist by inserting
new text that augments the story. Given a large
collection of news articles, we can automatically
create training data for such systems by removing
the pieces of text that we want the assistant to gen-
erate. This requires reliable ways to identify text to
remove and sources of information that can be used
to generate the text. Here we describe a pipeline
for generating such a dataset for our task.

2.1 Dataset

We construct the PoMo dataset using three different
news corpora: NYTimes (Sandhaus, 2008), CNN
and DailyMail (Hermann et al., 2015). We use
Wikidata to collect facts about entities.2

2Wikidata dump from https://www.wikidata.
org/wiki/Wikidata:Database_download (Dump
date: 2018/06/25)
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2.1.1 Post-Modifier and Entity Identification
We use Stanford CoreNLP (Manning et al., 2014)
to parse each sentence in the news articles and to
identify named entities. We extract post-modifiers
by finding noun phrases that share an appos re-
lation3 with any recognized named entity in the
sentence. In this work, we only consider post-
modifiers for people. In the future, we plan to
expand PoMo to include more post-modifiers for
other targets, such as organizations. We extract
only one such pair from a given sentence to reduce
the possible noise in the extraction process.

In our running example from Figure 1, Noam
Chomsky is recognized as a person entity. The
word “professor” is an appositive dependency of
the word “Chomsky” and therefore, we extract
the NP “the Massachusetts Institute of Technology
professor and antiwar activist” which includes the
word “professor” as a post-modifier for the target
entity Noam Chomsky.

2.1.2 Entity Claim Matching
Wikidata provides information about entities in the
form of key-value pairs that are called claims. To
collect the facts about a target entity, we need to
link the target to a specific entity in Wikidata. We
first search through Wikidata labels and aliases to
find candidates with the same name as the target.
We sort the candidates based on the number of
claims that have a significant word overlap with
the extracted post-modifier. We link the entity to
the highest ranked candidate whose claims cover
at least 30% of the non stop words in the post-
modifier. If such a candidate is found we record the
claims that overlap with the post-modifier. If no
such candidate is found then we discard the entity.

We evaluate this simple heuristic by comparing
the results to using an off-the-shelf entity linking
system AIDA-light (Nguyen et al., 2014) and show
the results in Table 2. We find that AIDA-light
agrees with our entity linking in 91.2% of the cases.
AIDA-light is able to link 94.3% of the entities we
found from NYTimes, but for CNN and DailyMail,
it links only 87.0% and 86.34% of the entities, re-
spectively. This decrease is likely due to the fact
that AIDA-light was last updated in 2014 while the
CNN/DailyMail datasets contain articles collected
until the end of April 2015. On the other hand,
NYTimes articles range from 1987 to 2007. Our

3An appositional modifier of an NP is another NP immedi-
ately to the right that defines or modifies the NP.

AIDA Succ. Agreement

Overall 93.66 91.22

Train 93.65 91.16
Valid 94.06 91.13
Test 93.80 93.65

CNN 87.03 90.34
DM 86.34 85.66
NYT 94.29 91.53

Table 2: Percent agreement with AIDA-light’s named
entity disambiguation results.

heuristic seems to be reasonably reliable as it does
not depend on anything else but the data sources:
news articles and Wikidata.

2.2 Analysis

Table 1 shows the distribution of the data sources
over train, validation, and test sets. All splits main-
tain the relative distributions of the data sources
to prevent stylistic mismatches from influencing
generation. We also ensure that there is no entity
overlap among the splits. Within the NYTimes data,
we verify that the distribution over years between
1987 and 2007 is also similar over the sets.

Distribution of Post-Modifiers and Entities
Figure 2a shows the distribution of post-modifier
lengths in terms of token counts. Most post-
modifiers are three to eight words long, and about
17.3% are even longer. Figure 2b shows an esti-
mate of the number of relevant facts covered by
the post-modifiers; this estimate uses the number
of claims that overlap with the post-modifier via
heuristic matching. More than half of the post-
modifiers convey two or more facts. About 11.4%
convey five or more facts. These results suggest
that generating post-modifiers requires composing
together multiple relevant facts.

Table 3 lists the most frequent types of facts
used in the post-modifiers in our dataset. Most
relate to generic biographical information such as
the entity’s occupation, organizations they belong
to, place of birth, etc. Here again we see a range of
types of information being conveyed which is likely
to present a challenge for generation systems.

The dataset also covers a wide variety of en-
tity types. We cluster the target entities by their
occupation listed in Wikidata. We also use Word-
Net (Miller, 1995) to traverse the hypernyms of the
words to find frequent ones. Then, we manually
select the top ten occupation types. Any entity that
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(a) Histogram of the token counts of
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modifiers (171K instances, 74.14%) have
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(c) Histogram of the scores for post-
modifiers, averaged over three annota-
tions. The distribution of ratings for true
and other post-modifiers.

Figure 2: PoMo Post-Modifier Statistics

Fact Type Count
position held 151,959

occupation 82,781
educated at 53,067

member of political party 42,416
member of sports team 41,602

employer 36,412
award received 31,618

position played on team / speciality 23,987
country of citizenship 17,444

nominated for 15,139
place of birth 9,185
participant of 8,520

member of 7,565
languages spoken, written or signed 4,827

place of death 4,071

Table 3: Top 15 frequent fact types based on heuristic
fact coverage identification.

does not belong to the top ten is assigned to a single
other group. The resulting distribution is shown in
Table 4.

Quality of Post-Modifiers We conduct a crowd-
sourcing study to understand how often the post-
modifiers are specific to the particular context. For
each (entity, context, post-modifier) triple in the
validation set, we create multiple alternative post-
modifiers by randomly choosing up to ten other
post-modifiers that are found in some other sen-
tences for the same entity. Crowd workers rate the
quality of these post-modifiers. Figure 3 shows a
screenshot of a task given to crowd workers. If the
true post-modifier, the one that is actually used in
the context, is rated the highest compared to the
rest, then we assume the post-modifier is indeed
specific to the context. On the other hand, if the
crowd workers rate multiple other post-modifiers as
good fits for the context, then the true post-modifier
is not context specific. Figure 2c shows the distri-
bution of ratings for true and other post-modifiers.
The true post-modifiers tend to be rated very good
or good more often than the other post-modifiers.

Occupation Count Percentage
athlete 13,560 23.39%
writer 9,177 15.83%

politician 8,518 14.69%
entertainer 6,488 11.19%

other 5,870 10.13%
scientist 4,487 7.74%

artist 4,175 7.20%
official 2,098 3.62%
lawyer 1,132 1.95%

educator 961 1.66%
capitalist 789 1.36%

scholar 711 1.23%

Table 4: Distribution of the inferred occupations of the
target entities. Entities clustered by their occupation.

Figure 3: Screenshot of the crowdsourcing task. We
asked crowd to rate the quality of post-modifiers.

This suggests that in many cases post-modifiers
are specific to the context and cannot be simply
replaced by other post-modifiers.

3 Relevant Claim Selection

One of the key challenges of generating post-
modifiers is to identify the claims about an entity
that are relevant to the given context. In this section,
we explore methods for solving this task.
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3.1 Methods

We consider three different models: a most-
common claim baseline and two neural baselines.

Most-Common Claim This model employs a
simple frequency heuristic: rank claims by the fre-
quency of their types in the training post-modifiers
(e.g. as in the order given in Table 3) and deem the
top n claims in this ranking as relevant.

Neural Baselines We use two neural baselines
with the following architecture. Word embeddings
are used to represent words in the context (e.g.
current and previous sentence) and claims. The
sequences of embeddings are then fed through 2-
layer LSTM’s (Hochreiter and Schmidhuber, 1997)
to obtain separate representations of the context
and claims. These representations are subsequently
concatenated together and fed through a fully-
connected layer with sigmoid activation, producing
a scalar value for each claim representing the prob-
ability that it is relevant. We use this model in two
ways: as a classifier, and as a ranking model. When
used as a classifier, any claim whose score exceeds
a threshold τ is predicted to be relevant. When
used as a ranking model, the top n highest-scoring
claims are predicted to be relevant.

3.2 Experiments

We train our baselines on the PoMo dataset, using
the claims detected during dataset collection as a
(distant) source of supervision. Precision, recall,
and F1 score are used to evaluate model perfor-
mance. Model hyperparameters are chosen using
(coarse) grid search to maximize F1 score on the
validation set. The neural baselines use a vocabu-
lary size of 50,000, 100-dimensional word embed-
dings, and 256 hidden units in the LSTM layers.
Dropout (Srivastava et al., 2014) is applied between
the LSTM layers with a 0.5 keep probability. The
neural classifier uses threshold τ = 0.37. We find
the optimal value of n is 4 for the most-common
claims model and 2 for the neural ranker.

Quantitative results are provided in Table 5.
Both neural baselines perform considerably better
than the most-common claims model. This indi-
cates that the provided contexts and claim values
contain useful information for claim selection that
goes beyond the information captured by global
statistics of the dataset alone. We additionally ob-
serve that the ranking-based approach outperforms
the classification-based approach in terms of both

Prec. Recall F1

Most-Common Claim (n=4) 39.9 51.6 45.0
Neural Classifier (τ=0.37) 52.0 63.8 57.4
Neural Ranker (n=2) 66.5 62.7 64.5

Table 5: Baseline model performance on the claim se-
lection task.

Fact Type F1

employer 76.95
position played on team / speciality 76.65
position held 63.10
occupation 50.02
member of political party 48.71
member of 45.60
member of sports team 38.53
award received 37.53
nominated for 30.87
educated at 29.56
participant of 29.04
country of citizenship 16.28
place of death 14.72
place of birth 6.80
languages spoken, written or signed 0.00

Table 6: F1 score of neural ranker (n = 2) on top 15
fact types.

precision and F1 score, while having only slightly
worse recall.

To better understand the cases where the neural
models fail and succeed, we examine the distribu-
tion of F1 scores over the top 15 fact types (see
Table 6). Interestingly, when ranked by F1 score
we observe that fact types fall naturally into topi-
cally related groups:

1. position / occupation-related facts: position
played, position held, occupation

2. membership-related facts: member of political
party, member of, member of sports team

3. achievement-related facts: award received,
nominated for

4. location-related facts: country of citizenship,
place of death, place of birth

With the exception of employer, the overarching
trend is that the model identifies the relevance
of coarse-grained claims better than fine-grained
claims (e.g occupations, political parties, and sports
positions are much more likely to be shared be-
tween entities than birth and death places). This
suggests that developing better methods for deter-
mining the relevance of fine-grained claims is a
promising avenue for future research on this task.

830



4 Post-Modifier Generation

We move our focus to the main task of post-
modifier generation.

4.1 Methods

At its core, post-modifier generation involves pro-
ducing a variable-length sequence output condi-
tioned on two variable-length inputs: the words in
the current and previous sentence (e.g. the con-
text), and the collection of claims about the entity.
Accordingly, the sequence-to-sequence (seq2seq)
framework (Sutskever et al., 2014) is a natural fit
for the task — we use it as the foundation for all
of our baseline models. Since research has shown
that attention (Bahdanau et al., 2015) and copy
mechanisms (Gu et al., 2016) consistently improve
seq2seq model performance, we use these in our
baselines as well.

One choice that must be made when using this
framework is how to combine the different inputs.
The default approach we use is to concatenate the
claim and context into a linear sequence of tokens
during preprocessing (shown in Figure 4a). We
also experiment with encoding the claims and each
of the context sentences separately, then concate-
nating their vector representations before decoding.
We refer to this as the tri-encoder approach (shown
in Figure 4b).

As discussed earlier, selecting relevant claims
is crucial to generating good post-modifiers. One
way to incorporate claim selection is to use our
baseline models from Section 3 to cut out irrele-
vant claims from the input before feeding them to
the encoder (e.g. performing hard claim selection).
This pipelined approach is not differentiable, and
can suffer from cascading errors. An alternative
way is to use the model’s attention mechanism as
a form of soft claim selection that attends only to
the relevant claims. The drawback of this approach
is that it does not make use of the available claim
annotations, which are an important source of su-
pervision.

Building on these observations, we propose an
end-to-end claim selection model which incorpo-
rates an additional term to the loss function that
encourages the claim-level attention probabilities
to be higher for the identified relevant claims as
shown in Figure 4c. The process for computing
this loss term works as follows. We begin by sum-
ming together attention scores for tokens within
claims to obtain a claim-level score. These scores

Prev. Sent. Context Claims Post-Modifier

...

Attention

...... ... ...

(a) Basic sequence-to-sequence model

Prev. Sent. Context Claims Post-Modifier

...

Attention

... ... ...

Attention Attention

...

(b) Tri-encoder model

Post-Modifier

...

Attention

Prev. Sent. ContextClaims

...... ... ...

Aux. Claim
Ranking Loss

(c) End-to-end claim selection model

Figure 4: PoMo Models for post-modifier genera-
tion. Grey boxes at the bottom represent individual en-
coder/decoder modules. (a) For baseline BiLSTM and
transformer models all inputs are concatenated into one
sequence. (b) The tri-encoder model has a separate en-
coder and attention for each type of input. The outputs
of attention layers are concatenated together before
generation. (c) The end-to-end claim selection model
attends to only the claim embeddings and uses an aux-
iliary loss term to encourage high attention scores for
relevant claims.

are then fed through a sigmoid activation function
to obtain a soft claim selection probability. For
each claim, we measure the binary cross entropy
between the predicted selection probability and a
binary variable indicating whether or not the claim
was identified as relevant. The final loss term is the
average of these binary cross entropies. Note that
we do not use a copy mechanism in this model to
avoid double-counting (since relevant claims were
identified using word overlap).

4.2 Experiments
We experiment with two types of encoder/decoder
modules: bidirectional LSTMs, and transform-
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ers (Vaswani et al., 2017). We use a vocabulary
of size 50K, truncate the maximum input sequence
length to 500, and use a batch size of 32 in all
experiments. To help models distinguish between
claims and context we demarcate claim fields with
special <claim>, <key>, and <value> tokens.
We train all the models for 150k steps, and evaluate
on the validation dataset every 10k steps. Evalua-
tion is performed using the BLEU (Papineni et al.,
2002) and METEOR (Banerjee and Lavie, 2005)
translation metrics, and Precision, Recall and F1

score of the predicted bag-of-words (omitting stop-
words). The model with the highest F1 score on
the validation set is used during test time.

For the bidirectional LSTM, we use 2 hidden lay-
ers with 512 hidden units, 500-dimensional word
embeddings, and apply dropout between layers
with a keep probability of 0.7. Models are trained
using stochastic gradient descent with a learning
rate of 1.0. For the transformer model, we use 4
attention heads, 4 layers of transformer blocks with
64 hidden units for the encoder and the decoder,
a penultimate hidden layer with 256 units, and
64-dimensional word embeddings. Transformer
models are trained using Adam (Kingma and Ba,
2015) with an initial learning rate of 2.0, and a la-
bel smoothing (Szegedy et al., 2016) factor of 0.1
when calculating loss.

We perform a variety of experiments, the results
of which are displayed in Table 7. In this table,
Transformer and BiLSTM refer to models trained
using the default approach to combining context
and claims, while Tri-encoder refers to a BiLSTM
model trained using the approach described in 4.1
(we do not train a transformer version since its
performance is lackluster). Here are detailed de-
scriptions of the experiments performed in each
section:

• All Claims: Results for vanilla seq2seq models.
• Oracle: Hard claim selection is performed using

the oracle relevant claims.
• Neural Ranker (n = 10): Hard claim selection

is performed using the top-10 claims returned by
the neural ranker baseline.
• End-to-End Claim Selection: Results for the

end-to-end claim selection model.

In order to understand the relative contribution of
the different inputs, we also include results for
the BiLSTM model trained using either only the
claims, or only the context sentences. In Figure 5
and 6, we show the performances by post-modifier

and sentence lengths to examine the impact of the
such variables.

Discussion of Quantitative Results Our results
contain a few key findings. The first is that know-
ing the relevant claims is critical to obtaining state-
of-the-art performance; even knowing only oracle
claims is sufficient to perform better than all of the
other baselines, although there is a still a large im-
provement when context is additionally provided.
However, model-based approaches for claim selec-
tion do not seem to help: hard claim selection using
the neural ranker performs just as well as the vanilla
models, and our proposed approach for end-to-end
claim selection has a negative impact. This moti-
vates the need for more effective methods of claim
selection. The decreasing performances of the
BiLSTM seq2seq models by the increasing target
post-modifier and sentence lengths show the dif-
ficulty of generating long texts and handling long
input data. Finally, we observe that the transformer-
based seq2seq models are not particularly well-
suited to this task. In all cases their performance is
inferior to the BiLSTM-based approaches. Large-
scale, pre-trained transformer-based language mod-
els, such as GPT-2 (Radford et al., 2019) and
BERT (Devlin et al., 2018), might be an interest-
ing addition to the baselines, by framing the task
as filling in the blanks for post-modifiers. How-
ever, when restricted to approaches that only use
our dataset for training, we expect those based on
language models to struggle due to the separation
of entities among train, validation, and test.

Qualitative Analysis A cursory examination of
model predictions (see Table 8 for examples) pro-
vides insight into why post-modifier generation is
a challenging task. One issue that consistently ap-
pears is temporal inconsistency between the target
and generated post-modifiers. That is, the model
may make an error since it is unaware of the time
period that the article is written in (and also may
not be aware of the periods of time for which a
claim are true). For example, in the first instance
in Table 8 the Oracle model predicts an almost cor-
rect post-modifier but misses the fact that Kenneth
Clarke is a former Chancellor of the Exchequer.
Another apparent issue is that models tend to gen-
erate shorter post-modifiers than humans. As is
indicated in Figure 2a the post-modifiers in the
dataset on average contain 5.8 tokens, whereas gen-
erated post-modifiers have only 3.8. Lastly, we
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Prec. Rec. F1 BLEU MET.

All Claims
Transformer 41.9 22.2 29.0 7.0 12.1
Tri-Encoder 53.9 32.4 40.5 17.0 17.6
BiLSTM 51.1 34.7 41.4 19.4 18.8

Oracle
Transformer 69.4 38.6 49.6 15.7 20.0
Tri-Encoder 68.8 47.3 56.1 24.0 24.5
BiLSTM 66.4 48.8 56.2 25.1 25.3

Neural Ranker (n = 10)
Transformer 41.5 22.4 29.1 6.9 12.1
Tri-Encoder 53.5 34.1 41.6 17.6 18.3
BiLSTM 49.0 34.2 40.3 18.5 18.5

End-to-End Claim Selection
BiLSTM 47.5 27.9 35.2 13.7 15.3

Context Only
BiLSTM 13.3 8.5 10.3 3.4 6.2

Claims Only
BiLSTM 47.3 28.5 35.6 13.5 15.0

Oracle Claims Only
BiLSTM 63.8 44.7 52.5 21.3 22.7

Table 7: Post modifier generation model performances
with seq2seq models. Precision, recall and F1 scores
are computed ignoring stopwords.

observe that our quantitative evaluation metrics can
be too strict. Take for example the second instance
in Table 8. Here the content of the target and gen-
erated post-modifiers is almost exactly the same,
however our metrics would give very low scores
due to low overlap.

Human Evaluation We additionally evaluate
the generated post-modifiers by performing a hu-
man evaluation using Amazon Mechanical Turk.
We randomly select 500 instances from test set and
show crowdworkers the sentence context, along
with the true post-modifier and a generated one. For
each instance, workers are asked to select the better
phrase, or indicate that the two phrases are of equal
quality. For the Oracle BiLSTM model, the true
post-modifiers are preferred 46% of the time, while
generated post-modifiers are preferred 43.2% of
the time. For the Neural Ranker (n = 10) BiLSTM
model, true post-modifiers are favored much more
(57.60%) than the generated ones (20%). Consis-
tent with our quantitative results, we see that claim
selection is a crucial factor in this task. We also ob-
serve a few trends in the results. People tend to pre-
fer generated post-modifiers over the ones written
by professional journalists when they are shorter
and to use more general terms without elaborat-
ing too much about the entity. In contrast, longer

All Claims BiLSTM
Neural Ranker BiLSTM
Oracle BiLSTM

0

50

100

post-modifier lengths
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20+

(a) F1 scores

All Claims BiLSTM
Neural Ranker BiLSTM
Oracle BiLSTM
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50

100

post-modifier lengths
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20+

(b) BLEU scores

Figure 5: Performances by target post-modifier lengths
of BiLSTM model. Post-modifiers with 20 or more to-
kens are put into one group, 20+.
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Figure 6: Performances by input sentence lengths of
BiLSTM model. Sentences with 20 or more tokens are
put into one group, 20+.

and more detailed human written post-modifiers
are preferred when they are especially relevant to
the rest of the sentence.

5 Related Work

There is a large body of previous work on claim
selection (Kukich, 1983; Duboue and McKeown,
2003; Reiter and Dale, 1997; Tanaka-Ishii et al.,
1998; Barzilay and Lapata, 2005) and language
generation from structured data (Reiter et al., 2005;
Goldberg et al., 1994). Initially, hand-crafted
grammars were employed for language generation,
which later evolved to statistical machine transla-
tion style models (Wong and Mooney, 2007) or
PCFG based models (Belz, 2008). More recently,
the focus has shifted to learning both fact selection
and language generation jointly (Liang et al., 2009;
Angeli et al., 2010; Kim and Mooney, 2010; Lu
and Ng, 2011; Konstas and Lapata, 2013).
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Input Sky News reported Thursday night that Kenneth Clarke , , had not yet decided whether to
support Mr. Howard ’s candidacy , raising the possibility the party could face a divisive battle for
leadership .

Claims + (position held: Chancellor of the Exchequer)
+ (position held: Secretary of State for the Home Department)

Target a former chancellor of the exchequer
All Claims the Home Secretary

Oracle the Chancellor of the Exchequer

Input “ A lot of people think it ’s something we just started , but we actually opened the season with our
first drive using it against Indianapolis , ” said Howard Ballard , .

Claims + (member of sports team: Buffalo Bills)
+ (position played on team / speciality: offensive tackle)
+ (mass: 325 pound)
+ (height: 78 inch)

Target Buffalo ’s robust , 6-foot-6-inch , 325-pound right tackle
All Claims & Oracle the Bills ’ offensive tackle

Table 8: Challenging PoMo instances. Two examples along with outputs of the best All Claims and Oracle models
are displayed. Claims deemed relevant during dataset curation are prefaced with a +. In the first example, knowing
the relevant claims helps the Oracle model produce an output that closely matches the Target, however lack of
temporal information causes the model to miss the word former. In the second example, the All Claims and Oracle
models produce the same post-modifier. Although it is similar to the Target in meaning, it receives a low score
using our evaluation metrics. Futhermore, our data curation method fails to identify relevant claims.

Modern approaches employ neural networks to
solve this problem end-to-end. Mei et al. (2016) uti-
lize an encoder-decoder framework to map weather
conditions to a weather forecast. Ahn et al. (2016)
and Yang et al. (2017) introduce a new class of
language models which are capable of entity co-
reference and copying facts from an external knowl-
edge base. Building upon these models, Wiseman
et al. (2017) introduce an auxiliary reconstruction
loss which use the hidden states of the decoder to
recover the facts used to generate the text. Liu et al.
(2018) introduce a hierarchical attention model for
fact selection, with the higher level focusing on
which records in the table to select and the lower
level focusing on which cells in a particular row to
pay attention to.

In order to train complex neural models, the
quest for larger datasets has become paramount.
Lebret et al. (2016) introduce the WikiBio dataset
containing Wikipedia articles of famous people and
the corresponding infobox tables. One drawback of
this dataset is that it is easily solved using template-
based models. To address this issue, Wiseman et al.
(2017) introduce the ROTOWire dataset, which
contains summaries of basketball games that are
very long and syntactically diverse. A comprehen-
sive list of datasets is provided in Appendix B.

6 Conclusions and Future Work

Inspired by recent work on collaborative writing
and data-to-text generation, we introduce post-
modifier generation, a task that bridges the gap

between these two fields. The task is to generate a
factual description of an entity which fits within the
context of a human written sentence. In order to
promote research on this task we present PoMo,
a large dataset of automatically extracted post-
modifiers from news articles, aligned to the Wiki-
data knowledge graph. We study the performance
of numerous strong baseline models on this dataset,
with a particular focus on the specific sub-task of
claim selection. Our results demonstrate that when
relevant claims are known, sequence-to-sequence
models are capable of generating post-modifiers
which humans deem comparable in quality to ones
written by professional journalists. However, ac-
cording to both quantitative metrics and human
judgment, performance is much lower when mod-
els must determine for themselves which claims
are relevant. These experiments suggest plausible
pathways to achieving human-level performance on
this task that are both challenging and interesting
problems for future research.

Acknowledgments

We would like to thank the Toyota Technolog-
ical Institute at Chicago for hosting the Work-
shop on Collaborative and Knowledge-Backed Lan-
guage Generation which initiated the efforts for this
project. The authors would also like to thank David
Yarowsky, Jason Eisner, Kevin Duh, Kyle Gorman,
and Philipp Koehn for feedback on early ideas for
post-modifier generation.

834



References
Sungjin Ahn, Heeyoul Choi, Tanel Pärnamaa, and

Yoshua Bengio. 2016. A neural knowledge language
model. arXiv preprint arXiv:1608.00318.

Gabor Angeli, Percy Liang, and Dan Klein. 2010. A
simple domain-independent probabilistic approach
to generation. In Proceedings of the 2010 Confer-
ence on Empirical Methods in Natural Language
Processing, pages 502–512. Association for Compu-
tational Linguistics.

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Ben-
gio. 2015. Neural machine translation by jointly
learning to align and translate. In 3rd Inter-
national Conference on Learning Representations,
ICLR 2015, San Diego, CA, USA, May 7-9, 2015,
Conference Track Proceedings.

Satanjeev Banerjee and Alon Lavie. 2005. Meteor: An
automatic metric for mt evaluation with improved
correlation with human judgments. In Proceedings
of the acl workshop on intrinsic and extrinsic evalu-
ation measures for machine translation and/or sum-
marization, pages 65–72.

Regina Barzilay and Mirella Lapata. 2005. Collective
content selection for concept-to-text generation. In
Proceedings of the conference on Human Language
Technology and Empirical Methods in Natural Lan-
guage Processing, pages 331–338. Association for
Computational Linguistics.

Anja Belz. 2008. Automatic generation of weather
forecast texts using comprehensive probabilistic
generation-space models. Natural Language Engi-
neering, 14(4):431–455.

Elizabeth Clark, Anne Spencer Ross, Chenhao Tan,
Yangfeng Ji, and Noah A Smith. 2018. Creative
writing with a machine in the loop: Case studies on
slogans and stories. In 23rd International Confer-
ence on Intelligent User Interfaces, pages 329–340.
ACM.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv preprint arXiv:1810.04805.

Pablo A Duboue and Kathleen R McKeown. 2003. Sta-
tistical acquisition of content selection rules for nat-
ural language generation. In Proceedings of the
2003 conference on Empirical methods in natural
language processing, pages 121–128. Association
for Computational Linguistics.

Eli Goldberg, Norbert Driedger, and Richard I Kit-
tredge. 1994. Using natural-language processing to
produce weather forecasts. IEEE Expert, 9(2):45–
53.

Jiatao Gu, Zhengdong Lu, Hang Li, and Victor OK
Li. 2016. Incorporating copying mechanism in
sequence-to-sequence learning. In Proceedings of

the 54th Annual Meeting of the Association for Com-
putational Linguistics (Volume 1: Long Papers), vol-
ume 1, pages 1631–1640.

Karl Moritz Hermann, Tomas Kocisky, Edward Grefen-
stette, Lasse Espeholt, Will Kay, Mustafa Suleyman,
and Phil Blunsom. 2015. Teaching machines to read
and comprehend. In Advances in Neural Informa-
tion Processing Systems, pages 1693–1701.

Sepp Hochreiter and Jrgen Schmidhuber. 1997. Long
short-term memory. In Neural Computation.

Zhiting Hu, Zichao Yang, Xiaodan Liang, Ruslan
Salakhutdinov, and Eric P Xing. 2017. Toward
controlled generation of text. In Proceedings
of the 34th International Conference on Machine
Learning-Volume 70, pages 1587–1596. JMLR. org.

Joohyun Kim and Raymond J Mooney. 2010. Gen-
erative alignment and semantic parsing for learn-
ing from ambiguous supervision. In Proceedings
of the 23rd International Conference on Computa-
tional Linguistics: Posters, pages 543–551. Associa-
tion for Computational Linguistics.

Diederik P. Kingma and Jimmy Ba. 2015. Adam: A
method for stochastic optimization. In 3rd Inter-
national Conference on Learning Representations,
ICLR 2015, San Diego, CA, USA, May 7-9, 2015,
Conference Track Proceedings.

Ioannis Konstas and Mirella Lapata. 2013. A global
model for concept-to-text generation. Journal of Ar-
tificial Intelligence Research, 48:305–346.

Karen Kukich. 1983. Design of a knowledge-based re-
port generator. In Proceedings of the 21st annual
meeting on Association for Computational Linguis-
tics, pages 145–150. Association for Computational
Linguistics.
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A Additional Claim Selection Materials

Table 9 lists the evaluation results of most-common
claim baseline for n, the number of claims to pre-
dict, from 1 to 5. We obtain highest F1 with n = 4.

n Precision Recall F1

1 57.7 31.8 41.0
2 49.6 38.3 43.2
3 43.4 45.2 44.3
4 39.9 51.6 45.0
5 36.0 56.8 44.0

Table 9: Evaluation metrics for most-common claim
baseline for different values of n.

Neural baseline shows improved performance
compared to most-common claim baseline, show-
ing its best performance when n = 2.

n Precision Recall F1

1 75.2 42.4 54.3
2 66.5 62.7 64.5
3 56.0 69.6 62.1
4 48.7 76.2 59.4

Table 10: Evaluation metrics for neural baseline for dif-
ferent values of n.

B Existing Data-to-Text Datasets

Table 11 provides a comprehensive list of data-
to-text datasets. PoMo presents a different set of
challenges from these datasets. While the target
text is shorter and less diverse, the task adds an
additional challenge of figuring out which claims
to use, a task which our evaluation shows is quite
challenging.

Dataset Size Domain of structured data to
language

WEATHER.GOV 29.5k Weather conditions to forecast re-
port

ALLRECIPES 31k Table of ingredients to recipes
ROBOCUP 1.5k Game statistics to summaries
ROTOWIRE 4.9k Basketball statistics to game sum-

maries
WIKIBIO 728k Infobox to Wikipedia biography

articles
SBNations 10.9K Game statistic to fan written sum-

maries
WikiFacts 40k Freebase /film/actor facts to Wiki

description of actor

Table 11: A comparative analysis of various datasets.
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Abstract

Lexically-constrained sequence decoding al-
lows for explicit positive or negative phrase-
based constraints to be placed on target out-
put strings in generation tasks such as machine
translation or monolingual text rewriting. We
describe vectorized dynamic beam allocation,
which extends work in lexically-constrained
decoding to work with batching, leading to
a five-fold improvement in throughput when
working with positive constraints. Faster de-
coding enables faster exploration of constraint
strategies: we illustrate this via data augmenta-
tion experiments with a monolingual rewriter
applied to the tasks of natural language infer-
ence, question answering and machine transla-
tion, showing improvements in all three.

1 Introduction

For many natural language generation tasks, we
often know word(s) that should (or should not)
be in the output sentence. Examples include ter-
minology databases in Machine Translation (MT)
(Hokamp and Liu, 2017), names (and generic re-
sponses) in dialogue generation (Li et al., 2016;
Gu et al., 2016), objects in image captioning (An-
derson et al., 2017), and facts in abstractive sum-
marization (See et al., 2017). One approach to en-
force hard lexical constraints in the output is to
modify the inference procedure to enforce their
presence directly (Hokamp and Liu, 2017). These
constraints could be either positive (a word must
appear in the output) or negative (a word must
be avoided). While negative constraints could
be easily enforced by preventing hypotheses with
prohibited tokens from entering the beam, plac-
ing positive constraints in natural and meaningful
ways is less straightforward. We improve upon
previous work by vectorizing the dynamic beam
allocation (DBA) algorithm from Post and Vi-
lar (2018) and by incorporating multi-state tries,

which track a subset of nodes at each decoding
timestep. These improvements lead to a five-fold
speedup in decoding with positive constraints and
in some cases better constraint placements (with
respect to BLEU).

Post and Vilar (2018) motivated the util-
ity of lexically-constrained decoding in MT for
scenarios such as interactive translation and do-
main adaptation. Translation applications han-
dling large amounts of data will clearly benefit
from improvements in speed: the same is true
for large-scale data augmentation via rewriting.
In this case, a practitioner will ideally explore
various task-specific rewriting strategies that may
lead to improvements as observed during devel-
opment, and then incorporate the best strategy
into a test-final model. Recently, sentential para-
phrasing gained the ability to enforce lexical con-
straints (Hu et al., 2019), but constrained decoding
was still too inefficient to be practical (Hokamp
and Liu, 2017) at a large scale. Even with the
approach described by Post and Vilar, exploring
the space of possible rewriting strategies on a task-
specific basis may be overly time consuming: our
performance improvements to their algorithm low-
ers the barrier of entry, where one may more prac-
tically experiment with various strategies during
development. To illustrate our point, we build an
improved monolingual sentential rewriter that can
be conditioned on arbitrary positive and negative
lexical constraints and use this to augment data for
three external NLP tasks with different strategies:
Natural Language Inference (NLI), Question An-
swering (QA) and MT.

Our main contributions are:

• A more efficient and robust approach to
lexically-constrained decoding with vector-
ized DBA and trie representations;

• A trained and freely available lexically-
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constrained monolingual rewriter1 with im-
provements in both human-judged semantic
similarity and fluency over the initial PARA-
BANK rewriter (Hu et al., 2019);

• Monolingual rewriting constraint heuristics
for automatic data augmentation leading to
improvements on NLI / QA / MT.

2 Background

Constrained decoding Prior work explored
methods to apply lexical constraints to a Neu-
ral Machine Translation (NMT) decoder (Hokamp
and Liu, 2017; Anderson et al., 2017). However,
most of these methods are slow and impractical
as they change beam sizes at different time steps,
which breaks the optimized computation graph.
Post and Vilar (2018) proposed a means of dy-
namically allocating the slots in a fixed-size beam
to ensure that even progress was made in meet-
ing an arbitrary number of constraints provided
with the input sentence. However, despite it being
their motivation, their approach did not scale to
batching, instead they sequentially processed con-
straints for sentences within the batch.

Paraphrases and Rewriting Many works
sought to create paraphrases or paraphrastic ex-
pressions through existing corpora. For example,
DIRT (Lin and Pantel, 2001) extracts paraphrastic
expressions from paths in dependency trees.
Weisman et al. (2012) explored learning infer-
ence relations between verbs in broader scopes
(document or corpus level). PPDB (Ganitkevitch
et al., 2013) constructs paraphrase pairs by linking
words or phrases that share the same translation
in another language. PARANMT (Wieting and
Gimpel, 2018) and PARABANK (Hu et al., 2019)
used back-translation to build a large paraphrase
collection from bilingual corpora.

For arbitrary sentence rewriting, Napoles et al.
(2016) used statistical machine translation in tan-
dem with PPDB as a black box monolingual sen-
tential rewriter. Mallinson et al. (2017) used
a series of NMT model pairs to perform back-
translations for monolingual paraphrasing. A sim-
ilar approach was adopted by PARANMT to cre-
ate a large paraphrase collection, which is used to
train a monolingual sentence rewriter for canoni-
calization. PARABANK (Hu et al., 2019) extends

1http://nlp.jhu.edu/parabank

PARANMT’s approach and produced a NMT-
based rewriter with the ability to apply lexical con-
straints to produce multiple paraphrases.

However, Hu et al. (2019) did not: evalu-
ate the rewriter’s performance on in-the-wild sen-
tences; explore more sophisticated versions of the
rewriter; nor demonstrate its utility on NLP tasks.

Data augmentation Data augmentation has
been used to improve performance and robustness
in deep neural models. In NMT, the most com-
mon approach is back-translation, where mono-
lingual text in the target language is translated to
create synthetic source sentences (Sennrich et al.,
2016). Variants of back-translation target spe-
cific words with high prediction loss (Fadaee and
Monz, 2018), employed sampling to increase di-
versity (Edunov et al., 2018), replace rare words
(Fadaee et al., 2017), or replace at random (Wang
et al., 2018).

Automatic data generation has also been suc-
cessfully used for community question answering
(Chen and Bunescu, 2017), semantic parsing (Jia
and Liang, 2016), and task-oriented dialogue (Hou
et al., 2018) by generating new data from the train-
ing dataset. In contrast, our model is trained on a
much larger external corpus and is fixed, indepen-
dent of the task. Kobayashi (2018) utilized a pre-
trained language model for automated data aug-
mentation, though they only consider word-level
rewrites and encourage label-preservation, while
we paraphrase whole sentences with lexical con-
straints, independent of a gold label.

Most similar to our experiments, Iyyer et al.
(2018) explored syntactic paraphrasing for aug-
mentation in sentiment and NLI tasks, extending
prior work on PARANMT.

3 Improved Constrained Decoding

Lexically-constrained decoding is a modification
to beam search that yields decoder outputs hon-
oring user-supplied constraints. These constraints
can be provided in the form of: positive con-
straints, which specify that certain tokens or to-
ken sequences must be present in the output; or
negative constraints, which specify token or token
sequences that must not be generated. Take posi-
tive constraints for example, in translating the sen-
tence Das stimmt einfach nicht to English, the user
can specify the constraint “not the case” to (pre-
sumably) get the output That’s just not the case
instead of model-preferred output That’s just not
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Figure 1: Two corner cases that arise when using an
array implementation to track constraints. The gray
boxes denote constraints that have been generated by
the currently-tracked hypothesis. In (a), the decoder
has to guess which constraint it is generating since they
share a prefix. In (b), the decoder may start tracking
constraint c3 only to generate c4 without realizing it.

true. While there is no guarantee that the decoder
will use the constraints in a sensible way, con-
straints are often well-placed empirically.

The implementation of positively constrained
decoding comprises two key pieces: tracking
which of the supplied constraints each hypothe-
sis has already generated, and ensuring progress
through the constraints by dynamically allocating
the beam to hypotheses that have generated differ-
ent numbers of them. We describe an improve-
ment to each of these over Post and Vilar (2018),
which includes: (1) a vectorized approach to beam
allocation that works with batch decoding; and (2)
the use of tries for recording constraint state, and
thereby offsetting certain corner cases.

These contributions allow the decoder to find
much better placement of constraints (as evi-
denced by an almost 2 point BLEU score increase)
and to increase throughput for batch decoding.

Here, we assume the reader is familiar with
beam decoding for NMT, the details of which are
provided by Post and Vilar (2018).

3.1 Tracking constraints with tries

The implementation by Post and Vilar used a flat
one-dimension array listing the word indexes of all
positive constraints (duplicates allowed). A par-
allel array was used to mark which words in this
list were non-final words in a sequence, so that
progress could be tracked through sequences of to-
kens. Progress through the constraints was tracked
by maintaining, for each slot in the beam, a third
array, which marked which of the constraints had
already been generated by that hypothesis.

However, this leads to corner cases when
two constraints c1 and c2 share a subsequence.

asmall
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ROOT

a

ROOT

cow
1
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1

cat
1
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1
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Figure 2: The trie representation solves both problems
depicted in Figure 1. The constraint tracker no longer
has to predict the constraint to track (a), and it can track
multiple constraints by using multiple states (b). Coun-
ters are added to end nodes to denote how many times
each constraint must be generated.

The first case occurs when two constraints have
an identical prefix. Consider the constraints
in Fig. 1(a) when translating the French sentence
une vache et un cheval. The array-based imple-
mentation has to choose which constraint to gen-
erate when it has only generated the first word of
the English translation, a cow and a horse. Sup-
pose it chooses constraint c1, a horse. If the sub-
sequent step generates cow instead, the constraint
tracking for the phrase a horse will be marked as
incomplete and reset, and the decoder will not re-
alize that it has satisfied a different constraint.

A second corner case arises when a constraint
c4 is a non-prefix substring of a constraint c3. In
this situation, the decoder may begin generating
the longer constraint, only to generate the shorter
one, without realizing it. For example, consider a
target sentence that should be a small cat saw a
small bird, with constraints a small bird and small
cat (Figure 1b). When generating the first word,
a, the decoder begins tracking c3. It continues by
adding to this hypothesis the second word, small.
However, suppose it then extends this hypothesis
with cat. It will abort tracking of c3, and not real-
ize that it completed c4.

A more natural representation that addresses
these corner cases is to organize constraints that
haven’t yet been generated into a trie. Nodes
in the trie that represent the ends of constraints
are augmented with a counter that indicates how
many times that constraint must be generated.2

Each time a constraint is completed, the number is
decremented, and nodes of the trie can be trimmed
when they lead only to paths ending in zero counts.

2Because one constraint can be a subsequence of another,
some interior nodes will also have these counts.
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Figure 3: The hypothesis matrix during vectorized dynamic beam allocation (VDBA). Each column denotes a can-
didate hypothesis, each of which contains sufficient information to identify it. Hypotheses are sorted by sentence
number, number of unmet constraints, and sequence scores. The “unmet” row indicates how many constraints each
hypothesis has not yet generated. After sorting by sentence ID and “unmet”, we assign monotonically increasing
numbers across columns that share (sentno, unmet) values (the “step” row). We can now sort by the “step” row to
ensure that the beam for a sentence contains hypotheses having met each number of constraints. We populate the
next beam by taking the first k hypotheses (in gray) after sorting the matrix by step. Here, k = 7.

Finally, in order to address the second corner case,
we track multiple states in each constraint trie.

In summary, we represent all the constraints as
a compact trie. Each hypothesis in the decoder
beam has its version of the trie. The set of active
states in each hypothesis’ trie tracks all suffixes of
the target words that match against the constraint
trie. When a constraint is generated, its counter is
decremented and zero paths are pruned.

3.2 Negative constraints

Negative constraints are used to denote words and
phrases that the decoder must not generate. Block-
ing single-word negative constraints can be done
by setting their costs to infinity before doing top-k
selection, at each time step. These negative con-
straints are also represented in a trie, although it
is slightly different, because it does not have a
counter and never needs to be pruned. Instead, it
records at each node the list of word IDs that end
phrases for which the current word is the penulti-
mate. We similarly track all suffixes of the current
hypothesis’ target word string that match the neg-
ative constraint trie. At each time-step, we block
the generation of active phrases by setting to in-
finity all word IDs marked in the current node (if
any). This includes the root node, which handles
single-word constraints. Each state is then ex-
tended by following outgoing arcs, if present, or
else resetting them to the root state.

3.3 Vectorized Dynamic Beam Allocation

Post and Vilar (2018) describe an algorithm that
divides the beam among hypotheses that have gen-
erated different numbers of positive constraints.
For a beam of size k and with C positive con-

straint tokens, the algorithm produces a set of can-
didate extensions of the k hypotheses from the
beam. They assemble these extensions from three
sources: (a) the top-k best-scoring tokens across
all hypotheses in the beam (without respect to con-
straints); (b) the set of tokens that advance the con-
straint trie for each hypothesis; and (c) the best-
scoring extension of each hypothesis.3 After con-
structing this candidate list, they whittle it down to
a list of size k and use it to construct the beam at
the next time step. This way, the algorithm ensures
that portions of the beam are devoted to candidates
having met different number of constraints, and
thereby that progress is made towards meeting all
the constraints as decoding proceeds.

However, their implementation used a proce-
dural approach which is incompatible with batch-
ing; that is, constraints for input segments within a
batch are processed sequentially, so increasing the
batch size does not produce any speed gains. We
replace the procedural approach with a vectorized
one, which uses GPU operations to quickly assem-
ble the list of candidates and allocate them to the
beam such that we do benefit from batching.

A sketch of our algorithm follows. We assemble
candidates from the same three sources described
above. Sets (a) and (c) already use fast GPU op-
erations. These operations can be done efficiently
even batch-wise. Set (b) is less amenable to vec-
torization, but can be assembled by querying each
hypothesis for its unmet constraints. We now use a
sorting-based algorithm to parallelize the divvying

3The difference between (a) and (c) is that the items con-
stituting (a) typically come from different extensions of the
top hypotheses, whereas (c) ensures that one extension of
each hypothesis is in the candidates list.
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Speed (sent/sec) BLEU

Constraints batch size 1 batch size 20

Baseline +MST,VDBA Baseline +MST,VDBA Baseline +MST,VDBA

none 4.78 4.84 17.92 17.51 40.9 40.9
phr4 0.75 0.89 0.93 4.71 47.8 49.2
rand3 0.78 0.80 0.87 4.59 43.0 43.2

Table 1: Comparison between the baseline implementation (SOCKEYE 1.18.57, commit 59180f3) and our approach
with multi-state tries (MST) and vectorized Dynamic Beam Allocation (VDBA) in placing different constraints
randomly extracted from the reference. All runs use a beam size of 10. The pruning threshold was set to 0 for no
constraints (“none”) and 30 for “phr4” and “rand3”. Decoding speed is measured on an NVIDIA GTX 1080 Ti in
sentences per second (the higher the better). Output quality is measured using SacreBLEU (the higher the better).

up of the beam to hypotheses having met different
numbers of constraints.

We do this by assembling a matrix with all the
candidates for all sentences in the batch ( Fig. 3).
This matrix contains a column for each candidate,
including the sentence number, the number of un-
met constraints for that hypothesis, its sequence
score, the hypothesis it extends, and the next vo-
cabulary ID. With this matrix, we can quickly
select the k hypothesis extensions for the next
timestep using a multi-key sort. The first key is
the sentence number. Next, it is the number of un-
met constraints in each hypothesis. We then make
use of a "step" row, which assigns increasing in-
dices within each group of hypotheses with the
same number of unmet constraints. Sorting on this
row as the third key establishes a round-robin as-
signment of the k-sized beam to items having met
different numbers of constraints. In the end, we
select the top k items (in the example, k = 7 and
the selected columns are in gray).

3.4 Evaluation

We use SOCKEYE (Hieber et al., 2017)4 for our
evaluations. We trained a 6-layer German–English
Transformer using the default settings on the
WMT’18 training data and the newstest2018
test set for evaluation (Bojar et al., 2018). Fol-
lowing Post and Vilar (2018), we compare decod-
ing results in an unconstrained setting and with
two sets of positive constraints: “rand3”, which
selects 3 random words from the reference, and
“phr4”, which selects a single 4-word phrase. We
report decoding speed (in sentences per second)
and BLEU score (Papineni et al., 2002), as mea-
sured by SacreBLEU (Post, 2018). The results are

4https://github.com/awslabs/sockeye/

shown in Table 1.
Our approach is faster than existing approaches

when decoding with positive constraints and pro-
duces the same or higher BLEU scores, which we
take as a sign of more fluent and natural hypothe-
ses under constraints. Without batching, there is
no speedup, but at a batch size of 20, we see
roughly a 5× speedup.

4 Improved Monolingual Rewriter

Inspired by the approach described in PARA-
BANK (Hu et al., 2019), we trained a more
powerful English monolingual rewriter by using
a multi-head self-attention NMT model, Trans-
former (Vaswani et al., 2017). We used a 6-layer
encoder and decoder with a model size of 512 and
8 attention heads. The encoder and decoder em-
beddings share the same weight. Unlike PARA-
BANK, which trained a rewriter on a subset of
50M paraphrase pairs out of its collection, we
trained on all of the paraphrastic pairs in PARA-
BANK originated from CzEng5 that: (1) have a
regression score over 0.50; (2) only consist of
ASCII characters after punctuation normalization;
and (3) have a reference/paraphrase token Jaccard
index between 0.25 and 0.65.

We retain 141,381,887 paraphrastic pairs, out of
over 220 million, as training data after applying
these filters. To ensure output quality, we only use
back-translated paraphrases as source.

PARABANK is a real-cased resource. We mark
all words that have first-character capitalization
and convert them to lowercase. The marking is

5PARABANK generated paraphrases from two large
bilingual corpora, CzEng (Bojar et al., 2016a) and Gi-
gaFrEn (Callison-Burch et al., 2009). We picked paraphrases
from only CzEng, the larger one of the two.
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used as a source factor (Sennrich and Haddow,
2016) to the encoder. This helps us to decrease
the vocabulary size of the the training data.

We learn a shared byte-pair encoding (BPE)
over the entire training data with 30,000 BPE op-
erations (Sennrich et al., 2016), keeping all vo-
cabulary items with a frequency over 50 in the
post-BPE data. We follow Sennrich and Haddow
(2016) and use “BIOE" tagging to annotate BPE
segmentation and broadcast the casing factor ac-
cordingly. The encoder uses both source factors.

The model is trained on 2 NVIDIA GTX
1080Ti’s until convergence (5 days).

Rewriter Evaluation We randomly sampled
100 instances from both MNLI matched and mis-
matched development set. Each instance con-
sists of 4 sentences: premise, entailed, contra-
dicting, and neutral. We use the following 3
different rewriters to rewrite all 800 sentences:
(1) an LSTM-based rewriter trained on PARA-
BANK alpha; following (Hu et al., 2019); (2)
a Transformer-based rewriter trained on PARA-
BANK alpha; and (3) a Transformer-based rewriter
trained on full PARABANK with the filters and im-
provements described here.

Inspired by the interface of EASL (Sakaguchi
and Van Durme, 2018), we ask crowd-workers to
give each paraphrase a score between 0 and 100
depending its semantically similarity to the orig-
inal, reference sentence. Independently, we pro-
vide options for flagging ungrammatical or non-
sensical sentences. Paraphrases are judged by up
to 3 different workers, with 11 workers participat-
ing. We randomly include an attention check con-
sisting of reference sentence itself.6

The result is shown in Table 2. Switching the
rewriter architecture from LSTM to Transformer
improves the human-judged semantic similarity
by 5.1% and fluency by 6.5%. The improvements
described here leads to a gain of 9.6% in semantic
similarity and 10.2% in fluency overall.

This improved Transformer-based rewriter is
subsequently used for data augmentation.

5 Paraphrastic Data Augmentation

We demonstrate the utility of our improved
lexically-constrained decoding via data augmenta-
tion with some simple rewriting heuristics and two
augmentation strategies. First, the model could be

6Only workers who pass the test at least 90% of the time
and contribute at least 9 judgments are included in the result.

Similarity STD Fluency

LSTM alpha 74.5 25.0 80.7%
Transf. alpha 78.3 22.9 87.2%
Transf. Full 81.7 20.9 90.9%

Table 2: Comparison between three monolingual
rewriting systems. Systems will “alpha" are trained on
PARABANK alpha, which the other one is trained on
the full data. Similarity is the mean human-judged se-
mantic similarity score; the higher the better. STD de-
scribed the standard deviation of similarity. Fluency is
the percentage of paraphrases judged to be both gram-
matical and meaningful.

trained on the augmented (training) data. Orthog-
onally, predictions can be made on the all of the
augmented (evaluation) data, which can then be
aggregated. We show experimental results on nat-
ural language inference (NLI, Section 5.1), ques-
tion answering (QA, Section 5.2), and NMT (Sec-
tion 5.3) tasks.

These results are merely indicative of the po-
tential in data augmentation via constrained para-
phrasing, and are by no means a thorough inves-
tigation of strategies that yield the best improve-
ments. Such an investigation, however, could
be enabled by our algorithmic improvements and
practitioners’ domain expertise.

5.1 Natural Language Inference

Natural language inference is the task of deter-
mining entailment. Two sentences, a premise p
and a hypothesis h, are labelled with ENTAIL-
MENT, CONTRADICTION, or NEUTRAL depend-
ing on whether p logically entails, contradicts,
or does not interact with h. MultiNLI (MNLI)
(Williams et al., 2018) is a large, multi-genre
dataset for natural language inference. The dataset
is also divided into matched and mismatched por-
tions based on whether the source of the evaluation
data matches the source of the training set. Recent
models rely on contextual sentence encoders pre-
trained on vast amounts of English monolingual
text (Peters et al., 2018; Devlin et al., 2018).

We train and evaluate a model on MNLI, and
find that data augmentation leads to improvements
exceeding and complementary to those by ELMo,
possibly due to improved lexical diversity during
training and at inference.

844



Model We use the model described in Bowman
et al. (2019)7 with the default parameters. They
train a sentence representation model (possibly
on top of ELMo) on the MNLI training set and
subsequently train a clean task-specific model for
each task (for this model, MNLI again). The
task-specific MNLI model roughly follows BiDAF
(Seo et al., 2016), followed by an MLP.

We also train a model without the ELMo con-
textual layers to compare contextual sentence rep-
resentations against data augmentation. Since
there is minor variance between different random
seeds,8 we train each model twice and evaluate the
best-performing model on the development set.

Paraphrase Generation We generate para-
phrases for our data augmentation experiments
by negatively constraining on the most content-
bearing token of each input sequence, as deter-
mined by inverse document frequency (IDF). For
a given input sequence s we calculate the IDF of
each token ti ∈ s as log |D|

|d∈D:ti∈d| where D is the
set of all English sentences in the train set. This
relatively simple lexical constraint tends to force
the decoder to rewrite the input sequence using
different (but semantically related) words while
maintaining fluency. In practice, we observed an
average unigram precision of 67.6%; i.e., 32.4%
of tokens in paraphrases were not contained in
their corresponding inputs.

Additional results using a positively constrained
rewriter in Appendix A.

Data Setup We first rewrite all premises P to
P ′ and all hypotheses H to H ′, then for each
pi ∈ P, hi ∈ H , we include all four exam-
ples, (pi, hi), (pi, h′i), (p

′
i, hi), and (p′i, h

′
i) into the

training set, always preserving the original corre-
sponding gold label. We include two copies of the
original dataset in training to increase its weight.
The original MNLI dataset contains 393K training
pairs, and 20K in each dev and test, while the aug-
mented dataset consists of 1.96M training pairs,
and 79K in dev and test.

At test time, we rewrite the test sentence pairs.
A trained model can also make predictions on
each of three rewritten sentence pairs. Together
with the original prediction, these four can then be
aggregated by assigning weights to each predic-
tion source. In our experiments, we perform this

7https://github.com/
jsalt18-sentence-repl/jiant

8Bowman et al. (2019) found the variance to be 0.2

Dev. Test. (m/mm)

Baseline 74.8 74.7 (74.8/74.6)
+Agg. 75.0 74.9 (74.9/74.8)
+Train 75.4 75.2 (75.0/75.3)
+Train+Agg. 75.6 75.4 (75.1/75.7)

+ELMo 75.8 75.0 (75.1/75.0)
+Agg. 75.9 75.2 (75.3/75.1)
+Train 76.4 75.6 (75.6/75.6)
+Train+Agg. 76.7 75.8 (75.9/75.7)

Table 3: F1 scores on MNLI. +Train denotes training
on augmented data; +Agg. denotes using a weighted
aggregation. Scores on the development set are a
weighted average between the matched (m) and mis-
matched (mm) portions of the dataset, while the test set
scores are additionally broken down into each category.

weighted aggregation (+Agg) for each model, tun-
ing on the development set (Appendix B).

Experimental Results We find in Table 3 that
data augmentation helps during training and infer-
ence. Not only are the total gains from augmenta-
tion comparable to those from ELMo, they are ap-
parent even in the presence of the contextual sen-
tence encoder. This suggests that the gains from
data augmentation through rewrites complement
recent gains from contextual sentence encoders.

The fairest external comparison is with Bow-
man et al. (2019), as our model is identical. Their
best models achieve 76.2 F1 on development and
75.4 F1 on test. On the development set, they see
a gain of 0.6 points by using multi-task training
and external datasets. On that set, we report a total
gain of up to 0.9 points purely through data aug-
mentation. With respect to absolute test set scores,
our best model outperforms theirs by 0.4, show-
ing that rewriter-based data augmentation can be a
powerful method for NLP tasks.

Analysis NLI systems have been shown to be
brittle when the input is perturbed (Alzantot et al.,
2018). Even when the premise or hypothesis is
changed in a way that preserves the entailment se-
mantics, the NLI system may make an incorrect
prediction where it was previously correct. We
present evidence showing that data augmentation
for NLI reduces the brittleness of our model.

To demonstrate the brittleness of the base-
line models, we analyze how predictions change.
The model trained on the original un-augmented
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P ′, H P,H ′ P ′, H ′ +Agg.

No change 88.51 84.23 81.95 96.20
− → + 4.23 5.33 6.08 1.75
+→ − 5.84 8.44 9.67 1.49
−1 → −2 1.42 2.00 2.30 0.57

No change 88.20 83.26 80.68 96.00
− → + 4.03 5.45 6.11 1.80
+→ − 6.42 9.22 10.78 1.72
−1 → −2 1.35 2.08 2.42 0.47

Table 4: Percentage of changed predictions on the
MNLI development set using the baseline model with-
out (top) and with (bottom) ELMo. − → + (correct af-
ter rewrite), +→ − (originally correct), and−1 → −2

(different incorrect) are changes after rewriting. +Agg.
denotes the predictions after weighted aggregation.

dataset is evaluated on the original development
set and each of the rewritten development sets, and
we investigate the differences. Table 4 shows how
often original predictions are different from the
corresponding predictions on the rewritten devel-
opment sets; predictions can be (1) unchanged, (2)
newly correct, (3) newly incorrect, or (4) changed
but still incorrect, while Figure 4 shows how even
relatively modest, semantically valid paraphrases
can cause the NLI model change incorrectly.

Given a perfect rewriter that always generates
semantically equivalent paraphrases and a perfect
NLI model robust to perturbations, we would ex-
pect no change in predictions between the original
development set and the rewritten ones. However,
this is not what we observe; Table 4 shows that
rewriting leads to a greater percentage of newly in-
correct predictions than newly correct predictions.

We believe that the higher percentage of newly
incorrect predictions on the rewritten development
sets demonstrates the brittleness of the NLI sys-
tem rather than semantic dissimilarity that may be
introduced by the rewriter. We note that the aggre-
gated predictions shows the opposite pattern: we
see a higher percentage of newly correct predic-
tions than incorrect ones. If the paraphrases were
largely semantically dissimilar we would not ex-
pect any gain by combining predictions.

Given both the numerical boost seen by aggre-
gation and the above examples, we hypothesize
that the rewriter does not frequently change en-
tailment semantics. Because the semantics remain
similar, and because the paraphrases were gener-

P : Visit at sundown or out of season to get the full
flavor of the setting

H: The setting is better to visit at sundown or during
low season

H ′: It is better to visit at sunset or during low season

Gold: Entailed
P,H: Predict Entailed
P,H ′: Predict Neutral

P : I had rejected it as absurd , nevertheless it persisted
H: It persisted even after I rejected it as an absurdity
H ′: It went on even after I turned it down as an absurdity

Gold: Entailed
P,H: Predict Entailed
P,H ′: Predict Contradiction

Figure 4: Cases where the baseline system changes its
prediction on rewritten examples.

ated with constraints designed to introduce lexical
diversity, we believe that the label-preserving data
augmentation improves the NLI model by making
it more tolerant of minor lexical differences, better
able to generalize, and less inclined to memorize.

5.2 Question Answering

We apply our paraphrastic rewriter to the task of
question answer sentence selection to see if aug-
menting with paraphrases leads to improvements.
The task is defined as follows: Given a question
q and a set of candidate sentences {ci}, select the
candidates which answer q.

Model We adapt a popular neural architecture
for NLI, InferSent (Conneau et al., 2017), to our
QA sentence selection task. In InferSent, the ques-
tions and answers (originally the premises and hy-
potheses) are embedded using an uncontextual-
ized word embedding (e.g. GloVe), which we
also experiment with ELMo (Peters et al., 2018)
to incorporate recent advancements in large-scale
contextualized pre-training. Bidirectional LSTMs
(Graves and Schmidhuber, 2005) are run atop
of these contextualized embeddings and a max-
pooling layer is used to generate a feature vec-
tor for both the question and the answer. Follow-
ing various matching methods (Mou et al., 2016)
and a multi-layer feed-forward neural network, the
model produces a final score.

We train the system following the method pro-
posed by Rao et al. (2016), utilizing a ranking loss
(Weston and Watkins, 1999) that contrasts positive
answers against negative ones.
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Paraphrase Generation We augment each an-
swer candidate sentence with exactly 1 paraphrase
in the dataset using the following heuristics: (1)
named entities shared between a specific answer
and its corresponding question are retained as
positive constraints; (2) correct answer spans are
retained as positive constraints; (3) words with
the top-k IDFs (inverse document frequencies;
hence “important” words) that are not positive
constraints are selected as negative constraints to
promote the lexical diversity of the paraphrases.9

Data Setup We augment the raw TREC-QA
dataset (Wang et al., 2007) under the following
orthogonal strategies: (1) augmenting the train-
ing set with the paraphrases generated via the ap-
proach described above; (2) augmenting the an-
swer candidates at evaluation time, and choosing
the max score among the paraphrases as the score
(aggregation by voting).

Experimental Results We evaluate our mod-
els using average precision (MAP) and mean re-
ciprocal rank (MRR). Model selection is done
with early stopping to choose the epoch with the
maximum MAP score. Note that the “Baseline
(+ELMo)” settings below falls back to the stan-
dard QA selection task, and our score under ELMo
is comparable to earlier state-of-the-art results,
e.g. by Rao et al. (2016).

MAP MRR

Baseline 71.42 75.16
+Voting 72.94 77.17
+Train 71.57 74.63
+Train +Voting 73.96 80.77

+ELMo 77.49 81.86
+Voting 80.61 85.65
+Train 75.58 80.30
+Train +Voting 77.86 84.34

Table 5: Experimental results on QA selection.

It is shown that augmenting at evaluation time
(aggregation by voting) result in stable improve-
ment (around +2~3% MAP and +2~6% MRR for
both scenarios that either augments the training
data or not)—this shows that increasing the para-
phrastic diversity of the answer candidates could

9 Stopwords and tokens with non-letter characters (e.g.
with, 42, n’t) are excluded. k ∈ {2, 3, 4} is a hyperparameter
we tune – we found out that generally k = 2 works the best.

potentially make the system more robust. How-
ever augmenting the training set does not yield
such improvements—we speculate that this may
introduce some noise to the training data.

5.3 Machine Translation

We apply our paraphrastic rewriter to the WMT
2016 Turkish-English translation task (Bojar et al.,
2016b). We see no improvement in English to
Turkish translation, but see a 1.1 BLEU improve-
ment when training an initial NMT system on half
paraphrased and half original data, and continued
training on the original data. Full details of the ex-
periments are in Appendix C. This was the highest
concentration of standard data we experimented
with, and future work will explore additional ways
of data augmentation using paraphrases.

6 Conclusion

Lexically-constrained sequence decoding pro-
vides control over whether certain tokens or token
sequences appear in the output. Motivated by ap-
plications such as large-scale MT, we improved
the speed for constrained decoding significantly
by proposing a vectorized dynamic beam alloca-
tion algorithm. We also added multi-state trie rep-
resentations for robustness to corner cases.

Also reliant on the efficiency of constrained de-
coding is data augmentation via rewriting, where
one might need to explore a variety of strate-
gies with task-specific constraints on development
data. We trained an improved monolingual sen-
tential rewriter and used it to rewrite data for NLP
tasks. We experimented with augmenting train-
ing data, aggregating predictions on rewritten test
data, and both. Using a few simple constraint
heuristics, we showed improvements additive to
ELMo in NLI and QA, and in MT. The rewriter,
along with the augmented data files, can be found
at http://nlp.jhu.edu/parabank. We
hope this will enable future exploration of aug-
mentation strategies for a variety of NLP tasks.
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Abstract

In this paper, we propose an effective deep
learning framework for inducing courteous be-
havior in customer care responses. The inter-
action between a customer and the customer
care representative contributes substantially to
the overall customer experience. Thus, it is
imperative for customer care agents and chat-
bots engaging with humans to be personal,
cordial and emphatic to ensure customer sat-
isfaction and retention. Our system aims at
automatically transforming neutral customer
care responses into courteous replies. Along
with stylistic transfer (of courtesy), our sys-
tem ensures that responses are coherent with
the conversation history, and generates courte-
ous expressions consistent with the emotional
state of the customer. Our technique is based
on a reinforced pointer-generator model for
the sequence to sequence task. The model
is also conditioned on a hierarchically en-
coded and emotionally aware conversational
context. We use real interactions on Twitter
between customer care professionals and ag-
grieved customers to create a large conversa-
tional dataset having both forms of agent re-
sponses: generic and courteous. We perform
quantitative and qualitative analyses on es-
tablished and task-specific metrics, both au-
tomatic and human evaluation based. Our
evaluation shows that the proposed models
can generate emotionally-appropriate courte-
ous expressions while preserving the content.
Experimental results also prove that our pro-
posed approach performs better than the base-
line models.

1 Introduction

With the advancement of artificial intelligence
(AI) and natural language processing (NLP), au-
tomatic systems have made immense impact on
human lives by assisting them in their everyday

∗∗ First two authors are jointly the first authors

works. Human-computer interaction is pervasive
in many applications such as chatbots, personal
assistants and many more. Natural language gen-
eration (NLG) component of such systems is an
important aspect of every human computer inter-
action. Thus research in recent years have been on
modulating biases, styles and control in text gen-
eration to enhance these interactions.

Customer care is an essential tool used by
companies to provide guidance, assistance and in
building stable customer relations. The ease of ac-
cess, ease in following-up and immediacy of so-
cial media has made it a strong platform for com-
panies and applications to interact with their cus-
tomers. In this platform, we see the usage of cour-
teous and emphatic language, which is the cen-
ter of our current study. For the growth of any
company or application it is necessary for the cus-
tomer care agents to be cordial and amicable to the
customer. Thus along with handling queries, it is
important for agents to provide customer satisfac-
tion by greeting, empathizing, appreciating feed-
back, apologizing at the right time, and thus build
a strong relation with the customer. In Table 1,
we showcase different situations in which an agent
can behave courteously, thereby providing a good
customer experience.

In this work, we focus on proposing an effective
deep learning framework to enhance the existing
NLG systems by converting their replies to cour-
teous ones, by staying conversationally grounded,
and emotionally aware of the user. For any Natu-
ral Language Generation (NLG) module (generic
or task oriented), courteous response can play an
important role in keeping the user engaged with
the system. Also, it will make the system more
human-like while generating responses. Induc-
ing courteous behavior in responses can be fused
with any existing NLG system to give them hu-
manly essence and simultaneously make users
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Generic Courteous Behaviour
How can we help? Help has arrived! We are sorry to see that you are having trouble, how can we help? Apology
Can you send us a screenshot of what you’re seeing? Hey Craig, help’s here! Can you send us a screenshot of what you’re seeing? Greet
Let’s discuss it in DM. We want to help. Let’s discuss it in DM. Assurance
What is happening with your internet? Oh no that’s not good. I can help! What is happening with your internet? Empathy
Enjoy your show while flying! Thanks for your kind words and enjoy your show while flying! Appreciation

Table 1: Examples of Courteous Responses

more comfortable in using these systems leading
to an increase in user association with the brand or
product. This would eventually lead to customer
satisfaction with an increase in customer reten-
tion. Moreover, such language conditioning shall
ensure that responses are more human-like. Thus,
the major motivation behind this task is to create
systems that are able to converse with humans ef-
ficiently and generate replies in accordance with
the emotions of the customer. Courteousness is a
virtue of humans and to be able to make a machine
behave courteously is a challenging task.

Unlike a generic NLG system that focuses in
generating responses, our system adds courteous
nature and emotional sense to the replies, thereby,
making the responses interesting and engaging to
the users. Such systems have high applications
in many areas/companies that employ chatbots to
deal with the customers. We thus propose a novel
research direction of inducing courteous behavior
in the natural language responses for the customer
care domain whilst being contextually consistent.
The key contributions of our work are summarized
as follows:

(i) Creation of a high quality and a large con-
versational dataset, Courteously Yours Customer
Care Dataset (CYCCD) prepared from the actual
conversations on Twitter. We provide both forms
of agent responses: generic and courteous.

(ii) Proposal of a strong benchmark model
based on a context and emotionally aware rein-
forced pointer-generator approach which demon-
strates very strong performance (both on quanti-
tative and qualitative analyses) on established and
task-specific metrics, both automatic and human
evaluation based.

The rest of the paper is structured as follows: In
section 2, we discuss the related works. In Section
3 we explain the proposed methodology followed
by the dataset description in section 4. Experimen-
tal details, evaluation metrics and results are pre-
sented in section 5 and 6 respectively. In section
7, we present the concluding remarks followed by
future directions.

2 Related Work

Natural language generation (NLG) module has
been gaining importance in wide applications such
as dialogue systems (Vinyals and Le, 2015; Shen
et al., 2018; Wu et al., 2018; Serban et al., 2017a;
Raghu et al., 2018; Zhang et al., 2018; Li et al.,
2016), question answering systems (Reddy et al.,
2017; Duan et al., 2017), and many other natu-
ral language interfaces. To help the users achieve
their desired goals, response generation provides
the medium through which a conversational agent
is able to communicate with its user. In (Ser-
ban et al., 2017b), the authors have proposed an
hierarchical encoder-decoder model for capturing
the dependencies in the utterances of a dialogue.
Conditional auto-encoders have been employed in
(Zhao et al., 2017), that generates diverse replies
by capturing discourse-level information in the en-
coder. Our work differentiates from these previ-
ous works in dialogue generation in a way that we
embellish the appropriate response content with
courteous phrases and sentences, according to the
conversation. Hence, our system is an accompa-
niment to any standalone natural language genera-
tion system to enhance its acceptability, usefulness
and user-friendliness.

Emotion classification and analysis (Herzig
et al., 2016) in customer support dialogue is im-
portant for better understanding of the customer
and to provide better customer support. Lately,
a number of works have been done on controlled
text generation (Hu et al., 2017; Li et al., 2017;
Subramanian et al., 2017; Fedus et al., 2018; Peng
et al., 2018) in order to generate responses with
desired attributes. Emotion aware text generation
(Zhou and Wang, 2018; Zhou et al., 2018; Huang
et al., 2018) have gained popularity as it generates
responses depending on a specific emotion. Pre-
vious works in conditioned text generation have
worked on inducing specific biases and behaviors
(Herzig et al., 2017) while generation (like emo-
tion, style, and personality trait). Our work is
different in the sense that it can encompass dif-
ferent emotional states (like joy, excitement, sad-
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ness, disappointment) and traits (like friendliness,
apologetic, thankfulness, empathy), as is the de-
mand of the situation.

Style transfer has been an emerging field in
natural language processing (NLP). A couple of
works have been done in changing the style of an
input text and designing the output text according
to some particular styles. In (Rao and Tetreault,
2018), a dataset has been introduced for formal-
ity style transfer. Unsupervised text style trans-
fer has encouraged in transforming a given text
without parallel data (Shen et al., 2017; Carlson
et al., 2017; Fu et al., 2018; Li et al., 2018; Niu
and Bansal, 2018). Overall our system is novel as
it is motivated by the need for inducing specific be-
havior and style in an existing NLG systems (neu-
ral, or template-based) as a means of post editing,
by simultaneously being emotionally and contex-
tually consistent. We have successfully demon-
strated this behavior through empirical analysis for
a specific application of customer care.

3 Methodology

Given the Conversation History (previous few ex-
changes in the dialog), and the Generic Response,
the task is to generate the Courteous Response.
The architectural diagram of our proposed model
is in Figure 1.

3.1 Conversational History Representation

The conversation history C is a sequence of ut-
terances (u1, u2, . . . , uD) and each utterance ud is
a sequence of words w1, w2, . . . , wN which are
represented by their embeddings. For encoding
the emotional states associated with these utter-
ances, we use the output distribution from Deep-
Moji (Felbo et al., 2017) which is pre-trained on
the emoji prediction task.

Let the utterance ud be a sequence of sen-
tences s1, s2, . . . , sN , where the nth sentence has
an emotional embedding en,d. Then the emotional
representation of the utterance is:

ed[i] = max
n

en,d[i] (1)

The first bi-directional layer over any utterance ud
yields the hidden states h11d, h

1
2d, . . . , h

1
Nd, where

N is the word length of the utterance. The final
representation of any utterance rd is given by the
concatenation of the emotional representation as
well as the last hidden state of the Bi-directional

Long Short Term Memory (Bi-LSTM) (Hochreiter
and Schmidhuber, 1997) encoder.

rd = [ed · h1Nd] (2)

The second hierarchical layer Bi-LSTM encodes
the utterance representations r1, r2, . . . , rD as hid-
den states h21, h

2
2, . . . , h

2
D. The last hidden state

h2D is the representative of the conversational his-
tory, and is renamed as the conversational context
vector c.

3.2 Encoder states

Another single layer unidirectional LSTM net-
work encodes the generic response word embed-
ding sequence to obtain the encoder hidden states
hi.

3.3 Decoder states and Attention calculation

At the decoder time step t, the decoder LSTM state
st is used to calculate the attention distribution
over the encoder states αt:

eti = vT tanh(Whhi +Wsst + battn) (3)

αt = softmax(et) (4)

where v, Wh, Ws and battn are trainable parame-
ters.

This attention distribution helps to identify the
relevant encoder states necessary for the current
decoding step. The representation of the encoder
for this time step is an attention weighted sum of
its states, called the context vector:

h∗t =
∑

i
αtihi (5)

The LSTM state st is updated using st−1,
the previous time step’s context vector h∗t−1,
word embedding of the previously generated word
wemb(yt−1), and the conversation context vector c.

st = LSTM(st−1,Wp[wemb(yt−1), h
∗
t−1, c] + b̃)

(6)
where, Wp and b̃ are the trainable parameters.

3.4 Output distribution calculation

To aid the copying of words from the generic re-
sponse while generating the courteous response,
we use the mechanism similar to (See et al.,
2017). For the pointer generator network, the
model computes two distributions, one over the
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Figure 1: Architectural Diagram of the Proposed Model. Inputs to the model: Conversation History (left), Generic
Response (centre) Output: Courteous Response (right). The Conversation History is encoded by hierarchical
BiLSTM to a Conversational Context vector c. The encoder encodes the Generic Response into hidden states hi.
Response tokens are decoded one at a time. Attention αi, and vocabulary distributions (pvocab) are computed, and
combined using pgen to produce output distribution. Sampling it yields ysi and taking its argmax yields ygi .

encoder words (αt) and one over the vocabulary
(pvocab).

pvocab = softmax(W ′(W [st, h
∗
t ] + b) + b′) (7)

where W , W ′, b and b′ are the trainable parame-
ters.

The trade-off between the two distributions is
computed dynamically in the form of the gener-
ation probability pgen ∈ [0, 1] from the context
vector h∗t , the decoder state st, the decoder input
xt, and conversational context vector c:

pgen = σ(wTh∗h
∗
t + wTs st + wTx xt + wTc c+ bgen)

(8)
where vectors wh∗ , ws, wx, wc and scalar bgen are
trainable parameters and σ is the sigmoid function.

The final distribution over the union of the vo-
cabulary words and the words of the generic re-
sponse is calculated by:

P (w) = pgenpvocab(w) + (1− pgen)
∑

i:wi=w
αti
(9)

3.5 Model training
We use the joint reinforcement learning (RL) and
machine learning (ML) training as used in (Paulus
et al., 2017). If ỹ = {ỹ1, ỹ2, . . . , ỹn′} is the gold
output tokens for given generic response tokens

x1 and conversation history x2, the maximum-
likelihood objective using teacher forcing is given
by:

LML = −
n′∑

t=1

log p(ỹt|ỹ1, . . . , ỹt−1, x1, x2)

(10)
Along with training with the maximum likeli-

hood error, we also use reinforcement learning to
learn from maximizing discrete metrics that are
task specific (which we design as the rewards). We
use the self-critical policy gradient algorithm pro-
posed in (Rennie et al., 2017).

Here the REINFORCE (Williams, 1992) algo-
rithm is baselined with the reward obtained by the
inference time algorithm (which performs greedy
decoding), without the need for training a critic
network for estimating value functions. During
training, two output sequences are produced: ys,
obtained by sampling p(yst |ys1, . . . , yst−1, x) proba-
bility distribution, and yg, the baseline output, ob-
tained by greedily maximizing the output proba-
bility distribution at each time step.

LRL = (r(yg)− r(ys))
n′∑

t=1

log p(yst |ys1,

. . . , yst−1, x1, x2)
(11)
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Our reward function r(y), used for evaluating y
against the gold standard output is

r(y, ỹ) = λ1 ·m1(y, ỹ) + λ2 ·m2(y, ỹ) (12)

It is the weighted mean of the two terms:
(i) BLEU metric m1: Ensures the content

matching between the reference and the decoded
outputs.

(ii) Emotional accuracy m2: Measured by the
cosine similarity of the emoji distributions of the
gold and generated responses (using pretrained
DeepMoji). It ensures that the emotional states
of the generated courteous behavior is consistent
with the gold.

We first pre-train using the maximum likelihood
(ML) objective (Eq. 10) and then using a mixed
objective function with a reduced learning rate:

Lmixed = ηLRL + (1− η)LML, (13)

3.6 Baselines
We develop the following models:

1. Model-1: This is a Seq2Seq model with
attention (Luong et al., 2015) and decoder con-
ditioned on the conversational context vector c
(without concatenating emotional embedding i.e.
instead of Eq. 2, rd = h1Nd)

2. Model-2: This model is developed using
Model-1 along with the copying mechanism of
Pointer Generator Network.

3. Model-3: This model is developed using
Model-2 along with emotional embeddings in the
conversational context vector as in E.g., 2.

Train Valid Test
# Conversation 140203 20032 40065

# Utterances 179034 25642 51238

Table 2: Dataset Statistics

4 Dataset

In this section we describe the details of the dataset
that we create for our experiments.

4.1 Dataset source and description
We use the data of the interactions between cus-
tomers and professional customer care agents of
companies on their Twitter handles. We source the
requisite Twitter data from the dataset made avail-
able on Kaggle by Thought vector 1. Tweets have

1https://www.kaggle.com/thoughtvector/customer-
support-on-twitter

labels of company names, anonymized user ids,
time stamps, and response tweet ids - essential for
reconstructing conversations, and nuanced analy-
ses. We filter out conversations having multiple
responses to a single tweet, and those starting by a
tweet by a company. This was done to ensure cor-
rect conversation flow and to acquire suggestion /
complaint based exchanges, respectively.

4.2 Process for data creation

As there exists no dataset with generic and cour-
teous versions of utterances we create our own
dataset. We prepare responses of generic styles
by filtering out courteous sentences, phrases and
expressions from the actual responses. We pre-
sume actual responses as the courteous form of re-
sponse.
An example conversation:
Customer utterance (conversation history):
y’all just came to my house like last week and I’m
having problems with my internet again smh
Tweet by the Customer Care professional: Oh
no that’s not good. I can help! What is happening
with your internet?
We use this conversation to prepare the courteous
and the generic response

1. Courteous response: Oh no that’s not good.
I can help! What is happening with your internet?

2. Generic response: What is happening with
your internet?

As we want to filter out courteous phrases / sen-
tences from a given customer care tweet, we seg-
ment the tweet into sentences. Purely courteous
(and non-informative) sentences must be removed,
purely informative sentences must be retained, and
informative sentences with courteous expressions
must be transformed (to remove only the courte-
ous part from the sentence). We define these three
forms of sentences as:

(i) Courteous sentences: Sentences which do
not contain any information/ suggestions, and are
purely non-informative. These may include per-
sonalized greetings and expression of apprecia-
tion, apology, empathy, assurance, or enthusiasm.
Example: Sorry to hear about the trouble!

(ii) Informative sentences without courteous ex-
pressions: These sentences contain the actual con-
tent of the tweet and are generally assertions, in-
structions, imperatives or suggestions. Example:
Simply visit url name to see availability in that
area!
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(iii) Hybrid-Informative sentences with courte-
ous expressions: These are the sentences of the
second type also containing some expressions of
the first type. Example: We appreciate the feed-
back, we’ll pass this along to the appropriate
team.

4.3 Scaling up for large data creation

We annotate sentences in isolation by grouping
similar sentences together to speed up annotations
and then reconstruct the generic sentences by post-
processing rules. We follow the following proce-
dure to prepare the dataset for each company sep-
arately:

1. Sentence segmentation: We first extract the
tweets from customer care agents. Each tweet
is segmented into sentences to eventually identify
three forms of the sentences.

2. Clustering: As expressions and sentences
used by professionals of a company often fol-
low similar patterns. Grouping similar sentences
together before annotation would therefore sig-
nificantly make the process faster. The vector-
semantic representations of sentences are obtained
using the sentence encoder(Conneau et al., 2017)
trained on the SNLI corpus(Bowman et al., 2015).
We use the K-Means clustering(Aggarwal and
Zhai, 2012)(k = 300) to cluster these sentences.

3. Annotations: Three annotators proficient
in the English language were assigned to an-
notate the sentences into the three categories:
purely courteous, purely informative, hybrid. For
sentences having both informative and courteous
clauses/expressions (hybrid), they were asked to
manually prepare the generic sentence by remov-
ing the courteous part. Also they were asked
to identify non English conversations (and filter
them). We observe the multi-rater Kappa agree-
ment ratio of approximately 80%, which may be
considered as reliable.

4. Preparing generic responses: Now let us as-
sume we have a courteous response S with n sen-
tences s1, s2, . . . , sn. We obtain the generic re-
sponse by removing the courteous sentences, re-
taining the informative sentences, and replacing
the hybrid sentences with the prepared generic
equivalents.

We divide the conversation into train, validation
and test sets as given in Table 2. Each training ex-
ample is of the form: conversational history (last
three utterances), generic response and courteous

response.

5 Experiments

Implementation Details: We use a vocabulary
of size 30k for the task (as the range of courteous
expressions is limited, and informative contents
can be copied even if they are out-of-vocabulary-
OOV). We use 256 dimensional hidden states
and 128 dimensional word embeddings (not pre-
trained). We use AdaGrad as the optimizer with
gradient clipping (magnitude 2). We train with
batches of size 16, and use the same size for beam
search decoding. We monitor smoothened running
loss on the validation set for early stopping and
finding the best models for decoding. We use η =
0.99 (similar to (Paulus et al., 2017)) for the joint
loss. For the reward function the values of λ1 and
λ2 are 0.75 and 0.25, respectively.

Automatic Evaluation: For automatic evalua-
tion, in addition to the standard metrics like BLEU
(Papineni et al., 2002), ROUGE (Lin, 2004) and
perplexity, we also use two task-specific metrics:

1. Content preservation (CP): We want to mea-
sure how much of the informative content from
the original generic response(X) is reflected in the
generated courteous response(Y ). We use a mea-
sure similar to ROUGE-L recall.

CP = LCS(X,Y )/len(X) (14)

where LCS is the longest common subsequence.
2. Emotional accuracy (EA): To measure the

consonance between the generated courteous ex-
pressions (source of emotion) and the gold, we
find the cosine similarity between the MojiTalk
emoji distributions of the two responses (Xe and
Ye).

EA = Xe · Ye/(|Xe||Ye|) (15)

Human Evaluation: In order to understand the
quality of the responses we adopt human evalua-
tion to compare the performance of different mod-
els. We randomly sample 500 responses from the
test set for human evaluation. Given a generic re-
sponse along with conversation history, three hu-
man annotators with post-graduate exposure were
assigned to evaluate the courteous responses gen-
erated by the different models for the three met-
rics:

1. Fluency (F): The courteous response is gram-
matically correct and is free of any errors.
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2. Content Adequacy (CA): The generated re-
sponse contains the information present in the
generic form of the response and there is no loss
of information while adding the courteous part to
the responses.

3. Courtesy Appropriateness (CoA): The cour-
tesy part added to the generic responses is in ac-
cordance to the conversation history.

The scoring scheme for fluency and content ad-
equacy is 0: incorrect or incomplete, 1: moder-
ately correct, 2: correct, whereas for courtesy ap-
propriateness the scoring scheme is -1: inappropri-
ate, 0: non-courteous, 1: appropriate, respectively.
We computed the Fleiss’ kappa (Fleiss, 1971) for
the above metrics to measure inter-rater consis-
tency. The kappa score for fluency is 0.75 and
courtesy appropriateness is 0.77 indicating ”sub-
stantial agreement” and the score is 0.67 for con-
tent adequacy denoting ”considerable agreement”.

6 Results and Analysis

Automatic evaluation results: Results of the
different models are presented in Table 3. The pro-
posed model performs significantly better than the
other baselines for all the evaluation metrics and
the improvement in each model is statistically sig-
nificant compared to the other models.2. The at-
tention based sequence to sequence model (Model
1) is a decent baseline with good scores (56.80
BLEU). The Pointer generator model (Model 2) is
aided by the copying mechanism. Thus, it is better
modeled to include portions of the content from
the generic response into the courteous response.
This is corroborated by the increased score in CP
(+9.33%). Its emotional accuracy is slightly re-
duced from Model 1 (-0.45%), probably because
of eagerness to copy rather than generate. The
advantage of the emotional embedding in Model
3 over Model 2 is reflected with the increased
scores(+3.77%), because of its ability to better un-
derstand the emotional states and generate more
appropriate courteous responses. The perplexity
values are slightly reduced in Model 3 and Model
4, apparently because of the emotion embedding
confusing the actual content from the conversation
history. The final model performs decently better
than other models. The reinforcement learning ob-
jective helps it to improve upon the desired metrics
rather than just learn to be accurate at the token

2we perform statistical significance tests (Welch, 1947)
and it is conducted at 5% (0.05) significance level

Model BLEU ROUGE PPL CP EA1 2 L
1 Seq2Seq 56.80 63.8 59.06 64.52 58.21 68.34 82.43
2 Seq2Seq + P 66.11 69.92 64.85 66.40 42.91 77.67 81.98
3 Seq2Seq + P + EE 68.16 72.18 67.92 71.17 43.52 76.05 85.75
4 Proposed Model 69.22 73.56 69.92 72.37 43.77 77.56 86.87

Table 3: Results of various Models; P: Pointer Genera-
tor Model; EE: Emotional embedding

Model F CA CoA
0 1 2 0 1 2 -1 0 1

Model 1 15.70 42.50 41.80 16.21 41.69 42.10 23.71 51.08 25.21
Model 2 14.23 42.77 43.00 15.62 39.65 44.73 22.05 39.43 38.52
Model 3 11.15 44.10 44.75 13.66 41.12 45.22 15.23 41.22 43.55

Our Model 10.05 44.90 44.60 13.85 38.48 47.67 14.11 41.11 44.78

Table 4: Human evaluation results for Fluency, Con-
tent Adequacy and Courtesy Appropriateness (All val-
ues are in percentages.)

level.

Human evaluation results: In Table 4, we
present the results of human evaluation. In case of
fluency, our proposed model and the third model
show similar performance, whereas Models 1 and
2 are relatively less fluent. Model 2 shows great
improvement with respect to Model 1 as it is able
to copy the content from the input. Also, for con-
tent adequacy our proposed model has been able
to generate 38.48% moderate replies that have ad-
equate amount of information in it while it gener-
ates around 47.67% correct responses that contain
all the information present in the input. For cour-
tesy appropriateness, Model 1 and Model 2 show
lower performance while our proposed model has
been able to capture the courteous behavior. As
score 1 is given to the responses that are courteous
as well as the nature of courteousness is in accor-
dance to the conversation, it can be seen that our
model achieves 44.78% performance level which
is higher than the other models. From this eval-
uation, we can infer that the responses generated
by our model are not only adequate in terms of in-
formation preservation, but also able to induce the
courteous behavior by making the responses inter-
esting and informative.

Error Analysis: We further analyse the outputs
generated from our proposed model to perform
a detailed qualitative analysis of the responses.
In Table 5, we present few examples of the re-
sponses generated by the different models given
the generic input. Some common forms of mis-
takes include:

1. Unknown Tokens: As Model 1 does not have
the copying mechanism, the number of unknown
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Generic Input Model 1 Model 2 Model 3 Our Model

dm us more info and
well take a look into it for you

we’ll look into it
im sorry to hear this please
dm us more info and we’ll
take a look into it for you

were here to help please dm
us more info and well take a

look into it for you

were here to help please dm
us more info and well take a

look into it for you at the earliest

adjust the brightness via
your display

settings on your device

whos the brightness via
your display settings on your device

were here to help adjust the
brightness via your display

settings on your device

we have several ways to change
the display brightness on your
device and were happy to help

thanks for reaching out we have
several ways to change the display

brightness on your device and
were happy to help

we’ll follow up with
the store

we’d like to help well
follow up

were here to help well
follow up with the store

sorry to hear that well
follow up with the store

thats disappointing to hear,
we’ll follow up with the store

can you confirm
which platform you are
using for video access ?

what is the error ?

what is the error ?

I am sorry for the frustration !
can you confirm which platform
you are using for video access ?

what is the error ?

I am sorry to hear this can you
confirm which platform you
are using for video access?

what is the error?

I am sorry for any frustration,
can you please confirm which

platform you are using for
video access? Please tell us

what is the error.

fill this form <url> please fill this form <url>
were here to help fill

this form <url>and I’ll contact you
at the earliest a

apologies for the hassle, please fill
this form <url>and we’ll contact

you thank you for reaching
out to us we will follow up

with the store

i am sorry for the hassle,
please fill this form <url>

and ill contact
you at the earliest

Table 5: Examples of Courteous Responses Generated by the Different Models

tokens is predicted the most in this. Also often
the model predicts ‘end of sequence’ token just
after the ‘out of vocabulary’ token, thus leaving
sequences incomplete.

2. Wrong copying: Sometimes pointer network
makes mistakes while copying (being influenced
by language model): Gold: .. which store in
gillingham did you visit ?; Predicted: .. which
store in belgium did you visit ?

3. Mistakes in emotion identification: These
mistakes are more prominent in Models 1 and 2
(they don’t have emotional embeddings), where
the generated courteous phrases denote mistakes
in identifying the emotional state of the customer.
For example, Gold: you’re very welcome, hope
the kids have an amazing halloween !; Predicted:
we apologize for the inconvenience. hope the kids
have an amazing halloween !

4. Extra information: Models 1, 2, 3 sometimes
generate extra informative sentences than in the
generic response: Gold: please send us a dm; Pre-
dicted: please send us a dm please let us know if
you did not receive it

5. Contextually wrong courteous phrases:
These mistakes are common across models while
generating courteous phrases with content in
them: Gold: we want to help, reply by dm and ..;
Predicted: im sorry you havent received it. please
reply by dm and ..

6. Difference in phrases: Generated responses
differ from reference responses in their use of
(equivalent) courteous phrases, and are hence
wrongly penalized by some metrics.

7 Conclusion and Future Work

In this paper, we propose a new research prob-
lem of accentuating customer care responses with

courteous behavior. Incorporation of courteous-
ness is important for attaining user satisfaction
and to improve the performance of the application
leading to user retention. We successfully prepare
a large benchmark corpus, created from the ac-
tual showcasing of courteous behavior by human
professionals on Twitter. Our developed mod-
els appropriately model the dialogue history and
are informed of the past emotional states through
emotional embeddings. We have used both au-
tomatic and human based metrics for evaluating
the performance of our model. In qualitative and
quantitative analyses of the generated responses,
we observe contextually correct courteous behav-
ior and content preservation, along with minor in-
accuracies as discussed in the error analysis sec-
tion. Overall the performance of our model shows
the variations in responses with the other models
keeping the information and courtesy nature of the
generated responses intact.

In future, along with the opportunity of extend-
ing the architectural designs and training method-
ologies to enhance the performance of our sys-
tems, we look forward to designing a specific com-
ponent to enhance the natural language generation
component of an end to end chatbot, by includ-
ing appropriate mechanisms to interact with all
its components (memory, database, and the dialog
manager). Moreover, studies will be conducted on
courtesy transfer for the other domains, and also
transfer learning from one domain to the another
(like customer care to hospitality).
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Abstract
Metaphor generation attempts to replicate hu-
man creativity with language, which is an at-
tractive but challengeable text generation task.
Previous efforts mainly focus on template-
based or rule-based methods and result in a
lack of linguistic subtlety. In order to crea-
te novel metaphors, we propose a neural ap-
proach to metaphor generation and explore the
shared inferential structure of a metaphorical
usage and a literal usage of a verb. Our ap-
proach does not require any manually annota-
ted metaphors for training. We extract the me-
taphorically used verbs with their metaphori-
cal senses in an unsupervised way and train a
neural language model from wiki corpus. Then
we generate metaphors conveying the assigned
metaphorical senses with an improved deco-
ding algorithm. Automatic metrics and human
evaluations demonstrate that our approach can
generate metaphors with good readability and
creativity.

1 Introduction

Metaphor is a kind of language filled with vitali-
ty and elasticity. It employs words in a way that
deviates from their normal meaning to represent
another concept (Li and Sporleder, 2010). Using
metaphor allows us to express not just informa-
tion but also real feelings and complex attitudes.
There is a clear need in computational metaphor
generation whose insightful results can be used in
many applications from entertainment to educati-
on (Veale, 2016). Besides, a unified metaphor an-
notation procedure and creation of a large publicly
available metaphor corpus are in great demands.
Such resources make it possible to interpretate the
identified metaphorical expressions and enhance
the performance on other Natural Language Pro-
cessing (NLP) applications (Shutova, 2010).

Although metaphor has a long history of aca-
demic studies in both philosophy and linguistics

Figure 1: The Metaphor Generation Process

(Genesereth, 1980; G. and M., 1985), it still re-
mains a tough problem for the NLP communi-
ty. As the metaphor is hardly to be well-defined
and modeled, little work focuses on the metaphor
generation. Most of the previous efforts rely on
hand-coded knowledge (Martin, 1990; Feldman
and Narayanan, 2004; Agerri et al., 2007) , which
heavily constrains the diversity of generated meta-
phors.

The end-to-end approach presented to sequence
learning has been proved effective on the gene-
ration tasks like machine translation (Sutskever
et al., 2014), abstractive summarization (Tan et al.,
2017), product review generation (Zang and Wan,
2017) and multi-label classification (Yang et al.,
2018). The approach is able to train a langua-
ge model which can generate fluent and creative
sentences with sufficient corpus. Unfortunately, in
spite of the industrious exploration of the meta-
phor corpus, the annotated data available now is
still far from training a good language model. To
the best of our knowledge, there has been no work
combining metaphor generation with the end-to-
end approach.

In this paper, we propose a neural approach for
metaphor generation trained with Wiki corpus rat-
her than the limited annotated metaphor corpus,
which assures the quality of the language model.
The approach is shown in Figure 1. Relevant sta-
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tistics demonstrate that the most frequent type of
metaphor is expressed by a verb (Martin, 2006;
Steen, 2010). In this paper, we focus on generating
verb-oriented metaphors. We use an unsupervised
method to extract the metaphorically used verbs in
Wiki corpus. A metaphorical pair consists of a tar-
get verb (e.g. “devoured”) and a fit word (e.g. “en-
joyed”). And it is used to model the metaphorical
usage of the target verb. According to Narayanan
(1997), a metaphorical usage and a literal usage
share inferential structure. We follow this intuition
to find an intersection between the metaphorical
usage and the literal usage of a word. For example,
in “she devoured (enjoyed) his novels”, the literal
sense of “enjoyed” represents the contextual sense
of “devoured” in such contexts. But the similarity
between “enjoyed” and “devoured” is low, which
means the target verb “devoured” is merely used
in such sense and can be seen as a metaphorically
used verb.

For metaphor generation, we first propose a
POS constrained language model to generate a
sentence containing a given verb and use an elabo-
rately designed algorithm to consider its fit word
simultaneously while decoding. For a profound
exploration, we introduce automatic metrics as
well as manual ways to evaluate the generation
results. Experimental results demonstrate that our
approach is capable of generating fluent and seem-
ly metaphors. All the generated metaphors are no-
vel and do not exist in the corpus.

To summarise, the contributions of our work are
as follows1:

• As far as we know, our work is the first en-
deavor to adopt the end-to-end framework on
metaphor generation. Besides, the proposed
method does not require any manually labe-
led metaphor corpus.

• We automatically extract the verbs and their
fit words in the corpus in an unsupervised
way and use them (e.g. “devoured”, “enjoy-
ed”) to model the metaphorical senses of the
verbs for the generation process. We further
explore the semantic shift of a verb by chan-
ging the adjustable factors.

• Both automatic metrics and human evaluati-
on results demonstrate the efficacy of our mo-

1https://github.com/ArleneYuZhiwei/Metaphor-
Generation

del. Our model outperforms the baseline mo-
dels on 3 aspects significantly2.

2 Related Work

Metaphor is highly frequent in language and
its computational processing is indispensable for
real-world NLP applications addressing semantic
tasks. Automatic processing of metaphor can be
clearly divided into two subtasks: metaphor iden-
tification and metaphor interpretation (Shutova,
2010), little research has been devoted to the meta-
phor generation. In this subsection, we briefly re-
view some prior work on metaphor generation.

Jones (1992) aims to generate a specific class
of metaphors: Transparently-Motivated Metaphor,
which is based on universal groundings that are of-
ten linked to bodily experience. Abe et al. (2006),
Terai and Nakagawa (2010) generate metaphors
in the form of “A (target) like B (vehicle)”. They
firstly compute the probabilistic relationship bet-
ween concepts and words with a statistical analy-
sis of language data and then select candidates to
fill in the template. From a given mapping between
the concepts of two domains, Hervás et al. (2007)
present an approach to the application of meta-
phors for referring to concepts in an automatical-
ly generated text. Mason (2004) obtains domain-
specific selectional preferences of verbs from lar-
ge corpora and maps their common nominal argu-
ments in other domains. The corresponding me-
taphorical mappings are achieved by such syste-
matic variations and can generate simple concep-
tual metaphors in the form of: “A is (a) B”. Ov-
chinnikova et al. (2014) also rely on characteri-
stic predicate but use general propositions instead
of the verb and adjective phrases. As some me-
taphors’ target domain is lexically divorced from
the source, Lederer (2016) identifies constellati-
ons of source-domain triggers in limited source
domains. To make the metaphor generators more
comprehensible and forceful, Veale (2016) pres-
ents a knowledge-base to generate XYZ meta-
phors such as “Bruce Wayne is the Donald Trump
of Gotham City”.

Previous methods make groundbreaking explo-
rations on metaphor generation. However, these
approaches mainly focus on modeling the phrase-
level metaphor expressions and the generation
process depends on the templates, which causes
the lack of linguistic subtlety to some extent and

2Based on two-tailed paired t-test with p<0.05.
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they are not able to build a large publicly available
metaphor corpus for further study. Our approach
focuses on generating sentence-level metaphor in
a template-free way.

3 Our Approach

Figure 2: Adjustable Joint Model. Top: A metaphorical
pair (e.g. “devoured” and “enjoyed”) are given to the
backward model, to generate the backward sequence.
Bottom: Input the reversed backward sequence to the
forward model, to generate the forward sequence. The
inputs and outputs of the forward model are concaten-
ated to form a metaphor.

Metaphors are ubiquitous in the normal corpus
but lack of annotation. First, we extract the meta-
phorical pair which consists of a target word (e.g.
“devoured”) and its fit word (e.g. “enjoyed”) auto-
matically. Then we adopt an end-to-end neural fra-
mework to train a POS constrained language mo-
del which can generate a sentence containing the
assigned verb. For metaphor inference, we apply
an adjustable joint beam search algorithm to the
decoding phase. In this way, the target verb is me-
taphorically used in the generated sentence. The
proposed model is named Adjustable Joint Model
and is shown in Figure 2.

3.1 Automatic Extraction of Metaphor Pairs
Our automatic extraction method is based on the
hypotheses as follows:

H1. A metaphorical word is employed in the
sentence to represent another concept and devia-
tes from its normal meaning (Wilks, 1978; Li and
Sporleder, 2010; Mao et al., 2018).

H2. The metaphorical senses of words occur
with relatively lower frequency in the corpus than
their literal senses do (Cameron, 2003; Martin,
2006; Mao et al., 2018).

Algorithm 1 Automatic Extraction
Require: S: the corpus, a set of sentences contai-
ning the target words
Require: T : the set of target words in S
Require: M : a trained CBOW model. viadenotes
the input vector of word a. voadenotes the output
vector of word a. vicontextdenotes the average input
vectors of the words in the context.
Require: ε: the threshold that determines the me-
taphoricity.
Inflect(C) gets the inflections of each word in
the set C. Sim(x, y) calculates the cosine simila-
rity between two vectors x, y.
P = ∅
For any sentence s ∈S and the contained target
word t ∈T
context = the set consists of the words in s exclu-
ding t
syn = the set consists of the synonyms of t
hyp = the set consists of the hypernyms of t
candidates = Inflect(syn ∪ hyp ∪ t)
w = argmax

k
Sim(vok, v

i
context), k ∈ candidates

sim = Sim(viw, v
i
t)

if sim < ε then:
P ← P ∪ (t, w)

return P

As metaphors begin their lives with marked rhe-
torical effects, whose comprehension requires a
special imaginative leap (Nunberg, 1987), it is in-
tuitive to assume that a metaphorical word can be
distinguished from the literal one in the corpus
with the violation of semantic constraints within
a context. It has been proved that the dissimilarity
between neural embeddings of the two words in a
phrase is indicative of identifying the metaphori-
city of the phrase (Shutova et al., 2016; Rei et al.,
2017). Thus we find the semantic violation in the
corpus based on word embeddings. The word em-
beddings are obtained by using Continuous Bag-
of-Words Model(CBOW) (Mikolov et al., 2013).

Inspired by Mao et al. (2018), we use a fit word
to model the contextual sense of the target word.
To find a fit word for the target word t, we con-
struct a candidate word set candidateswhich con-
sists of the target word as well as its synonyms and
direct hypernyms extracted from WordNet(Miller,
1998). The target word may have several senses.
Each of these senses has a set of corresponding
synonyms and hypernyms. We extract the syn-
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onyms and hypernyms of all the verb senses. We
augment the set with the inflections of the items
in it. The word in the candidates which has the
highest similarity with the given context repres-
ents the contextual sense of the target verb in the
sentence.

For example, “i am afraid this spells trouble” is
a sentence in the corpus and the target word t is
“spells”. The word (e.g. “means”) in candidates
has the highest similarity with the given context
(e.g. “i am afraid this [ ] trouble.”), and is the fit
word of t.

We then compute the similarity between the
target verb (e.g. “spells”) and its fit word (e.g.
“means”) . If the similarity is less than or equal to
a threshold ε = 0.63, we extract the metaphorical
word together with the fit word to form a meta-
phorical pair. The extraction process is described
in Algorithm 1.

Follow the previous work (Nalisnick et al.,
2016; Mao et al., 2018), we use OUT-IN vectors
to measure the similarity between a fit word and
its given context, use IN-IN vectors to measure
the similarity between two words in a metapho-
rical pair4 .

3.2 POS Constrained Language Model
Our goal is to generate a sentence containing a me-
taphorically used verb. However, the vanilla end-
to-end model cannot guarantee the target word ap-
pearing in the generated sequence all the time, let-
ting alone the appearance of a word with a speci-
fic part-of-speech. To solve this problem, we pre-
sent a neural language model which can ensure
an assigned verb to appear in the generated sen-
tence. Our design is inspired by the asynchronous
forward/backward generation model proposed by
(Mou et al., 2016).

The POS constrained language model is trained
end-to-end. Given a target verb as input, the mo-
del first generates the backward sequence starting
from the target word wt at position t of the sen-
tence and ending up with “</s>” at position 0 of
the sentence. n is the position of the last word in
the sentence. p(w1

t ) denotes the probability of the
backward sequence. Then we reverse the output of
the backward sequence as the input to the forward
model. And it generates the rest part of the sen-
tence accordingly. p(wnt ) denotes the probability

3Keep in line with Mao et al. (2018)
4IN vectors are input vectors of a trained CBOW model.

OUT vectors are output vectors of a trained CBOW model.

of the forward sequence. The generated sentence
is a connection of the input and output of the for-
ward model whose probability can be decomposed
as:

p(
←−
w1
t ||
−→
wnt)=p(wt)

t−1∏

i=1

p(bw)(←−−wt−i|·)
n−t∏

i=1

p(fw)(−−→wt+i|·),

(1)
where p(·||·) means the probability of a parti-

cular backward/forward sequence. p(bw)(←−wt|·) or
p(fw)(−→wt|·) indicates the probability of wt given
previous sequence · in the backward or forward
model respectively. So far, the model is able to
generate a sentence containing an assigned word.
But the target word is not used as a verb in the
generated sequence all the time.

We regard a word with various parts-of-speech
as a polyseme. If the word is used with a specific
part-of-speech which we are concerned about, we
label it with the specific part-of-speech tag, other-
wise, the word remains unchanged. In our case,
we use a POS tagger (Bird et al., 2009) to label all
the words in the metaphorical pairs we extracted
into two categories: verb and the other. For instan-
ce, “spells” is labeled as “spells.v” in the corpus
if it is used as a verb otherwise “spells”. We train
the POS constrained model with the labeled cor-
pus, and we generate sentences like “she spells.v
her husband at the wheel” rather than “he whis-
pered spells as he moved his hands.” when given
“spells.v” as input.

3.3 Adjustable Joint Beam Search

In the end-to-end model, the goal of the decoder is
to find a sequence ŷ which maximizes the condi-
tional probability given by a specific model θ and
an input sequence x:

ŷ = argmaxy∈Ypθ(y|x), (2)

where Y is a set of all the possible sequences
in the output space. It is impracticable to explore
the whole space. Models decompose this problem
into a sequence of time steps. The original beam
search algorithm produces a probability distributi-
on at each time step over the vocabulary V . And
the log function is applied on the probability dis-
tribution to get the score distribution. Instead of
simply choosing the token with the highest sco-
re, the beam search algorithm keeps top k candi-
dates from a large matrix of dimensions k × |V |
which expands the search space, where k denotes
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Algorithm 2 Adjustable Joint Beam Search
Require: k : beam size
Require: α, β: adjustment factors
Require: L : maximum sequence length
Require: w1, w2 : input words
Decoder − Init(wi, n) copies the initial state of
the decoder n times when inputting wi to the de-
coder.
Decoder − Step(beam) calculates the score dis-
tributions on the beam.
Top−K(scores, b) selects b candidates with hig-
hest scores in the score distribution and returns
corresponding beam ids (beam.id) and word ids
(beam.indices).
t = 0; l = k;n = k/2
beam1←Decoder − Init(w1, n)
beam2←Decoder − Init(w2, n)
while l > 0 and t < L do
scores1 = Decoder − Step(beam1)
scores2 = Decoder − Step(beam2)
scores = α · scores1 + β· scores2
beam1 = Top−K(scores, n)
beam2.ids← beam1.ids+ n
beam2.indices← beam1.indices
t = t+ 1
ne ←number of (“</s>”) selected in beam1

and beam2.
l = l − ne

return beam1, beam2

the beam size. When “</s>” is selected among
the highest scoring candidates the beam is reduced
by one. When the beam is zero, the beam search
algorithm stops (Lowerre, 1976; Post and Vilar,
2018).

As the metaphorical usage of the verb is repre-
sented by the metaphorical pair. We need to gene-
rate a sentence for the target verb where the con-
textual sense of the target word equals to the li-
teral sense of its fit word, which means both tar-
get word and its fit word should be suitable in the
generated sentence. Given two different verbs in
a metaphorical pair as inputs (e.g. “devoured.v”,
“enjoyed.v”), we hope to generate a same context
for them. However, the original beam search al-
gorithm can hardly choose the same candidates at
each time step for them. Yu et al. (2018) propose
the joint beam search algorithm for pun generati-
on. The algorithm selects candidates for the two
inputs according to the joint score distribution on
all beam while decoding. Nevertheless, the seman-

tic distance between the metaphorical sense and
the literal sense of the target verb is not the same
with the distance between the metaphorical sense
and contextual sense of the target word. In additi-
on, the frequencies of the words in each metapho-
rical pair differ, and there is no reason to believe
that two words in a metaphorical pair have the sa-
me influence on generating metaphors. Therefore,
we use the adjustment factors α, β to modify the
weights of the score distributions for two inputs.
The proposed adjustable joint beam search algo-
rithm is described in Algorithm 2.

Different from the original beam search algo-
rithm, to start the adjustable joint beam search al-
gorithm, the initial states of the decoder are copied
k/2 times for each input. At each time step, can-
didates are chosen from a weighed summation of
the score distributions from two sets of the beam.
The beam for the next time step is filled by taking
the states corresponding to the selected beam ids
and word ids. Half of the chosen words are dupli-
cate but come from distinct beam, which means
the outputs are one-to-one correspondent for the
two distinct inputs. Although the corresponding
two sequences select the same word at each ti-
me step, they have distinct hidden states, and thus
their score distributions are different. The decoder
finally outputs k sentences in parallel and the cor-
responding two sentences are the same except for
the input words. We find an intersection between a
metaphorical usage and a literal usage of a verb by
this means. To avoid that the generated sentence is
semantically inclined to the word in a metaphori-
cal pair whose frequency is relatively higher and
take the second hypothesis (H2) into considerati-
on, we calculate the adjustment factors as follows:

α = σ(1− wf(word1)

wf(word1) + wf(word2)
), (3)

β = σ(1− wf(word2)

wf(word1) + wf(word2)
), (4)

where wf(a) denotes the frequency of the word
a in the corpus. As metaphorical senses of words
occur with relatively lower frequency in the cor-
pus, we adjust the weights negatively correlated to
the word frequency. And we use σ, the sigmoid
function which is differentiable and widely used
in the neural network models, to smooth the ad-
justment factors.
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4 Experiments

4.1 Data Preprocessing

Adequate data is a prerequisite condition for trai-
ning a good language model. It is unrealistic to
achieve the goal based on the limited annotated
metaphor corpus. In this paper, we use the Eng-
lish Wikipedia corpus to train the POS constrained
language model. The corpus is split into sentences
whose maximum length is 50 words. We lowerca-
se and tokenize the sentences. All the numeric to-
kens are replaced with “#”. We automatically ex-
tract 2812 metaphorical pairs from the corpus, and
label words in them into two forms: “word.v” and
“word”. We use 461,685 sentences as the training
set. We keep 120,000 most frequently occurring
words and replace other words with the “<unk>”
token. We call this processed corpus a normal
corpus. For comparison, we extract the metaphors
in the normal corpus using an unsupervised me-
taphor identification approach (Mao et al., 2018)
and build a metaphor corpus with 310,908 sen-
tences. We keep the same vocabulary size. To ex-
plore the influence of a fine-grained sense in the
metaphor generation task, we use a Word Sense
Disambiguation (WSD) tool5 to label the verbs in
the normal corpus. As the polysemes are regarded
as different words which obviously increases the
vocabulary size, we keep 165,000 most frequently
occurring words. And this corpus is named sense
corpus.

4.2 Compared Models

Since there has been no neural model applied on
metaphor generation and the previous template-
based models can not generate such verb-oriented
metaphors, we implement six neural models for
comparison and explore the intrinsic characteri-
stics of metaphor generation. Models are trained
on the normal corpus, unless otherwise specified.

Normal Model: This model is a basic end-to-
end framework whose inputs are verbs and outputs
are sentences. We use the teacher forcing algo-
rithm (Williams and Zipser, 1989) while training.
The input of the encoder is a verb, and the refe-
rence for the decoder is a sentence containing the
verb.

POS constrained Model: This model combi-
nes the basic end-to-end framework with the POS
constrained language model. The model can gene-

5https://github.com/alvations/pywsd

rate a sentence containing a given verb.
Fit Word Model: The model is trained in the

same way as the POS constrained model. The in-
put is a fit word, and we directly replace the fit
word in the generated sentence with the correspon-
ding target word.

Metaphor Based Model: The model is the sa-
me as the POS constrained model but trained on
the metaphor corpus.

Uncommon Sense Model: Based on the second
hypothesis(H2), metaphorical sense appears less
common in the corpus than literal sense. It is in-
tuitive to associate the metaphorical sense of the
target word with a low-frequency sense. We keep
the senses of a target word which appear in the
corpus more than 9 times in a sense list. Then we
choose the sense with the lowest frequency in the
sense list as the metaphorical sense of the target
verb. This model generates sentences similarly to
the POS constrained model, except that it is trai-
ned on the sense corpus.

Adjustable Joint Model: The training process
is exactly the same as the POS constrained mo-
del’s, but we use the adjustable joint beam search
algorithm while decoding.

4.3 Automatic Evaluation

We extract the metaphorical pairs automatically in
the normal corpus and conduct experiments. The
automatic evaluation results are shown in Table 1.

Model l.ave w.num ppl.

Normal 10.34 16029 97.84

POS constrained 10.51 16361 133.24

Fit Word 10.70 16666 154.49

Metaphor Based 9.37 14526 61.88
Uncommon Sense 7.45 11569 96.52

Adjustable Joint 11.35 16887 97.03

Table 1: Automatic evaluation results for generated me-
taphors based on the automatically extracted verbs.

Each target verb may form distinct metaphori-
cal pairs with different fit words. Both the nor-
mal model and the POS constrained model ge-
nerate the same sentences for the same target
verbs while the fit word model generates the sa-
me sentences for the same fit words. Taking the
metaphorical pairs into consideration, adjustable
joint model can generate various sentences when
the target words are the same but used in diffe-
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Figure 3: Results of human evaluation.

rent senses. For a fair quantitative analysis, each
model generates 1555 sentences for distinct tar-
get verbs. Length-average (l.ave) is the avera-
ge length of the generated sentences of each mo-
del. Word.number(w.num) is the total number of
the distinct words in the generated sentences, and
the adjustable joint model decodes words with the
highest diversity compared to the other models.
We use the language modeling toolkit SRILM6 to
evaluate the perplexity scores (ppl.). Theoretical-
ly, the normal model should generate more fluent
sentences without considering the constraint that
a given word must appear in the outputs, however
the ppl. is calculated as Eq 5 shows:

ppl = 10∧(
−logP (T )

s.num+ w.num−OOV s), (5)

where P (T ) denotes the probabilities of all the
sentences, s.num denotes the total number of the
sentences. OOV s denotes the number of out-of-
vocabulary words. The outputs of the metaphor
based models tend to be shorter which results in a
higher P (T ) and thus a low ppl. Although the ad-
justable joint model generates sentences with lexi-
cal constraints, it chooses the candidates with the
highest joint score at each time step and uses mo-
re distinct words, and thus it obtains a high P (T )
as well as a large w.num. It achieves a relative-
ly low ppl. What’s more, all the sentences genera-
ted by the adjustable joint model are novel and do
not exist in the corpus according to the duplicate
checking . The fit word model decodes according

6http://www.speech.sri.com/projects/srilm/

to the fit words and then the fit words in the sen-
tences are replaced by their target words directly,
which results in a higher ppl. Since the amount of
the training data corresponding to the inputs of the
uncommon sense model is the least, the generated
sentences are not so fluent.

4.4 Human Evaluation

For a thorough comparison, we select 80 gold me-
taphors with high confidence (>0.6) from the data
set proposed by (Mohammad et al., 2016). Each
verb in the data set was annotated for metaphorici-
ty by 10 annotators and we use the verbs in the se-
lected metaphors as the target words. As metaphor
is such a creative and delicate language that au-
tomatic evaluation is not adequate. We ask native
English speakers on Amazon Mechanical Turk to
evaluate all the sentences generated by the neural
models and corresponding gold metaphors in four
aspects. Each sentence is scored from 1 to 5 by 5
judges. Readability(read.) indicates whether the
sentence is fluent and consistent with the rules of
grammar. Creativity(crea.) indicates whether the
sentence is distinct and creative. Metaphorical
or Literal Usage of the Verb(meta.-v) indicates
whether the target word is used literally or meta-
phorically. 1 denotes that the usage of the verb is
definitely literal and 5 denotes the verb is obvious-
ly metaphorically used. We display typical proper-
ties of metaphorical and literal senses as follows:
literal usages tend to be more basic, straightfor-
ward meaning, more physical and closely tied to
our senses; Metaphorical usages tend to be more
abstract, more vague and often surprising, someti-
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Model Generated Sentences

Target Verb: absorbed Fit Word: learn

Normal it is absorbed by the united states .

POS constrained it absorbed the united states in the early century .

Fit Word they absorbed that they are able to find themselves .

Metaphor Based they absorb water from the water to be used as a result of the disease .

Uncommon Sense he absorbed more than a few hundred feet .

Adjustable Joint he absorbed his studies at the university of birmingham .
Gold Metaphor he absorbed the knowledge or beliefs of his tribe .

Target Verb: pour Fit Word: crowd

Normal while drinking , he is able to kill him .

POS constrained being poured , the band was released by the band .

Fit Word they poured for the first time , and the team was the first to win the championship .

Metaphor Based it was poured in # and # .

Uncommon Sense she poured the police and her husband .

Adjustable Joint millions of trees poured out of the area .
Gold Metaphor People were pouring out of the theater.

Table 2: Examples of generated sentences.

mes bring in imagery from a different domain. The
aspects above are rated according to comparison.
Metaphoricity of the sentence(meta.-s) indicates
whether the sentence is a metaphor. The score ra-
tings are defined as: 1. not a metaphor at all; 2.
pathetic metaphor; 3. not-so-bad metaphor; 4. in-
teresting metaphor; 5. gold metaphor.

Results are shown in Figure 3. The metaphor
based model generates shorter sentences which re-
sults in a low ppl., but it replicates some words at
times, which makes it difficult for human to inter-
pret. The fit word model replaces the fit words with
the target words directly and may break the gram-
matical collocations. Although the adjustable joint
model ensures the intersection sense of two words
in the metaphorical pair to appear in one sentence,
the generated utterance is still readable. As for the
crea., without any lexical constraint, the normal
model always generates the sentences which are
similar to the relatively high-frequency sentences
in the corpus and results in the lack of novelty. In
contrast, the target words are used in its less used
literal senses in the uncommon sense model and
the results seem to be kind of creative. The ad-
justable joint model performs closely to the gold
metaphor on the crea., which proves its ability in
modeling the creative usage of the verbs. meta.-
v directly reveals the capability of modeling the
metaphorical senses of the target verb. The nor-
mal model is uncompetitive as it can not even en-

sure the appearance of the target verb. The dif-
ference between the POS constrained model and
the uncommon sense model inspires us that alt-
hough the metaphorical senses of the words oc-
cur with relatively lower frequency in the corpus
than their literal senses, the metaphorical senses
cannot be easily defined as the most uncommon
senses of the target verbs, and thus the exploration
on modeling the metaphorical senses is essential.
As for the meta.-s, it reveals the comprehensiven-
ess of the sentence-level metaphor generation and
reminds us of modeling the metaphors in a more
thoughtful perspective. The adjustable joint mo-
del outperforms the other models on the 3 aspects
(crea., meta.-v, meta.-s) significantly with paired
t-test with p < 0.05.

4.5 Case Study
To illustrate concretely, we show some examples
generated by different models in Table 2. Both
the normal model and the POS constrained model
generate sentences without considering the sen-
ses of the verbs and tend to generate monoto-
nous sentences. And the fit word model genera-
tes sentences which are suitable for the fit word
but inappropriate for the target word. For exam-
ple, “they crowed for the first time” is fluent while
“they poured for the first time” is strange. Other
models decoding with a sense constraint generate
sentences conveying the assigned senses to diffe-
rent degree. However, the uncommon sense model
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is fine-grained and the training corpus is annota-
ted with WSD tools which results in not only the
lack of corpora for some senses but also a sense-
label error, as there are no WSD tools that could
tag the senses of the verbs with a high precision
(> 0.6) (Luo et al., 2018b,a). To solve these pro-
blems, we use the extracted metaphorical pairs to
depict a metaphorical sense and the generated me-
taphors are readable.

We also explore the shared inferential structure
of a metaphorical usage and a literal usage of a
verb by changing the adjustable factors. Table 2
demonstrates the semantic shift of the verb. The
POS constrained model can be seen as a speci-
al adjustable joint model whose adjustable factors
are α = 1, β = 0 and it generates sentences only
considering the target words. In this way the target
words are literally used. For contrast, the fit word
model with a special setting of the adjustable fac-
tors α = 0, β = 1 generates sentences comple-
tely dependent on the fit words, which may result
in sentences that are not semantically appropriate.
When α, β are caculated by Eq 3 and Eq 4, the ge-
nerated sentences covey the metaphorical senses
of verbs.

5 Conclusion

We make an exploration on verb-oriented meta-
phor generation and propose a neural approach
on automatic metaphor generation. The approach
identifies metaphorically used verbs in the normal
corpus and extracts the metaphorical pairs in the
sentences. We propose a POS constrained model
to ensure the appearance of the given verbs and
decode with the adjustable joint beam search al-
gorithm, which takes the metaphorical senses of
the given verbs into consideration. We generate
metaphors which are not only fluent and readable
but also creative. However, we can only generate
metaphors based on the verbs whose metaphorical
senses can be found in the corpus. For future work,
we will explore techniques to generate metaphors
without extracting its fit words in the corpus and
improve the quality of generated metaphors.
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Abstract

Linking pronominal expressions to the correct
references requires, in many cases, better anal-
ysis of the contextual information and exter-
nal knowledge. In this paper, we propose a
two-layer model for pronoun coreference res-
olution that leverages both context and exter-
nal knowledge, where a knowledge attention
mechanism is designed to ensure the model
leveraging the appropriate source of external
knowledge based on different context. Experi-
mental results demonstrate the validity and ef-
fectiveness of our model, where it outperforms
state-of-the-art models by a large margin.

1 Introduction

The question of how human beings resolve pro-
nouns has long been of interest to both linguistics
and natural language processing (NLP) communi-
ties, for the reason that pronoun itself has weak
semantic meaning (Ehrlich, 1981) and brings chal-
lenges in natural language understanding. To ex-
plore solutions for that question, pronoun coref-
erence resolution (Hobbs, 1978) was proposed.
As an important yet vital sub-task of the gen-
eral coreference resolution task, pronoun coref-
erence resolution is to find the correct reference
for a given pronominal anaphor in the context
and has been shown to be crucial for a series
of downstream tasks (Mitkov, 2014), including
machine translation (Mitkov et al., 1995), sum-
marization (Steinberger et al., 2007), information
extraction (Edens et al., 2003), and dialog sys-
tems (Strube and Müller, 2003).

Conventionally, people design rules (Hobbs,
1978; Nasukawa, 1994; Mitkov, 1998) or use fea-
tures (Ng, 2005; Charniak and Elsner, 2009; Li
et al., 2011) to resolve the pronoun coreferences.

∗This work was done during the internship of the first
author in Tencent AI Lab.

Figure 1: Pronoun coreference examples, where each
example requires different knowledge for its resolution.
Blue bold font refers to the target pronoun, where the
correct noun reference and other candidates are marked
by green underline and brackets, respectively.

These methods heavily rely on the coverage and
quality of the manually defined rules and features.
Until recently, end-to-end solution (Lee et al.,
2017) was proposed towards solving the general
coreference problem, where deep learning mod-
els were used to better capture contextual informa-
tion. However, training such models on annotated
corpora can be biased and normally does not con-
sider external knowledge.

Despite the great efforts made in this area in the
past few decades (Hobbs, 1978; Mitkov, 1998; Ng,
2005; Rahman and Ng, 2009), pronoun corefer-
ence resolution remains challenging. The reason
behind is that the correct resolution of pronouns
can be influenced by many factors (Ehrlich, 1981);
many resolution decisions require reasoning upon
different contextual and external knowledge (Rah-
man and Ng, 2011), which is also proved in other
NLP tasks (Song et al., 2017, 2018; Zhang et al.,
2018). Figure 1 demonstrates such requirement
with three examples, where Example A depends
on the plurality knowledge that ‘them’ refers to
plural noun phrases; Example B illustrates the
gender requirement of pronouns where ‘she’ can
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only refer to a female person (girl); Example C
requires a more general type of knowledge1 that
‘cats can climb trees but a dog normally does not’.
All of these knowledge are difficult to be learned
from training data. Considering the importance
of both contextual information and external hu-
man knowledge, how to jointly leverage them be-
comes an important question for pronoun corefer-
ence resolution.

In this paper, we propose a two-layer model to
address the question while solving two challenges
of incorporating external knowledge into deep
models for pronoun coreference resolution, where
the challenges include: first, different cases have
their knowledge preference, i.e., some knowledge
is exclusively important for certain cases, which
requires the model to be flexible in selecting ap-
propriate knowledge per case; second, the avail-
ability of knowledge resources is limited and such
resources normally contain noise, which requires
the model to be robust in learning from them.

Consequently, in our model, the first layer pre-
dicts the relations between candidate noun phrases
and the target pronoun based on the contextual in-
formation learned by neural networks. The sec-
ond layer compares the candidates pair-wisely, in
which we propose a knowledge attention module
to focus on appropriate knowledge based on the
given context. Moreover, a softmax pruning is
placed in between the two layers to select high
confident candidates. The architecture ensures the
model being able to leverage both context and
external knowledge. Especially, compared with
conventional approaches that simply treat exter-
nal knowledge as rules or features, our model is
not only more flexible and effective but also in-
terpretable as it reflects which knowledge source
has the higher weight in order to make the deci-
sion. Experiments are conducted on a widely used
evaluation dataset, where the results prove that the
proposed model outperforms all baseline models
by a great margin.2

Above all, to summarize, this paper makes the
following contributions:

1. We propose a two-layer neural model to
combine contextual information and external

1This is normally as selectional preference (SP) (Hobbs,
1978), which is defined as given a predicate (verb), a human
has the preference for its argument (subject in this example).

2All code and data are available at:https://github.
com/HKUST-KnowComp/Pronoun-Coref.

Figure 2: The architecture of the two-layer model for
pronoun coreference resolution. The first layer encodes
the contextual information for computing Fc. The sec-
ond layer leverages external knowledge to score Fk. A
pruning layer is applied in between the two layers to
control computational complexity. The dashed boxes
in the first and second layer refer to span representa-
tion and knowledge scoring, respectively.

knowledge for the pronoun coreference resolu-
tion task.

2. We propose a knowledge attention mechanism
that allows the model to select salient knowl-
edge for different context, which predicts more
precisely and can be interpretable through the
learned attention scores.

3. With our proposed model, the performance of
pronoun coreference resolution is boosted by a
great margin over the state-of-the-art models.

2 The Task

Following the conventional setting (Hobbs, 1978),
the task of pronoun coreference resolution is de-
fined as: for a pronoun p and a candidate noun
phrase set N , the goal is to identify the correct
non-pronominal references set3 C. the objective is
to maximize the following objective function:

J =

∑
c∈C e

F (c,p)

∑
n∈N e

F (n,p)
, (1)

where c is the correct reference and n the can-
didate noun phrase. F (·) refers to the overall
coreference scoring function for each n regarding
p. Following (Mitkov, 1998), all non-pronominal
noun phrases in the recent three sentences of the
pronoun p are selected to form N .

Particularly in our setting, we want to leverage
both the local contextual information and external

3It is possible that a pronoun has multiple references.
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knowledge in this task, thus for each n and p, F (.)
is decomposed into two components:

F (n, p) = Fc(n, p) + Fk(n, p), (2)

where Fc(n, p) is the scoring function that predicts
the relation between n and p based on the contex-
tual information; Fk(n, p) is the scoring function
that predicts the relation between n and p based
on the external knowledge. There could be multi-
ple ways to compute Fc and Fk, where a solution
proposed in this paper is described as follows.

3 The Model

The architecture of our model is shown in Fig-
ure 2, where we use two layers to incorporate
contextual information and external knowledge.
Specifically, the first layer takes the representa-
tions of different n and the p as input and predict
the relationship between each pair of n and p, so
as to compute Fc. The second layer leverages the
external knowledge to compute Fk, which consists
of pair-wise knowledge score fk among all candi-
date n. To enhance the efficiency of the model, a
softmax pruning module is applied to select high
confident candidates into the second layer. The
details of the aforementioned components are de-
scribed in the following subsections.

3.1 Encoding Contextual Information

Before Fc is computed, the contextual information
is encoded through a span4 representation (SR)
module in the first layer of the model. Following
Lee et al. (2017), we adopt the standard bidirec-
tional LSTM (biLSTM) (Hochreiter and Schmid-
huber, 1997) and the attention mechanism (Bah-
danau et al., 2015) to generate the span represen-
tation, as shown in Figure 3. Given that the initial
word representations in a span ni are x1, ...,xT ,

we denote their representations x∗1, ...,x
∗
T af-

ter encoded by the biLSTM. Then we obtain the
inner-span attention by

at =
eαt

∑T
k=1 e

αk
, (3)

where αt is computed via a standard feed-forward
neural network5 αt = NNα(x∗t ). Thus, we have

4Both noun phrases and the pronoun are treated as spans.
5We use NN to present feed-forward neural networks

throughout this paper.

Figure 3: The structure of span representation. Bidirec-
tional LSTM and inner-span attention mechanism are
employed to capture the contextual information.

the weighted embedding of each span x̂i through

x̂i =
T∑

k=1

ak · xk. (4)

Afterwards, we concatenate the starting (x∗start)
and ending (x∗end) embedding of each span, as well
as its weighted embedding (x̂i) and the length fea-
ture (φ(i)) to form its final representation e:

ei = [x∗start,x
∗
end, x̂i, φ(i)]. (5)

Once the span representation of n ∈ N and p
are obtained, we compute Fc for each n with a
standard feed-forward neural network:

Fc(n, p) = NNc([en, ep, en � ep]), (6)

where � is the element-wise multiplication.

3.2 Processing External Knowledge
In the second layer of our model, external knowl-
edge is leveraged to evaluate all candidate n so as
to give them reasonable Fk scores. In doing so,
each candidate is represented as a group of fea-
tures from different knowledge sources, e.g., ‘the
cat’ can be represented as a singular noun, un-
known gender creature, and a regular subject of
the predicate verb ‘climb’. For each candidate,
we conduct a series of pair-wise comparisons be-
tween it and all other ones to result in its Fk score.
An attention mechanism is proposed to perform
the comparison and selectively use the knowledge
features. Consider there exists noise in exter-
nal knowledge, especially when it is automatically

874



Figure 4: The structure of the knowledge attention
module. For each feature ki from knowledge source i,
the the weighting component predict its weight wi and
the scoring component computes its knowledge score
f ik. Then a weighted sum is obtained for fk.

generated, such attention mechanism ensures that,
for each candidate, reliable and useful knowledge
is utilized rather than ineffective ones. The details
of the knowledge attention module and the overall
scoring are described as follows.

Knowledge Attention Figure 4 demonstrates
the structure of the knowledge attention module,
where there are two components: (1) weight-
ing: assigning weights to different knowledge fea-
tures regarding their importance in the compari-
son; (2) scoring: valuing a candidate against an-
other one based on their features from different
knowledge sources. Assuming that there are m
knowledge sources input to our model, each can-
didate can be represented by m different features,
which are encoded as embeddings. Therefore, two
candidates n and n′ regarding p have their knowl-
edge feature embeddings k1

n,p,k
2
n,p, ...,k

m
n,p and

k1
n′,p,k

2
n′,p, ...,k

m
n′,p, respectively. The weighting

component receives all features k for n and n′, and
the span representations en and en′ as input, where
en and en′ help selecting appropriate knowledge
based on the context. As a result, for a candidate
pair (n, n′) and a knowledge source i, its knowl-
edge attention score is computed via

βi(n, n
′, p) = NNka([o

i
n,p,o

i
n′,p,o

i
n,p � oin′,p]),

(7)
where oin,p = [en,k

i
n,p] and oin′,p = [en′ ,k

i
n′,p]

are the concatenation of span representation and
external knowledge embedding for candidate n
and n′ respectively. The weight for features from

different knowledge sources is thus computed via

wi =
eβi∑m
j=1 e

βj
. (8)

Similar to the weighting component, for each
feature i, we compute its score f ik(n, n

′, p) for n
against n′ in the scoring component through

f ik(n, n
′, p) = NNks([k

i
n,p,k

i
n′,p,k

i
n,p � kin′,p]).

(9)
where it is worth noting that we exclude e in this
component for the reason that, in practice, the di-
mension of e is normally much higher than k. As
a result, it could dominate the computation if e and
k is concatenated.6

Once the weights and scores are obtained, we
have a weighted knowledge score for n against n′:

fk(n, n
′, p) =

m∑

i=1

wi · f ik(n, n′, p). (10)

Overall Knowledge Score After all pairs of n and
n′ are processed by the attention module, the over-
all knowledge score for n is computed through the
averaged fk(n, n′, p) over all n′:

Fk(n, p) =

∑
n′∈No fk(n, n

′, p)

|No|
, (11)

where No = N − n for each n.

3.3 Softmax Pruning
Normally, there could be many noun phrases that
serve as the candidates for the target pronoun.
One potential obstacle in the pair-wise compari-
son of candidate noun phrases in our model is the
squared complexity O(|N |2) with respect to the
size of N . To filter out low confident candidates
so as to make the model more efficient, we use a
softmax-pruning module between the two layers
in our model to select candidates for the next step.
The module takes Fc as input for each n, uses a
softmax computation:

F̂c(n, p) =
eFc(n,p)∑

ni∈N e
Fc(ni,p)

. (12)

where candidates with higher F̂c are kept, based
on a threshold t predefined as the pruning stan-
dard. Therefore, if candidates have similar Fc

6We do not have this concern for the weighting compo-
nent because the softmax (c.f. Eq. 8) actually amplifies the
difference of β even if they are not much differentiated.
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type train dev test all

Third Personal 21,828 2,518 3,530 27,876
Possessive 7,749 1,007 1,037 9,793

All 29,577 3,525 4,567 37,669

Table 1: Statistics of the evaluation dataset. Number of
selected pronouns are reported.

scores, the module allow more of them to proceed
to the second layer. Compared with other conven-
tional pruning methods (Lee et al., 2017, 2018)
that generally keep a fixed number of candidates,
our pruning strategy is more efficient and flexible.

4 Experiment Settings

4.1 Data
The CoNLL-2012 shared task (Pradhan et al.,
2012) corpus is used as the evaluation dataset,
which is selected from the Ontonotes 5.07. Fol-
lowing conventional approaches (Ng, 2005; Li
et al., 2011), for each pronoun in the document, we
consider candidate n from the previous two sen-
tences and the current sentence. For pronouns, we
consider two types of them following Ng (2005),
i.e., third personal pronoun (she, her, he, him,
them, they, it) and possessive pronoun (his, hers,
its, their, theirs). Table 1 reports the number of the
two type pronouns and the overall statistics for the
experimental dataset. According to our selection
range of candidate n, on average, each pronoun
has 4.6 candidates and 1.3 correct references.

4.2 Knowledge Types
In this study, we use two types of knowledge in
our experiments. The first type is linguistic fea-
tures, i.e., plurality and animacy & gender. We
employ the Stanford parser8, which generates plu-
rality, animacy, and gender markups for all the
noun phrases, to annotate our data. Specifically,
the plurality feature denotes each n and p to be sin-
gular or plural. For each candidate n, if its plural-
ity status is the same as the target pronoun, we la-
bel it 1, otherwise 0. The animacy & gender (AG)
feature denotes whether a n or p is a living object,
and being male, female, or neutral if it is alive. For
each candidate n, if its AG feature matches the tar-
get pronoun’s, we label it 1, otherwise 0.

The second type is the selectional preference
(SP) knowledge. For this knowledge, we create

7https://catalog.ldc.upenn.edu/LDC2013T19
8https://stanfordnlp.github.io/CoreNLP/

a knowledge base by counting how many times a
predicate-argument tuple appears in a corpus and
use the resulted number to represent the prefer-
ence strength. Specifically, we use the English
Wikipedia9 as the base corpus for such counting.
Then we parse the entire corpus through the Stan-
ford parser and record all dependency edges in
the format of (predicate, argument, relation, num-
ber), where predicate is the governor and argu-
ment the dependent in the original parsed depen-
dency edge10. Later for sentences in the training
and test data, we firstly parse each sentence and
find out the dependency edge linking p and its cor-
responding predicate. Then for each candidate11

n in a sentence, we check the previously created
SP knowledge base and find out how many times
it appears as the argument of different predicates
with the same dependency relation (i.e., nsubj and
dobj). The resulted frequency is grouped into the
following buckets [1, 2, 3, 4, 5-7, 8-15, 16-31, 32-
63, 64+] and we use the bucket id as the final SP
knowledge. Thus in the previous example:

The dog is chasing the cat but it climbs the tree.

Its parsing result indicates that ‘it’ is the subject of
the verb ‘climb’. Then for ‘the dog’, ‘the cat’, and
‘the tree’, we check their associations with ‘climb’
in the knowledge base and group them in the buck-
ets to form the SP knowledge features.

4.3 Baselines
Several baselines are compared in this work. The
first two are conventional unsupervised ones:

• Recent Candidate, which simply selects the
most recent noun phrase that appears in front of
the target pronoun.
• Deterministic model (Raghunathan et al.,

2010), which proposes one multi-pass seive
model with human designed rules for the coref-
erence resolution task.

Besides the unsupervised models, we also com-
pare with three representative supervised ones:

• Statistical model, proposed by Clark and Man-
ning (2015), uses human-designed entity-level
9https://dumps.wikimedia.org/enwiki/

10In Stanford parser results, when a verb is a linking verb
(e.g., am, is), an ’nsubj’ edge is created between its predica-
tive and subject. Thus for this case the predicative is treated
as the predicate for the subject (argument) in our study.

11If a noun phrase contains multiple words, we use the
parsed result to locate its keyword and use it to represent the
entire noun phrase.
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Model Third Personal Pronoun Possessive Pronoun All
P R F1 P R F1 P R F1

Recent Candidate 50.7 40.0 44.7 64.1 45.5 53.2 54.4 41.6 47.2
Deterministic (Raghunathan et al., 2010) 68.7 59.4 63.7 51.8 64.8 57.6 62.3 61.0 61.7

Statistical (Clark and Manning, 2015) 69.1 62.6 65.7 58.0 65.3 61.5 65.3 63.4 64.3
Deep-RL (Clark and Manning, 2016) 72.1 68.5 70.3 62.9 74.5 68.2 68.9 70.3 69.6
End2end (Lee et al., 2018) 75.1 83.7 79.2 73.9 82.1 77.8 74.8 83.2 78.8

Feature Concatenation 73.5 88.3 80.2 72.5 87.3 79.2 73.2 87.9 79.9
The Complete Model 75.4 87.9 81.2 74.9 87.2 80.6 75.2 87.7 81.0

Table 2: Pronoun coreference resolution performance of different models on the evaluation dataset. Precision (P),
recall (R), and F1 score are reported, with the best one in each F1 column marked bold.

features between clusters and mentions for
coreference resolution.
• Deep-RL model, proposed by Clark and Man-

ning (2016), a reinforcement learning method to
directly optimize the coreference matrix instead
of the traditional loss function.
• End2end is the current state-of-the-art corefer-

ence model (Lee et al., 2018), which performs
in an end-to-end manner and leverages both the
contextual information and a pre-trained lan-
guage model (Peters et al., 2018).

Note that the Deterministic, Statistical, and
Deep-RL models are included in the Stanford
CoreNLP toolkit12, and experiments are con-
ducted with their provided code. For End2end, we
use their released code13 and replace its mention
detection component with gold mentions for the
fair comparison.

To clearly show the effectiveness of the pro-
posed model, we also present a variation of our
model as an extra baseline to illustrate the effect
of different knowledge incorporation manner:

• Feature Concatenation, a simplified version of
the complete model that removes the second
knowledge processing layer, but directly treats
all external knowledge embeddings as features
and concatenates them to span representations.

4.4 Implementation

Following previous work (Lee et al., 2018), we
use the concatenation of the 300d GloVe embed-
dings (Pennington et al., 2014) and the ELMo (Pe-
ters et al., 2018) embeddings as the initial word
representations. Out-of-vocabulary words are ini-
tialized with zero vectors. Hyper-parameters are

12https://stanfordnlp.github.io/CoreNLP/coref.html
13https://github.com/kentonl/e2e-coref

set as follows. The hidden state of the LSTM mod-
ule is set to 200, and all the feed-forward networks
in our model have two 150-dimension hidden lay-
ers. The default pruning threshold t for softmax
pruning is set to 10−7. All linguistic features (plu-
rality and AG) and external knowledge (SP) are
encoded as 20-dimension embeddings.

For model training, we use cross-entropy as the
loss function and Adam (Kingma and Ba, 2015)
as the optimizer. All the aforementioned hyper-
parameters are initialized randomly, and we apply
dropout rate 0.2 to all hidden layers in the model.
Our model treats a candidate as the correct refer-
ence if its predicted overall score F (n, p) is larger
than 0. The model training is performed with up
to 100 epochs, and the best one is selected based
on its performance on the development set.

5 Experimental Results

Table 2 compares the performance of our model
with all baselines. Overall, our model performs
the best with respect to all evaluation metrics. Sev-
eral findings are also observed from the results.
First, manually defined knowledge and features
are not enough to cover rich contextual informa-
tion. Deep learning models (e.g., End2end and our
proposed models), which leverage text representa-
tions for context, outperform other approaches by
a great margin, especially on the recall. Second,
external knowledge is highly helpful in this task,
which is supported by that our model outperforms
the End2end model significantly.

Moreover, the comparison between the two
variants of our models is also interesting, where
the final two-layer model outperforms the Feature
Concatenation model. It proves that simply treat-
ing external knowledge as the feature, even though
they are from the same sources, is not as effective
as learning them in a joint framework. The reason
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Figure 5: Effect of different thresholds on candidate
numbers. Max and Average number of candidates after
pruning are represented with solid lines in blue and or-
ange, respectively. Two dashed lines indicate the max
and the average number of candidates before pruning.

F1 ∆F1

The Complete Model 81.0 -

–Plurality knowledge 80.7 -0.3
–AG knowledge 80.5 -0.5
–SP knowledge 80.4 -0.6

–Knowledge Attention 80.1 -0.9

Table 3: Performance of our model with removing dif-
ferent knowledge sources and knowledge attention.

behind this result is mainly from the noise in the
knowledge source, e.g., parsing error, incorrectly
identified relations, etc. For example, the plurality
of 17% noun phrases are wrongly labeled in the
test data. As a comparison, our knowledge atten-
tion might contribute to alleviate such noise when
incorporating all knowledge sources.

Effect of Different Knowledge To illustrate the
importance of different knowledge sources and the
knowledge attention mechanism, we ablate vari-
ous components of our model and report the corre-
sponding F1 scores on the test data. The results are
shown in Table 3, which clearly show the necessity
of the knowledge. Interestingly, AG contributes
the most among all knowledge types, which indi-
cates that potentially more cases in the evaluation
dataset demand on the AG knowledge than oth-
ers. More importantly, the results also prove the
effectiveness of the knowledge attention module,
which contributes to the performance gap between
our model and the Feature Concatenation one.

Figure 6: Effect of different pruning thresholds on
model performance. With the threshold increasing, the
precision increases while the recall and F1 drop.

Effect of Different Pruning Thresholds We try
different thresholds t for the softmax pruning in
selecting reliable candidates. The effects of differ-
ent thresholds on reducing candidates and overall
performance are shown in Figure 5 and 6 respec-
tively. Along with the increase of t, both the max
and the average number of pruned candidates drop
quickly, so that the space complexity of the model
can be reduced accordingly. Particularly, there are
as much as 80% candidates can be filtered out
when t = 10−1. Meanwhile, when referring to
Figure 6, it is observed that the model performs
stable with the decreasing of candidate numbers.
Not surprisingly, the precision rises when reducing
candidate numbers, yet the recall drops dramati-
cally, eventually results in the drop of F1. With the
above observations, the reason we set t = 10−7

as the default threshold is straightforward: on this
value, one-third candidates are pruned with almost
no influence on the model performance in terms of
precision, recall, and the F1 score.

6 Case Study

To further demonstrate the effectiveness of incor-
porating knowledge into pronoun coreference res-
olution, two examples are provided for detailed
analysis. The prediction results of the End2end
model and our complete model are shown in Ta-
ble 4. There are different challenges in both ex-
amples. In Example A, ‘Jesus’, ‘man’, and ‘my
son’ are all similar (male) noun phrases match-
ing the target pronoun ‘He’. The End2end model
predicts all of them to be correct references be-
cause their context provides limited help in dis-
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Example A Example B

Sentences ... (A large group of people) met
(Jesus). (A man in the group)
shouted to him: “(Teacher), please
come and look at (my son). He is
the only child I have” ...

... (My neighbor) told me that there was (an accident), and ev-
eryone else was intact, except (his father), who was in (hospital)
for fractures. I comforted him first and asked (my friend) to rush
me to (the hospital). (My neighbor) showed me the police re-
port at (the hospital), which indicated it was all my neighbor’s
fault. ...

Pronoun He it
Candidate NPs A large group of people, Jesus, A

man in the group, Teacher, my son.
My friend, an accident, his father, hospital, my friend, the hos-
pital, My neighbor, the hospital.

End2end Jesus, A man in the group, my son None

Our Model my son an accident

Table 4: The comparison of End2end and our model on two examples drawn from the test data. Pronouns are
marked as blue bold font. Correct references are indicated in green underline font and other candidates are indicated
with brackets. ‘None’ refers to that none of the candidates is predicated as the correct reference.

Figure 7: Heatmaps of knowledge attention for two
examples, where in each example the knowledge at-
tention weights of the correct references against other
candidates are illustrated. Darker color refers to higher
weight on the corresponding knowledge type.

tinguishing them. In Example B, the distance be-
tween ‘an accident’ and the pronoun ‘it’ is too far.
As a result, the ‘None’ result from the End2end
model indicates that the contextual information is
not enough to make the decision. As a compari-
son, in our model, integrating external knowledge
can help to solve such challenges, e.g., for Exam-
ple A, SP knowledge helps when Plurality and AG
cannot distinguish all candidates.

To clearly illustrate how our model leverages
the external knowledge, we visualize the knowl-
edge attention of the correct reference against
other candidates14 via heatmaps in Figure 7. Two
interesting observations are drawn from the visu-
alization. First, given two candidates, if they are
significantly different in one feature, our model
tends to pay more attention to that feature. Take
AG as an example, in Example A, the AG features
of all candidates consistently match the pronoun

14Only candidates entered the second layer are considered.

‘he’ (all male/neutral). Thus the comparison be-
tween ‘my son’ and all candidates pay no attention
to the AG feature. While in Example B, the tar-
get pronoun ‘it’ cannot describe human, thus ’fa-
ther’ and ‘friend’ are 0 on the AG feature while
‘hospital’ and ‘accident’ are 1. As a result, the
attention module emphasizes AG more than other
knowledge types. Second, The importance of SP
is clearly shown in these examples. In example A,
Plurality and AG features cannot help, the atten-
tion module weights higher on SP because ‘son’
appears 100 times as the argument of the parsed
predicate ‘child’ in the SP knowledge base, while
other candidates appear much less at that position.
In example B, as mentioned above, once AG helps
filtering ’hospital’ and ’accident’, SP plays an im-
portant role in distinguishing them because ‘acci-
dent’ appears 26 times in the SP knowledge base
as the argument of the ‘fault’ from the results of
the parser, while ‘hospital’ never appears at that
position.

7 Related Work

Coreference resolution is a core task for natural
language understanding, where it detects mention
span and identifies coreference relations among
them. As demonstrated in (Lee et al., 2017), men-
tion detection and coreference prediction are the
two major focuses of the task. Different from the
general coreference task, pronoun coreference res-
olution has its unique challenge since the seman-
tics of pronouns are often not as clear as normal
noun phrases, in general, how to leverage the con-
text and external knowledge to resolve the coref-
erence for pronouns becomes its focus (Hobbs,
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1978; Rahman and Ng, 2011; Emami et al., 2018).
In previous work, external knowledge including

manually defined rules (Hobbs, 1978; Ng, 2005),
such as number/gender requirement of different
pronouns, and world knowledge (Rahman and
Ng, 2011), such as selectional preference (Wilks,
1975; Zhang and Song, 2018), have been proved
to be helpful for pronoun coreference resolution.
Recently, with the development of deep learning,
Lee et al. (2017) proposed an end-to-end model
that learns contextual information with an LSTM
module and proved that such knowledge is help-
ful for coreference resolution when the context is
properly encoded. The aforementioned two types
of knowledge have their own advantages: the con-
textual information covers diverse text expressions
that are difficult to be predefined while the external
knowledge is usually more precisely constructed
and able to provide extra information beyond the
training data. Different from previous work, we
explore the possibility of joining the two types
of knowledge for pronoun coreference resolution
rather than use only one of them. To the best of our
knowledge, this is the first attempt that uses deep
learning model to incorporate contextual informa-
tion and external knowledge for pronoun corefer-
ence resolution.

8 Conclusion

In this paper, we proposed a two-layer model for
pronoun coreference resolution, where the first
layer encodes contextual information and the sec-
ond layer leverages external knowledge. Partic-
ularly, a knowledge attention mechanism is pro-
posed to selectively leverage features from differ-
ent knowledge sources. As an enhancement to ex-
isting methods, the proposed model combines the
advantage of conventional feature-based models
and deep learning models, so that context and ex-
ternal knowledge can be synchronously and effec-
tively used for this task. Experimental results and
case studies demonstrate the superiority of the pro-
posed model to state-of-the-art baselines. Since
the proposed model adopted an extensible struc-
ture, one possible future work is to explore the best
way to enhance it with more complicated knowl-
edge resources such as knowledge graphs.
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Abstract

Commonsense reasoning is fundamental to
natural language understanding. While tra-
ditional methods rely heavily on human-
crafted features and knowledge bases, we ex-
plore learning commonsense knowledge from
a large amount of raw text via unsupervised
learning. We propose two neural network
models based on the Deep Structured Seman-
tic Models (DSSM) framework to tackle two
classic commonsense reasoning tasks, Wino-
grad Schema challenges (WSC) and Pronoun
Disambiguation (PDP). Evaluation shows that
the proposed models effectively capture con-
textual information in the sentence and co-
reference information between pronouns and
nouns, and achieve significant improvement
over previous state-of-the-art approaches.

1 Introduction

Commonsense reasoning is concerned with sim-
ulating the human ability to make presumptions
about the type and essence of ordinary situa-
tions they encounter every day (Davis and Mar-
cus, 2015). It is one of the key challenges in nat-
ural language understanding, and has drawn in-
creasing attention in recent years (Levesque et al.,
2011; Roemmele et al., 2011; Zhang et al., 2017;
Rashkin et al., 2018a,b; Zellers et al., 2018; Trinh
and Le, 2018). However, due to the lack of la-
beled training data or comprehensive hand-crafted
knowledge bases, commonsense reasoning tasks
such as Winograd Schema Challenge (Levesque
et al., 2011) are still far from being solved.

In this work, we propose two effective unsu-
pervised models for commonsense reasoning, and
evaluate them on two classic commonsense rea-
soning tasks: Winograd Schema Challenge (WSC)
and Pronoun Disambiguation Problems (PDP).
Compared to other commonsense reasoning tasks,

∗Work done when the author was at Microsoft

1. The city councilmen refused the demonstrators
a permit because they feared violence.

Who feared violence?
A. The city councilmen B. The demonstra-
tors

2. The city councilmen refused the demonstrators
a permit because they advocated violence.

Who advocated violence?
A. The city councilmen B. The demonstra-
tors

Table 1: Examples from Winograd Schema Challenge
(WSC). The task is to identify the reference of the pro-
noun in bold.

WSC and PDP better approximate real human rea-
soning, and can be more easily solved by native
English-speaking adults (Levesque et al., 2011). In
addition, they are also technically challenging. For
example, the best reported result on WSC is only
20 percentage points better than random guess in
accuracy (Radford et al., 2019).

Table 1 shows two examples from WSC. In or-
der to resolve the co-reference in these two exam-
ples, one cannot predict what “they” refers to un-
less she is equipped with the commonsense knowl-
edge that “demonstrators usually cause violence
and city councilmen usually fear violence”.

As no labeled training data is available for these
tasks, previous approaches are based on either
hand-crafted knowledge bases or large-scale lan-
guage models. For example, Liu et al. (2017) used
existing knowledge bases such as ConceptNet (Liu
and Singh, 2004) and WordNet (Miller, 1995) for
external supervision to train word embeddings and
solve the WSC challenge. Recently, Trinh and Le
(2018) first used raw text from books/news to train
a neural Language Model (LM), and then em-
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ployed the trained model to compare the proba-
bilities of the sequences, where the pronouns are
replaced by each of the candidate references, and
to pick the candidate that leads to the highest prob-
ability as the answer.

Because none of the existing hand-crafted
knowledge bases is comprehensive enough to
cover all the world knowledge1, we focus on build-
ing unsupervised models that can learn common-
sense knowledge directly from unlimited raw text.
Different from the neural language models, our
models are optimized for co-reference resolution
and achieve much better results on both the PDP
and WSC tasks.

In this work we formulate the two common-
sense reasoning tasks in WSC and PDP as a pair-
wise ranking problem. As the first example in
Table 1, we want to develop a pair-wise scor-
ing model Scoreθ(xi, y) that scores the correct
antecedent-pronoun pair (“councilmen“, “they”)
higher than the incorrect one (“demonstrators“,
“they”). These scores depend to a large degree
upon the contextual information of the pronoun
(e.g., they) and the candidate antecedent (e.g.,
councilmen). In other words, it requires to capture
the semantic meaning of the pronoun and the can-
didate antecedent based on the sentences where
they occur, respectively.

To tackle this issue, we propose two models
based on the framework of Deep Structured Sim-
ilarity Model (DSSM) (Huang et al., 2013), as
shown in Figure 1(a). Formally, let Sx be the sen-
tence containing the candidate antecedent xi and
Sy the sentence containing the pronoun y which
we’re interested in. DSSM measures the semantic
similarity of a pair of inputs (xi, y) by 1) map-
ping xi and y, together with their context infor-
mation, into two vectors in a semantic space us-
ing deep neural networks f1 and f2, parameterized
by θ; and 2) computing cosine similarity2 between
them. In our case, we need to learn a task-specific
semantic space where the distance between two
vectors measures how likely they co-refer. Com-
monsense knowledge such as “demonstrators usu-
ally cause violence” can be implicitly captured
in the semantic space through DSSM, which is

1We don’t believe it is possible to construct such a knowl-
edge base given that the world is changing constantly.

2DSSMs can be applied to a wide range of tasks depend-
ing on the definition of (x, y). For example, (x, y) is a query-
document pair for Web search ranking, a document pair in
recommendation, a question-answer pair in QA, and so on.
See Chapter 2 of (Gao et al., 2018) for a survey.

trained on a large amount of raw text.
DSSM requires labeled pairs for training.Since

there is no labeled data for our tasks, we pro-
pose two unsupervised DSSMs, or UDSSMs. As
shown in Figure 1(b) and 1(c), (Sx,Sy) are en-
coded into contextual representations by deep neu-
ral networks f1 and f2; then we compute pair-wise
their co-reference scores.

In what follows, we will describe two assump-
tions we propose to harvest training data from raw
text. Assumption I: A pronoun refers to one
of its preceding nouns in the same sentence.
The sentences generated by this assumption will
be used for training UDSSM-I. Some examples
will be shown in the “data generation” section.
Assumption II: In a sentence, pronouns of the
same gender and plurality are more likely to re-
fer to the same antecedent than other pronouns.
Similarly, the sentences following the assumption
will be used for training UDSSM-II.

Note that the two models, UDSSM-I and
UDSSM-II are trained on different types of pair-
wise training data, thus the model structures are
different, as illustrated in Figure 1(b) and 1(c),
respectively. Experiments demonstrated that our
methods outperform stat-of-the-art performance
on the tasks of WSC and PDP.

2 Related Work

As a key component of natural language under-
standing, commonsense reasoning has been in-
cluded in an increasing number of tasks for eval-
uation: COPA (Roemmele et al., 2011) assesses
commonsense causal reasoning by selecting an al-
ternative, which has a more plausible causal re-
lation with the given premise. Story Cloze Test
(ROCStories, Mostafazadeh et al. 2016) evaluates
story understanding, story generation, and script
learning by choosing the most sensible ending to
a short story. JOCI (Zhang et al., 2017) general-
izes the natural language inference (NLI) frame-
work (Cooper et al., 1996; Dagan et al., 2006;
Bowman et al., 2015; Williams et al., 2018) and
evaluates commonsense inference by predicting
the ordinal likelihood of a hypothesis given a con-
text. Event2Mind (Rashkin et al., 2018b) mod-
els stereotypical intents and reactions of people,
described in short free-form text. SWAG (Zellers
et al., 2018) frames commonsense inference as
multiple-choice questions for follow-up events
given some context. ReCoRD (Zhang et al., 2018)

883



hx hy

f1 f2

Sx Sy

Similarity measurement 

hx hy

f1 f2

Co-reference Scoring

hx hy

f1 f2

Co-reference Scoring

Contextual
Representation

DNN

Input 
sequences

(a) DSSM (b) UDSSM-I (c) UDSSM-II

Sx Sy Sx Sy

Figure 1: An overview of (a) the general framework of Deep Structured Semantic Model (DSSM) and our two
unsupervised models based on DSSM: (b) UDSSM-I and (c) UDSSM-II. Compared with DSSM, both UDSSM-I
and UDSSM-II compute co-reference scores instead of similarity.

evaluates a machine’s ability of commonsense rea-
soning in reading comprehension.

Among all these commonsense reasoning tasks,
the Winograd Schema Challenge (WSC) and Pro-
noun Disambiguation Problems (PDP) (Levesque
et al., 2011) are known as the most challenging
tasks for commonsense reasoning. Although both
tasks are based on pronoun disambiguation, a sub-
task of coreference resolution (Soon et al., 2001;
Ng and Cardie, 2002; Peng et al., 2016), PDP and
WSC differ from normal pronoun disambiguation
due to their unique properties, which are based
on commonsense, selecting the most likely an-
tecedent from both candidates in the directly pre-
ceding context.

Previous efforts on solving the Winograd
Schema Challenge and Pronoun Disambiguation
Problems mostly rely on human-labeled data, so-
phisticated rules, hand-crafted features, or exter-
nal knowledge bases (Peng et al., 2015; Bailey
et al., 2015; Schüller, 2014). Rahman and Ng
(2012) hired workers to annotate supervised train-
ing data and designed 70K hand-crafted features.
Sharma et al. (2015); Schüller (2014); Bailey et al.
(2015); Liu et al. (2017) utilized expensive knowl-
edge bases in their reasoning processes. Recently,
Trinh and Le 2018 applied neural language models
trained with a massive amount of unlabeled data
to the Winograd Schema Challenge and improved
the performance by a large margin. In contrast,
our unsupervised method based on DSSM sig-
nificantly outperforms the previous state-of-the-
art method, with the advantage of capturing more
contextual information in the data.

3 Approach

As shown in Figure 1, we propose two unsuper-
vised deep structured semantic models (UDSSM-
I and UDSSM-II), which consist of two compo-
nents: DNN encoding and co-reference scoring.
For the model UDSSM-I, the co-referred word
pairs are automatically learned through an atten-
tion mechanism, where the attention weights are
the co-reference scores for word pairs. For the
second model UDSSM-II, we will directly opti-
mize the co-reference score during training. After
all, we will get the co-reference scoring function,
Scoreθ(xi, y), to compare the candidate answers
in the tasks of PDP/WSC. Next, we will show the
details of our models trained in an unsupervised
way.

In the following sections, we will use upper-
case symbols in bold, e.g., Sx, to represent ma-
trices. Lowercase symbols in bold, e.g., hx, repre-
sent vectors. A regular uppercase symbol, e.g., Sx,
represents a lexical sequence. A regular lowercase
symbol, e.g., xi or y, represents a token.

3.1 UDSSM-I Model
This model is developed based on Assumption I.
Its architecture is shown in Figure 2. The sen-
tences generated based on this assumption con-
tain a pronoun y and a set of its preceding nouns
{xi, xj ...}, which includes the referred word by
pronoun. For example, the sentence in Figure 2.
As there is no clear label for the co-referred word
pairs under this assumption, our model will rank
the set of nouns {xi, xj ...} which contains the
noun that the pronoun y refers to higher than the
set which does not. And the co-reference score be-
tween words will not be optimized directly during

884



(a) Positive example (b) Negative example

pilots radio controllers

hk2
x

h i
x h j

x hk
x

overflew their Minneapolis

h 2
y

DNN

Input

Contextual
Representation

Scoring

make it negative

↵j
<latexit sha1_base64="fFTRfbxrRiYYvC4t/y6zSBs3auk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMFYwttKJPtpl272cTdjVBC/4QXDype/T3e/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vbvdZIpynyaiES1QtRMcMl8w41grVQxjEPBmuHweuI3n5jSPJF3ZpSyIMa+5BGnaKzU6qBIB9h96Faqbs2dgiwSryBVKNDoVr46vYRmMZOGCtS67bmpCXJUhlPBxuVOplmKdIh91rZUYsx0kE/vHZNjq/RIlChb0pCp+nsix1jrURzazhjNQM97E/E/r52Z6CLIuUwzwySdLYoyQUxCJs+THleMGjGyBKni9lZCB6iQGhtR2Ybgzb+8SPzT2mXNvT2r1q+KNEpwCEdwAh6cQx1uoAE+UBDwDK/w5jw6L8678zFrXXKKmQP4A+fzB3aPj8g=</latexit><latexit sha1_base64="fFTRfbxrRiYYvC4t/y6zSBs3auk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMFYwttKJPtpl272cTdjVBC/4QXDype/T3e/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vbvdZIpynyaiES1QtRMcMl8w41grVQxjEPBmuHweuI3n5jSPJF3ZpSyIMa+5BGnaKzU6qBIB9h96Faqbs2dgiwSryBVKNDoVr46vYRmMZOGCtS67bmpCXJUhlPBxuVOplmKdIh91rZUYsx0kE/vHZNjq/RIlChb0pCp+nsix1jrURzazhjNQM97E/E/r52Z6CLIuUwzwySdLYoyQUxCJs+THleMGjGyBKni9lZCB6iQGhtR2Ybgzb+8SPzT2mXNvT2r1q+KNEpwCEdwAh6cQx1uoAE+UBDwDK/w5jw6L8678zFrXXKKmQP4A+fzB3aPj8g=</latexit><latexit sha1_base64="fFTRfbxrRiYYvC4t/y6zSBs3auk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMFYwttKJPtpl272cTdjVBC/4QXDype/T3e/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vbvdZIpynyaiES1QtRMcMl8w41grVQxjEPBmuHweuI3n5jSPJF3ZpSyIMa+5BGnaKzU6qBIB9h96Faqbs2dgiwSryBVKNDoVr46vYRmMZOGCtS67bmpCXJUhlPBxuVOplmKdIh91rZUYsx0kE/vHZNjq/RIlChb0pCp+nsix1jrURzazhjNQM97E/E/r52Z6CLIuUwzwySdLYoyQUxCJs+THleMGjGyBKni9lZCB6iQGhtR2Ybgzb+8SPzT2mXNvT2r1q+KNEpwCEdwAh6cQx1uoAE+UBDwDK/w5jw6L8678zFrXXKKmQP4A+fzB3aPj8g=</latexit> ↵j

<latexit sha1_base64="fFTRfbxrRiYYvC4t/y6zSBs3auk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMFYwttKJPtpl272cTdjVBC/4QXDype/T3e/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vbvdZIpynyaiES1QtRMcMl8w41grVQxjEPBmuHweuI3n5jSPJF3ZpSyIMa+5BGnaKzU6qBIB9h96Faqbs2dgiwSryBVKNDoVr46vYRmMZOGCtS67bmpCXJUhlPBxuVOplmKdIh91rZUYsx0kE/vHZNjq/RIlChb0pCp+nsix1jrURzazhjNQM97E/E/r52Z6CLIuUwzwySdLYoyQUxCJs+THleMGjGyBKni9lZCB6iQGhtR2Ybgzb+8SPzT2mXNvT2r1q+KNEpwCEdwAh6cQx1uoAE+UBDwDK/w5jw6L8678zFrXXKKmQP4A+fzB3aPj8g=</latexit><latexit sha1_base64="fFTRfbxrRiYYvC4t/y6zSBs3auk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMFYwttKJPtpl272cTdjVBC/4QXDype/T3e/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vbvdZIpynyaiES1QtRMcMl8w41grVQxjEPBmuHweuI3n5jSPJF3ZpSyIMa+5BGnaKzU6qBIB9h96Faqbs2dgiwSryBVKNDoVr46vYRmMZOGCtS67bmpCXJUhlPBxuVOplmKdIh91rZUYsx0kE/vHZNjq/RIlChb0pCp+nsix1jrURzazhjNQM97E/E/r52Z6CLIuUwzwySdLYoyQUxCJs+THleMGjGyBKni9lZCB6iQGhtR2Ybgzb+8SPzT2mXNvT2r1q+KNEpwCEdwAh6cQx1uoAE+UBDwDK/w5jw6L8678zFrXXKKmQP4A+fzB3aPj8g=</latexit><latexit sha1_base64="fFTRfbxrRiYYvC4t/y6zSBs3auk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMFYwttKJPtpl272cTdjVBC/4QXDype/T3e/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vbvdZIpynyaiES1QtRMcMl8w41grVQxjEPBmuHweuI3n5jSPJF3ZpSyIMa+5BGnaKzU6qBIB9h96Faqbs2dgiwSryBVKNDoVr46vYRmMZOGCtS67bmpCXJUhlPBxuVOplmKdIh91rZUYsx0kE/vHZNjq/RIlChb0pCp+nsix1jrURzazhjNQM97E/E/r52Z6CLIuUwzwySdLYoyQUxCJs+THleMGjGyBKni9lZCB6iQGhtR2Ybgzb+8SPzT2mXNvT2r1q+KNEpwCEdwAh6cQx1uoAE+UBDwDK/w5jw6L8678zFrXXKKmQP4A+fzB3aPj8g=</latexit>

pilots radio controllers

hk2
x

h i
x h j

x hk
x

h 2
y

↵j
<latexit sha1_base64="fFTRfbxrRiYYvC4t/y6zSBs3auk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMFYwttKJPtpl272cTdjVBC/4QXDype/T3e/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vbvdZIpynyaiES1QtRMcMl8w41grVQxjEPBmuHweuI3n5jSPJF3ZpSyIMa+5BGnaKzU6qBIB9h96Faqbs2dgiwSryBVKNDoVr46vYRmMZOGCtS67bmpCXJUhlPBxuVOplmKdIh91rZUYsx0kE/vHZNjq/RIlChb0pCp+nsix1jrURzazhjNQM97E/E/r52Z6CLIuUwzwySdLYoyQUxCJs+THleMGjGyBKni9lZCB6iQGhtR2Ybgzb+8SPzT2mXNvT2r1q+KNEpwCEdwAh6cQx1uoAE+UBDwDK/w5jw6L8678zFrXXKKmQP4A+fzB3aPj8g=</latexit><latexit sha1_base64="fFTRfbxrRiYYvC4t/y6zSBs3auk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMFYwttKJPtpl272cTdjVBC/4QXDype/T3e/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vbvdZIpynyaiES1QtRMcMl8w41grVQxjEPBmuHweuI3n5jSPJF3ZpSyIMa+5BGnaKzU6qBIB9h96Faqbs2dgiwSryBVKNDoVr46vYRmMZOGCtS67bmpCXJUhlPBxuVOplmKdIh91rZUYsx0kE/vHZNjq/RIlChb0pCp+nsix1jrURzazhjNQM97E/E/r52Z6CLIuUwzwySdLYoyQUxCJs+THleMGjGyBKni9lZCB6iQGhtR2Ybgzb+8SPzT2mXNvT2r1q+KNEpwCEdwAh6cQx1uoAE+UBDwDK/w5jw6L8678zFrXXKKmQP4A+fzB3aPj8g=</latexit><latexit sha1_base64="fFTRfbxrRiYYvC4t/y6zSBs3auk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMFYwttKJPtpl272cTdjVBC/4QXDype/T3e/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vbvdZIpynyaiES1QtRMcMl8w41grVQxjEPBmuHweuI3n5jSPJF3ZpSyIMa+5BGnaKzU6qBIB9h96Faqbs2dgiwSryBVKNDoVr46vYRmMZOGCtS67bmpCXJUhlPBxuVOplmKdIh91rZUYsx0kE/vHZNjq/RIlChb0pCp+nsix1jrURzazhjNQM97E/E/r52Z6CLIuUwzwySdLYoyQUxCJs+THleMGjGyBKni9lZCB6iQGhtR2Ybgzb+8SPzT2mXNvT2r1q+KNEpwCEdwAh6cQx1uoAE+UBDwDK/w5jw6L8678zFrXXKKmQP4A+fzB3aPj8g=</latexit> ↵j

<latexit sha1_base64="fFTRfbxrRiYYvC4t/y6zSBs3auk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMFYwttKJPtpl272cTdjVBC/4QXDype/T3e/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vbvdZIpynyaiES1QtRMcMl8w41grVQxjEPBmuHweuI3n5jSPJF3ZpSyIMa+5BGnaKzU6qBIB9h96Faqbs2dgiwSryBVKNDoVr46vYRmMZOGCtS67bmpCXJUhlPBxuVOplmKdIh91rZUYsx0kE/vHZNjq/RIlChb0pCp+nsix1jrURzazhjNQM97E/E/r52Z6CLIuUwzwySdLYoyQUxCJs+THleMGjGyBKni9lZCB6iQGhtR2Ybgzb+8SPzT2mXNvT2r1q+KNEpwCEdwAh6cQx1uoAE+UBDwDK/w5jw6L8678zFrXXKKmQP4A+fzB3aPj8g=</latexit><latexit sha1_base64="fFTRfbxrRiYYvC4t/y6zSBs3auk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMFYwttKJPtpl272cTdjVBC/4QXDype/T3e/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vbvdZIpynyaiES1QtRMcMl8w41grVQxjEPBmuHweuI3n5jSPJF3ZpSyIMa+5BGnaKzU6qBIB9h96Faqbs2dgiwSryBVKNDoVr46vYRmMZOGCtS67bmpCXJUhlPBxuVOplmKdIh91rZUYsx0kE/vHZNjq/RIlChb0pCp+nsix1jrURzazhjNQM97E/E/r52Z6CLIuUwzwySdLYoyQUxCJs+THleMGjGyBKni9lZCB6iQGhtR2Ybgzb+8SPzT2mXNvT2r1q+KNEpwCEdwAh6cQx1uoAE+UBDwDK/w5jw6L8678zFrXXKKmQP4A+fzB3aPj8g=</latexit><latexit sha1_base64="fFTRfbxrRiYYvC4t/y6zSBs3auk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMFYwttKJPtpl272cTdjVBC/4QXDype/T3e/Ddu2xy09cHA470ZZuaFqeDauO63s7S8srq2Xtoob25t7+xW9vbvdZIpynyaiES1QtRMcMl8w41grVQxjEPBmuHweuI3n5jSPJF3ZpSyIMa+5BGnaKzU6qBIB9h96Faqbs2dgiwSryBVKNDoVr46vYRmMZOGCtS67bmpCXJUhlPBxuVOplmKdIh91rZUYsx0kE/vHZNjq/RIlChb0pCp+nsix1jrURzazhjNQM97E/E/r52Z6CLIuUwzwySdLYoyQUxCJs+THleMGjGyBKni9lZCB6iQGhtR2Ybgzb+8SPzT2mXNvT2r1q+KNEpwCEdwAh6cQx1uoAE+UBDwDK/w5jw6L8678zFrXXKKmQP4A+fzB3aPj8g=</latexit>

ĥx
<latexit sha1_base64="e6qXSQNvtYYIQU2L7jV9cxk6EgE=">AAACAXicbVBNS8NAEN34WetX1JN4CRbBU0lEUG9FLx4rGFtoYtlsN83SzSbsTqQlBC/+FS8eVLz6L7z5b9y0PWjrg4HHezPMzAtSzhTY9rexsLi0vLJaWauub2xubZs7u3cqySShLkl4ItsBVpQzQV1gwGk7lRTHAaetYHBV+q0HKhVLxC2MUurHuC9YyAgGLXXNfS/CkHsxhigI86go7j2gQ8iHRdes2XV7DGueOFNSQ1M0u+aX10tIFlMBhGOlOo6dgp9jCYxwWlS9TNEUkwHu046mAsdU+fn4hcI60krPChOpS4A1Vn9P5DhWahQHurO8Vc16pfif18kgPPdzJtIMqCCTRWHGLUisMg+rxyQlwEeaYCKZvtUiEZaYgE6tqkNwZl+eJ+5J/aJu35zWGpfTNCroAB2iY+SgM9RA16iJXETQI3pGr+jNeDJejHfjY9K6YExn9tAfGJ8/MeiYJg==</latexit><latexit sha1_base64="e6qXSQNvtYYIQU2L7jV9cxk6EgE=">AAACAXicbVBNS8NAEN34WetX1JN4CRbBU0lEUG9FLx4rGFtoYtlsN83SzSbsTqQlBC/+FS8eVLz6L7z5b9y0PWjrg4HHezPMzAtSzhTY9rexsLi0vLJaWauub2xubZs7u3cqySShLkl4ItsBVpQzQV1gwGk7lRTHAaetYHBV+q0HKhVLxC2MUurHuC9YyAgGLXXNfS/CkHsxhigI86go7j2gQ8iHRdes2XV7DGueOFNSQ1M0u+aX10tIFlMBhGOlOo6dgp9jCYxwWlS9TNEUkwHu046mAsdU+fn4hcI60krPChOpS4A1Vn9P5DhWahQHurO8Vc16pfif18kgPPdzJtIMqCCTRWHGLUisMg+rxyQlwEeaYCKZvtUiEZaYgE6tqkNwZl+eJ+5J/aJu35zWGpfTNCroAB2iY+SgM9RA16iJXETQI3pGr+jNeDJejHfjY9K6YExn9tAfGJ8/MeiYJg==</latexit><latexit sha1_base64="e6qXSQNvtYYIQU2L7jV9cxk6EgE=">AAACAXicbVBNS8NAEN34WetX1JN4CRbBU0lEUG9FLx4rGFtoYtlsN83SzSbsTqQlBC/+FS8eVLz6L7z5b9y0PWjrg4HHezPMzAtSzhTY9rexsLi0vLJaWauub2xubZs7u3cqySShLkl4ItsBVpQzQV1gwGk7lRTHAaetYHBV+q0HKhVLxC2MUurHuC9YyAgGLXXNfS/CkHsxhigI86go7j2gQ8iHRdes2XV7DGueOFNSQ1M0u+aX10tIFlMBhGOlOo6dgp9jCYxwWlS9TNEUkwHu046mAsdU+fn4hcI60krPChOpS4A1Vn9P5DhWahQHurO8Vc16pfif18kgPPdzJtIMqCCTRWHGLUisMg+rxyQlwEeaYCKZvtUiEZaYgE6tqkNwZl+eJ+5J/aJu35zWGpfTNCroAB2iY+SgM9RA16iJXETQI3pGr+jNeDJejHfjY9K6YExn9tAfGJ8/MeiYJg==</latexit> ĥx

<latexit sha1_base64="e6qXSQNvtYYIQU2L7jV9cxk6EgE=">AAACAXicbVBNS8NAEN34WetX1JN4CRbBU0lEUG9FLx4rGFtoYtlsN83SzSbsTqQlBC/+FS8eVLz6L7z5b9y0PWjrg4HHezPMzAtSzhTY9rexsLi0vLJaWauub2xubZs7u3cqySShLkl4ItsBVpQzQV1gwGk7lRTHAaetYHBV+q0HKhVLxC2MUurHuC9YyAgGLXXNfS/CkHsxhigI86go7j2gQ8iHRdes2XV7DGueOFNSQ1M0u+aX10tIFlMBhGOlOo6dgp9jCYxwWlS9TNEUkwHu046mAsdU+fn4hcI60krPChOpS4A1Vn9P5DhWahQHurO8Vc16pfif18kgPPdzJtIMqCCTRWHGLUisMg+rxyQlwEeaYCKZvtUiEZaYgE6tqkNwZl+eJ+5J/aJu35zWGpfTNCroAB2iY+SgM9RA16iJXETQI3pGr+jNeDJejHfjY9K6YExn9tAfGJ8/MeiYJg==</latexit><latexit sha1_base64="e6qXSQNvtYYIQU2L7jV9cxk6EgE=">AAACAXicbVBNS8NAEN34WetX1JN4CRbBU0lEUG9FLx4rGFtoYtlsN83SzSbsTqQlBC/+FS8eVLz6L7z5b9y0PWjrg4HHezPMzAtSzhTY9rexsLi0vLJaWauub2xubZs7u3cqySShLkl4ItsBVpQzQV1gwGk7lRTHAaetYHBV+q0HKhVLxC2MUurHuC9YyAgGLXXNfS/CkHsxhigI86go7j2gQ8iHRdes2XV7DGueOFNSQ1M0u+aX10tIFlMBhGOlOo6dgp9jCYxwWlS9TNEUkwHu046mAsdU+fn4hcI60krPChOpS4A1Vn9P5DhWahQHurO8Vc16pfif18kgPPdzJtIMqCCTRWHGLUisMg+rxyQlwEeaYCKZvtUiEZaYgE6tqkNwZl+eJ+5J/aJu35zWGpfTNCroAB2iY+SgM9RA16iJXETQI3pGr+jNeDJejHfjY9K6YExn9tAfGJ8/MeiYJg==</latexit><latexit sha1_base64="e6qXSQNvtYYIQU2L7jV9cxk6EgE=">AAACAXicbVBNS8NAEN34WetX1JN4CRbBU0lEUG9FLx4rGFtoYtlsN83SzSbsTqQlBC/+FS8eVLz6L7z5b9y0PWjrg4HHezPMzAtSzhTY9rexsLi0vLJaWauub2xubZs7u3cqySShLkl4ItsBVpQzQV1gwGk7lRTHAaetYHBV+q0HKhVLxC2MUurHuC9YyAgGLXXNfS/CkHsxhigI86go7j2gQ8iHRdes2XV7DGueOFNSQ1M0u+aX10tIFlMBhGOlOo6dgp9jCYxwWlS9TNEUkwHu046mAsdU+fn4hcI60krPChOpS4A1Vn9P5DhWahQHurO8Vc16pfif18kgPPdzJtIMqCCTRWHGLUisMg+rxyQlwEeaYCKZvtUiEZaYgE6tqkNwZl+eJ+5J/aJu35zWGpfTNCroAB2iY+SgM9RA16iJXETQI3pGr+jNeDJejHfjY9K6YExn9tAfGJ8/MeiYJg==</latexit>

hy
<latexit sha1_base64="G5n/1Fghu52Ax5DmEDM5lT1gJPI=">AAAB+3icbVBNS8NAFNz4WetXtEcvwSJ4KokI6q3oxWMFYwtNLJvtpl262YTdFzGE+Fe8eFDx6h/x5r9x0+agrQMLw8x7vNkJEs4U2Pa3sbS8srq2Xtuob25t7+yae/t3Kk4loS6JeSx7AVaUM0FdYMBpL5EURwGn3WByVfrdByoVi8UtZAn1IzwSLGQEg5YGZsOLMIyDMB8X9x7QR8izYmA27ZY9hbVInIo0UYXOwPzyhjFJIyqAcKxU37ET8HMsgRFOi7qXKppgMsEj2tdU4IgqP5+GL6wjrQytMJb6CbCm6u+NHEdKZVGgJ8uoat4rxf+8fgrhuZ8zkaRABZkdClNuQWyVTVhDJikBnmmCiWQ6q0XGWGICuq+6LsGZ//IicU9aFy375rTZvqzaqKEDdIiOkYPOUBtdow5yEUEZekav6M14Ml6Md+NjNrpkVDsN9AfG5w8865Va</latexit><latexit sha1_base64="G5n/1Fghu52Ax5DmEDM5lT1gJPI=">AAAB+3icbVBNS8NAFNz4WetXtEcvwSJ4KokI6q3oxWMFYwtNLJvtpl262YTdFzGE+Fe8eFDx6h/x5r9x0+agrQMLw8x7vNkJEs4U2Pa3sbS8srq2Xtuob25t7+yae/t3Kk4loS6JeSx7AVaUM0FdYMBpL5EURwGn3WByVfrdByoVi8UtZAn1IzwSLGQEg5YGZsOLMIyDMB8X9x7QR8izYmA27ZY9hbVInIo0UYXOwPzyhjFJIyqAcKxU37ET8HMsgRFOi7qXKppgMsEj2tdU4IgqP5+GL6wjrQytMJb6CbCm6u+NHEdKZVGgJ8uoat4rxf+8fgrhuZ8zkaRABZkdClNuQWyVTVhDJikBnmmCiWQ6q0XGWGICuq+6LsGZ//IicU9aFy375rTZvqzaqKEDdIiOkYPOUBtdow5yEUEZekav6M14Ml6Md+NjNrpkVDsN9AfG5w8865Va</latexit><latexit sha1_base64="G5n/1Fghu52Ax5DmEDM5lT1gJPI=">AAAB+3icbVBNS8NAFNz4WetXtEcvwSJ4KokI6q3oxWMFYwtNLJvtpl262YTdFzGE+Fe8eFDx6h/x5r9x0+agrQMLw8x7vNkJEs4U2Pa3sbS8srq2Xtuob25t7+yae/t3Kk4loS6JeSx7AVaUM0FdYMBpL5EURwGn3WByVfrdByoVi8UtZAn1IzwSLGQEg5YGZsOLMIyDMB8X9x7QR8izYmA27ZY9hbVInIo0UYXOwPzyhjFJIyqAcKxU37ET8HMsgRFOi7qXKppgMsEj2tdU4IgqP5+GL6wjrQytMJb6CbCm6u+NHEdKZVGgJ8uoat4rxf+8fgrhuZ8zkaRABZkdClNuQWyVTVhDJikBnmmCiWQ6q0XGWGICuq+6LsGZ//IicU9aFy375rTZvqzaqKEDdIiOkYPOUBtdow5yEUEZekav6M14Ml6Md+NjNrpkVDsN9AfG5w8865Va</latexit> hy

<latexit sha1_base64="G5n/1Fghu52Ax5DmEDM5lT1gJPI=">AAAB+3icbVBNS8NAFNz4WetXtEcvwSJ4KokI6q3oxWMFYwtNLJvtpl262YTdFzGE+Fe8eFDx6h/x5r9x0+agrQMLw8x7vNkJEs4U2Pa3sbS8srq2Xtuob25t7+yae/t3Kk4loS6JeSx7AVaUM0FdYMBpL5EURwGn3WByVfrdByoVi8UtZAn1IzwSLGQEg5YGZsOLMIyDMB8X9x7QR8izYmA27ZY9hbVInIo0UYXOwPzyhjFJIyqAcKxU37ET8HMsgRFOi7qXKppgMsEj2tdU4IgqP5+GL6wjrQytMJb6CbCm6u+NHEdKZVGgJ8uoat4rxf+8fgrhuZ8zkaRABZkdClNuQWyVTVhDJikBnmmCiWQ6q0XGWGICuq+6LsGZ//IicU9aFy375rTZvqzaqKEDdIiOkYPOUBtdow5yEUEZekav6M14Ml6Md+NjNrpkVDsN9AfG5w8865Va</latexit><latexit sha1_base64="G5n/1Fghu52Ax5DmEDM5lT1gJPI=">AAAB+3icbVBNS8NAFNz4WetXtEcvwSJ4KokI6q3oxWMFYwtNLJvtpl262YTdFzGE+Fe8eFDx6h/x5r9x0+agrQMLw8x7vNkJEs4U2Pa3sbS8srq2Xtuob25t7+yae/t3Kk4loS6JeSx7AVaUM0FdYMBpL5EURwGn3WByVfrdByoVi8UtZAn1IzwSLGQEg5YGZsOLMIyDMB8X9x7QR8izYmA27ZY9hbVInIo0UYXOwPzyhjFJIyqAcKxU37ET8HMsgRFOi7qXKppgMsEj2tdU4IgqP5+GL6wjrQytMJb6CbCm6u+NHEdKZVGgJ8uoat4rxf+8fgrhuZ8zkaRABZkdClNuQWyVTVhDJikBnmmCiWQ6q0XGWGICuq+6LsGZ//IicU9aFy375rTZvqzaqKEDdIiOkYPOUBtdow5yEUEZekav6M14Ml6Md+NjNrpkVDsN9AfG5w8865Va</latexit><latexit sha1_base64="G5n/1Fghu52Ax5DmEDM5lT1gJPI=">AAAB+3icbVBNS8NAFNz4WetXtEcvwSJ4KokI6q3oxWMFYwtNLJvtpl262YTdFzGE+Fe8eFDx6h/x5r9x0+agrQMLw8x7vNkJEs4U2Pa3sbS8srq2Xtuob25t7+yae/t3Kk4loS6JeSx7AVaUM0FdYMBpL5EURwGn3WByVfrdByoVi8UtZAn1IzwSLGQEg5YGZsOLMIyDMB8X9x7QR8izYmA27ZY9hbVInIo0UYXOwPzyhjFJIyqAcKxU37ET8HMsgRFOi7qXKppgMsEj2tdU4IgqP5+GL6wjrQytMJb6CbCm6u+NHEdKZVGgJ8uoat4rxf+8fgrhuZ8zkaRABZkdClNuQWyVTVhDJikBnmmCiWQ6q0XGWGICuq+6LsGZ//IicU9aFy375rTZvqzaqKEDdIiOkYPOUBtdow5yEUEZekav6M14Ml6Md+NjNrpkVDsN9AfG5w8865Va</latexit>

↵k
<latexit sha1_base64="zOMfb+tFRXh0xgOR06mYTY3XPgw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cKpi20oUy2m3bpZhN3N0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmKPNpIhLVCVEzwSXzDTeCdVLFMA4Fa4fj25nffmJK80Q+mEnKghiHkkecorFSp4ciHWF/3K/W3Lo7B1klXkFqUKDZr371BgnNYiYNFah113NTE+SoDKeCTSu9TLMU6RiHrGupxJjpIJ/fOyVnVhmQKFG2pCFz9fdEjrHWkzi0nTGakV72ZuJ/Xjcz0XWQc5lmhkm6WBRlgpiEzJ4nA64YNWJiCVLF7a2EjlAhNTaiig3BW355lbQu6p5b9+4va42bIo4ynMApnIMHV9CAO2iCDxQEPMMrvDmPzovz7nwsWktOMXMMf+B8/gAMyI/2</latexit><latexit sha1_base64="zOMfb+tFRXh0xgOR06mYTY3XPgw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cKpi20oUy2m3bpZhN3N0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmKPNpIhLVCVEzwSXzDTeCdVLFMA4Fa4fj25nffmJK80Q+mEnKghiHkkecorFSp4ciHWF/3K/W3Lo7B1klXkFqUKDZr371BgnNYiYNFah113NTE+SoDKeCTSu9TLMU6RiHrGupxJjpIJ/fOyVnVhmQKFG2pCFz9fdEjrHWkzi0nTGakV72ZuJ/Xjcz0XWQc5lmhkm6WBRlgpiEzJ4nA64YNWJiCVLF7a2EjlAhNTaiig3BW355lbQu6p5b9+4va42bIo4ynMApnIMHV9CAO2iCDxQEPMMrvDmPzovz7nwsWktOMXMMf+B8/gAMyI/2</latexit><latexit sha1_base64="zOMfb+tFRXh0xgOR06mYTY3XPgw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cKpi20oUy2m3bpZhN3N0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmKPNpIhLVCVEzwSXzDTeCdVLFMA4Fa4fj25nffmJK80Q+mEnKghiHkkecorFSp4ciHWF/3K/W3Lo7B1klXkFqUKDZr371BgnNYiYNFah113NTE+SoDKeCTSu9TLMU6RiHrGupxJjpIJ/fOyVnVhmQKFG2pCFz9fdEjrHWkzi0nTGakV72ZuJ/Xjcz0XWQc5lmhkm6WBRlgpiEzJ4nA64YNWJiCVLF7a2EjlAhNTaiig3BW355lbQu6p5b9+4va42bIo4ynMApnIMHV9CAO2iCDxQEPMMrvDmPzovz7nwsWktOMXMMf+B8/gAMyI/2</latexit><latexit sha1_base64="zOMfb+tFRXh0xgOR06mYTY3XPgw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cKpi20oUy2m3bpZhN3N0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmKPNpIhLVCVEzwSXzDTeCdVLFMA4Fa4fj25nffmJK80Q+mEnKghiHkkecorFSp4ciHWF/3K/W3Lo7B1klXkFqUKDZr371BgnNYiYNFah113NTE+SoDKeCTSu9TLMU6RiHrGupxJjpIJ/fOyVnVhmQKFG2pCFz9fdEjrHWkzi0nTGakV72ZuJ/Xjcz0XWQc5lmhkm6WBRlgpiEzJ4nA64YNWJiCVLF7a2EjlAhNTaiig3BW355lbQu6p5b9+4va42bIo4ynMApnIMHV9CAO2iCDxQEPMMrvDmPzovz7nwsWktOMXMMf+B8/gAMyI/2</latexit>

↵k
<latexit sha1_base64="zOMfb+tFRXh0xgOR06mYTY3XPgw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cKpi20oUy2m3bpZhN3N0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmKPNpIhLVCVEzwSXzDTeCdVLFMA4Fa4fj25nffmJK80Q+mEnKghiHkkecorFSp4ciHWF/3K/W3Lo7B1klXkFqUKDZr371BgnNYiYNFah113NTE+SoDKeCTSu9TLMU6RiHrGupxJjpIJ/fOyVnVhmQKFG2pCFz9fdEjrHWkzi0nTGakV72ZuJ/Xjcz0XWQc5lmhkm6WBRlgpiEzJ4nA64YNWJiCVLF7a2EjlAhNTaiig3BW355lbQu6p5b9+4va42bIo4ynMApnIMHV9CAO2iCDxQEPMMrvDmPzovz7nwsWktOMXMMf+B8/gAMyI/2</latexit><latexit sha1_base64="zOMfb+tFRXh0xgOR06mYTY3XPgw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cKpi20oUy2m3bpZhN3N0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmKPNpIhLVCVEzwSXzDTeCdVLFMA4Fa4fj25nffmJK80Q+mEnKghiHkkecorFSp4ciHWF/3K/W3Lo7B1klXkFqUKDZr371BgnNYiYNFah113NTE+SoDKeCTSu9TLMU6RiHrGupxJjpIJ/fOyVnVhmQKFG2pCFz9fdEjrHWkzi0nTGakV72ZuJ/Xjcz0XWQc5lmhkm6WBRlgpiEzJ4nA64YNWJiCVLF7a2EjlAhNTaiig3BW355lbQu6p5b9+4va42bIo4ynMApnIMHV9CAO2iCDxQEPMMrvDmPzovz7nwsWktOMXMMf+B8/gAMyI/2</latexit><latexit sha1_base64="zOMfb+tFRXh0xgOR06mYTY3XPgw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cKpi20oUy2m3bpZhN3N0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmKPNpIhLVCVEzwSXzDTeCdVLFMA4Fa4fj25nffmJK80Q+mEnKghiHkkecorFSp4ciHWF/3K/W3Lo7B1klXkFqUKDZr371BgnNYiYNFah113NTE+SoDKeCTSu9TLMU6RiHrGupxJjpIJ/fOyVnVhmQKFG2pCFz9fdEjrHWkzi0nTGakV72ZuJ/Xjcz0XWQc5lmhkm6WBRlgpiEzJ4nA64YNWJiCVLF7a2EjlAhNTaiig3BW355lbQu6p5b9+4va42bIo4ynMApnIMHV9CAO2iCDxQEPMMrvDmPzovz7nwsWktOMXMMf+B8/gAMyI/2</latexit><latexit sha1_base64="zOMfb+tFRXh0xgOR06mYTY3XPgw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cKpi20oUy2m3bpZhN3N0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genjU0kmmKPNpIhLVCVEzwSXzDTeCdVLFMA4Fa4fj25nffmJK80Q+mEnKghiHkkecorFSp4ciHWF/3K/W3Lo7B1klXkFqUKDZr371BgnNYiYNFah113NTE+SoDKeCTSu9TLMU6RiHrGupxJjpIJ/fOyVnVhmQKFG2pCFz9fdEjrHWkzi0nTGakV72ZuJ/Xjcz0XWQc5lmhkm6WBRlgpiEzJ4nA64YNWJiCVLF7a2EjlAhNTaiig3BW355lbQu6p5b9+4va42bIo4ynMApnIMHV9CAO2iCDxQEPMMrvDmPzovz7nwsWktOMXMMf+B8/gAMyI/2</latexit>

Figure 2: The procedure of using UDSSM-I to compute the co-reference scores of a positive example and a negative
example respectively. The positive example is generated from the sentence ‘Two Northwest Airlines pilots failed
to make radio contact with ground controllers for more than an hour and overflew their Minneapolis destination
by 150 miles before discovering the mistake and turning around.”. The negative one replaces the second sequence
with one sequence from different sentence.
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Figure 3: The procedure of using UDSSM-II to compute the co-reference scores of a positive example and a
negative example respectively. Both examples are generated from the sentence “He tried twice to call her but she
did not answer the phone”.

training, but is learned indirectly through the atten-
tion mechanism. We will describe in turn how the
training data is generated from raw text, the model
architecture, and the co-reference scoring function
for the final prediction on the tasks of PDP/WSC.

3.1.1 Data Generation
The main challenge of PDP/WSC tasks is that it
has no labeled training data. Here we introduce
a simple method to collect unsupervised train-
ing data by leveraging some linguistic patterns.
Following Assumption 1, the first hypothesis we
make is that “the pronoun refers to one of the pre-
ceding nouns”, which is a common phenomenon
in well-written stories or news. In this way, we
generate (Sx, Sy) pairs from raw text as follows:

• Parse the sentences in the raw text to obtain en-
tity names, nouns and pronouns.

• Pick sentences that contain at least one pronoun
and multiple nouns preceding it.
• Split each sentence into two sub-sentences to

form a positive pair (Sx, Sy), where Sx is the
first sub-sentence with identified nouns and en-
tity names while Sy is the second sub-sentence
with a pronoun.
• One or more negative pairs are generated from

(Sx, Sy) by replacing Sy with Syneg randomly
sampled from other positive pairs.

We split the sentence with pronouns and nouns
into two sub-sequences separated by the previous
word of the pronoun. Therefore, the example sen-
tence in the Figure 2 can be split into two sub-
sentences as shown below:

• Sx: “ Two Northwest Airlines pilots failed to
make radio contact with ground controllers
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for more than an hour and”
• Sy: “overflew their Minneapolis destination by

150 miles before discovering the mistake and
turning around”.

As the sentences are collected from raw text, the
co-reference words are not given. Our proposed
UDSSM-I model will learn the co-reference scor-
ing function through attention mechanism based
on the generated sequence pairs. Next, we will in-
troduce the details of this model.

3.1.2 Model Architecture
This method takes the pair of sequences, (Sx, Sy),
as inputs, and computes similarity between the
sequences collected from the same sentence. As
we hypothesize that one of the nouns in the first
sequence and the pronoun in the second are co-
referred, we only use the contextual representa-
tions of nouns and pronoun to represent the se-
quences. To obtain the contextual representation,
we first use a bi-directional LSTM to process these
sequences 3:

Hx = Bi-LSTM(Sx),Hy = Bi-LSTM(Sy), (1)

where Sx ∈ Rd×X , Sy ∈ Rd×Y are the word em-
beddings of the two sequences. d is the dimension
of the word embeddings. X,Y are the lengths of
the two sequences. Hx ∈ Rl×X and Hy ∈ Rl×Y
are the hidden states of bi-directional LSTM. Our
model is task-specifically constructed, so we di-
rectly use the hidden state of the first pronoun in
the second sequence as its representation:

f2(S
y) = hy = h

y
2, (2)

where h
y
2 ∈ Rl is the second4 vector from Hy and

it represents the contextual information of the pro-
noun. Next, we will get the representation of the
first sequence. As there are multiple nouns in the
first sequence and the pronoun usually refers to
only one of them, we use the weighted sum of all
the LSTM hidden states of the nouns to represent
the sequence, ĥx ∈ Rl, as follows:

Hn = [hx
i ;h

x
j ; ...]

α = SoftMax
(
(WgHn + bg ⊗ eN )

Thy) ,
f1(S

x) = ĥx = Hnα, (3)
3We use two different LSTMs to process the sequences

Sx and SY here. This is to make the negative sampling in
Eqn. (4) more efficient, so that we can directly use the other
representations in the same batch as negative ones.

4We assign the word just before the pronoun to the sec-
ond sequence, so the pronoun always appears in the second
position of the sequence.

where i, j... are the positions of the nouns in the
sequence Sx and [; ] is the concatenation of two
vectors. Hn ∈ Rl×N are all the hidden states of
the nouns5 in Hx in the sequence.N is the number
of nouns in the sequence. α ∈ RN is the weights
assigned for the different nouns and ĥx ∈ Rl is
the weighted sum of all the hidden states of the
nouns. Wg ∈ Rl×l and bg ∈ Rl are the parame-
ters to learn; eN ∈ RN is a vector of all 1s and it
is used to repeat the bias vector N times into the
matrix. Then we will maximize the similarity of
the contextual representations of (ĥx,hy). Mean-
while, we also need some negative samples h

yneg
k

for ĥx. Then our loss function for this method is
constructed:

L = − log




exp
(
ĥxhy

)

exp
(
ĥxhy

)
+
∑K

k exp
(
ĥxh

yneg
k

)


 ,

(4)
where h

yneg
k ∈ Rl is the randomly sampled hid-

den state of pronoun from the sequences not in the
same sentence with Sy.

3.1.3 Co-reference Scoring Function
Overall, the model tries to make the co-reference
states similar to each other. The co-reference scor-
ing function is defined:

Scoreθ(xi, y) = g(hx
i ,h

y) = (Wghx
i + bg)Thy,

(5)
where the candidate located at the i-th position is
represented by its LSTM hidden state hx

i and the
pronoun in the snippet is represented by hy. And
the output value of this function for each candidate
will be used for the final prediction. Next, we will
introduce the other unsupervised method.

3.2 UDSSM-II Model
This model is developed based on Assumption II.
Its architecture is shown in Figure 3. As the model
is similar to the previous one, we will introduce
the details in a similar way.

3.2.1 Data Generation
The second assumption is that “the pronoun pairs
in a single sentence are co-reference words if they
are of the same gender and plurality; otherwise
they are not.” Based on this assumption, we can
directly construct the co-reference training pairs as
follows:

5We use the toolkit of spaCy in Python for POS and NER,
and we will remove the sequences that contain less than 2
nouns.
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• Parse the raw sentences to identify pronouns.

• Pick sentences that contain at least two pro-
nouns.

• The sub-sequence pair with pronouns of the
same gender and plurality is labeled as a posi-
tive pair; otherwise it is labeled as negative.

• Replace the corresponding pronoun pairs with a
special token “@Ponoun”.

Take the following sentence as an example: “He
tried twice to call her but she did not answer the
phone.” There are three pronouns detected in the
sentence, and we assume that the words her and
she are co-reference words, while pairs (she,He)
and (her,He) are not. Thus we can obtain three
training examples from the given sentence. How-
ever, in the PDP and WSC tasks, models are asked
to compute the co-reference scores between pro-
noun and candidate nouns, instead of two pro-
nouns. Therefore, we replace the first pronoun in
the sentence with a place holder; i.e., a negative
training pair is generated by splitting the raw sen-
tence into the following two sub-sequences:

• Sx: “ @Ponoun tried twice to call her”

• Sy: “but she did not answer the phone.”

• label: Negative

and the positive training pair can be generated by
the same way:

• Sx: “ He tried twice to call @Ponoun”

• Sy: “but she did not answer the phone.”

• label: Positive

Thus, we could directly train the encoder and co-
reference scoring components through the gener-
ated training pairs.

3.2.2 Model Architecture
The previous method, UDSSM-I, follows the task
setting of PDP/WSC, and builds the model based
on the similarity of the representations between
nouns and the pronoun. As there is no signal in-
dicating the exact alignment between co-reference
words, the model tries to learn it based on the
co-occurrence information from large scale unla-
belled corpus. For the method of UDSSM-II, each
representation pair (hx,hy) has a clear signal, r,
indicating whether they are co-referred or not. For
simplicity, we do not have to split the sentence into

two parts. We first use LSTM to process the sen-
tence as follows:

−→
H =

−−−−→
LSTM([Sx;Sy]),

←−
H =

←−−−−
LSTM([Sx;Sy]), (6)

where we can concatenate the word embeddings,
[Sx;Sy], of two sequences collected under As-
sumption II.

−−−−→
LSTM and

←−−−−
LSTM are built in differ-

ent directions, and
−→
H,
←−
H are the hidden states of

the corresponding LSTM. Suppose that the pro-
noun pair in the sentence are located at the i-th
and j-th positions as shown in the bottom part
of Figure 3(a). We use the hidden states around
the pronouns as their contextual representations as
follows:

f1(S
x) = hx =

[−−→
hi−1←−−
hi+1

]
, f2(S

y) = hy =

[−−→
hj−1←−−
hj+1

]
,

(7)

where
[
·
·

]
is the concatenation of all the vectors

inside it. Then we further concatenate these repre-
sentation pair:

hc =

[
hx

hy

]
, (8)

where hc ∈ R4l, and it will be the input of loss
function with cross entropy as follows:

L = −r log
(

exp(wphc)

exp(wphc) + exp(wnhc)

)

− (1− r) log
(

exp(wnhc)

exp(wphc) + exp(wnhc)

)
,

where r ∈ {0, 1} indicates whether the pronouns
at the m-th and n-th positions should be consid-
ered co-reference or not. wp ∈ R4l and wn ∈ R4l

are the parameters to learn.

3.2.3 Co-reference Scoring Function
Similar to the Eqn.(5), for each candidate, we use
co-reference scoring function Scoreθ(xi, y) for the
answer selection:

Scoreθ(xi, y) = g(hx
i ,h

y) = wp




−−→
hi−1←−−
hi+1−−→
hj−1←−−
hj+1


 , (9)

where i is the position of the candidate in the sen-
tence and j is the position of the pronoun.
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PDP WSC
Co-reference Resolution Tool 41.7% 50.5
Patric Dhondt (WS Challenge 2016) 45.0% -
Nicos Issak (WS Challenge 2016) 48.3% -
Quan Liu (WS Challenge 2016 - winner) 58.3% -
Unsupervised Semantic Similarity Method (USSM) 48.3% -
Neural Knowledge Activated Method (NKAM) 51.7% -
USSM + Cause-Effect Knowledge Base 55.0% 52.0%
USSM + Cause-Effect + WordNet + ConceptNet Knowledge Bases 56.7% 52.8%
USSM + NKAM 53.3%
USSM + NKAM + 3 Knowledge Bases 66.7% 52.8%

ELMo 56.7% 51.5%
Google Language Model (Trinh and Le, 2018) 60.0% 56.4%
UDSSM-I 75.0% 54.5%
UDSSM-II 75.0% 59.2%

Google Language Model (ensemble) 70.0% 61.5%
UDSSM-I (ensemble) 76.7% 57.1%
UDSSM-II (ensemble) 78.3% 62.4%

Table 2: The experiment results on PDP and WSC datasets. We compare our models to Goolge LM trained on the
same corpus 6.

4 Experiments

In this section, we will introduce the datasets to
train and evaluate our models for commonsense
reasoning, the hyper-parameters of our model, and
the analysis of our results.

4.1 Datasets

Training Corpus We make use of the raw text
from Gutenberg 7, a corpus offerring over 57,000
free eBooks, and 1 Billion Word 8, a corpus of
news, to train our model. We first ignore the sen-
tences that contain less than 10 tokens or longer
than 50 tokens. Then, for the model UDSSM-I, we
collect all the sentences with the pronoun before
which there’re at least two nouns. For UDSSM-
II, we collect all the sentences with at least 2
pronouns. In total, we collect around 4 million
training pairs from each corpus for our proposed
method respectively, and we split 5% as validation
set.

Evaluation Dataset We evaluate our model on
the commonsense reasoning datasets, Pronoun

6The best models reported in the works of Radford et al.
(2019) and Trinh and Le (2018) are trained on a much larger
corpus from Common Crawl.

7http://www.gutenberg.org
8https://github.com/ciprian-chelba/

1-billion-word-language-modeling-benchmark

Disambiguation Problems (PDP) 9 and Winograd
Schema challenges (WSC) 10, which include 60
and 285 questions respectively. Both of the tasks
are constructed for testing commonsense reason-
ing and all the questions from these challenges are
obvious for human beings to solve with common-
sense knowledge, but hard for machines to solve
with statistical techniques.

4.2 Experimental Setting

We use the same setting for both our models.
The hidden state dimension of a single-directional
LSTM is set to be 300. We use 300 dimensional
GloVe embeddings 11 for initialization. We use
Adamax to optimise the model, set learning rate to
be 0.002, dropout rate on all layers are tuned from
[0, 0.1, 0.2] and the batch size from [30, 50, 100,
200]. For the model UDSSM-I, in one batch, we
treat all sequence pairs not from the same sentence
as negative cases. And it takes around 30 hours on
a single K40 GPU to train our models, which are
much faster than training a large LM (Jozefowicz
et al., 2016) taking weeks on multiple GPUs.

9https://cs.nyu.edu/faculty/davise/
papers/WinogradSchemas/PDPChallenge2016.
xml

10https://cs.nyu.edu/faculty/davise/
papers/WinogradSchemas/WSCollection.xml

11https://github.com/stanfordnlp/GloVe
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4.3 Experimental Results

The experiment results are shown in Table 2. Most
of the performance in the top of the Table 2 are
the models trained with external knowledge bases,
such as Cause-Effect (Liu et al., 2016), Word-
Net (Miller, 1995), ConceptNet (Liu and Singh,
2004) knowledge bases. Unsupervised Semantic
Similarity Method (USSM) (Liu et al., 2017) is
based on the skip-gram model (Mikolov et al.,
2013) to train word embeddings and the embed-
dings of all the words connected by knowledge
bases are optimized to be closer. Neural Knowl-
edge Activated Method (NKAM) (Liu et al., 2017)
trained a binary classification model based on
whether the word pairs appear in the knowledge
base. One limitation of these methods is that they
rely heavily on the external knowledge bases. An-
other limitation is that they just linearly aggre-
gate the embeddings of the words in the context,
and that’s hard to integrate the word order infor-
mation. Instead, our model with LSTM can better
represent the contextual information. Besides, our
model don’t need any external knowledge bases,
and achieve a significant improvement on both of
the datasets.

We further compare our models with the un-
supervised baselines, ELMo (Peters et al., 2018)
which selects the candidate based on the co-
sine similarity of the hidden states of noun
and pronoun. Another unsupervised baseline,
Google Language Model for commonsense rea-
soning (Trinh and Le, 2018), which compares the
perplexities of the new sentences by replacing the
pronoun with candidates. To make a fair com-
parison to Trinh and Le (2018)’s work, we also
train our single model on the corpus of Guten-
berg only. We can see that both of our methods get
significant improvement on the PDP dataset, and
our UDSSM-II can achieve much better perfor-
mance on the WSC dataset. We also report our en-
semble model (nine models with different hyper-
parameters) trained with both corpus of Gutenberg
and 1 Billion Word, and it also achieve better per-
formance than Google Language Model trained
with the same corpus.

Finally, we also compare to the pre-trained
Coreference Resolution Tool (Clark and Manning,
2016a,b)12, and we can see that it doesn’t adapt
to our commonsense reasoning tasks and can’t tell

12https://github.com/huggingface/
neuralcoref

the difference between each pair of sentences from
WSC. In this way, our model can get much better
performance.

4.4 Analysis

WSC 1: Paul tried to call George on the
phone, but he wasn’t successful.

Ours 1: He tried to call 911 using her cell
phone but that he could n’t get the
phone to work.

WSC 2: Paul tried to call George on the
phone, but he was n’t available .

Ours 2: He tried twice to call her but she did
not answer the phone .

Table 3: Comparison of the data from WSC and our
training data. Our sentences are retrieved from the
UDSSM-II training dataset based on the BM25 value
for analysis. The pseudo labels in our training data can
help identify the co-references in WSC.

In this subsection, we will conduct further anal-
ysis on the reason that our models work, the bene-
fit of our models comparing to a baseline, and the
limitation of our proposed models.

We have a further analysis on the pair-wise sen-
tences, which we collected for training, to check
how our model can work. We find that some rea-
soning problems can somehow be converted to the
paraphrase problem. For example, in Table 3, we
make use of Lucene Index13 with BM25 to retrieve
the similar sentences to the WSC sentences from
our training dataset, and make a comparison. We
can see that these pairs are somehow paraphrased
each other respectively. For the first pair, the con-
textual representations of “Paul” and “he” in WSC
could be similar to the contextual representations
of ”he” in our training sentence. As these represen-
tations are used to compute the co-reference score,
the final scores would be similar. The pseudo la-
bel “positive” for our first sentence will make the
positive probability of the golden co-references
“Paul” and “he” in WSC higher. And for the sec-
ond pair in Table 3, the pseudo label of positive in
our second sentence will make the positive prob-
ability of the golden co-references “George” and
“he” in WSC 2 higher. In this way, these kinds
of co-reference patterns from training data can be
directly mapped to solve the Winograd Schema
Challenges.

13http://lucene.apache.org/pylucene/
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Here’s another example from PDP demonstrat-
ing the benefit of our method: “Always before,
Larry had helped Dad with his work. But he could
not help him now, for Dad said that ”. Trinh and Le
(2018) failed on this one, probably because lan-
guage models are not good at solving long dis-
tance dependence, and tends to predict that “he ”
refers to “his” in the near context rather the cor-
rect answer “Larry”. And our model can give the
correct prediction.

We further analysis the predictions of our
model. We find that some specific commonsense
knowledge are still hard to learn, such as the fol-
lowing pairs:

• The trophy doesn’t fit into the brown suitcase
because it is too small.

• The trophy doesn’t fit into the brown suitcase
because it is too large.

To solve this problem, the model should learn
the knowledge to compare the size of the objects.
However, all of our models trained with differ-
ent hyper-parameters select the same candidate as
the co-referred word for “it” in both sentences. To
solve the problem, broader data need to collect for
learning more commonsense knowledge.

5 Conclusion

In conclusion, to overcome the lack of human la-
beled data, we proposed two unsupervised deep
structured semantic models (UDSSM) for com-
monsense reasoning. We evaluated our models
on the commonsense reasoning tasks of Pronoun
Disambiguation Problems (PDP) and Winograd
Schema Challenge (Levesque et al., 2011), where
the questions are quite easy for human to answer,
but quite challenging for the machine. Without
using any hand-craft knowledge base, our model
achieved stat-of-the-art performance on the two
tasks.

In the future work, we will use Transformer,
which is proved to be more powerful than LSTM,
as the encoder of our unsupervised deep structured
semantic models, and we will collect a larger cor-
pus from Common Crawl to train our model.
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Abstract

Semantic representations in the form of di-
rected acyclic graphs (DAGs) have been in-
troduced in recent years, and to model them,
we need probabilistic models of DAGs. One
model that has attracted some attention is the
DAG automaton, but it has not been stud-
ied as a probabilistic model. We show that
some DAG automata cannot be made into use-
ful probabilistic models by the nearly uni-
versal strategy of assigning weights to tran-
sitions. The problem affects single-rooted,
multi-rooted, and unbounded-degree variants
of DAG automata, and appears to be pervasive.
It does not affect planar variants, but these are
problematic for other reasons.

1 Introduction

Abstract Meaning Representation (AMR; Ba-
narescu et al. 2013) has prompted a flurry of in-
terest in probabilistic models for semantic pars-
ing. AMR annotations are directed acyclic graphs
(DAGs), but most probabilistic models view them
as strings (e.g. van Noord and Bos, 2017) or trees
(e.g. Flanigan et al., 2016), removing their ability
to represent coreference—one of the very aspects
of meaning that motivates AMR. Could we we in-
stead use probabilistic models of DAGs?

To answer this question, we must define prob-
ability distributions over sets of DAGs. For in-
spiration, consider probability distributions over
sets of strings or trees, which can be defined by
weighted finite automata (e.g. Mohri et al., 2008;
May et al., 2010): a finite automaton generates a
set of strings or trees—called a language—and if
we assume that probabilities factor over its transi-
tions, then any finite automaton can be weighted
to define a probability distribution over this lan-
guage. This assumption underlies powerful dy-

∗ Equal contribution. Work while Ieva Vasiljeva was at
the University of Edinburgh

namic programming algorithms like the Viterbi,
forward-backward, and inside-outside algorithms.

What is the equivalent of weighted finite au-
tomata for DAGs? There are several candidates
(Chiang et al., 2013; Björklund et al., 2016; Gilroy
et al., 2017), but one appealing contender is the
DAG automaton (Quernheim and Knight, 2012)
which generalises finite tree automata to DAGs ex-
plicitly for modeling semantic graphs. These DAG
automata generalise an older formalism called pla-
nar DAG automata (Kamimura and Slutzki, 1981)
by adding weights and removing the planarity con-
straint, and have attracted further study (Blum and
Drewes, 2016; Drewes, 2017), in particular by
Chiang et al. (2018), who generalised classic dy-
namic programming algorithms to DAG automata.
But while Quernheim and Knight (2012) clearly
intend for their weights to define probabilities,
they stop short of claiming that they do, instead
ending their paper with an open problem: “Inves-
tigate a reasonable probabilistic model.”

We investigate probabilistic DAG automata and
prove a surprising result: For some DAG au-
tomata, it is impossible to assign weights that
define non-trivial probability distributions. We
exhibit a very simple DAG automaton that gener-
ates an infinite language of graphs, and for which
the only valid probability distribution that can be
defined by weighting transitions is one in which
the support is a single DAG, with all other graphs
receiving a probability of zero.

Our proof relies on the fact that a non-planar
DAG automaton generates DAGs so prolifically
that their number grows factorially in their size,
rather than exponentially as in other automata. It
holds for DAG automata that allow multiple roots
or nodes of unbounded degree. But it breaks down
when applied to the planar DAGs of Kamimura
and Slutzki (1981), which are nevertheless too re-
strictive to model semantic graphs. Our result does
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not mean that it is impossible to define a prob-
ability distribution for the language that a DAG
automaton generates. But it does mean that this
distribution does not factor over the automaton’s
transitions, so crucial dynamic programming algo-
rithms do not generalise to DAG automata that are
expressive enough to model semantic graphs.

2 DAGs, DAG Automata, and Probability

We are interested in AMR graphs like the one be-
low for “Rahul bakes his cake” (Figure 1, left),
which represents entities and events as nodes, and
relationships between them as edges. Both nodes
and edges have labels, representing the type of an
entity, event, or relationship. But the graphs we
model will only have labels on nodes. These node-
labeled graphs can simulate edge labels using a
node with one incoming and one outgoing edge,
as in the graph on the right of Figure 1.

bake

Rahul cake

ARG1ARG0

POSS

bake

Rahul cake

ARG0 ARG1

POSS

Figure 1: A graph with both node and edge labels (left)
and an equivalent graph with only node labels (right).

Definition 1. A node-labeled directed graph over
a label set Σ is a tuple G = (V,E, lab, src, tar)
where V is a finite set of nodes, E is a finite set of
edges, lab: V → Σ is a function assigning labels
to nodes, src: E → V is a function assigning a
source node to every edge, and tar: E → V is a
function assigning a target node to every edge.

Sometimes we will discuss the set of edges
coming into or going out of a node, so we define
functions IN: V → E∗ and OUT: V → E∗.

IN(v) = {e | tar(e) = v}
OUT(v) = {e | src(e) = v}

A node with no incoming edges is called a root,
and a node with no outgoing edges is called a leaf.
The degree of a node is the number of edges con-
nected to it, so the degree of v is |IN(v)∪OUT(v)|.

A path in a directed graph from node v to
node v′ is a sequence of edges (e1, . . . , en) where
src(e1) = v, tar(en) = v′ and src(ei+1) = tar(ei)
for all i from 1 to n−1. A cycle in a directed graph
is any path in which the first and last nodes are the

same (i.e., v = v′). A directed graph without any
cycles is a directed acyclic graph (DAG).

A DAG is connected if every pair of its nodes
is connected by a sequence of edges, not necessar-
ily directed. Because DAGs do not contain cycles,
they must always have at least one root and one
leaf, but they can have multiple roots and multi-
ple leaves. However, our results apply in different
ways to single-rooted and multi-rooted DAG lan-
guages, so, given a label set Σ, we distinguish be-
tween the set of all connected DAGs with a single
root, G1

Σ; and those with one or more roots, G∗Σ.

2.1 DAG Automata
Finite automata generate strings by transitioning
from state to state. Top-down tree automata gen-
eralise string finite automata by transitioning from
a state to an ordered sequence of states, generating
trees top-down from root to leaves; while bottom-
up tree automata transition from an ordered se-
quence of states to a single state, generating trees
bottom-up from leaves to root. The planar DAG
automata of Kamimura and Slutzki (1981) gener-
alise tree automata, transitioning from one ordered
sequence of states to another ordered sequence
of states (Section 4). Finally, the DAG automata
of Quernheim and Knight (2012) transition from
multisets of states to multisets of states, rather than
from sequences to sequences, and this allows them
to generate non-planar DAGs. We summarise the
differences in Table 1 below.

Automaton Transitions Example

string one-to-one p→ p′

top-down tree one-to-many p→ (p′, q′)
bottom-up tree many-to-one (p′, q′)→ p

planar DAG many-to-many (p, q)→ (p′, q′)
non-planar DAG many-to-many {p, q} → {p′, q′}

Table 1: The forms of transitions in different automata.

For the remainder of this section and the next,
we will focus only on non-planar DAG automata,
and when we refer to DAG automata, we mean this
type. To formally define them, we need a notation
for multisets—sets that can contain repeated ele-
ments. A multiset is a pair (S,m) where S is a
finite set andm : S → N is a count function—that
is, m(x) counts the number of times x appears in
the multiset. The set of all finite multisets over
S is M(S). When we write multisets, we will of-
ten simply enumerate their elements. For example,
{p, q, q} is the multiset containing one p and two
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Figure 2: Two derivations using the automaton of Example 1. Parts (i), (ii), and (iii) are common to both deriva-
tions. Parts (iv) and (v) represent one completion, while (vi) and (vii) represent an alternative completion. Grey
double edges denote derivation steps, labeled with the corresponding transition(s); red edge labels on partial graphs
(i–iv) and (vi) denote frontier states; blue edge labels on complete graphs (v) and (vii) denote an accepting run.

q’s, and since multisets are unordered, it can also
be written {q, p, q} or {q, q, p}. We write ∅ for a
multiset containing no elements.

Definition 2. A DAG automaton is a triple A =
(Q,Σ, T ) where Q is a finite set of states; Σ is a
finite set of node labels; and T is a finite set of
transitions of the form α

σ−→ β where σ ∈ Σ is a
node label, α ∈ M(Q) is the left-hand side, and
β ∈M(Q) is the right-hand side.

Example 1. Let A = (Q,Σ, T ) be a DAG au-
tomaton where Q = {p, p′, q}, Σ = {a, b, c, d, e}
and the transitions in T are as follows:

∅ a−→ {p} (t1)

{p} b−→ {p, q} (t2)

{p} c−→ {p′} (t3)

{p′, q} d−→ {p′} (t4)

{p′} e−→ ∅ (t5)

2.1.1 Generating Single-rooted DAGs
A DAG automaton generates a graph from root to
leaves. To illustrate this, we’ll focus on the case
where a DAG is allowed to have only a single
root, and return to the multi-rooted case in Section
3.1. To generate the root, the DAG automaton can
choose any transition with ∅ on its left-hand side—
these transitions behave like transitions from the
start state in a finite automaton on strings, and
always generate roots. In our example, the only
available transition is t1, which generates a node
labeled a with a dangling outgoing edge in state
p, as in Figure 2(i). The set of all such dangling
edges is the frontier of a partially-generated DAG.

While there are edges on the frontier, the DAG
automation must choose and apply a transition
whose left-hand side matches some subset of
them. In our example, the automaton can choose
either t2 or t3, each matching the available p edge.
The edges associated with the matched states are
attached to a new node with new outgoing frontier

edges specified by the transition, and the matched
states are removed from the frontier. If our au-
tomaton chooses t2, it arrives at the configuration
in Figure 2(ii), with a new node labeled b, new
edges on the frontier labeled p and q, and the in-
coming p state forgotten. Once again, it must
choose between t2 and t3—it cannot use the q state
because that state can only be used by t4, which
also requires a p′ on the frontier. So each time it
applies t2, the choice between t2 and t3 repeats.

If the automaton applies t2 again and then t3,
as it has done in Figure 2(iii), it will face a new
set of choices, between t4 and t5. But notice that
choosing t5 will leave the q states stranded, leav-
ing a partially derived DAG. We consider a run of
the automaton successful only when the frontier is
empty, so this choice leads to a dead end.

If the automaton chooses t4, it has an additional
choice: it can combine p′ with either of the avail-
able q states. If it combines with the lowermost
q, it arrives at the graph in Figure 2(iv), and it
can then apply t4 to consume the remaining q, fol-
lowed by t5, which has ∅ on its right-hand side.
Transitions to ∅ behave like transitions to a fi-
nal state in a finite automaton, and generate leaf
nodes, so we arrive at the complete graph in Fig-
ure 2(v). If the p′ state in Figure 2(iii) had instead
combined with the upper q, a different DAG would
result, as shown in Figure 2(vi-vii).

The DAGs in Figure 2(v) and Figure 2(vii) are
planar, which means they can be drawn without
crossing edges.1 But this DAG automaton can
also produce non-planar DAGs like the one in Fig-
ure 3. To see that it is non-planar, we first contract
each dotted edge by removing it and fusing its end-
points into a single node. This gives us the minor

1While the graph in Figure 2(vii) is drawn with crossing
b − d edges, one of these edges can be redrawn so that they
do not cross.
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subgraph K3,3, and any graph with a K3,3 minor
is non-planar (Wagner, 1937).

a b b b b c

dddde

Figure 3: A non-planar graph that can be generated by
the automaton of Example 1. When the dotted edges
are contracted, we obtain K3,3, the complete (undi-
rected) bipartite graph over two sets of three nodes.
One set is denoted by hollow blue nodes ( ), the other
by dotted red nodes ( ).

2.1.2 Recognising DAGs and DAG Languages
We define the language generated by a DAG au-
tomaton in terms of recognition, which asks if an
input DAG could have been generated by an input
automaton. We recognise a DAG by finding a run
of the automaton that could have generated it. To
guess a run on a DAG, we guess a state for each of
its edges, and then ask whether those states simu-
late a valid sequence of transitions.

A run of a DAG automaton A = (Q,Σ, T )
on a DAG G = (V,E, lab, src, tar) is a map-
ping ρ : E → Q from edges of G to automa-
ton states Q. We extend ρ to multisets by saying
ρ({e1, . . . , en}) = {ρ(e1), . . . , ρ(en)}, and we
call a run accepting if for all v ∈ V there is a cor-

responding transition ρ(IN(v))
lab(v)−−−→ ρ(OUT(v))

in T . DAG G is recognised by automaton A if
there is an accepting run of A on G.

Example 2. The DAGs in Figure 2(v) and 2(vii)
are recognised by the automaton in Example 1.
The only accepting run for each DAG is denoted
by the blue edge labels.

The single-rooted language Ls(A) of a DAG
automaton A is {G ∈ G1

Σ | A recognizes G}.

2.2 Probability and Weighted DAG Automata

Definition 3. Given a language L of DAGs, a
probability distribution over L is any function
p : L→ R meeting two requirements:

(R1) Every DAG must have a probability between
0 and 1, inclusive. Formally, we require that
for all G ∈ L, p(G) ∈ [0, 1].

(R2) The probabilities of all DAGs must sum to
one. Formally, we require

∑
G∈L p(G) = 1.

R1 and R2 suffice to define a probability distri-
bution, but in practice we need something stronger
than R1: all DAGs must receive a non-zero weight,
since in practical applications, objects with proba-
bility zero are effectively not in the language.

Definition 4. A probability distribution p has full
support of L if and only if it meets condition R1’.

(R1’) Every DAG must have a probability greater
than 0 and less than or equal to 1. Formally,
we require that for all G ∈ L, p(G) ∈ (0, 1].

While there are many ways to define a func-
tion that meets requirements R1’ and R2, proba-
bility distributions in natural language processing
are widely defined in terms of weighted automata
or grammars, so we adapt a common definition of
weighted grammars (Booth and Thompson, 1973)
to DAG automata.

Definition 5. A weighted DAG automaton is a
pair (A,w) where A = (Q,Σ, T ) is a DAG au-
tomaton and w : T → R is a function that assigns
real-valued weights to the transitions of A.

Since weights are functions of transitions, we
will write them on transitions following the node
label and a slash (/). For example, if p a−→ q is a

transition and 2 is its weight, we write p
a/2−−→ q.

Example 3. Let (A,w) be a weighted DAG au-
tomaton with A = (Q,Σ, T ), where Q = {p, q},
Σ = {a, b, c}, and the weighted transitions of T
are as follows:

∅ a/0.5−−−→ {p, q} (t′1)

{p} b/0.5−−−→ {p} (t′2)
{p, q} c/1−−→ ∅ (t′3)

We use the weights on transitions to weight runs.

Definition 6. Given a weighted DAG automaton
(A,w) and a DAG G = (V,E, lab, src, tar) with
an accepting run ρ, we extend w to compute the
weight of the run w(ρ) by multiplying the weights
of all of its transitions:

w(ρ) =
∏

v∈V
w(ρ(IN(v))

lab(v)−−−→ ρ(OUT(v)))

Example 4. The DAG automaton of Example 3
generates the DAG in Figure 4, shown with its
only accepting run in blue and the weighted tran-
sitions that generated it in grey. The weight of the
accepting run is 0.5× 0.5× 0.5× 1 = 0.125.
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t′1/0.5
a

t′2/0.5
b

t′2/0.5
b

t′3/1
b

p

q

p p

Figure 4: A DAG generated by the automaton in Exam-
ple 3. Blue edge labels denote an accepting run; grey
node labels denote weighted transitions used in the run.

Let RA(G) be the set of all accepting runs of a
DAG G using the automaton A. We extend w to
calculate the weight of a DAG G as the sum of the
weights of all the runs that produce it:

w(G) =
∑

ρ∈RA(G)

w(ρ).

While all weighted DAG automata assign real
values to DAGs, not all weighted DAG automata
define probability distributions. To do so, they
must also satisfy requirements R1 and R2.

Definition 7. A weighted automaton (A,w) over
language L(A) is probabilistic if and only if func-
tion w : L(A)→ R is a probability distribution.

Example 5. Consider the weighted automaton in
Example 3. Every DAG generated by this automa-
ton must use t′1 and t′3 exactly once, and can use t′2
any number of times. If we let Gn be the DAG
that uses t′2 exactly n times, then the language
L defined by this automaton is

⋃
n∈NGn. Since

w(Gn) = w(t′1)w(t′2)nw(t′3) and w(t′1), w(t′2)
and w(t′3) are positive, w satisfies R1 and:

∑

G∈L
w(G) =

∞∑

n=0

w(Gn) =
∞∑

n=0

w(t′1)w(t′2)nw(t′3)

=

∞∑

n=0

0.5n+1 = 1

Thusw also satisfies R2 and the weighted automa-
ton in Example 3 is probabilistic.

Definition 8. A probabilistic automaton (A,w)
over language L(A) is probabilistic with full sup-
port if and only if w has full support of L(A).

For every finite automaton over strings or trees,
there is a weighting of its transitions that makes it
probabilistic (Booth and Thompson, 1973), and it
is easy to show that it can be made probabilistic
with full support. For example, string finite au-
tomata have full support if for every state the sum
of weights on its outgoing transitions is 1 and each

weight is greater than 0.2 But as we will show, this
is not always possible for DAG automata.

3 Non-probabilistic DAG Automata

We will exhibit a DAG automaton that generates
factorially many DAGs for a given number of
nodes, and we will show that for any nontrivial
assignment of weights, this factorial growth rate
causes the weight of all DAGs to sum to infinity.

Theorem 1. Let A be the automaton defined in
Example 1. There is no w that makes (A, w) prob-
abilistic with full support over Ls(A).

Proof. In any run of the automaton, transition t1
is applied exactly once to generate the single root,
placing a p on the frontier. This gives a choice be-
tween t2 and t3. If the automaton chooses t2, it
keeps one p on the frontier and adds a q, and must
then repeat the same choice. Suppose it chooses
t2 exactly n times in succession, and then chooses
t3. Then the frontier will contain n edges in state
q and one in state p′. The only way to consume
all of the frontier states is to apply transition t4 ex-
actly n times, consuming a q at each step, and then
apply t5 to consume p′ and complete the deriva-
tion. Hence in any accepting run, t1, t3 and t5 are
each applied once, and t2 and t4 are each applied
n times, for some n ≥ 0. Since transitions map
uniquely to node labels, it follows that every DAG
in Ls(A) will have exactly one node each labeled
a, c, and e; and n nodes each labeled b and d.

When the automaton applies t4 for the first time,
it has n choices of q states to consume, each dis-
tinguished by its unique path from the root. The
second application of t4 has n−1 choices of q, and
the ith application of t4 has n − (i − 1) choices.
Therefore, there are n! different ways to consume
the q states, each producing a unique DAG.

Let f(n) be the weight of a run where t2 has
been applied n times, and to simplify our notation,
let B = w(t1)w(t3)w(t5), and C = w(t2)w(t4).
Let c(n) be the number of unique runs where t2
has been applied n times. By the above:

f(n) = w(t1)w(t2)nw(t3)w(t4)nw(t5) = BCn

c(n) = n!

Now we claim that any DAG in Ls(A) has ex-
actly one accepting run, because the mapping of

2Assuming no epsilon transitions, in our notation for DAG
automata restricted to strings this would include transitions
to ∅, which correspond to states with a final probability of 1
(Mohri et al., 2008).
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node labels to transitions also uniquely determines
the state of each edge in an accepting run. For ex-
ample, a b node must result from a t2 transition
and a d node from a t4 transition, and since the
output states of t2 and input states of t4 share only
a q, any edge from a b node to a d node must be la-
beled q in any accepting run. Now let G ∈ Ls(A)
be a DAG with n nodes labeled b. Since G has
only one accepting run, we have:

w(G) = f(n)

Let Ln be the set of all DAGs in Ls(A) with n
nodes labeled b. Then Ls(A) =

⋃∞
n=0 Ln and:

∑

G∈Ls(A)

w(G) =
∞∑

n=0

∑

G∈Ln
w(G) =

∞∑

n=0

c(n)f(n)

=
∞∑

n=0

(n!)
(
BCn

)

Hence for (A, w) to be probabilistic with full
support, R1’ and R2 require us to choose B and
C so that, respectively, BCn ∈ (0, 1] for all n
and

∑∞
n=0 n!BCn = 1. Note that this does not

constrain the component weights of B or C to be
in (0, 1]—they can be any real numbers. But since
R1’ requires BCn to be positive for all n, both
B and C must also be positive. If either were 0,
then BCn would be 0 for n > 0; if either were
negative, then BCn would be negative for some
or all values of n.

Now we show that any choice of positive C
causes

∑
G∈Ls(A)w(G) to diverge. Given an in-

finite series of the form
∑∞

n=0 an, the ratio test
(D’Alembert, 1768) considers the ratio between
adjacent terms in the limit, limn→∞

|an+1|
|an| . If this

ratio is greater than 1, the series diverges; if less
than 1 the series converges; if exactly 1 the test is
inconclusive. In our case:

lim
n→∞

|(n+ 1)!BCn+1|
|n!BCn| = lim

n→∞
(n+ 1)|C| =∞.

Hence
∑

G∈Ls(A) diverges for any choice of C,
equivalently for any choice of weights. So there
is no w for which (A, w) is probabilistic with full
support over Ls(A).

Note that any automaton recognising Ls(A)
must accept factorially many DAGs in the number
of nodes. Our proof implies that there is no proba-
bilistic DAG automaton for languageLs(A), since

no matter how we design its transitions—each of
which must be isomorphic to one in A apart from
the identities of the states—the factorial will even-
tually overwhelm the constant factor correspond-
ing to C in our proof, no matter how small it is.

Theorem 1 does not rule out all probabilistic
variants of A. It requires R1’—if we only require
the weaker R1, then a solution of B=1 and C=0
makes the automaton probabilistic. But this trivial
distribution is not very useful: it assigns all of its
mass to the singleton language { a c e }.

Theorem 1 also does not mean that it is impossi-
ble to define a probability distribution over Ls(A)
with full support. If, for every DAG G with n
nodes labeled b, we let p(G) = 1

2n+1n!
, then:

∑

G∈Ls(A)

w(G) =
∞∑

n=0

1

2n+1n!
n! =

∞∑

n=0

1

2n+1
= 1

But this distribution does not factor over transi-
tions, so it cannot be used with the dynamic pro-
gramming algorithms of Chiang et al. (2018).

A natural way to define distributions using a
DAG automaton is to define two conditional prob-
abilities: one over the choice of nodes to rewrite,
given a frontier; and one over the choice of tran-
sition, given the chosen nodes. The latter factors
over transitions, but the former does not, so it also
cannot use the algorithms of Chiang et al. (2018).3

Theorem 1 only applies to single-rooted, non-
planar DAG automata of bounded degree. Next
we ask whether it extends to other DAG automata,
including those that recognise multi-rooted DAGs,
DAGs of unbounded degree, and planar DAGs.

3.1 Multi-rooted DAGs

What happens when we consider DAG languages
that allow multiple roots? In one reasonable inter-
pretation of AMRbank, over three quarters of the
DAGs have multiple roots (Kuhlmann and Oepen,
2016), so we want a model that permits this.4

Section 2.1.1 explained how a DAG automaton
can be constrained to generate single-rooted lan-
guages, by restricting start transitions (i.e. those

3In this model, the subproblems of a natural dynamic pro-
gram depend on the set of possible frontiers, rather than sub-
sets of nodes as in the algorithms of Chiang et al. (2018). We
do not know whether this could be made efficient.

4AMR annotations are single-rooted, but they achieve this
by duplicating edges: every edge type, like ARG0, has an
inverse type, like ARG0-OF. The number cited here assumes
edges of the second type are converted to the first type by
reversing their direction.
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with ∅ on the left-hand side) to a single use at the
start of a derivation. To generate DAGs with mul-
tiple roots, we simply allow start transitions to be
applied at any time. We still require the result-
ing DAGs to be connected. For an automaton A,
we define its multi-rooted language Lm(A) as
{G ∈ G∗Σ|A recognises G}.

Although one automaton can define both single-
and multi-rooted DAG languages, these languages
are incomparable. Drewes (2017) uses a construc-
tion very similar to the one in Theorem 1 to show
that single-rooted languages have very expressive
path languages, which he argues are too expressive
for modeling semantics.5 Since the constructions
are so similar, it natural to wonder if the problem
that single-rooted automata have with probabili-
ties is related to their problem with expressivity,
and whether it likewise disappears when we allow
multiple roots. We now show that multi-rooted
languages have the same problem with probabil-
ity, because any multi-rooted language contains
the single-rooted language as a sublanguage.

Corollary 1. Let A be the automaton defined in
Example 1. There is no w that makes (A, w) prob-
abilistic with full support over Lm(A).

Proof. By their definitions, Ls(A) ⊂ Lm(A), so:
∑

G∈Lm(A)

w(G) =

∑

G∈Ls(A)

w(G) +
∑

G∈Lm(A)\Ls(A)

w(G)

The first term is∞ by Theorem 1 and the second is
positive by R1’, so the sum diverges. Hence there
is no w for which (A, w) is probabilistic with full
support over Lm(A).

3.2 DAGs of Unbounded Degree
The maximum degree of any node in any DAG
recognised by a DAG automaton is bounded by
the maximum number of states in any transition,
because any transition α σ−→ β generates a node
with |α| incoming edges and |β| outgoing edges.
So, the families of DAG languages we have con-
sidered all have bounded degree.

5The path language of a DAG is the set of strings that
label a path from a root to a leaf, and the path language of
a DAG language is the set of all such strings over all DAGs.
For example, the path language of the DAG in Figure 2(v) is
{abde, abbdde, abbcdde}. Berglund et al. (2017) show that
path languages of multi-rooted DAG automata are regular,
while those of single-rooted DAG automata characterised by
a partially blind multi-counter automaton.

DAG languages with unbounded degree could
be useful to model phenomena like coreference in
meaning representations, and they have been stud-
ied by Quernheim and Knight (2012) and Chiang
et al. (2018). These families generalise and strictly
contain the family of bounded-degree DAG lan-
guages, so they too, include DAG automata that
cannot be made probabilistic.

3.3 Implications for semantic DAGs
We introduced DAG automata as a tool for model-
ing the meaning of natural language, but the DAG
automaton in Theorem 1 is very artificial, so it’s
natural to ask whether it has any real relevance
to natural language. We will argue informally
that this example illustrates a pervasive problem
with DAG automata—specifically, we conjecture
that the factorial growth we observe in Theorem 1
arises under very mild conditions that arise natu-
rally in models of AMR.

Consider object control in a sentence like “I
help Ruby help you” and its AMR in Figure 5.

help

I help

Ruby you

ARG1ARG0

ARG2

ARG0
ARG2

Figure 5: The AMR for “I help Ruby help you”.

We can extend the control structure unbound-
edly with additional helpers, as in “I help Briony
help Kim-Joy help Ruby help you”, and this leads
to unboundedly long repetitive graphs like the one
in Figure 6. These graphs can be cut to separate
the sequence of “help” predicates from their argu-
ments, as illustrated by the dashed blue line.

I

help

Briony

help

Kim-Joy

help

Ruby

help

you

�

ARG1

ARG0
ARG2

ARG1

ARG0
ARG2

ARG1

ARG0
ARG2

ARG0
ARG2

Figure 6: The AMR for “I help Briony help Kim-Joy
help Ruby help you” shown with a cut.

Let a cut be a set of edges such that remov-
ing them splits the graph into two connected sub-
graphs: one containing the root, and the other con-
taining all the leaves. Any cut in a complete graph
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could have been the frontier of a partially-derived
graph. What if the number of edges in a cut—or
cut-width—can be unbounded, as in the language
of AMR graphs that model object control?

Since a DAG automaton can have only a finite
number of states, there is some state that can occur
unboundedly many times in a graph cut. All edges
in a cut with this state can be rewired by permuting
their target nodes, and the resulting graph will still
be recognised by the automaton, since the rewiring
would not change the multiset of states into or
out of any node. If each possible rewiring results
in a unique graph then the number of recognised
graphs will be factorial in the number of source
nodes for these edges, and the argument of Theo-
rem 1 can be generalised to show that no weight-
ing of any DAG automaton over the graph lan-
guage makes it probabilistic with full support. For
example, in the graph above, all possible rewirings
of the ARG2 edges result in a unique graph.6 Al-
though edge labels are not states, their translation
into node labels implies that they can only be asso-
ciated to a finite number of transitions, hence to a
finite number of states in any corresponding DAG
automaton. A full investigation of conditions un-
der which Theorem 1 generalises is beyond the
scope of this paper.

Conjecture 1. Under mild conditions, if language
L(A) of a DAG automaton A has unbounded cut-
width, there is no w that makes (A,w) probabilis-
tic with full support.

4 Planar DAG Automata

The fundamental problem with trying to assign
probabilities to non-planar DAG automata is the
factorial growth in the number of DAGs with re-
spect to the number of nodes. Does this problem
occur in planar DAG automata?

Planar DAG automata are similar to the DAG
automata of Section 2 but with an important differ-
ence: they transition between ordered sequences
of states rather than unordered multisets of states.
We write these sequences in parentheses, and their
order matters: (p, q) differs from (q, p). We write
ε for the empty sequence. When a planar DAG
automaton generates DAGs, it keeps a strict order
over the set of frontier states at all times. A transi-
tion whose left-hand side is (p, q) can only be ap-
plied to adjacent states p and q in the frontier, with

6This is also a problem linguistically, since many of the
rewired graphs no longer model object control.

p preceding q. The matched states are replaced in
the frontier by the sequence of states in the transi-
tion’s right-hand side, maintaining order.

Example 6. Consider a planar DAG automaton
with the following transitions:

ε
a−→ (p) (t′′1)

(p)
b−→ (p, q) (t′′2)

(p)
c−→ (p′) (t′′3)

(p′, q) d−→ (p′) (t′′4)

(p′) e−→ ε (t′′5)

In the non-planar case, n applications of t2 can
generate n! unique DAGs, but n applications of
the corresponding transition t′′2 in this automaton
can only generate one DAG. To see this, consider
the partially derived DAG on the left of Figure 7,
with its frontier drawn in order from left to right.
The p′ state can only combine with the q state im-
mediately to its right, and since dead-ends are not
allowed, the only possible choice is to apply t′′4
twice followed by t′′5 , so the DAG on the right is
the only possible completion of the derivation.

a

b

b

c
d d e

b

b

a

c

p

p

p

p′ p′ p′

q
qt′′4 , t

′′
4 , t
′′
5

p′

q
q

Figure 7: A partial derivation using the planar DAG
automaton of Example 6 (left; red edge labels denote
frontier states) and its only possible completion (right;
blue edge labels denote an accepting run).

This automaton is probabilistic when w(t′′1) =
w(t′′2) = 1/2, w(t′′3) = w(t′′4) = w(t′′5) = 1, and
indeed the argument in Theorem 1 does not apply
to planar automata since the number of applicable
transitions is linear in the size of the frontier. But
planar DAG automata have other problems that
make them unsuitable for modeling AMR.

The first problem is that there are natural lan-
guage constructions that naturally produce non-
planar DAGs in AMR. For example, consider the
sentence “Four contestants mixed, baked and ate
cake.” Its AMR, shown in Figure 8, is not pla-
nar because it has a K3,3 minor, and it is easy
to see from this example that any coordination of
three predicates sharing two arguments produces
this structure. In the first release of AMR, 117 out
of 12844 DAGs are non-planar.

The second problem is that planar DAG au-
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and

bakemix eat

contestant
4 cake

OP1 OP2 OP3

ARG0

ARG1

ARG0 ARG1

ARG0
ARG1QUANTITY

Figure 8: An AMR for the sentence “Four contestants
mixed, baked and ate a cake”. As in Figure 3, contract-
ing the dotted edge yields a K3,3 minor, with one set
denoted by hollow blue nodes ( ), the other by dotted
red nodes ( ).

tomata model Type-0 string derivations by design
(Kamimura and Slutzki, 1981). This seems more
expressive than needed to model natural language
and means that many important decision problems
are undecidable—for example, emptiness, which
is decidable in polynomial time for non-planar
DAG automata (Chiang et al., 2018).

5 Conclusions

Table 2 summarises the properties of several dif-
ferent variants of DAG automata. It has been ar-
gued that all of these properties are desirable for
probabilistic models of meaning representations
(Drewes, 2017). Since none of the variants sup-
ports all properties, this suggests that no variant of
the DAG automaton is a good candidate for mod-
eling meaning representations. We believe other
formalisms may be more suitable, including sev-
eral subfamilies of hyperedge replacement gram-
mars (Drewes et al., 1997) that have recently been
proposed (Björklund et al., 2016; Matheja et al.,
2015; Gilroy et al., 2017).

non-planar planar
bounded degree yes no yes

roots 1 1+ 1 1+ 1
probabilistic no no no no ?

decidable yes yes yes yes no
regular paths no yes no yes no

Table 2: DAG automata variants and their properties.
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Abstract

The use of subword-level information (e.g.,
characters, character n-grams, morphemes)
has become ubiquitous in modern word rep-
resentation learning. Its importance is attested
especially for morphologically rich languages
which generate a large number of rare words.
Despite a steadily increasing interest in such
subword-informed word representations, their
systematic comparative analysis across typo-
logically diverse languages and different tasks
is still missing. In this work, we deliver such
a study focusing on the variation of two cru-
cial components required for subword-level in-
tegration into word representation models: 1)
segmentation of words into subword units, and
2) subword composition functions to obtain fi-
nal word representations. We propose a gen-
eral framework for learning subword-informed
word representations that allows for easy ex-
perimentation with different segmentation and
composition components, also including more
advanced techniques based on position em-
beddings and self-attention. Using the unified
framework, we run experiments over a large
number of subword-informed word representa-
tion configurations (60 in total) on 3 tasks (gen-
eral and rare word similarity, dependency pars-
ing, fine-grained entity typing) for 5 languages
representing 3 language types. Our main re-
sults clearly indicate that there is no “one-size-
fits-all” configuration, as performance is both
language- and task-dependent. We also show
that configurations based on unsupervised seg-
mentation (e.g., BPE, Morfessor) are some-
times comparable to or even outperform the
ones based on supervised word segmentation.

1 Introduction

Word representations are central to a wide vari-
ety of NLP tasks (Collobert et al., 2011; Chen
and Manning, 2014; Jia and Liang, 2016; Ammar
et al., 2016; Goldberg, 2017; Peters et al., 2018;

Kudo, 2018, inter alia). Standard word representa-
tion models are based on the distributional hypoth-
esis (Harris, 1954) and induce representations from
large unlabeled corpora using word co-occurrence
statistics (Mikolov et al., 2013; Pennington et al.,
2014; Levy and Goldberg, 2014). However, as
pointed out by recent work (Bojanowski et al.,
2017; Vania and Lopez, 2017; Pinter et al., 2017;
Chaudhary et al., 2018; Zhao et al., 2018), mapping
a finite set of word types into corresponding word
representations limits the capacity of these models
to learn beyond distributional information, which
leads to several fundamental limitations.

The standard approaches ignore the internal
structure of words, that is, the syntactic or seman-
tic composition from subwords or morphemes to
words, and are incapable of parameter sharing at
the level of subword units. Assigning only a sin-
gle vector to each word causes the data sparsity
problem, especially in resource-poor settings where
huge amounts of training data cannot be guaran-
teed. The issue is also prominent for morphologi-
cally rich languages (e.g., Finnish) with productive
morphological systems that generate a large num-
ber of infrequent/rare words (Gerz et al., 2018).
Although potentially useful information on word
relationships is hidden in their internal subword-
level structure,1 subword-agnostic word represen-
tation models do not take these structure features
into account and are effectively unable to represent
rare words accurately, or unseen words at all.

Therefore, there has been a surge of interest in
subword-informed word representation architec-
tures aiming to address these gaps. A large number
of architectures has been proposed in related re-
search, and they can be clustered over the two main
axes (Lazaridou et al., 2013; Luong et al., 2013;

1For example, nouns in Finnish have 15 cases and 3 plural
forms; Spanish verbs may contain over 40 inflected forms,
sharing the lemma and taking up standard suffixes.
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Figure 1: Illustration of the general framework for
learning subword-informed word representations, with
the focus on two crucial components: 1) segmentation
of words and 2) subword embedding composition. By
varying the two components, and optionally including
or excluding position embeddings from the computa-
tions, we obtain a wide spectrum of different subword-
informed configurations used in the study (see §2). Our
word-level representation model in this work is skip-
gram (on the top layer of the figure), but it can be re-
placed by any other distributional word-level model.

Qiu et al., 2014; Cotterell and Schütze, 2015; Wi-
eting et al., 2016; Avraham and Goldberg, 2017;
Vania and Lopez, 2017; Pinter et al., 2017; Cot-
terell and Schütze, 2018). First, the models differ
in the chosen method for segmenting words into
subwords. The methods range from fully super-
vised approaches (Cotterell and Schütze, 2015)
to e.g. unsupervised approaches based on BPE
(Heinzerling and Strube, 2018). Second, another
crucial aspect is the subword composition function
used to obtain word embeddings from the embed-
dings of each word’s constituent subword units. De-
spite a steadily increasing interest in such subword-
informed word representations, their systematic
comparative analysis across the two main axes, as
well as across typologically diverse languages and
different tasks is still missing.2

In this work, we conduct a systematic study of a
variety of subword-informed word representation
architectures that all can be described by a gen-
eral framework illustrated by Figure 1. The frame-
work enables straightforward experimentation with
prominent word segmentation methods (e.g., BPE,
Morfessor, supervised segmentation systems) as
well as subword composition functions (e.g., addi-
tion, self-attention), resulting in a large number of

2A preliminary study of Vania and Lopez (2017) limits its
focus on the use of subwords in the language modeling task.

different subword-informed configurations.3

Our study aims at providing answers to the fol-
lowing crucial questions: Q1) How generalizable
are subword-informed models across typologically
diverse languages and across different downstream
tasks? Do different languages and tasks require dif-
ferent configurations to reach peak performances
or is there a single best-performing configuration?
Q2) How important is it to choose an appropriate
segmentation and composition method? How ef-
fective are more generally applicable unsupervised
segmentation methods? Is it always better to re-
sort to a supervised method, if available? Q3) Is
there a difference in performance with and without
the full word representation? Can more advanced
techniques based on position embeddings and self-
attention yield better task performance?

We evaluate subword-informed word represen-
tation configurations originating from the general
framework in three different tasks using standard
benchmarks and evaluation protocols: 1) general
and rare word similarity and relatedness, 2) depen-
dency parsing, and 3) fine-grained entity typing
for 5 languages representing 3 language families
(fusional, introflexive, agglutinative). We show that
different tasks and languages indeed require diverse
subword-informed configurations to reach peak per-
formance: this calls for a more careful language-
and task-dependent tuning of configuration compo-
nents. We also show that more sophisticated con-
figurations are particularly useful for representing
rare words, and that unsupervised segmentation
methods can be competitive to supervised segmen-
tation in tasks such as parsing or fine-grained entity
typing. We hope that this paper will provide useful
points of comparison and comprehensive guidance
for developing next-generation subword-informed
word representation models for typologically di-
verse languages.

2 Methodology

The general framework for learning subword-
informed word representations, illustrated by Fig-
ure 1, is introduced in §2.1. We then describe its
main components: segmentation of words into sub-
word units (§2.2), subword and position embed-
dings (§2.3), and subword embedding composition

3Following a similar work on subword-agnostic word
embedding learning (Levy et al., 2015), our system design
choices resulting in different configurations can be seen as a
set of hyper-parameters that also have to be carefully tuned
for each language and each application task.
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functions (§2.4), along with all the configurations
for these components used in our evaluation.

2.1 General Framework
Formally, given a word w, its word embedding w
can be computed by the composition of its subword
embeddings as follows:

w = fΘ(δ(w),Ws,Wp), (1)

where δ(w) is a deterministic function that seg-
ments w into an ordered sequence of its constituent
subword units Sw = (swi)

n
1 , with swi ∈ S being a

subword type from the subword vocabulary S of
size |S|. Optionally, some segmentation methods
can also generate a sequence of the correspond-
ing morphotactic tags Tw = (twi)

n
1 . Alone or to-

gether with Tw, Sw is embedded into a sequence
of subword representations Sw = (swi)

n
1 from the

subword embedding matrix Ws ∈ R|S|×d, where
d is the dimensionality of subword embeddings.
Another optional step is to obtain a sequence of
position embeddings Pw = (pwi)

n
1 : they are taken

from the position embedding matrix Wp ∈ Rp×d,
where p is the maximum number of the unique po-
sitions. Pw can interact with Sw to compute the
final representations for subwords Rw = (rwi)

n
1

(Vaswani et al., 2017). fΘ is a composition func-
tion taking Rw as input and outputting a single
vector w as the word embedding of w.

For the distributional “word-level” training, sim-
ilar to prior work (Bojanowski et al., 2017), we
adopt the standard skip-gram with negative sam-
pling (SGNS) (Mikolov et al., 2013) with bag-of-
words contexts. However, we note that other distri-
butional models can also be used under the same
framework. Again, following Bojanowski et al.
(2017), we calculate the word embedding wt ∈ Rd
for each target word wt using the formulation
from Eq. (1), and parametrize context words with
another word embedding matrix Wc ∈ R|V|×d,
where |V| is the size of word vocabulary V .

2.2 Segmentation of Words into Subwords
We consider three well-known segmentation meth-
ods for the function δ, briefly outlined here.

Supervised Morphological Segmentation We
use CHIPMUNK (Cotterell et al., 2015) as a repre-
sentative supervised segmentation system, proven
to provide a good trade-off between accuracy and
speed.4 It is based on semi-Markov conditional ran-

4http://cistern.cis.lmu.de/chipmunk

δ δ(dishonestly)

CHIPMUNK (dis, honest, ly)
(prefix, root, suffix)

Morfessor (dishonest, ly)

BPE (dish, on, est, ly)

Table 1: Segmentations of the word dishonestly.

dom fields (Sarawagi and Cohen, 2005). For each
word, apart from generating Sw, it also outputs the
corresponding morphotactic tags Tw.5 In §2.3 we
discuss how to incorporate information from Tw
into subword representations.

Morfessor Morfessor (Smit et al., 2014) denotes
a family of generative probabilistic models for
unsupervised morphological segmentation used,
among other applications, to learn morphologically-
aware word embeddings (Luong et al., 2013).

BPE Byte Pair Encoding (BPE; Gage (1994)) is a
simple data compression algorithm. It has become
a de facto standard for providing subword informa-
tion in neural machine translation (Sennrich et al.,
2016). The input word is initially split into a se-
quence of characters, with each unique character
denoted as a byte. BPE then iteratively replaces
the most common pair of consecutive bytes with a
new byte that does not occur within the data, and
the number of iterations can be set in advance to
control the granularity of the byte combinations.

An example output for all three methods is
shown in Table 1. Note that a standard practice in
subword-informed models is to also insert the en-
tire word token into Sw (Bojanowski et al., 2017).6

This is, however, again an optional step and we
evaluate configurations with and without the inclu-
sion of the word token in Sw.

2.3 Subword and Position Embeddings

The next step is to encode Sw (or the tuple (Sw, Tw)
for CHIPMUNK) to construct a sequence of sub-
word representations Sw. Each row of the subword
embedding matrix Ws is simply defined as the em-
bedding of a unique subword. For CHIPMUNK,
we define each row in Ws as the concatenation of
the subword s and its predicted tag t. We also test

5In our experiments, we use only basic information on af-
fixes such as prefixes and suffixes, and leave the integration of
fine-grained information such as inflectional and derivational
affixes as future work.

6We only do the insertion if |Sw| > 1. For CHIPMUNK,
a generic tag word is added to the sequence Tw.
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CHIPMUNK configurations without the use of Tw
to analyze its contribution.7

After generating Sw, an optional step is to have
a learnable position embedding sequence Pw fur-
ther operate on Sw to encode the order information.
Similar to Ws, the definition of the position em-
bedding matrix Wp also varies: for Morfessor and
BPE, we use the absolute positions of subwords in
the sequence Sw, whereas for CHIPMUNK mor-
photactic tags are encoded directly as positions.

Finally, following prior work (Gehring et al.,
2017; Mikolov et al., 2018), we use addition and
element-wise multiplication between each subword
vector s from Sw and the corresponding position
vector p from Pw to compute each entry r for the
final sequence of subword vectors Rw:

r = s+ p or r = s� p. (2)

2.4 Composition Functions
A composition function fΘ is then applied to the se-
quence of subword embeddings Rw to compute the
final word embedding w. We investigate three com-
position functions: 1) addition, 2) single-head and
3) multi-head self-attention (Vaswani et al., 2017;
Lin et al., 2017).8 Addition is used in the origi-
nal fastText model of Bojanowski et al. (2017),
and remains a strong baseline for many tasks. How-
ever, addition treats each subword with the same
importance, ignoring semantic composition and in-
teractions among the word’s constituent subwords.
Therefore, we propose to use a self-attention mech-
anism, that is, a learnable weighted addition as the
composition function on subword sequences. To
the best of our knowledge, we are the first to ap-
ply a self-attention mechanism to the problem of
subword composition.

Composition Based on Self-Attention Our self-
attention mechanism is inspired by Lin et al. (2017).
It is essentially a multilayer feed-forward neu-
ral network without bias term, which generates
a weight matrix for the variable length input Rw:

Hw = tanh(Wh1R
T
w) (3)

Aw = softmax(Wh2Hw) (4)

7The extra information on tags should lead to a more ex-
pressive model resolving subword ambiguities. For instance,
the subword post in postwar and noun post are intrinsically
different: the former is the prefix and the later is the root.

8Using more complex compositions based on CNNs and
RNNs is also possible, but we have not observed improvement
in our evaluation tasks with such compositions, which is also
in line with findings from recent work (Li et al., 2018).

Component Option Label
Segmentation CHIPMUNK sms

Morfessor morf
BPE bpe

Morphotactic tag concatenated with st
subword (only sms)

Word token exclusion w-
inclusion w+

Position embedding exclusion p-
additive pp
multiplicative mp

Composition function addition add
single head attention att
multi-head attention mtx

Table 2: Different components used to construct
subword-informed configurations, and their labels.

Each row of Aw is a weight vector for rows of
Rw, which models different aspects of seman-
tic compositions and interactions. For the single-
head self-attention, Aw degenerates to a row vec-
tor as the final attention vector aw. For the multi-
head self-attention, we average the rows of Aw

to generate aw.9 Finally, w is computed as the
weighted addition of subword embeddings from
Rw: w =

∑wn
w1
awirwi .

3 Experimental Setup

We train different subword-informed model config-
urations on 5 languages representing 3 morpholog-
ical language types: English (EN), German (DE),
Finnish (FI), Turkish (TR) and Hebrew (HE), see
Table 3. We then evaluate the resulting subword-
informed word embeddings in three distinct tasks:
1) general and rare word similarity and relatedness,
2) syntactic parsing, and 3) fine-grained entity typ-
ing. The three tasks have been selected in particular
as they require different degrees of syntactic and
semantic information to be stored in the input word
embeddings, ranging from a purely semantic task
(word similarity) over a hybrid syntactic-semantic
task of entity typing to syntactic parsing.

Subword-Informed Configurations We train a
large number of subword-informed configurations
by varying the segmentation method δ (§2.2), sub-
word embeddings Ws, the inclusion of position
embeddings Wp and the operations on Ws (§2.3),
and the composition functions fΘ (§2.4). The con-
figurations are based on the following variations of

9We have also experimented with adding an extra transfor-
mation layer over attention matrix to generate the attention
vector, but without any performance gains.
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constituent components: (1) For the segmentation δ,
we test a supervised morphological system CHIP-
MUNK (sms), Morfessor (morf) and BPE (bpe).
A word token can be optionally inserted into the
subword sequence Sw for all three segmentation
methods (ww) or left out (w-); (2) We can only em-
bed the subword s for morf and bpe, while with
sms we can optionally embed the concatenation of
the subword and its morphotactic tag s : t (st);10 (3)
We test subword embedding learning without posi-
tion embeddings (p-), or we integrate them using
addition (pp) or element-wise multiplication (mp);
(4) For the composition function function fΘ, we
experiment with addition (add), single head self-
attention (att), and multi-head self-attention (mtx).
Table 2 provides an overview of all components
used to construct a variety of subword-informed
configurations used in our evaluation.

The variations of components from Table 2 yield
24 different configurations in total for sms, and 18
for morf and bpe. We use pretrained CHIPMUNK
models for all test languages except for Hebrew, as
Hebrew lacks gold segmentation data. Following
Vania and Lopez (2017), we use the default param-
eters for Morfessor, and 10k merge operations for
BPE across languages. We use available BPE mod-
els pre-trained on Wikipedia by Heinzerling and
Strube (2018).11

Two well-known word representation models,
which can also be described by the general frame-
work from Figure 1, are used as insightful baselines:
the subword-agnostic SGNS model (Mikolov et al.,
2013) and fastText (FT)12 (Bojanowski et al.,
2017). FT computes the target word embedding us-
ing addition as the composition function, while the
segmentation is straightforward: the model simply
generates all character n-grams of length 3 to 6 and
adds them to Sw along with the full word.

Training Setup Our training data for all lan-
guages is Wikipedia. We lowercase all text and
replace all digits with a generic tag #. The statistics
of the training corpora are provided in Table 3.

All subword-informed variants are trained on the
same data and share the same parameters for the
SGNS model.13 Further, we use ADAGRAD (Duchi

10Once st is applied, we do not use position embeddings
anymore, because the morphotactic tags are already encoded
in subword embeddings, i.e., st and pp are mutually exclusive.

11https://github.com/bheinzerling/bpemb
12https://github.com/facebookresearch/

fastText
13We rely on the standard choices: 300-dimensional sub-

Typology Language #tokens #types

Fusional English (EN) 600M 900K
German (DE) 200M 940K

Agglutinative Finnish (FI) 66M 600K
Turkish (TR) 52M 300K

Introflexive Hebrew (HE) 90M 410K

Table 3: Statistics of our Wikipedia training corpora.
For faster training, we use one third of the entire
Wikipedia corpus for EN and DE.

et al., 2011) with a linearly decaying learning rate,
and do a grid search of learning rate and batch
size for each δ on the German14 WordSim-353 data
set (WS; Leviant and Reichart (2015)). The hyper-
parameters are then fixed for all other languages
and evaluation runs. Finally, we set the learning
rate to 0.05 for sms and bpe, and 0.075 for morf,
and the batch size to 1024 for all the settings.

3.1 Evaluation Tasks

Word Similarity and Relatedness These stan-
dard intrinsic evaluation tasks test the semantics
of word representations (Pennington et al., 2014;
Bojanowski et al., 2017). The evaluations are per-
formed using the Spearman’s rank correlation score
between the average of human judgement simi-
larity scores for word pairs and the cosine simi-
larity between two word embeddings constituting
each word pair. We use Multilingual SimLex-999
(SIMLEX; Hill et al. (2015); Leviant and Reichart
(2015); Mrkšić et al. (2017)) for English, German
and Hebrew, each containing 999 word pairs anno-
tated for true semantic similarity. We further evalu-
ate embeddings on FinnSim-300 (FS300) produced
by Venekoski and Vankka (2017) for Finnish and
AnlamVer (AN; Ercan and Yıldız (2018)) for Turk-
ish. We also run experiments on the WordSim-353
test set (WS; Finkelstein et al. (2002)), and its por-
tions oriented towards true similarity (WS-SIM) and
broader relatedness (WS-REL) portion for English
and German.

Finally, to analyze the importance of subword
information for learning embeddings of rare words,
we evaluate on the recently released CARD-660
dataset (CARD; Pilehvar et al. (2018)) for English,
annotated for true semantic similarity.

word and word embeddings, 5 training epochs, the context
window size is 5, 5 negative samples, the subsampling rate of
10−5, and the minimum word frequency is 5.

14German has moderate morphological complexity among
the five languages, so we think the hyperparameters tuned on
it could be applicable to other languages.
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Best 2nd Best Worst sgns ft

EN

WS .656 (sms.w-.st.att) .655 (sms.w-.pp.att) .440 (bpe.w-.mp.mtx) .634 .643
WS-SIM .708 (sms.ww.st.mtx) .707 (sms.w-.st.att) .475 (bpe.w-.mp.att) .702 .706
WS-REL .625 (sms.w-.p-.add) .620 (sms.w-.st.att) .438 (bpe.w-.mp.mtx) .579 .586
SIMLEX .283 (sms.ww.p-.add) .282 (morf.w-.p-.add) .182 (bpe.w-.mp.add) .300 .307

DE

WS .633 (sms.ww.pp.add) .633 (sms.ww.p-.add) .328 (bpe.w-.mp.mtx) .596 .624
WS-SIM .673 (sms.ww.pp.add) .668 (sms.ww.p-.add) .363 (bpe.w-.mp.add) .669 .677
WS-REL .616 (sms.ww.p-.add) .610 (sms.ww.pp.add) .332 (bpe.w-.mp.mtx) .530 .590
SIMLEX .401 (sms.ww.p-.add) .398 (sms.ww.pp.add) .189 (bpe.w-.mp.mtx) .359 .393

FI FS300 .259 (sms.w-.p-.add) .258 (sms.w-.pp.add) .123 (morf.ww.mp.mtx) .211 .279

TR
AN-SIM .355 (bpe.ww.mp.add) .325 (bpe.ww.mp.att) .112 (bpe.ww.pp.mtx) .232 .271
AN-REL .459 (bpe.ww.mp.add) .444 (sms.w-.pp.add) .273 (morf.ww.mp.att) .183 .520

HE SIMLEX .338 (bpe.ww.pp.add) .338 (bpe.ww.pp.mtx) .128 (bpe.w-.mp.mtx) .379 .388

EN CARD .370 (sms.ww.pp.add) .328 (sms.w-.pp.mtx) .000 (bpe.w-.pp.add) .009 .249

Table 4: Results on word similarity and relatedness across languages. The highest score for each row is in bold,
and we choose randomly in case of a tie. All scores are obtained after computing the embeddings of OOV words.

Dev set Test set

UAS LAS UAS LAS

EN

sms.w-.mp.mtx 92.3 90.3 92.0 90.1
bpe.ww.p-.mtx 92.3 90.4 92.1 90.0
sgns 92.3 90.4 91.9 89.8
ft 92.3 90.3 92.1 90.2

DE

bpe.ww.pp.add 91.2 87.7 89.6 84.7
bpe.ww.mp.mtx 91.2 87.7 89.4 84.7
sgns 91.4 87.9 89.3 84.4
ft 91.6 87.9 89.1 84.4

FI

bpe.ww.mp.add 89.9 86.9 90.7 87.4
sms.w-.pp.add 89.3 86.1 90.5 87.1
sgns 88.9 85.6 89.5 86.2
ft 89.7 86.9 90.4 87.1

TR

sms.ww.mp.add 71.1 63.5 72.8 64.7
sms.w-.mp.att 70.5 62.5 72.7 64.5
sgns 70.5 62.5 72.2 63.5
ft 71.2 63.3 73.1 65.1

HE

morf.w-.pp.mtx 92.3 89.5 91.3 88.5
morf.ww.p-.add 92.3 89.5 91.2 88.5
sgns 92.4 89.8 91.5 88.7
ft 92.6 89.7 91.2 88.3

Table 5: Results on the dependency parsing task. The
two best configurations are selected according to LAS.

Dependency Parsing Next, we use the syntactic
dependency parsing task to analyze the importance
of subword information for syntactically-driven
downstream applications. For all test languages,
we rely on the standard Universal Dependencies
treebanks (UD v2.2; Nivre et al. (2016)). We use
subword-informed word embeddings from differ-
ent configurations to initialize the deep biaffine
parser of Dozat and Manning (2017) which has
shown competitive performance in shared tasks
(Dozat et al., 2017) and among other parsing mod-
els (Ma and Hovy, 2017; Shi et al., 2017; Ma et al.,

2018).15 We use default settings for the biaffine
parser for all experimental runs

Fine-Grained Entity Typing The task is to map
entities, which could comprise more than one entity
token, to predefined entity types (Yaghoobzadeh
and Schütze, 2015). It is a suitable semi-semantic
task to test our subword models, as the subwords
of entities usually carry some semantic infor-
mation from which the entity types can be in-
ferred. For example, Lincolnshire will belong to
/location/county as -shire is a suffix that
strongly indicates a location. We rely on an entity
typing dataset of Heinzerling and Strube (2018)
built for over 250 languages by obtaining entity
mentions from Wikidata (Vrandečić and Krötzsch,
2014) and their associated FIGER-based entity
types (Ling and Weld, 2012): there only exists a
one-to-one mapping between the entity and one of
the 112 FIGER types.

We randomly sample the data to obtain a
train/dev/test split with the size of 60k/20k/20k for
all languages. For evaluation we extend the RNN-
based model of Heinzerling and Strube (2018),
where they stacked all the subwords of entity to-
kens into a flattened sequence: we use the hierar-
chical embedding composition instead. For each
entity token, we first compute its word embeddings
with our subword configurations,16 then feed the
word embeddings of entity tokens to a bidirectional
LSTM with 2 hidden layers of size 512, followed
by a projection layer which predicts the entity type.

15https://github.com/tdozat/Parser-v2
16Although it is true that case information can be very im-

portant to the task, we conform to Heinzerling and Strube
(2018) lowercasing all letters.
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4 Results and Analysis

To get a better grasp of the overall performance
without overloading the tables, we focus on report-
ing two best configurations and the worst configu-
ration for each task and language from the total of
60 configurations, except for Hebrew with 36 con-
figurations, where there is no gold segmentation
data for training sms model. We also analyze the
effects of different configurations on different tasks
based on language typology. The entire analysis
revolves around the key questions Q1-Q3 posed in
the introduction. The reader is encouraged to re-
fer to the supplementary material for the complete
results.

Tables 4, 5, and 6 summarize the main results
on word similarity and relatedness, dependency
parsing and entity typing, respectively. In addition,
the comparisons of different configurations across
tasks and language types are shown in Figure 2
(as well as Figure 3 to 7 in the supplementary ma-
terial). There, we center the comparison around
two crucial components: segmentation and com-
position. The value in each pixel block is the per-
centage rank of the row configuration minus that of
column configuration. We compute such percent-
age ranks by performing three levels of averaging
over: 1) all related datasets for the same task; 2) all
sub-configurations that entail the configuration in
question; 3) all languages from the same language
types.

Q1. Tasks and Languages Regarding the abso-
lute performance of our subword-informed con-
figurations, we notice that they outperform SGNS

and FT in 3/5 languages on average, and for
8/13 datasets on word similarity and relatedness.
The gains are more prominent over the subword-
agnostic SGNS model and for morphologically
richer languages such as Finnish and Turkish. The
results on the two other tasks are also very compet-
itive, with strong performance reported especially
on the entity typing task. This clearly indicates the
importance of integrating subword-level informa-
tion into word vectors. A finer-grained comparative
analysis shows that best-performing configurations
vary greatly across different languages.

The comparative analysis across tasks also sug-
gests that there is no single configuration that out-
performs the others in all three tasks, although cer-
tain patterns in the results emerge. For instance, the
supervised segmentation (sms) is very useful for

word similarity and relatedness (seen in Figure 4).
This result is quite intuitive: sms is trained accord-
ing to the readily available gold standard morpho-
logical segmentations. However, sms is less useful
for entity typing, where almost all best-performing
configurations are based on morf (see also Fig-
ure 4). This result is also interpretable: morf is a
conservative segmenter that captures longer sub-
words, and is not distracted by short and nonsensi-
cal subwords (like bpe) that have no contribution
to the prediction.17 The worst configurations on
word similarity are based on bpe: its aggressive
segmentation often results in non-interpretable or
nonsensical subwords which are unable to recover
useful semantic information. Due to the same rea-
son, the results in all three tasks indicate that the
best configurations with bpe are always coupled
with ww, and the worst are obtained with w- (i.e.,
without the inclusion of the full word).

The results on parsing reveal similar perfor-
mances for a spectrum of heterogeneous configura-
tions. In other words, while the chosen configura-
tion is still important, its impact on performance of
state-of-the-art dependency parsers (Kiperwasser
and Goldberg, 2016; Dozat and Manning, 2017) is
decreased, as such parsers are heavily parametrized
multi-component methods (e.g., besides word em-
beddings they rely on biLSTMs, intra-sentence at-
tention, character representations).18 Therefore, a
larger space of subword-informed configurations
for word representations leads to optimal or near-
optimal results. However, sms seems to yield high-
est scores on average in agglutinative languages
(see also Figure 2).

Figure 2 clearly demonstrates that, apart from
entity typing heatmaps (the third row) which show
very similar trends over different language types,
the patterns for different tasks and language types
tend to vary in general. Similarly, other figures in
the supplementary material also show diverging
trends across languages representing different lan-
guage types.

17For example, sms and bpe both split “Val-
berg” (/location/city) and “Robert Valberg”
(/person/actor) with a suffix “berg”. Since “berg”
could represent both a place or a person, it is not useful alone
as a suffix to predict the correct entity type, whereas morf
does not split the word and makes the prediction solely based
on surrounding entity tokens.

18We also experimented with removing token features such
as POS tags and character embeddings in some settings, but
we observed similar trends in the final results.
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Best 2nd Best Worst sgns ft

EN 55.70 (bpe.ww.mp.add) 55.68 (morf.w-.pp.att) 51.15 (bpe.w-.p-.att) 51.00 55.15
DE 54.06 (morf.w-.pp.add) 54.01 (morf.w-.pp.att) 50.21 (bpe.w-.p-.att) 50.14 54.55
FI 57.41 (morf.w-.pp.add) 57.38 (morf.w-.pp.mtx) 52.18 (bpe.w-.p-.att) 49.87 57.18
TR 56.31 (morf.w-.pp.add) 56.14 (morf.w-.pp.mtx) 46.97 (bpe.w-.pp.mtx) 54.35 54.62

HE 60.34 (morf.w-.pp.att) 60.09 (morf.ww.pp.add) 51.31 (bpe.w-.p-.att) 54.55 59.09

Table 6: Test accuracy, the evaluation metric used by Heinzerling and Strube (2018), on the fine-grained entity
typing task. The results are averaged over 5 runs with random seeds.
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Figure 2: Comparisons of different configurations across tasks grouped by language types. The value in each pixel
block is the percentage rank of the row configuration minus that of column configuration. For example, in word
similarity for fusional language, the rank for the row sms.ww is 0.787 and 0.071 for column bpe.w-, and the block
value is 0.716. The higher the value, the better the performance of the row compared to the column configuration.

Q2 and Q3. Configurations As mentioned, dif-
ferent tasks reach high scores with different seg-

mentation and composition components. The cru-
cial components for word similarity are sms and
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ww, and sms is generally better than morf and bpe in
fusional and agglutinative languages (see Figure 4
and 7). The presence of ww is desired in this task as
also found by Bojanowski et al. (2017): it enhances
the information provided by the segmentation. As
discussed before, the best configurations with bpe
are always coupled with ww, and the worst with w-.
ww is less important for the more conservative morf
where the information stored in ww can be fully re-
covered from the generated subwords. Interestingly,
pp and mp do not have positive effects on this task
for fusional and introflexive languages, but they
seem to resonate well with agglutinative languages,
and they are useful for the two other tasks (seen
in Figure 6). In general, position embeddings have
shown potential benefits in all tasks, where they
selectively emphasize or filter subwords according
to their positions. pp is extremely useful in entity
typing for all languages, because it indicates the
root position.

Concerning composition functions, add still re-
mains an extremely robust choice across tasks and
languages. Surprisingly, the more sophisticated
self-attention composition prevails only on a hand-
ful of datasets: compare the results with add vs. att
and mtx. In fact, the worst configurations mostly
use att and mtx (see also Figure 5). In sum, our
results suggest that, when unsure, add is by far the
most robust choice for the subword composition
function. Further, morphotactic tags encoded in
subword embeddings (st) seem to be only effective
combined with self-attention in word similarity and
relatedness. These findings call for further investi-
gation in future work, along with the inclusion of
finer-grained morphotactic tags into the proposed
modeling framework.

Further Discussion A recurring theme of this
study is that subword-informed configurations are
largely task- and language-dependent. We can ex-
tract multiple examples from the reported results
affirming this conjecture. For instance, in fusional
and agglutinative languages mp is critical to the
model on dependency parsing, while for Hebrew,
an introflexive language, mp is among the most
detrimental components on the same task. Further,
for Turkish word similarity bpe.ww outperforms
sms.ww: due to affix concatenation in Turkish, sms
produces many affixes with only syntactic func-
tions that bring noise to the task. Interestingly,
SGNS performs well in Hebrew on parsing and
word similarity: it shows that it is still difficult

for linear segmentation methods to capture non-
concatenative morphology.

Finally, fine-tuning subword-informed represen-
tations seems especially beneficial for rare word se-
mantics: our best configuration outperforms FT by
0.111 on CARD, and even surpasses all the state-of-
the-art models on the rare word similarity task, as
reported by Pilehvar et al. (2018). We hope that our
findings on the CARD dataset will motivate further
work on building more accurate representations for
rare and unseen words (Bhatia et al., 2016; Herbe-
lot and Baroni, 2017; Schick and Schütze, 2018)
by learning more effective and more informed com-
ponents of subword-informed configurations.

5 Conclusion

We have presented a general framework for learn-
ing subword-informed word representations which
has been used to perform a systematic analysis of
60 different subword-aware configurations for 5
typologically diverse languages across 3 diverse
tasks. The large space of presented results has al-
lowed us to analyze the main properties of subword-
informed representation learning: we have demon-
strated that different components of the frame-
work such as segmentation and composition meth-
ods, or the use of position embeddings, have to
be carefully tuned to yield improved performance
across different tasks and languages. We hope
that this study will guide the development of new
subword-informed word representation architec-
tures. Code is available at: https://github.
com/cambridgeltl/sw_study.
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A Supplemental Material

In this supplementary material we present the full
results of different configurations of our subword-
informed representations and baseline models in
three tasks across five languages. For details and
notations of different model configurations, please
refer to the original paper.

Since fastText (FT) package cannot generate
each subword embedding for a given word, we also
implemented our own version (our ft) within
the same subword-informed training framework.
We trained our ft on all the five languages with
the same training corpus, and kept the same hy-
perparameters as FT package except that we used
1024 as batch size for faster training. We show that
our implementation yields comparable results with
the original FT in word similarity and relatedness
and parsing across languages. For entity typing,
we experimented with the extended hierarchical
composition architecture described in the paper on
our ft, i.e., using subword embeddings to com-
pute word representations and updating subword
embeddings of our ft during training, and only
use word embeddings as input for SGNS and FT

and directly update them. Additionally, we also ex-
perimented with some of our model configurations
with character n-grams as our segmentation meth-
ods, but did not observe performance gains. Due to
its large parameter space (usually 2-4 times larger
than SGNS) and the computational limits, we leave
it as our future work.

Table 7, 8 and 9 show the results of word similar-
ity and relatedness based on different segmentation
methods, and Table 10, 11 and 12 for the results of
dependency parsing. Table 13 shows the accuracy
on development and test set for entity typing across
all five languages. Figure 3 shows the configuration
comparisons in languages with available datasets
for word relatedness. Figure 4 to 7 show the results
on all downstream tasks across languages when
each test data point is categorized according to
some specific component. Specifically, Figure 4
shows the results when only different segmenta-
tion methods are considered, and Figure 5, 6 and 7
show the results on varying composition functions,
position embedding types and whether including
the word token embedding, respectively.

923



SIMLEX WS WS-REL WS-SIM FS300 AN-REL AN-SIM CARD

sms.w-.p-.add 0.267(EN) 0.650 0.625 0.688 0.259(FI) 0.277(TR) 0.432(TR) 0.206(EN)
0.350(DE) 0.517 0.490 0.586

sms.w-.st.add 0.267 0.654 0.619 0.704 0.228 0.276 0.434 0.208
0.350 0.509 0.475 0.577

sms.w-.pp.add 0.270 0.645 0.615 0.693 0.258 0.261 0.444 0.294
0.332 0.494 0.467 0.563

sms.w-.mp.add 0.207 0.635 0.598 0.683 0.247 0.269 0.424 0.213
0.295 0.437 0.401 0.507

sms.ww.p-.add 0.283 0.640 0.589 0.696 0.226 0.273 0.435 0.267
0.401 0.633 0.616 0.668

sms.ww.st.add 0.277 0.637 0.576 0.697 0.204 0.239 0.404 0.269
0.385 0.622 0.601 0.658

sms.ww.pp.add 0.282 0.632 0.572 0.702 0.240 0.240 0.423 0.370
0.398 0.633 0.610 0.673

sms.ww.mp.add 0.240 0.633 0.579 0.696 0.211 0.279 0.443 0.268
0.353 0.599 0.557 0.639

sms.w-.p-.att 0.250 0.642 0.613 0.684 0.228 0.289 0.416 0.244
0.339 0.518 0.478 0.598

sms.w-.st.att 0.255 0.656 0.620 0.697 0.227 0.263 0.358 0.236
0.327 0.512 0.468 0.583

sms.w-.pp.att 0.252 0.655 0.619 0.707 0.227 0.212 0.334 0.323
0.324 0.500 0.456 0.570

sms.w-.mp.att 0.206 0.629 0.593 0.674 0.205 0.263 0.405 0.219
0.290 0.452 0.425 0.517

sms.ww.p-.att 0.277 0.642 0.591 0.698 0.192 0.311 0.440 0.251
0.360 0.605 0.571 0.640

sms.ww.st.att 0.261 0.632 0.570 0.693 0.212 0.243 0.366 0.260
0.342 0.588 0.549 0.625

sms.ww.pp.att 0.271 0.630 0.584 0.695 0.228 0.204 0.367 0.310
0.357 0.608 0.567 0.660

sms.ww.mp.att 0.220 0.616 0.547 0.682 0.191 0.241 0.376 0.222
0.340 0.569 0.526 0.613

sms.w-.p-.mtx 0.245 0.639 0.602 0.694 0.248 0.260 0.404 0.220
0.336 0.505 0.457 0.585

sms.w-.st.mtx 0.252 0.648 0.617 0.702 0.234 0.231 0.381 0.224
0.330 0.506 0.456 0.578

sms.w-.pp.mtx 0.260 0.638 0.606 0.694 0.244 0.184 0.335 0.328
0.331 0.488 0.429 0.564

sms.w-.mp.mtx 0.211 0.620 0.599 0.671 0.228 0.265 0.417 0.226
0.282 0.447 0.417 0.506

sms.ww.p-.mtx 0.279 0.631 0.575 0.696 0.206 0.280 0.426 0.251
0.357 0.615 0.578 0.657

sms.ww.st.mtx 0.277 0.642 0.581 0.708 0.192 0.231 0.394 0.261
0.355 0.603 0.561 0.645

sms.ww.pp.mtx 0.273 0.640 0.588 0.705 0.226 0.210 0.368 0.300
0.357 0.611 0.575 0.662

sms.ww.mp.mtx 0.253 0.622 0.565 0.684 0.183 0.275 0.414 0.260
0.339 0.598 0.578 0.632

sgns
0.300 0.634 0.579 0.702 0.211 0.232 0.183 0.009
0.359 0.596 0.530 0.669

ft
0.307 0.643 0.586 0.706 0.279 0.271 0.520 0.249
0.393 0.624 0.590 0.677

our ft
0.265 0.629 0.574 0.702 0.241 0.295 0.523 0.281
0.380 0.610 0.596 0.649

Table 7: Results on word similarity and relatedness across languages for CHIPMUNK (sms). All scores are ob-
tained after computing the embeddings of OOV words.
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SIMLEX WS WS-REL WS-SIM FS300 AN-REL AN-SIM CARD

morf.w-.p-.add
0.282(EN) 0.629 0.574 0.691 0.166(FI) 0.273(TR) 0.359(TR) 0.134(EN)
0.368(DE) 0.577 0.557 0.616
0.322(HE)

morf.w-.pp.add
0.279 0.617 0.562 0.680 0.189 0.232 0.375 0.172
0.349 0.549 0.530 0.594
0.317

morf.w-.mp.add
0.245 0.597 0.529 0.664 0.185 0.302 0.351 0.127
0.303 0.484 0.439 0.550
0.324

morf.ww.p-.add
0.273 0.632 0.573 0.697 0.159 0.264 0.339 0.198
0.376 0.583 0.569 0.614
0.326

morf.ww.pp.add
0.277 0.616 0.557 0.684 0.182 0.232 0.375 0.262
0.361 0.573 0.549 0.609
0.324

morf.ww.mp.add
0.244 0.589 0.520 0.666 0.149 0.267 0.300 0.099
0.331 0.515 0.484 0.574
0.304

morf.w-.p-.att
0.281 0.623 0.565 0.682 0.159 0.295 0.362 0.132
0.354 0.560 0.536 0.603
0.323

morf.w-.pp.att
0.276 0.619 0.555 0.682 0.170 0.235 0.358 0.138
0.352 0.556 0.537 0.597
0.308

morf.w-.mp.att
0.246 0.586 0.519 0.661 0.158 0.274 0.304 0.107
0.310 0.495 0.453 0.548
0.291

morf.ww.p-.att
0.271 0.622 0.568 0.686 0.167 0.292 0.346 0.218
0.372 0.574 0.545 0.621
0.321

morf.ww.pp.att
0.274 0.613 0.549 0.680 0.167 0.145 0.312 0.206
0.364 0.565 0.537 0.601
0.319

morf.ww.mp.att
0.234 0.586 0.514 0.666 0.147 0.270 0.273 0.109
0.327 0.499 0.469 0.562
0.307

morf.w-.p-.mtx
0.280 0.632 0.573 0.693 0.133 0.300 0.357 0.132
0.348 0.564 0.544 0.602
0.320

morf.w-.pp.mtx
0.275 0.621 0.562 0.693 0.186 0.231 0.369 0.135
0.355 0.549 0.530 0.582
0.325

morf.w-.mp.mtx
0.254 0.602 0.536 0.671 0.205 0.235 0.295 0.130
0.295 0.488 0.427 0.542
0.301

morf.ww.p-.mtx
0.275 0.624 0.558 0.688 0.177 0.292 0.356 0.222
0.371 0.577 0.545 0.611
0.325

morf.ww.pp.mtx
0.272 0.617 0.558 0.684 0.160 0.151 0.321 0.080
0.359 0.592 0.575 0.613
0.326

morf.ww.mp.mtx
0.238 0.591 0.522 0.674 0.123 0.279 0.326 0.080
0.320 0.500 0.465 0.559
0.318

sgns
0.300 0.634 0.579 0.702 0.211 0.232 0.183 0.009
0.359 0.596 0.530 0.669
0.379

ft
0.307 0.643 0.586 0.706 0.279 0.271 0.520 0.249
0.393 0.624 0.590 0.677
0.388

our ft
0.265 0.629 0.574 0.702 0.241 0.295 0.523 0.281
0.380 0.610 0.596 0.649
0.354

Table 8: Results on word similarity and relatedness across languages for Morfessor (morf). All scores are obtained
after computing the embeddings of OOV words.
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SIMLEX WS WS-REL WS-SIM FS300 AN-REL AN-SIM CARD

bpe.w-.p-.add
0.209(EN) 0.488 0.499 0.508 0.177(FI) 0.228(TR) 0.390(TR) 0.011(EN)
0.229(DE) 0.416 0.442 0.474
0.156(HE)

bpe.w-.pp.add
0.209 0.474 0.484 0.490 0.170 0.229 0.407 0.000
0.225 0.404 0.417 0.467
0.162

bpe.w-.mp.add
0.182 0.460 0.478 0.484 0.157 0.283 0.406 0.021
0.193 0.331 0.351 0.363
0.132

bpe.ww.p-.add
0.274 0.642 0.577 0.706 0.203 0.293 0.429 0.262
0.378 0.597 0.582 0.631
0.331

bpe.ww.pp.add
0.265 0.631 0.571 0.689 0.245 0.267 0.429 0.273
0.365 0.615 0.595 0.637
0.338

bpe.ww.mp.add
0.236 0.587 0.519 0.658 0.147 0.355 0.459 0.240
0.348 0.566 0.538 0.608
0.321

bpe.w-.p-.att
0.216 0.506 0.504 0.529 0.200 0.176 0.288 0.010
0.233 0.386 0.409 0.422
0.155

bpe.w-.pp.att
0.210 0.503 0.507 0.528 0.190 0.183 0.331 0.027
0.226 0.383 0.396 0.428
0.152

bpe.w-.mp.att
0.197 0.456 0.462 0.475 0.173 0.200 0.308 0.035
0.209 0.398 0.422 0.467
0.151

bpe.ww.p-.att
0.265 0.621 0.566 0.687 0.197 0.246 0.358 0.257
0.350 0.555 0.525 0.591
0.334

bpe.ww.pp.att
0.270 0.618 0.570 0.678 0.187 0.197 0.314 0.228
0.333 0.567 0.536 0.604
0.334

bpe.ww.mp.att
0.255 0.613 0.564 0.681 0.147 0.325 0.419 0.226
0.338 0.545 0.526 0.584
0.307

bpe.w-.p-.mtx
0.202 0.486 0.485 0.512 0.184 0.174 0.293 0.015
0.224 0.394 0.414 0.433
0.169

bpe.w-.pp.mtx
0.198 0.504 0.500 0.547 0.179 0.195 0.355 0.045
0.223 0.399 0.396 0.462
0.167

bpe.w-.mp.mtx
0.185 0.440 0.438 0.476 0.144 0.176 0.282 0.022
0.189 0.328 0.332 0.372
0.128

bpe.ww.p-.mtx
0.267 0.624 0.565 0.690 0.164 0.238 0.334 0.272
0.354 0.573 0.543 0.604
0.337

bpe.ww.pp.mtx
0.263 0.621 0.569 0.677 0.193 0.112 0.290 0.210
0.337 0.553 0.500 0.608
0.338

bpe.ww.mp.mtx
0.260 0.620 0.564 0.681 0.198 0.257 0.369 0.247
0.336 0.546 0.514 0.596
0.298

sgns
0.300 0.634 0.579 0.702 0.211 0.232 0.183 0.009
0.359 0.596 0.530 0.669
0.379

ft
0.307 0.643 0.586 0.706 0.279 0.271 0.520 0.249
0.393 0.624 0.590 0.677
0.388

our ft
0.265 0.629 0.574 0.702 0.241 0.295 0.523 0.281
0.380 0.610 0.596 0.649
0.354

Table 9: Results on word similarity and relatedness across languages for BPE (bpe). All scores are obtained after
computing the embeddings of OOV words.
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DEV(EN) TEST DEV(DE) TEST DEV(FI) TEST DEV(TR) TEST

sms.w-.p-.add 92.2(UAS) 91.5 91.3 89.0 88.8 89.6 70.0 71.9
90.3(LAS) 89.6 87.7 84.2 85.5 86.1 62.1 63.7

sms.w-.st.add 92.4 91.7 91.1 88.7 89.1 89.7 71.0 72.0
90.5 89.7 87.6 83.8 86.0 86.6 62.9 63.8

sms.w-.pp.add 92.2 91.9 91.4 88.7 89.3 90.5 70.9 72.7
90.2 89.9 87.8 84.0 86.1 87.1 62.8 64.4

sms.w-.mp.add 92.2 91.9 91.1 89.1 89.0 89.9 70.5 72.6
90.3 90.0 87.6 84.3 85.8 86.6 62.6 64.5

sms.ww.p-.add 92.2 92.1 91.6 89.1 89.4 90.1 71.0 71.8
90.2 90.0 88.1 84.3 86.4 86.9 62.8 63.6

sms.ww.st.add 92.4 91.9 91.3 89.2 89.4 89.9 71.0 72.0
90.5 89.8 87.9 84.5 86.2 86.5 63.0 64.0

sms.ww.pp.add 92.5 91.9 91.3 88.9 89.5 90.3 70.7 72.5
90.5 90.0 87.8 84.2 86.5 87.0 63.0 64.4

sms.ww.mp.add 92.2 91.7 91.4 89.2 89.4 90.3 71.1 72.8
90.3 89.6 87.8 84.4 86.3 87.1 63.5 64.7

sms.w-.p-.att 92.1 91.7 91.3 88.9 89.0 89.6 71.3 72.4
90.2 89.6 87.7 83.9 85.9 86.4 63.1 63.8

sms.w-.st.att 92.2 91.6 91.4 89.0 88.8 89.4 70.0 71.9
90.3 89.6 87.7 84.2 85.6 86.0 62.2 63.4

sms.w-.pp.att 91.4 91.2 91.1 89.0 89.2 89.7 70.7 71.4
89.4 89.0 87.6 84.3 85.7 86.1 62.6 63.0

sms.w-.mp.att 92.1 91.8 91.3 89.0 89.0 90.0 70.5 72.7
90.2 89.8 87.7 84.1 85.9 86.6 62.5 64.5

sms.ww.p-.att 92.1 91.5 91.2 89.3 89.2 89.8 71.2 72.3
90.2 89.6 87.7 84.5 85.9 86.4 63.2 64.0

sms.ww.st.att 92.3 91.9 91.3 89.2 88.7 89.7 70.4 72.2
90.4 89.9 87.8 84.3 85.5 86.2 62.3 63.8

sms.ww.pp.att 92.2 91.8 91.5 89.0 88.5 89.3 71.0 72.2
90.3 89.8 87.9 84.4 84.9 85.8 62.7 63.7

sms.ww.mp.att 92.3 91.9 91.5 89.1 88.6 89.5 70.7 72.5
90.5 90.0 88.0 84.3 85.4 86.0 62.9 64.3

sms.w-.p-.mtx 92.0 91.9 91.5 88.6 89.0 89.7 70.5 71.7
90.1 89.8 87.9 83.7 85.9 86.2 62.5 63.5

sms.w-.st.mtx 92.1 91.8 91.1 88.5 89.0 89.5 69.8 71.8
90.2 89.7 87.8 83.5 85.6 85.9 61.8 63.3

sms.w-.pp.mtx 92.3 91.7 91.2 89.1 88.9 89.6 70.7 72.0
90.4 89.7 87.6 84.2 85.9 86.3 62.6 63.1

sms.w-.mp.mtx 92.3 92.0 91.4 89.1 89.4 90.2 70.7 72.4
90.3 90.1 87.8 84.3 86.0 86.9 62.5 64.2

sms.ww.p-.mtx 92.2 91.6 91.4 89.1 89.2 89.8 70.5 71.9
90.4 89.6 87.9 84.3 86.0 86.4 62.5 63.6

sms.ww.st.mtx 92.2 91.6 91.4 88.7 89.1 89.8 71.0 71.8
90.4 89.7 87.8 83.9 85.8 86.5 62.7 63.3

sms.ww.pp.mtx 92.3 92.0 91.2 89.0 88.7 89.4 70.4 71.8
90.4 89.9 87.7 84.2 85.2 85.8 62.7 63.6

sms.ww.mp.mtx 92.3 92.0 91.4 88.9 88.8 89.6 71.0 71.5
90.4 89.9 87.8 84.0 85.2 85.9 62.7 63.3

sgns 92.3 91.9 91.4 89.3 88.9 89.5 70.5 72.2
90.4 89.8 87.9 84.4 85.6 86.2 62.5 63.5

ft 92.3 92.1 91.6 89.1 89.7 90.4 71.2 73.1
90.3 90.2 87.9 84.4 86.9 87.1 63.3 65.1

our ft 92.7 92.2 91.6 89.6 90.5 90.9 71.5 73.0
90.7 90.2 87.9 84.9 87.6 87.8 63.5 64.9

Table 10: Results on dependency parsing across languages for CHIPMUNK (sms).
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DEV(EN) TEST DEV(DE) TEST DEV(FI) TEST DEV(TR) TEST DEV(HE) TEST

morf.w-.p-.add 92.3 91.7 91.1 89.0 89.0 90.0 70.7 71.8 92.5 91.0
90.4 89.8 87.7 84.2 85.8 86.6 62.4 63.3 89.6 88.3

morf.w-.pp.add 92.5 91.8 91.4 89.0 89.2 89.8 70.3 71.3 92.3 91.2
90.6 89.8 87.6 84.1 86.0 86.4 62.2 63.1 89.6 88.4

morf.w-.mp.add 92.2 91.9 91.4 89.0 89.2 89.8 71.2 71.7 92.1 90.8
90.2 90.0 87.8 84.1 85.9 86.4 63.2 63.6 89.2 88.0

morf.ww.p-.add 92.2 91.8 91.4 89.0 89.4 89.6 70.8 72.2 92.3 91.2
90.3 89.7 87.8 84.1 86.2 86.2 62.9 64.2 89.5 88.5

morf.ww.pp.add 92.3 91.7 91.3 88.9 88.8 89.9 70.6 71.9 92.2 91.0
90.4 89.8 87.6 84.1 85.7 86.5 62.5 63.4 89.6 88.1

morf.ww.mp.add 92.3 91.7 91.2 89.0 89.3 89.8 70.5 72.4 92.1 90.9
90.4 89.6 87.6 84.2 86.0 86.4 62.8 64.2 89.2 88.0

morf.w-.p-.att 92.2 91.8 91.2 89.1 89.1 90.2 70.3 72.1 92.3 91.1
90.3 89.7 87.6 83.9 85.9 86.6 61.9 63.6 89.6 88.3

morf.w-.pp.att 92.3 92.0 91.5 89.3 89.1 89.7 71.0 72.2 92.6 91.2
90.3 89.9 87.9 84.6 85.9 86.4 63.1 63.6 89.7 88.4

morf.w-.mp.att 92.0 91.8 91.4 89.1 89.1 89.9 70.2 71.5 92.1 90.3
90.0 89.8 87.7 84.3 85.7 86.4 62.1 62.8 89.2 87.4

morf.ww.p-.att 92.2 91.9 91.4 89.1 89.4 89.8 70.0 71.2 92.2 91.1
90.2 89.8 88.0 84.2 86.0 86.5 62.2 62.8 89.3 88.2

morf.ww.pp.att 92.3 91.9 91.6 89.3 89.0 89.6 70.9 72.0 92.2 91.1
90.3 89.9 88.0 84.5 85.8 86.3 62.7 63.4 89.6 88.3

morf.ww.mp.att 92.2 91.9 91.3 89.0 88.9 90.0 70.9 71.8 92.3 91.0
90.4 90.0 87.9 84.1 85.8 86.7 62.8 63.4 89.4 88.0

morf.w-.p-.mtx 92.1 91.9 91.4 88.9 89.3 89.8 70.6 71.9 92.2 90.6
90.1 89.8 87.8 84.1 86.1 86.4 62.8 63.6 89.4 87.9

morf.w-.pp.mtx 92.4 91.8 91.3 88.8 89.3 90.0 71.0 72.2 92.3 91.3
90.4 89.9 87.7 84.0 86.1 86.7 63.1 63.7 89.5 88.5

morf.w-.mp.mtx 92.2 92.1 91.4 88.8 89.2 90.3 70.2 72.2 92.2 90.5
90.3 90.0 87.9 83.9 85.9 86.8 62.2 63.7 89.3 87.7

morf.ww.p-.mtx 92.2 91.8 91.3 88.9 89.3 89.6 70.1 71.4 92.5 91.4
90.3 89.8 87.9 84.0 85.9 86.1 62.1 63.3 89.6 88.4

morf.ww.pp.mtx 92.2 91.7 91.4 89.0 89.2 89.9 71.3 72.1 92.6 90.8
90.3 89.6 87.9 84.1 86.0 86.7 62.9 63.8 89.7 88.0

morf.ww.mp.mtx 92.3 91.8 91.2 89.1 89.5 89.8 71.1 72.2 92.1 90.8
90.4 89.9 87.7 84.2 86.3 86.4 62.5 63.8 89.3 88.0

sgns 92.3 91.9 91.4 89.3 88.9 89.5 70.5 72.2 92.4 91.5
90.4 89.8 87.9 84.4 85.6 86.2 62.5 63.5 89.8 88.7

ft 92.3 92.1 91.6 89.1 89.7 90.4 71.2 73.1 92.6 91.2
90.3 90.2 87.9 84.4 86.9 87.1 63.3 65.1 89.7 88.3

our ft 92.7 92.2 91.6 89.6 90.5 90.9 71.5 73.0 92.52 91.6
90.7 90.2 87.9 84.9 87.6 87.8 63.5 64.9 89.72 88.8

Table 11: Results on dependency parsing across languages for Morfessor (morf).
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DEV(EN) TEST DEV(DE) TEST DEV(FI) TEST DEV(TR) TEST DEV(HE) TEST

bpe.w-.p-.add 92.3 91.5 91.1 89.1 89.3 89.9 70.2 72.1 91.9 91.0
90.3 89.6 87.6 84.2 85.9 86.4 62.6 63.9 89.2 88.2

bpe.w-.pp.add 92.2 91.6 91.5 89.1 89.0 90.0 71.2 71.6 92.0 90.9
90.2 89.5 87.9 84.3 85.8 86.7 63.2 63.2 89.1 88.1

bpe.w-.mp.add 91.9 91.6 91.5 89.2 89.3 89.8 70.7 71.6 92.4 91.2
90.0 89.7 87.9 84.3 86.1 86.3 62.7 63.4 89.7 88.2

bpe.ww.p-.add 92.1 91.8 91.3 89.2 89.5 89.8 70.2 71.4 92.5 91.1
90.2 89.9 87.7 84.4 86.2 86.5 62.1 63.2 89.5 88.2

bpe.ww.pp.add 92.3 91.6 91.2 89.6 89.2 90.2 70.8 72.3 92.3 91.2
90.4 89.6 87.7 84.7 86.2 87.0 62.9 64.2 89.4 88.4

bpe.ww.mp.add 92.3 91.9 91.6 89.2 89.9 90.7 71.2 72.3 92.2 91.0
90.3 89.9 88.1 84.5 86.9 87.4 63.1 64.0 89.4 88.2

bpe.w-.p-.att 92.3 91.3 91.4 89.1 88.8 89.4 70.4 71.9 92.0 90.9
90.3 89.4 87.9 84.2 85.3 85.7 62.3 63.0 89.1 87.9

bpe.w-.pp.att 92.1 91.6 91.4 88.6 88.7 89.5 70.9 71.5 91.9 91.0
90.2 89.7 87.6 83.7 85.4 86.0 62.5 63.3 89.0 88.3

bpe.w-.mp.att 92.1 91.5 91.5 89.3 89.1 89.9 70.5 72.4 92.2 90.8
90.2 89.6 87.9 84.4 85.8 86.3 62.5 63.9 89.5 88.0

bpe.ww.p-.att 92.3 92.0 91.4 88.6 89.1 90.1 70.8 71.3 92.0 90.8
90.4 89.9 87.9 83.8 85.8 86.8 62.4 63.1 89.3 88.0

bpe.ww.pp.att 92.3 91.8 91.4 89.2 89.2 90.0 71.0 72.1 92.1 91.1
90.5 89.8 87.7 84.6 85.9 86.4 63.2 64.0 89.5 88.2

bpe.ww.mp.att 92.5 92.0 91.5 89.3 89.5 90.3 70.6 71.7 91.9 90.9
90.6 89.9 88.1 83.9 86.4 86.9 62.6 63.4 89.1 88.0

bpe.w-.p-.mtx 91.9 91.7 91.1 88.9 88.6 89.5 69.9 71.5 91.5 91.2
90.1 89.7 87.5 83.9 85.2 85.9 61.9 63.1 88.7 88.3

bpe.w-.pp.mtx 92.1 91.7 91.1 88.8 89.0 89.5 70.7 71.8 92.0 91.0
90.2 89.7 87.5 84.0 85.6 86.0 62.8 63.3 89.2 88.2

bpe.w-.mp.mtx 92.1 91.6 91.1 89.1 89.0 89.9 70.3 72.0 92.2 90.6
90.2 89.5 87.6 84.1 85.7 86.3 62.6 63.6 89.3 87.7

bpe.ww.p-.mtx 92.3 92.1 91.6 89.0 89.3 90.0 71.7 72.3 91.9 90.5
90.4 90.0 88.0 84.2 86.0 86.7 63.4 63.7 88.9 87.7

bpe.ww.pp.mtx 92.4 91.9 91.3 89.1 89.3 89.7 69.8 72.2 92.0 90.7
90.4 89.8 87.7 84.2 85.9 86.2 62.0 63.8 89.2 87.9

bpe.ww.mp.mtx 92.3 91.7 91.2 89.4 89.8 90.2 71.2 72.3 92.2 91.0
90.4 89.6 87.7 84.7 86.7 86.8 63.1 64.2 89.4 88.1

sgns 92.3 91.9 91.4 89.3 88.9 89.5 70.5 72.2 92.4 91.5
90.4 89.8 87.9 84.4 85.6 86.2 62.5 63.5 89.8 88.7

ft 92.3 92.1 91.6 89.1 89.7 90.4 71.2 73.1 92.6 91.2
90.3 90.2 87.9 84.4 86.9 87.1 63.3 65.1 89.7 88.3

our ft 92.7 92.2 91.6 89.6 90.5 90.9 71.5 73.0 92.52 91.6
90.7 90.2 87.9 84.9 87.6 87.8 63.5 64.9 89.72 88.8

Table 12: Results on dependency parsing across languages for BPE (bpe).

929



DEV(EN) TEST DEV(DE) TEST DEV(FI) TEST DEV(TR) TEST DEV(HE) TEST

sms.w-.p-.add 52.88 52.57 51.09 50.95 55.15 55.08 53.87 53.52
sms.w-.st.add 52.68 52.7 51.2 51.23 55.38 55.13 54.03 53.68
sms.w-.pp.add 53.19 52.94 50.48 50.83 55.44 55.30 54.05 53.88
sms.w-.mp.add 52.87 52.76 51.1 51.11 55.18 55.00 54.24 53.96
sms.ww.p-.add 53.56 53.69 51.73 51.77 55.92 55.84 55.01 54.76
sms.ww.st.add 54.21 54.26 52.53 52.63 56.21 55.95 55.96 55.43
sms.ww.pp.add 54.51 54.66 52.98 53.04 56.06 56.00 55.92 55.75
sms.ww.mp.add 54.27 54.43 52.77 52.88 56.04 55.71 56.38 55.99
sms.w-.p-.att 52.81 52.7 50.7 50.8 54.85 54.67 53.62 53.45
sms.w-.st.att 52.57 52.64 51.64 51.65 54.87 54.69 53.27 53.14
sms.w-.pp.att 52.94 52.66 52.1 52.5 54.91 54.83 53.39 53.21
sms.w-.mp.att 52.99 52.91 51.7 51.9 55.02 55.03 54.06 53.72
sms.ww.p-.att 53.68 53.67 51.48 51.69 55.59 55.73 55.17 54.92
sms.ww.st.att 53.55 53.66 51.64 51.65 55.27 55.35 53.84 53.26
sms.ww.pp.att 53.14 53.08 52.1 52.5 54.66 54.52 54.95 54.77
sms.ww.mp.att 53.82 53.79 51.67 51.89 54.02 54.04 54.1 53.76
sms.w-.p-.mtx 52.7 52.67 50.29 50.52 54.61 54.51 53.44 53.24
sms.w-.st.mtx 52.75 52.61 50.42 50.85 54.15 54.09 53.44 52.84
sms.w-.pp.mtx 52.89 52.87 51.07 51.38 54.58 54.70 53.42 53.16
sms.w-.mp.mtx 53.03 52.89 50.52 50.95 55.19 54.90 54.23 53.68
sms.ww.p-.mtx 53.75 53.81 51.47 51.48 55.34 55.37 54.51 54.36
sms.ww.st.mtx 53.75 53.64 51.24 51.51 55.4 55.36 54.97 54.72
sms.ww.pp.mtx 53.80 53.96 51.92 52.1 54.57 54.54 54.94 54.57
sms.ww.mp.mtx 54.23 54.2 52 52.2 55.02 54.84 55.8 55.45
morf.w-.p-.add 54.86 55.35 53.41 53.28 57.01 56.94 55.92 55.8 60.37 59.67
morf.w-.pp.add 55.55 55.57 54.02 54.06 57.69 57.41 56.79 56.31 60.61 59.99
morf.w-.mp.add 55.01 55.18 53.5 53.35 57.09 56.82 55.26 54.7 60.1 59.24
morf.ww.p-.add 54.94 55.09 53.27 53.02 56.61 56.55 55.5 54.9 60.23 59.65
morf.ww.pp.add 55.20 55.60 53.83 53.82 57.32 57.2 56.41 55.92 60.57 60.09
morf.ww.mp.add 54.63 54.67 53.46 53.4 56.81 56.73 54.42 53.88 59.67 58.87
morf.w-.p-.att 54.84 55.02 52.98 52.91 56.93 56.83 55.86 55.52 60.3 59.78
morf.w-.pp.att 55.28 55.68 53.92 54.01 57.36 57.24 56.62 56.13 60.83 60.34
morf.w-.mp.att 55.4 55.3 53.72 53.7 56.85 56.93 55.24 54.6 59.89 59.38
morf.ww.p-.att 54.94 54.87 53.07 53.12 56.7 56.36 55.5 55.07 60.31 59.73
morf.ww.pp.att 55.26 55.35 53.83 53.92 57.39 57.15 56.39 55.99 60.5 59.94
morf.ww.mp.att 55.16 55.27 53.22 53.26 56.84 56.67 54.89 54.32 59.59 59.04
morf.w-.p-.mtx 54.97 55.06 52.39 52.42 56.76 56.88 55.93 55.39 60.26 59.66
morf.w-.pp.mtx 55.18 55.4 53.95 53.92 57.49 57.38 56.62 56.14 60.65 60.02
morf.w-.mp.mtx 55.18 55.25 52.92 53.01 56.97 56.69 55.02 54.48 60.07 59.36
morf.ww.p-.mtx 54.9 55.07 53.06 53.07 56.61 56.63 55.6 54.87 60.3 59.65
morf.ww.pp.mtx 55.25 55.45 53.64 53.55 57.31 57.17 56.28 55.86 60.52 59.98
morf.ww.mp.mtx 55.1 55.16 53.43 53.4 56.81 56.69 54.57 53.89 59.71 58.95
bpe.w-.p-.add 50.74 51.3 50.43 50.42 52.74 52.53 47.85 47.6 51.67 51.44
bpe.w-.pp.add 50.92 51.59 50.77 50.68 52.93 52.74 48.32 47.71 51.65 51.33
bpe.w-.mp.add 51.35 51.93 51 50.81 53.37 53.1 47.71 47.3 52.07 51.78
bpe.ww.p-.add 54.6 55.01 53.45 53.39 56.38 55.96 53.35 53.05 59.53 59.03
bpe.ww.pp.add 54.86 55.03 53.47 53.53 56.65 56.27 53.03 52.71 59.95 59.26
bpe.ww.mp.add 55.28 55.7 53.90 53.61 57.14 56.82 53.9 53.52 60.1 59.24
bpe.w-.p-.att 50.65 51.15 50.35 50.21 52.71 52.18 47.52 47.05 51.45 51.31
bpe.w-.pp.att 50.85 51.57 50.66 50.45 52.94 52.47 47.94 47.58 51.71 51.35
bpe.w-.mp.att 51.28 51.94 50.92 50.89 53.13 52.93 47.51 47.21 52.05 51.69
bpe.ww.p-.att 53.19 53.49 51.99 52.09 54.96 54.71 52.3 52.37 57.6 57.17
bpe.ww.pp.att 53.18 53.56 52.13 51.92 55.13 54.91 53.41 53.29 58.67 57.96
bpe.ww.mp.att 54.23 54.71 52.88 52.78 55.85 55.64 53.02 53.15 58.87 58.21
bpe.w-.p-.mtx 50.81 51.48 50.42 50.33 52.76 52.36 47.58 47.14 51.67 51.34
bpe.w-.pp.mtx 51.05 51.79 50.53 50.4 52.89 52.29 47.36 46.97 51.79 51.46
bpe.w-.mp.mtx 51.45 51.88 51.15 50.93 53.27 52.93 47.7 47.34 52.18 51.87
bpe.ww.p-.mtx 53.19 53.49 52.35 52.07 55.15 54.77 52.87 52.6 58.43 57.84
bpe.ww.pp.mtx 53.17 53.57 52.35 52.18 55.08 54.58 52.44 52.02 57.92 57.43
bpe.ww.mp.mtx 54.64 55.05 53.11 52.86 55.73 55.49 53.34 53.11 59.16 58.37
sgns 50.56 51 50.55 50.14 49.88 49.87 55.09 54.35 54.93 54.55
ft 54.97 55.15 54.46 54.55 57.18 57.18 55.46 54.62 59.67 59.09
our ft 54.59 55.12 54.26 54.4 57.67 57.57 56.19 55.73 60.05 59.65

Table 13: Accuracy on fine-grained entity typing across languages.
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Figure 3: Comparisons of word relatedness tasks for English, German and Turkish.
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Figure 4: Results with different segmentation methods.
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Figure 6: Results with different position embeddings.
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Abstract
Pre-trained word vectors are ubiquitous in
Natural Language Processing applications. In
this paper, we show how training word em-
beddings jointly with bigram and even trigram
embeddings, results in improved unigram em-
beddings. We claim that training word embed-
dings along with higher n-gram embeddings
helps in the removal of the contextual infor-
mation from the unigrams, resulting in better
stand-alone word embeddings. We empirically
show the validity of our hypothesis by outper-
forming other competing word representation
models by a significant margin on a wide va-
riety of tasks. We make our models publicly
available.

1 Introduction

Distributed word representations are essential
building blocks of modern NLP systems. Used
as features in downstream applications, they often
enhance generalization of models trained on a lim-
ited amount of data. They do so by capturing rel-
evant distributional information about words from
large volumes of unlabeled text.

Efficient methods to learn word vectors have
been introduced in the past, most of them based
on the distributional hypothesis of Harris (1954);
Firth (1957): “a word is characterized by the com-
pany it keeps”. While a standard approach re-
lies on global corpus statistics (Pennington et al.,
2014) formulated as a matrix factorization us-
ing mean square reconstruction loss, other widely
used methods are the bilinear word2vec architec-
tures introduced by Mikolov et al. (2013a): While
skip-gram aims to predict nearby words from a
given word, CBOW predicts a target word from
its set of context words.

Recently, significant improvements in the qual-
ity of the word embeddings were obtained by

* indicates equal contribution

augmenting word-context pairs with sub-word in-
formation in the form of character n-grams (Bo-
janowski et al., 2017), especially for morpholog-
ically rich languages. Nevertheless, to the best
of our knowledge, no method has been introduced
leveraging collocations of words with higher order
word n-grams such as bigrams or trigrams as well
as character n-grams together.

In this paper, we show how using higher order
word n-grams along with unigrams during training
can significantly improve the quality of obtained
word embeddings. The addition furthermore helps
to disentangle contextual information present in
the training data from the unigrams and results in
overall better distributed word representations.

To validate our claim, we train two modifica-
tions of CBOW augmented with word-n-gram in-
formation during training. One is a recent sen-
tence embedding method, Sent2Vec (Pagliardini
et al., 2018), which we repurpose to obtain word
vectors. The second method we propose is a
modification of CBOW enriched with character n-
gram information (Bojanowski et al., 2017) that
we again augment with word n-gram information.
In both cases, we compare the resulting vectors
with the most widely used word embedding meth-
ods on word similarity and analogy tasks and show
significant quality improvements. The code used
to train the models presented in this paper as well
as the models themselves are made available to the
public1.

2 Model Description

Before introducing our model, we recapitulate
fundamental existing word embeddings methods.

CBOW and skip-gram models. Continuous
bag-of-words (CBOW) and skip-gram models are

1publicly available on http://github.com/
epfml/sent2vec
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standard log-bilinear models for obtaining word
embeddings based on word-context pair informa-
tion (Mikolov et al., 2013a). Context here refers to
a symmetric window centered on the target word
wt, containing the surrounding tokens at a distance
less than some window size ws: Ct = {wk | k ∈
[t − ws, t + ws]}. The CBOW model tries to pre-
dict the target word given its context, maximizing
the likelihood

∏T
t=1 p(wt|Ct), whereas skip-gram

learns by predicting the context for a given target
word maximizing

∏T
t=1 p(Ct|wt). To model those

probabilities, a softmax activation is used on top
of the inner product between a target vector uwt
and its context vector 1

|Ct|
∑
w∈Ct vw.

To overcome the computational bottleneck of
the softmax for large vocabulary, negative sam-
pling or noise contrastive estimation are well-
established (Mikolov et al., 2013b), with the idea
of employing simpler pairwise binary classifier
loss functions to differentiate between the valid
context Ct and fake contexts NCt sampled at ran-
dom. While generating target-context pairs, both
CBOW and skip-gram also use input word sub-
sampling, discarding higher-frequency words with
higher probability during training, in order to pre-
vent the model from overfitting the most frequent
tokens. Standard CBOW also uses a dynamic con-
text window size: for each subsampled target word
w, the size of its associated context window is
sampled uniformly between 1 and ws (Mikolov
et al., 2013b).

Adding character n-grams. Bojanowski et al.
(2017) have augmented CBOW and skip-gram by
adding character n-grams to the context represen-
tations. Word vectors are expressed as the sum
of its unigram and average of its character n-gram
embeddings Ww:

v := vw +
1

|Ww|
∑

c∈Ww

vc

Character n-grams are hashed to an index in
the embedding matrix . The training remains the
same as for CBOW and skip-gram. This approach
greatly improves the performances of CBOW and
skip-gram on morpho-syntactic tasks. For the rest
of the paper, we will refer to the CBOW and skip-
gram methods enriched with subword-information
as CBOW-char and skip-gram-char respectively.

GloVe. Instead of training online on lo-
cal window contexts, GloVe vectors (Penning-
ton et al., 2014) are trained using global co-

occurrence statistics by factorizing the word-
context co-occurrence matrix.

Ngram2vec. In order to leverage the perfor-
mance of word vectors, training of word vec-
tors using the skip-gram objective function with
negative sampling is augmented with n-gram co-
occurrence information (Zhao et al., 2017).

2.1 Improving unigram embeddings by
adding higher order word-n-grams to
contexts

CBOW-char with word n-grams. We propose to
augment CBOW-char to additionally use word n-
gram context vectors (in addition to char n-grams
and the context word itself). More precisely, dur-
ing training, the context vector for a given wordwt
is given by the average of all word-n-gramsNt, all
char-n-grams, and all unigrams in the span of the
current context window Ct:

v :=

∑
w∈Ctvw +

∑
n∈Ntvn +

∑
w∈Ct

∑
c∈Ww

vc

|Ct|+ |Nt|+
∑
w∈Ct |Ww|

(1)
For a given sentence, we apply input subsam-
pling and a sliding context window as for standard
CBOW. In addition, we keep the mapping from
the subsampled sentence to the original sentence
for the purpose of extracting word n-grams from
the original sequence of words, within the span
of the context window. Word n-grams are added
to the context using the hashing trick in the same
way char-n-grams are handled. We use two dif-
ferent hashing index ranges to ensure there is no
collision between char n-gram and word n-gram
representations.

Sent2Vec for word embeddings. Initially im-
plemented for sentence embeddings, Sent2Vec
(Pagliardini et al., 2018) can be seen as a deriva-
tive of word2vec’s CBOW. The key differences
between CBOW and Sent2Vec are the removal of
the input subsampling, considering the entire sen-
tence as context, as well as the addition of word-
n-grams.

Here, word and n-grams embeddings from an
entire sentence are averaged to form the corre-
sponding sentence (context) embedding.

For both proposed CBOW-char and Sent2Vec
models, we employ dropout on word n-grams dur-
ing training. For both models, word embeddings
are obtained by simply discarding the higher order
n-gram embeddings after training.
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Model WS 353 WS 353 Relatedness WS 353 Similarity
CBOW-char .709± .006 .626± .009 .783± .004
CBOW-char + bi. .719± .007 .652± .010 .778± .007
CBOW-char + bi. + tri. .727± .008 .664± .008 .783± .004
Sent2Vec uni. .705± .004 .593± .005 .793± .006
Sent2Vec uni. + bi. .755± .005 .683± .008 .817± .007
Sent2Vec uni. + bi. + tri. .780± .003 .721± .006 .828± .003

Model SimLex-999 MEN Rare Words Mechanical Turk
CBOW-char .424± .004 .769± .002 .497± .002 .675± .007
CBOW-char + bi. .436± .004 .786± .002 .506± .001 .671± .007
CBOW-char + bi. + tri. .441± .003 .788± .002 .509± .003 .678± .010
Sent2Vec uni. .450± .003 .765± .002 .444± .001 .625± .005
Sent2Vec uni. + bi. .440± .002 .791± .002 .430± .002 .661± .005
Sent2Vec uni. + bi. + tri. .464± .003 .798± .001 .432± .003 .658± .006

Model
Google

(Syntactic Analogies)
Google

(Semantic Analogies)
MSR

CBOW-char .920± .001 .799± .004 .842± .002
CBOW-char + bi. .928± .003 .798± .006 .856± .004
CBOW-char + bi. + tri. .929± .001 .794± .005 .857± .002
Sent2Vec uni. .826± .003 .847± .003 .734± .003
Sent2Vec uni. + bi. .843± .004 .844± .002 .754± .004
Sent2Vec uni. + bi. + tri. .837± .003 .853± .003 .745± .001

Table 1: Impact of using word n-grams: Models are compared using Spearman correlation measures for word
similarity tasks and accuracy for word analogy tasks. Top performances on each dataset are shown in bold. An
underline shows the best model(s) restricted to each architecture type. The abbreviations uni., bi., and tri. stand
for unigrams, bigrams, and trigrams respectively.

3 Experimental Setup

3.1 Training

We train all competing models on a wikipedia
dump of 69 million sentences containing 1.7 bil-
lion words, following (Pagliardini et al., 2018).

Sentences are tokenized using the Stanford NLP
library (Manning et al., 2014). All algorithms are
implemented using a modified version of the fast-
text (Bojanowski et al., 2017; Joulin et al., 2017)
and sent2vec (Pagliardini et al., 2018) libraries re-
spectively. Detailed training hyperparameters for
all models included in the comparison are pro-
vided in Table 3 in the supplementary material.
During training, we save models checkpoints at 20
equidistant intervals and found out that the best
performance for CBOW models occurs around
60−80% of the total training. As a result, we also
indicate the checkpoint at which we stop training
the CBOW models. We use 300-dimension vec-
tors for all our word embedding models. For the
Ngram2vec model, learning source and target em-
beddings for all the n-grams upto bigrams was the

best performing model and is included in the com-
parison.

For each method, we extensively tuned hyper-
parameters starting from the recommended val-
ues. For each model, we select the parameters
which give the best averaged results on our word-
similarity and analogy tasks. After selecting the
best hyperparameters, we train 5 models for each
method, using a different random seed. The re-
ported results are given as mean and standard de-
viation for those five models.

3.2 Evaluation

In order to evaluate our model, we use six datasets
covering pair-wise word-similarity tasks and two
datasets covering word-analogy tasks.

Word-similarity tasks. Word-similarity tasks
consist of word pairs along with their human
annotated similarity scores. To evaluate the
performance of our models on pair-wise word-
similarity tasks, we use WordSim353 (353 word-
pairs) (Finkelstein et al., 2002) divided into two
datasets, WordSim Similarity (203 word-pairs) and

935



Model WS 353 WS 353 Relatedness WS 353 Similarity
CBOW-char + bi. + tri. .727± .008 .664± .008 .783± .004
Sent2Vec uni. + bi. + tri. .780± .003 .721± .006 .828± .003
CBOW-char .709± .006 .626± .009 .783± .004
CBOW .722± .008 .634± .008 .796± .005
Skip-gram-char .724± .007 .655± .008 .789± .004
Skip-gram .736± .004 .672± .007 .796± .005
GloVe .559± .002 .484± .005 .665± .008
Ngram2vec bi. - bi. .745± .003 .687± .003 .797± .004

Model SimLex-999 MEN Rare Words Mechanical Turk
CBOW-char + bi. + tri. .441± .003 .788± .002 .509± .003 .678± .010
Sent2Vec uni. + bi. + tri. .464± .003 .798± .001 .432± .003 .658± .006
CBOW-char .424± .004 .769± .002 .497± .002 .675± .007
CBOW .432± .004 .757± .002 .454± .002 .674± .006
Skip-gram-char .395± .003 .762± .001 .487± .002 .684± .003
Skip-gram .405± .001 .770± .001 .468± .002 .684± .005
GloVe .375± .002 .690± .001 .327± .002 .622± .004
Ngram2vec bi. - bi. .424± .000 .756± .001 .462± .002 .681± .004

Model
Google

(Syntactic Analogies)
Google

(Semantic Analogies)
MSR

CBOW-char + bi. + tri. .929± .001 .794± .005 .857± .002
Sent2Vec uni. + bi. + tri. .837± .003 .853± .003 .745± .001
CBOW-char .920± .001 .799± .004 .842± .002
CBOW .816± .002 .805± .005 .713± .004
Skip-gram-char .860± .001 .828± .005 .796± .003
Skip-gram .829± .002 .837± .002 .753± .005
GloVe .767± .002 .697± .007 .678± .003
Ngram2vec bi. - bi. .834± .001 .812± .003 .761± .001

Table 2: Improvement over existing methods: Models are compared using Spearman correlation measures for word
similarity tasks and accuracy for word analogy tasks. Top performance(s) on each dataset is(are) shown in bold.
The abbreviations uni., bi., and tri. stand for unigrams, bigrams, and trigrams respectively.

WordSim Relatedness (252 word-pairs) (Agirre
et al., 2009); MEN (3000 word-pairs) (Bruni et al.,
2012); Mechanical Turk dataset (Radinsky et al.,
2011) (287 word-pairs); Rare words dataset (2034
word-pairs) (Luong et al., 2013); and SimLex-999
(999 word-pairs) (Hill et al., 2015) dataset.

To calculate the similarity between two words,
we use the cosine similarity between their word
representations. The similarity scores then, are
compared to the human ratings using Spear-
man’s ρ (Spearman, 1904) correlation scores.

Word-analogy tasks. Word analogy tasks pose
analogy relations of the form “x is to y as x? is to
y?”, where y is hidden and must be guessed from
the dataset vocabulary.

We use the MSR (Mikolov et al., 2013c) and the
Google (Mikolov et al., 2013a) analogy datasets.

The MSR dataset contains 8000 syntactic analogy
quadruplets while the Google set has 8869 seman-
tic and 10675 syntactic relations.

To calculate the missing word in the relation,
we use the 3CosMul method (Levy and Goldberg,
2014):

y? := arg max
z∈V\{x,y,x?}

cos(vz,vy) · cos(vz,vx?)
cos(vz,vx) + ε

(2)
where ε = 0.0001 is used to prevent division by

0 and V is the dataset vocabulary.

We remove all the out of vocabulary words and
are left with 6946 syntactic relations for the MSR
dataset and 1959 word-pairs for the Rare Words
dataset. All other datasets do not have any out of
vocabulary words.
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4 Results

Impact of word n-grams. In Table 1, we eval-
uate the impact of adding contextual word n-
grams to two CBOW variations: CBOW-char and
Sent2Vec. By adding n-gram information, we con-
sistently observe a boost in the Spearman corre-
lation on the word similarity tasks. On the few
datasets where we do not observe an improvement,
the results for word-n-gram augmented methods
are within standard deviation reach. The Rare
Words dataset for Sent2Vec is the only exception,
despite getting some improvement for CBOW-
char based methods. This observation can be
attributed to the fact that character ngrams are
shared between unigrams, enhancing generaliza-
tion to infrequent words. Without char n-grams,
the model might underfit those rare words, even
more so with word n-grams.

We also see that the boost obtained by adding n-
grams on word-similarity tasks is much larger for
Sent2Vec models as compared to the CBOW-char
ones possibly due to the fact that during training,
Sent2Vec models use a much larger context and
hence can use much more n-gram information for
obtaining a better context representation.

For analogy tasks, we see an improvement in
the augmented CBOW-char methods for morpho-
syntactic analogy datasets with little or no gain
for semantic analogy datasets. Yet, for Sent2Vec
models, the gain is the other way around. This ob-
servation indicates the strong role played by char-
acter n-grams in boosting the performance on the
syntactic tasks as well as restricting the word n-
grams from improving the performance on seman-
tic analogies.

Comparison with competing methods. In
Table 2, we compare word n-gram augmented
methods with the most prominent word embed-
ding models. We obtain state-of-the-art results for
standalone unigram embeddings on most of the
datasets confirming our hypothesis. The Mechan-
ical Turk dataset is the only exception.

We notice that Sent2Vec trigrams model dom-
inates the word-similarity tasks as well as the se-
mantic analogy tasks. However, character n-grams
are quite helpful when it comes to syntactic anal-
ogy tasks underlining the importance of subword
information. We also note that the Ngram2vec
model outperforms our augmented CBOW-char
model in some of the tasks but is always inferior
to Sent2Vec in those cases.

5 Conclusion and Future Work

We empirically show how augmenting the con-
text representations using higher-order word n-
grams improves the quality of word representa-
tions. The empirical success also calls for a new
theoretical model on the composite effect of train-
ing higher order n-grams simultaneously with un-
igrams. Also, the success of Sent2Vec on word-
level tasks, a method originally geared towards
obtaining general purposed sentence embeddings,
hints towards the additional benefits of using com-
positional methods for obtaining sentence/phrase
representations.
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A Training parameters for selected
models

Training parameters for all models except GloVe
and Ngram2vec are provided in Table 3. For the
GloVe model , the minimum word count is set to
10; the window size is set to 10; we use 10 epochs
for training; Xmax, the weighting parameter for
the word-context pairs is set to 100; all other pa-
rameters are set to default. For Ngram2vec, the
minimum word count is set to 10; the window
size is set to 5; both source and target vectors
are trained for unigrams and bigrams; overlap be-
tween the target word and source n-grams is al-
lowed. All other features are set to default. To
train the Ngram2vec models, we use the library
provided by (Zhao et al., 2017)2.

2https://github.com/zhezhaoa/ngram2vec
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Model Sent2Vec
uni.

Sent2Vec
uni.+bi.

Sent2Vec
uni.+bi+tri.

CBOW
(char.)

CBOW
(char.)+bi.

CBOW
(char.)+bi.+tri. CBOW Skip-gram

(char.) Skip-gram

Embedding
Dimensions 300 300 300 300 300 300 300 300 300

Max Vocab.
Size 750k 750k 750k 750k 750k 750k 750k 750k 750k

Minimum
Word Count 5 5 5 5 5 5 5 5 5

Initial
Learning Rate 0.2 0.2 0.2 0.05 0.05 0.05 0.05 0.05 0.05

Epochs 9 9 9 9 9 9 5 15 15
Subsampling
hyper-param. 1× 10−5 5× 10−5 5× 10−6 1× 10−4 1× 10−4 1× 10−4 1× 10−4 1× 10−4 1× 10−4

Word-Ngrams
Bucket Size - 2M 4M - 2M 4M - - -

Char-Ngrams
Bucket Size - - - 2M 2M 2M - 2M -

Word-Ngrams
Dropped

per context
- 4 4 - 2 2 - - -

Window
Size - - - 10 10 10 10 5 5

Number of
negatives
sampled

10 10 10 5 5 5 5 5 5

Max
Char-Ngram

Size
- - - 6 6 6 - 6 -

Min
Char-Ngram

Size
- - - 3 3 3 - 3 -

Percentage at
which training

is halted
(For CBOW
models only)

- - - 75% 80% 80% 60% - -

Table 3: Training parameters for all non-GloVe models
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Abstract

Leveraging domain knowledge is an effective
strategy for enhancing the quality of inferred
low-dimensional representations of documents
by topic models. In this paper, we develop
topic modeling with knowledge graph em-
bedding (TMKGE), a Bayesian nonparamet-
ric model to employ knowledge graph (KG)
embedding in the context of topic modeling,
for extracting more coherent topics. Specifi-
cally, we build a hierarchical Dirichlet process
(HDP) based model to flexibly borrow infor-
mation from KG to improve the interpretabil-
ity of topics. An efficient online variational in-
ference method based on a stick-breaking con-
struction of HDP is developed for TMKGE,
making TMKGE suitable for large document
corpora and KGs. Experiments on three pub-
lic datasets illustrate the superior performance
of TMKGE in terms of topic coherence and
document classification accuracy, compared to
state-of-the-art topic modeling methods.

1 Introduction

Topic models, such as Probabilistic Latent Seman-
tic Analysis (PLSA) (Hofmann, 2017) and La-
tent Dirichlet Allocation (LDA) (Blei et al., 2003),
play significant roles in helping machines inter-
pret text documents. Topic models consider doc-
uments as a bag of words. Given the word in-
formation, topic models formulate documents as
mixtures of latent topics, where these topics are
generated via the multinomial distributions over
words. Bayesian methods are utilized to extract
topical structures from the document-word fre-
quency representations of the text corpus. With-
out supervision, however, it is found that the top-
ics generated from these models are often not
interpretable (Chang et al., 2009; Mimno et al.,
2011). In recent studies, incorporating knowledge
of different forms as a supervision has become a
powerful strategy for discovering meaningful top-
ics (Andrzejewski et al., 2009).
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wasBornIn
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Word Co-occurrence Entity Embeddings Relation Embeddings

Latent Topics

Words Entities Relations

Documents Knowledge Graphs
Online stochastic
Optimization with
Natural gradients for
varitional inferences

Figure 1: An overview of the proposed TMKGE frame-
work. Entities are shared by both documents and
knowledge graphs. Entity embeddings generated by
TransE a knowledge graph embedding package are
passed into TMKGE to generate hidden topics.

Most conventional approaches take prior do-
main knowledge into account to improve the topic
coherence (Andrzejewski et al., 2009; Andrze-
jewski and Zhu, 2009; Hu et al., 2014; Jagar-
lamudi et al., 2012; Doshi-Velez et al., 2015).
One commonly used domain knowledge is based
on word correlations (Andrzejewski et al., 2009;
Chen et al., 2013; Chen and Liu, 2014). For exam-
ple, must-links and cannot-links among words are
generated by domain experts to help topic mod-
eling (Andrzejewski et al., 2009). Another useful
form of knowledge for topic discoveries is based
on word semantics (Andrzejewski and Zhu, 2009;
Chemudugunta et al., 2008; Hu et al., 2014; Ja-
garlamudi et al., 2012; Doshi-Velez et al., 2015).
In particular, word embedding (Pennington et al.,
2014; Goldberg and Levy, 2014), in which bag of
words are transformed into vector representations
so that contexts are embedded into those word vec-
tors, are used as semantic regularities to enhance
topic models (Nguyen et al., 2015; Li et al., 2016;
Das et al., 2015; Batmanghelich et al., 2016).
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Knowledge graph (KG) embedding (Bordes
et al., 2013) learns a low-dimensional continuous
vector space for entities and relations to preserve
the inherent structure of KGs. Yao et al. (2017)
proposes KGE-LDA to incorporate embeddings of
KGs into topic models to extract better topic rep-
resentations for documents and shows promising
performance. However, KGE-LDA forces words
and entities to have identical latent representa-
tions, which is a rather restrictive assumption that
prevents the topic model from recovering correct
underlying latent structures of the data, especially
in scenarios where only partial KGs are available.

This paper develops topic modeling with knowl-
edge graph embedding (TMKGE), a hierarchical
Dirichlet process (HDP) based model to extract
more coherent topics by taking advantage of the
KG structure. Unlike KGE-LDA, the proposed
TMKGE allows for more flexible sharing of in-
formation between words and entities, by using a
multinomial distribution to model the words and a
multivariate Gaussian mixture to model the enti-
ties. With this approach, we introduce two propor-
tional vectors, one for words and one for entities.
In contrast, KGE-LDA only uses one, shared by
both words and entities. Similar to HDP, TMKGE
includes a collection of Dirichlet processes (DPs)
at both corpus and document levels. The atoms of
corpus-level DP form the base measure for doc-
ument levels DPs of words and entities. There-
fore, the atoms of corpus-level DP can represent
word topics, entity mixture components, or both of
them. Figure 1 provides an overview of TMKGE,
where two sources of inputs, bag of words and
KG embedding, extracted from corpus and KGs
respectively, are passed into TMKGE.

As a nonparametric model, TMKGE does not
assume a fix number of topics or entity mixture
components as constraints. Instead, it learns the
number of topics and entity mixture components
automatically from the data. Furthermore, an ef-
ficient online variational inference algorithm is
developed, based on Sethuraman’s stick-breaking
construction of HDP (Sethuraman, 1994). We in
fact construct stick-breaking inference in a mini-
batch fashion (Wang et al., 2011; Bleier, 2013),
to derive a more efficient and scalable coordinate-
accent variational inference for TMKGE.

Summary of contributions: TMKGE is a
Bayesian nonparametric model to extract more co-
herent topics by taking advantage of knowledge

graph structures. We introduce two proportional
vectors for more flexible sharing of information
between words and entities. We derive an efficient
and scalable parameter estimation algorithm via
online variational inference. Finally, we empiri-
cally demonstrate the effectiveness of TMKGE in
topic discovering and document classification.

2 Background and Related Work

Latent Dirichlet Allocation (LDA) (Blei et al.,
2003) is a popular probabilistic model that learns
latent topics from documents and words, by us-
ing Dirichlet priors to regularize the topic distri-
butions. The generated topics from LDA mod-
els, however, are often not interpretable (Chang
et al., 2009; Mimno et al., 2011), in part because
LDA models are unsupervised without using prior
knowledge or external resources.

In recent years, prior knowledge are leveraged
to guide the process of topic modeling (Andrze-
jewski and Zhu, 2009; Hu et al., 2014; Jagar-
lamudi et al., 2012; Doshi-Velez et al., 2015).
For example, the deep forest LDA (DF-LDA)
model (Andrzejewski et al., 2009) is proposed
to incorporate must-links and cannot-links among
words into topic modeling. One weakness of
the DF-LDA model is that the link information
is domain-dependent. Later, general knowledge
based LDA is introduced to leverage must-links
from multiple domains (Chen et al., 2013). More
recently, MetaLDA (Zhao et al., 2017) proposes to
improve topic modeling by incorporating diverse
meta information as priors for both document hy-
perparameter α and word hyperparameter β.

Besides the word correlations, word semantics
are also utilized as one type of useful knowl-
edge for topic modeling (Chemudugunta et al.,
2008; Hu et al., 2014; Jagarlamudi et al., 2012).
Word embeddings, as a low-dimensional continu-
ous vectors of words (Mikolov et al., 2013; Bengio
et al., 2003; Pennington et al., 2014) are regarded
to be an efficient representations of word seman-
tics. Latent Feature Topic Modeling (LFTM) is
proposed to use pre-trained word embeddings in
topic modeling (Nguyen et al., 2015). It incorpo-
rates the embedding of a word and its topics into
the traditional multinomial distribution over words
as the probability function of topic modeling. Top-
icVec extends LFTM by combining a word and its
local contextual words together into the conven-
tional multinomial distribution over words. It also
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learns embedding representations for topics (Li
et al., 2016). Gaussian-LDA goes further to im-
prove topic modeling (Das et al., 2015) by taking
into considerations the continuous nature of word
embeddings. Shi et al. (2017) constructs a more
unified framework, STE (skip-gram topic embed-
ding) to address the problem of polysemy. Li
et al. (2019) proposes a unified framework TMSA
(Topic Modeling and Sparse Autoencoder) to im-
prove topic discovery and word embedding simul-
taneously via a mutual learning mechanism.

Hu et al. (2016) proposes topic-based embed-
dings for learning from large knowledge graphs
(KGE). KGE learns low-dimensional continuous
vector space for both entities and relations to pre-
serve the inherent structure of knowledge graphs.
A Bayesian method is introduced by considering
the embeddings of entities and relations as top-
ics. Later, Yao et al. (2017) proposes knowledge
graph embedding LDA (KGE-LDA) to encode en-
tity embeddings learned from knowledge graphs
into LDA and show that knowledge graph em-
beddings boost topic discoveries. Inspired by this
work, we explore to utilize entity embeddings to
encode prior knowledge for topic modeling.

3 Method

This section presents the TMKGE model and an
efficient online variational inference for learning
its parameters. We first provide a review of hierar-
chical Dirichlet process (HDP) (Teh et al., 2005).

3.1 Preliminaries of HDP
Dirichlet process (DP) (MacEachern and Müller,
1998) G ∼ DP(γ0, G0), with a base measure G0

and a concentration parameter γ0 > 0, is the dis-
tribution of a random probability measure G over
a measurable space (Ω,B), such that for any mea-
surable disjoint partition (A1, ..., AQ) of Ω,

(G(A1), ..., G(AQ)) ∼ Dir(γ0G0(A1), ..., γ0G0(AQ))

where “Dir” denotes a Dirichlet distribution.

Hierarchical Dirichlet process (HDP) (Teh et al.,
2005), introduced for dealing with multiple (D)
groups of data, is a distribution over a set of ran-
dom probability measures over (Ω,B): one prob-
ability measure Gd ∼ DP(α0, G0) for each group
d ∈ {1, 2, ..., D}, and a global probability mea-
sure G0 ∼ DP(γ0, H) with a base measure H .

Stick-breaking construction Teh et al. (2005)

shows that the draws from G0 and Gd can be ex-
pressed as weighted sums of point masses:

G0 =

∞∑

k=0

βkδφk , Gd =

∞∑

k=0

πdkδφk .

A more convenient stick-breaking construction,
especially for deriving closed-form variational
inference (Wang et al., 2011), is Sethuraman
(1994)’s construction, which proceeds as follows.
First, the global-level DP draw is represented as

β′k ∼ Beta(1, γ0), βk = β′k

k−1∏

`=1

(1− β′`),

Note that the distribution for β = {βk}∞k=1 is
also commonly written as β ∼ GEM(γ0) (Pit-
man, 2002). Subsequently, the group-level draws
are constructed as

ψdt ∼G0, π′dt = Beta(1, α0),

πdt =π′dt

t−1∏

`=1

(1− π′d`), Gd =
∞∑

t=1

πdtδψdt . (1)

Alternatively, the group-level atoms {ψdt}∞t=1 can
be represented as ψdt = φcdt , where the auxiliary
indicator variables cdt are independently drawn
from a multinomial Mult(β).

Teh et al. (2008) also proposes a collapsed in-
ference method as an alternative of stick-breaking
inference. However, following Fox et al. (2011),
we stick to the uncollapsed HDP model consider-
ing our truncated Dirichlet process has more com-
putational efficiency and is simple to implement.

3.2 The TMKGE Model

𝒑𝟎

𝒎𝟎

𝝊𝟎

𝓦𝟎

𝜶𝟎

𝝓𝒌

𝝁𝒌

𝜦𝒌

𝑫 𝑵𝒅𝒘

𝑴𝒅
𝒆

𝑲𝒘𝒏

𝒆𝒎

𝒖𝒎

𝒅

𝑮𝒅
(𝒆)

𝑮𝒅
(𝒘)

𝑮𝟎

𝜸𝟎

Figure 2: Graphical representation of the TMKGE
framework. There are two components, the lower of
which is the one for words and the upper of which is
the one for entities. Both components share the Dirich-
let process as priors. Since entities are represented with
knowledge graph embeddings, therefore, each entity is
generated with Gaussian priors while the one for words
is still generated with Dirichlet priors.
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Figure 2 is the graphical representation of
TMKGE. Let D denote the number of docu-
ments in the corpus, where each document d ∈
{1, 2, ..., D} contains N (w)

d words and N (e)
d enti-

ties. Throughout this work, superscripts (w) and
(e) indicate word and entity related parameters, re-
spectively. In each document d, the n-th word is
represented by wdn, where each word belongs to
a vocabulary of size V , i.e., wdn ∈ {1, 2, ..., V }.
Furthermore, the P -dimensional embedding of the
m-th entity is edm, where the total number of
unique entities in the corpus is E. We assume that
entity embeddings are obtained from the “com-
plete” knowledge graph, and hence they contain
information independent of the corpus. In this pa-
per, we use TransE (Bordes et al., 2013), a simple
and effective tool for knowledge encoding, to cal-
culate the embeddings of entities extracted from
the documents. We should mention that we re-
move the normalization step of TransE and thus
the output vectors (edm) do not have unit `2 norm.

TMKGE builds upon HDP for joint modeling
of word topics and entity mixtures. At the corpus
level, word topics and entity mixtures correspond
to atoms of a Dirichlet process G0 ∼ DP(γ0, H).
At the document level, word topics and entity mix-
ture components are atoms of independent DPs,
with shared base measureG0. Mathematically, for
document d, we have

G
(w)
d ∼ DP(α0, G0), G

(e)
d ∼ DP(α0, G0),

where G(w)
d and G(e)

d are word and entity related
DPs. Sethuraman’s construction in (1) yields

G
(w)
d =

∞∑

t=1

π
(w)
dt δψ(w)

dt

, G
(e)
d =

∞∑

t=1

π
(e)
dt δψ(e)

dt

. (2)

These DPs are then used to assign words and en-
tities to topics and mixture components, respec-
tively. In document d, let z(w)dn denote the topic as-
signed to the n-th word, and z(e)dm denote the mix-
ture component assigned to the m-th entity. Using
the mixing proportions of DPs in (2), we have

p(z
(w)
dn = t) = π

(w)
dt , p(z

(e)
dn = t) = π

(e)
dt .

For simplicity, we use index t to denote both word
and entity related atoms, although they can corre-
spond to different atoms of the global DPs.

The mixing proportions of corpus-level DP are
used to map the document atoms to the shared
global atoms. More precisely, we introduce the
word and entity atoms mapping auxiliary variables

c
(w)
d = {c(w)dt }∞t=1 and c(e)d = {c(e)dt }∞t=1. The map-

ping probabilities then can be expressed as

p(c
(w)
dt = k) = βk, p(c

(e)
dt = k) = βk.

TMKGE allows flexible sharing of information
between knowledge graphs and documents. This
is an important advantage, as in practice only par-
tial relational information are available, and thus
strictly forcing the topics and entity mixtures to
share components may lead to reducing the power
of model to correctly recover the latent structure
of the data. Furthermore, the nonparametric na-
ture of the model enables the automatic discovery
of number of atoms for both words and entities, at
document and corpus levels.

Each atom of corpus DP (G0) corresponds to
a set of parameters for both words and entities.
Atom k contains topic-word Dirichlet distribution
φk = (φk1, ..., φkV )T , and entity Gaussian mix-
ture parameters {µk,Λk}. Given φk and topic as-
signment variables, the generative process for n-th
word of document d is

z
(w)
dn ∼ Mult(π(w)

d ),

(wdn|z(w)
dn = t, c

(w)
dt = k,φk) ∼ Mult(φk).

In a similar fashion, the generative process ofm-th
entity of document d is

z
(e)
dm ∼ Mult(π(e)

d ),

(edm|z(e)dm = t, c
(e)
dt = k,µk,Λk) ∼ N(µk,Λ

−1
k ),

where µk and Λk are the mean vector and preci-
sion matrix of multivariate Gaussian distribution.

Furthermore, we impose conjugate priors on
both word and entity components parameters as:

φk ∼ Dir(η, ..., η), µk ∼ N
(
m0, (ρ0Λk)−1),

Λk ∼ Wishart(ν0,W 0).

3.3 Online Variational Inference

In this section, inspired by (Wang et al., 2011), we
propose an online variational inference algorithm
for efficient learning of TMKGE model parame-
ters. We use a fully factorized variational distri-
bution based on stick-breaking construction, and
perform online mean-field variational inference.

In addition to topic parameters φk and en-
tity mixture parameters {µk,Λk}, other param-
eters of interest are corpus-level stick propor-
tions β′ = {β′k}∞k=1, document-level stick propor-
tions for words π′(w)d = {π′(w)dt }∞t=1 and entities
π
′(e)
d = {π′(e)dt }∞t=1, topic assignments for words
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z
(w)
d = {z(w)dn }

N
(w)
d

n=1 , mixture assignments for en-

tities z(e)d = {z(e)dm}
N

(e)
d

m=1, and mapping variables
c
(w)
d and c(e)d . Denote Θ(w) and Θ(e) respectively

the word and entity related parameters. Then the
variational distribution factorizes as

q(β′,Θ(w),Θ(e)) = q(β′)q(Θ(w))q(Θ(e)).

For corpus-level stick proportions, we assume a
Beta distribution:

q(β′) =

K−1∏

k=1

Beta(β′k|uk, vk),

where the number of global atoms is truncated at
K, thereby q(β′K = 1) = 1. For the word related
parameters Θ(w), we have

q(Θ(w)) =q(c(w))q(z(w))q(π′(w))q(φ),

q(c(w)) =

D∏

d=1

T−1∏

t=1

Mult(ϕ(w)
dt ),

q(z(w)) =

D∏

d=1

N
(w)
d∏

n=1

Mult(ς(w)
dt ),

q(π′(w)) =

D∏

d=1

T−1∏

t=1

Beta(π′dt|a(w)
dt , b

(w)
dt ),

q(φ) =

K∏

k=1

Dir(λk).

The variational distributions for entity related
parameters have a similar form to the above distri-
butions, except the Gaussian mixture parameters,
which are expressed as follows:

q(µk) = N
(
mk, (ρkΛk)−1), q(Λk) = Wishart(νk,W k).

In standard variational inference theory, the ev-
idence lower bound (ELBO), which is the lower
bound to the marginal log likelihood of the ob-
served data, is maximized to find the best varia-
tional approximation to the true intractable poste-
rior. Given the modeling framework of TMKGE,
the ELBO can be written as

L(q) =
∑

d

{
E
[

log
(
p(wd|c(w)

d ,z
(w)
d ,φ)p(c

(w)
d |β′)

× p(z(w)
d |π′(w)

d )p(ed|c(e)d ,z
(e)
d ,µ,Λ)

× p(c(e)d |β′)p(z
(e)
d |π′(e)

d )p(π′(w)
d |α0)p(π′(e)

d |α0)
)]

+H
(
q(c

(w)
d )

)
+H

(
q(z

(w)
d )

)
+H

(
q(π′(w)

d )
)

+H
(
q(c

(e)
d )
)

+H
(
q(z

(e)
d )
)

+H
(
q(π′(e)

d )
)
}

+ E
[

log
(
p(β′)p(φ)p(µ,Λ)

)]
+H

(
q(β′)

)

+H
(
q(φ)

)
+H

(
q(µ,Λ)

)
,

where H(·) is the entropy term for variational
distribution. By taking derivatives of this lower
bound with respect to each variational parameter,
we derive the coordinate ascent update steps.

We develop an online variational inference for
TMKGE, to process large datasets (Wang et al.,
2011; Hoffman et al., 2010). Given the existing
corpus-level parameters, first a document d is sam-
pled and then its optimal document-level varia-
tional parameters are computed. For word related
variational parameters, these updates include

a
(w)
dt = 1 +

∑

n

ς
(w)
dnt ,

b
(w)
dt = α0 +

∑

n

T∑

s=t+1

ς
(w)
dns,

ϕ
(w)
dtk ∝ exp

(∑

n

ς
(w)
dnsEq

[
log p(wdn|φk)

]
Eq
[

log βk
])
,

ς
(w)
dnt ∝ exp

(∑

k

ϕ
(w)
dtkEq

[
log p(wdn|φk)

]
Eq
[

log π
(w)
dt

])

(3)
where expectations are with respect to variational
distributions and have closed forms. For entity re-
lated variational parameters, similar updates can
be derived, with the term Eq

[
log p(edm|µk,Λk)

]

replacing Eq
[

log p(wdn|φk)
]
. Following Wang

et al. (2011), for the corpus-level variational pa-
rameters, we use the following gradients:

∂λkv = −λkv + η +D
∑

t

ϕ
(w)
dtk

(∑

n

ς
(w)
dntI[wdn = v]

)
,

∂mk = −mk +
D
∑
m,t ϕ

(e)
dtkς

(e)
dmtedm + ρ0m0

Drk + ρ0
,

∂ρk = −ρk + ρ0 +Drk,

∂νk = −νk + ν0 +Drk,

∂W k = −W k +
(
W−1

0 +D
∑

m,t

ϕ
(e)
dtkς

(e)
dmtedme

T
dm

)−1

,

∂uk = −uk + 1 +D
∑

t

(
ϕ

(w)
dtk + ϕ

(e)
dtk

)
,

∂vk = −vk + γ0 +D
∑

t

K∑

`=k+1

(
ϕ

(w)
dt` + ϕ

(e)
dt`

)
, (4)

where rk is defined as
∑

m,t ϕ
(e)
dtkς

(e)
dmt. The

corpus-level parameters are then updated using
these gradients (among them, the first, the fifth and
the sixth are natural gradients while the other four
are approximations from the posterior of Gaus-
sian Wishart scale matrix W . It appears difficult
to obtain natural gradients for those four.) and a
learning rate parameter εt. For instance, for topic-
words distribution parameters we have

λ← λ+ εt0∂λ. (5)
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number of top words and PMI scores
model parameters data source 5 10 15 20 25 30
TMKGE K=300, T=20

20 Newsgroups
20.8 91.1 210.0 380.0 602.0 876.0

HDP K=300, T=20 20.0 91.6 212.6 384.1 598.4 868.7
LDA K=100 13.5 64.6 163.4 285.0 455.2 671.1
KGE-LDA K=30 18.9 69.8 187.5 320.6 482.7 616.5
TMKGE K=300, T=20

NIPS
16.6 97.1 160.3 299.6 474.5 685.5

HDP K=300, T=20 16.7 66.8 157.2 280.2 444.0 643.1
LDA K=100 13.9 67.6 161.9 297.0 471.2 681.1
KGE-LDA K=30 14.3 97.2 163.4 285.3 453.3 645.4
TMKGE K=300, T=20

Ohsumed
21.6 123.3 237.3 407.7 624.2 895.5

HDP K=300, T=20 15.6 70.7 168.2 338.9 582.9 864.9
LDA K=100 11.9 65.6 131.9 257.0 481.2 691.1
KGE-LDA K=30 15.6 116.5 185.4 354.2 585.4 795.6

Table 1: Topic Coherence of all models on three datasets with different number of top words. A higher PMI score
implies a more coherent topic. Improvements of TMKGE over other methods are significant.

The rest of corpus-level variational parameters
in (4) can be similarly updated. To ensure that
the parameters converge to a stationary point, the
learning rate satisfies (Hoffman et al., 2010; Sato,
2001)

∑∞
t0=1 εt0 =∞ and

∑∞
t0=1 ε

2
t0 <∞.

Following Wang et al. (2011), we use εt0 =
(τ0 + t0)

−κ, where κ ∈ (0.5, 1] and τ0 > 0. To
improve the stability of online variational infer-
ence, we use a mini-batch of documents to com-
pute the natural gradients. That is, the contribu-
tion of the single document d in (4) is replaced
by sum of contributions of documents in the mini-
batch S , and the factor D is replaced by D/|S|.
The overall scheme of online variational inference
for TMKGE is shown in Algorithm 1.

Algorithm 1 Online variational inference for the
proposed TMKGE framework.
Initialize corpus-level variational parameters.
while Stopping criterion is not met do

Sample a random document d from the corpus.
Update a(w)d , b(w)d , ϕ(w)

d and ς(w)d using (3).
Update a(e)d , b(e)d , ϕ(e)

d and ς(e)d similar to (3).
Compute the natural gradients using (4).
Set εt0 = (τ0 + t0)

−κ and t0 ← t0 + 1.
Update all corpus-level parameters as (5).

end

4 Experiments

We evaluate TMKGE on two experimental tasks
and compare its performance to those of LDA,
HDP and KGE-LDA. For LDA and HDP, we use
the online variational inference implementations.
More precisely, we will evaluate our framework
by the test whether it finds coherent and meaning-

ful topics and the test whether it can achieve good
performance in document classification.

We run our experiments on three popular
datasets; 20 Newsgroups, NIPS and the Ohsumed
corpus. The 20 Newsgroups dataset contains
18,846 documents evenly categorized into 20 dif-
ferent categories.

The NIPS dataset contains 1,740 papers from
the NIPS conference. The Ohsumed corpus is
from the MEDLINE database. We consider the
13,929 unique Cardiovascular diseases abstracts in
the first 20,000 abstracts of the year 1996. Each
document in the set has one or more associated
categories from the 23 disease categories. The
documents belonging to multiple categories are
eliminated so that 7,400 documents belonging to
only one category remain. The datasets are tok-
enized with Stanford CoreNLP (Manning et al.,
2014). After standard pre-processing (such as
removing stop words), there are 20,881 distinct
words in the 20 Newsgroups dataset, 14,482 dis-
tinct words in the NIPS dataset and 8,446 distinct
words in the Ohsumed dataset.

4.1 External knowledge source

The knowledge graph we employ is Word-
Net (Miller, 1995). WordNet is a large lexical
knowledge graph. Entities in WordNet are syn-
onyms which express distinct concepts. Relations
in WordNet mainly involve conceptual-semantic
and lexical relations. We use a subset of Word-
Net (WN18) introduced in Bordes et al. (2011) and
employed in Yao et al. (2017) as well. WN18 con-
tains 151,442 triplets with 40,943 entities and 18
relations. We link tokenized words to entities in
WN18 via NLTK (Bird and Loper, 2004).
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20 Newsgroups NIPS Ohsumed
lord tcp/ip kuwait distribution network tube vietnam hemagglutinin shbg
God drive iraq gaussian learning regression veterans anti-tumor patients
elohim system kuwaiti posterior model svs mthfr mthfr globulin
jesus computer sabah covariance neural support income tumor testicular
subject information abdulla ensemble data fraction white pbl hormone
israel space gulf matrix figure erros proportion antibody levels
armenian windows amir KL information vapnik drinking meh group
christ data ahmed divergence units algorithm era ab test sex
john message sheikh approximate problem smola lifetime verapamil binding
group software saudi algorithm recognition vector interview radioactivity treatment
101.2 98.5 119.3 152.6 91.1 106.3 105.4 135.4 152.2

20 Newsgroups NIPS Ohsumed
internet drive car distribution control kernel gene cancer treatment
mail windows cars bayesian trajectory support dna tumor therapy
email dos engine gaussian robot xi protein survival dose
list card oil prior controller vector region tumors drug
message disk miles posterior arm margin genetic carcinoma effects
address mac dealer probability model examples analysis breast placebo
fax scsi speed variables forward set mutation stage trial
network memory buy markov motor kernels sequence malignant oral
send system ford distribution trajectories svm molecular chemotherapy mg
e-mail apple drive approximation inverse machines mrna primary effective
89.2 84.4 63.6 154.8 86.2 88.3 149.9 107.7 106.5

Table 2: Example topics learned from three datasets by TMKGE with K = 300 and T = 20, and KGE-LDA with
K = 30. The last row for each model is the topic coherence computed using the 4,776,093 Wikipedia documents
as reference. Some medical short words: pbl = Peripheral blood leucocyte, meh = Mean erythrocyte hemoglobin.

4.2 Model parameters
In the experiments, for each method, we report the
results based on the hyperparameter settings that
obtain the best performances. For TMKGE and
HDP, we report the results for K = 300, T = 20
and K = 100, T = 10 cases. For LDA and
KGE-LDA, respectively, we have K = 100 and
K = 30. Throughout this work we fix the di-
mension of entity embedding as P = 5. For on-
line variational inference, we run the algorithms
for 1000 iterations, with mini-batch size of 100.

4.3 Topic Coherence
We assess the performance of the proposed
TMKGE model based on topic coherence. Topic
coherence has been shown to be more consis-
tent with human judgment than other typical topic
model metrics such as perplexity (Chang et al.,
2009; Newman et al., 2010). We perform both
quantitative and qualitative analysis of the topics
discovered by TMKGE, and compare its perfor-
mance to those of LDA, HDP and KGE-LDA.

4.3.1 Quantitative Analysis
We evaluate the coherence of discovered topics
by the point-wise mutual information (PMI) Topic
Coherence metric. The PMI Topic Coherence is
implemented following Newman et al. (2010):

PMI(k) =

N∑

j=2

j−1∑

i=1

log
p(wi, wj)

p(wi)p(wj)

where k refers to a topic, N refers to the number
of top words of k, p(wi) is the probability that wi
appears in a document, p(wi, wj) is the probability
that wi and wj co-occur in the same document. A
higher PMI score implies a more coherent topic.
Following KGE-LDA, 4,776,093 Wikipedia arti-
cles are employed for obtaining topic coherence
scores. Different from Yao et al. (2017), which
used a fixed value of N (the number of top words,
e.g. N = 5 or N = 10), we vary N in a range
from 5 to 30. (Lau and Baldwin, 2016) suggests
that calculating topic coherence over several dif-
ferent cardinalities and averaging results in a sub-
stantially more stable evaluation.

Table 1 shows the average topic coherence for
different methods and datasets. We can observe
that for the three datasets, TMKGE achieves high-
est topic coherence in almost all top word sizes.
In the few cases which TMKGE does not rank
highest, there only exist subtle differences with
the top performing result. This shows that knowl-
edge graph embedding improves the coherence of
discovered topics. Further, for the top 10 words,
the topic coherence of all three datasets are higher
than those obtained by KGE-LDA. This shows
that topic modeling based on HDP for both en-
tity embedding and words enjoys incomparable
advantages over LDA-based modeling.
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4.3.2 Qualitative Analysis

Table 2 shows example topics with their PMI
scores learned from the three corpora by KGE-
LDA and our TMKGE model. For comparison,
we report similar topics to those listed in the KGE-
LDA paper. It can be seen that TMKGE finds quite
closely related words in a topic. For example, for
the second column of 20 Newsgroups, topic words
from both TMKGE and KGE-LDA are related to
computers. However, it can be noted that words
from TMKGE focus more on the core words of
computer science. In contrast, words from the
same topic in KGE-LDA seems to be closer to the
brand, such as windows, mac or apple. In addition,
topics found from TMKGE are more diverse than
those found in KGE-LDA. For 20 Newsgroups,
the three topics we list here refer to theology, com-
puter science and middle east respectively while
the three topics from KGE-LDA refer to inter-
net, computer and car respectively. Both TMKGE
and KGE-LDA discover probability-related and
machine learning topics with different top words
from NIPS dataset. Roughly speaking, KGE-
LDA discovers gene-related, cancer-related and
treatment-related topics from Ohsumed corpus.
TMKGE discovers more diverse and more specific
topics. For example, one topic TMKGE discov-
ers is about Vietnamese veterans, cancer-related
and sexual-disease topics. From the perspective
of topic coherence, we can also see that TMKGE
obtains higher PMI score in most of those top-
ics. The whole trend is consistent with the average
PMI score reported in the last section. Overall,
TMKGE performs better than other topic models,
including LDA, HDP and KGE-LDA in terms of
average PMI and also in qualitative case studies.

4.4 Document Classification

We evaluate our proposed method through docu-
ment classification, we follow the approach in (Li
and McCallum, 2006) for document classification.

We have conducted a five-way classification on
the comp subject of 20 Newsgroups dataset and
on the top five most frequent labels of Ohsumed
dataset (no labels for nips dataset), where each
class of documents is divided into 75% training
and 25% testing. For each class, the LDA, HDP
and TMKGE models are trained on the training
documents, and then the predictive likelihood for
the test documents is calculated using the E-step
in the variational inference procedure of LDA. A

document is classified correctly if its correspond-
ing model produces the highest likelihood.

class LDA HDP KGE-LDA TMKGE
20 Newsgroup

pc 68.6 78.9 67.2 78.9
os 71.7 80.7 70.7 82.3
mac 82.0 87.1 68.1 86.5
windows.x 84.0 83.5 64.4 84.9
graphics 81.2 81.9 65.4 83.0

Ohsumed
C04 50.6 73.0 59.1 73.8
C10 46.2 63.0 54.4 64.9
C14 51.5 44.6 33.2 52.3
C21 86.5 89.5 83.7 89.7
C23 68.2 81.9 75.3 86.1

Table 3: Document classification accuracy a five-way
classification on the comp subject of 20 Newsgroups
dataset and on the top five most frequent labels of
ohsumed dataset (no labels for NIPS dataset).

Table 3 presents the average classification ac-
curacy for TMKGE, HDP and LDA over five re-
peated simulations. The table includes the classifi-
cation accuracy for KGE-LDA, where the learned
topic proportions are used as features for SVM
classifier. For the majority of document classes,
TMKGE has the best classification accuracy, ex-
cept for the class mac. As shown, the SVM clas-
sifier based on KGE-LDA has significantly worst
performance. For more complete comparisons,
we run experiments on all subjects of 20 News-
groups and also report experimental results pub-
lished in Shi et al. (2017) in Table 4. TMKGE
achieves the best performance on all models.

Model Acc (%) Model Acc (%)
BOW 79.7 STE-Diff 82.9

Skip-Gram 75.4 LDA 77.5
TWE 81.5 TMSA 83.5
PV 75.4 HDP 82.4

GPU-DMM 48.0 KGE-LDA 70.5
STE-Same 80.4 TMKGE 88.8

Table 4: Document classification: all subjects of 20
Newsgroups dataset for more complete comparisons.
Clearly shown is the best performances of TMKGE

A few points can be observed from the superior
performance of TMKGE. Firstly, it looks the ad-
dition of unnormalized knowledge graph embed-
ding into TMKGE as a proportional vector to the
word vector boosts the performance. Secondly,
the selection of HDP over LDA plays an essen-
tial role. This can be indicated from the poor
performance of KGE-LDA (which is even worse
than BOW). More impressively, TMKGE achieves
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even much better performances than STE-Diff,
TWE and TMSA, all of which involve the integra-
tion of word embedding and topic modeling. Im-
pressively, TMKGE shows its supremacy over the
state of the art model, TMSA with high margins.
This shows that the knowledge graph structure in-
cluded into the entity embedding conveys more in-
formation than pure word embedding. Meanwhile,
this also shows that the two proportional vectors
generated with online HDP enables the flexible
sharing of information between words and entities.
Accordingly, more coherent topics are extracted
and the classification result are boosted as well.

5 Conclusion

This paper presents TMKGE, a Bayesian nonpara-
metric model based on hierarchical Dirichlet pro-
cess for incorporation of entity embeddings from
external knowledge graphs into topic modeling.
The proposed method allows for flexible sharing
of information between documents and knowl-
edge graph. Specifically, TMKGE avoids forcing
the words and entities to identical latent factors,
thus making it a suitable framework for scenarios
where only partial relational information are avail-
able. Furthermore, as a Bayesian nonparameteric
model, TMKGE learns the number of word top-
ics and entity mixture components automatically
from the data. We have derived an efficient and
scalable online variational inference for TMKGE.

Comprehensive experiments on three different
datasets suggest that TMKGE significantly outper-
forms SOA methods in terms of both topic coher-
ence and document classification accuracy.
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Abstract

A large body of research into semantic tex-
tual similarity has focused on constructing
state-of-the-art embeddings using sophisti-
cated modelling, careful choice of learning
signals and many clever tricks. By contrast,
little attention has been devoted to similar-
ity measures between these embeddings, with
cosine similarity being used unquestionably
in the majority of cases. In this work, we
illustrate that for all common word vectors,
cosine similarity is essentially equivalent to
the Pearson correlation coefficient, which pro-
vides some justification for its use. We thor-
oughly characterise cases where Pearson cor-
relation (and thus cosine similarity) is unfit as
similarity measure. Importantly, we show that
Pearson correlation is appropriate for some
word vectors but not others. When it is not
appropriate, we illustrate how common non-
parametric rank correlation coefficients can be
used instead to significantly improve perfor-
mance. We support our analysis with a se-
ries of evaluations on word-level and sentence-
level semantic textual similarity benchmarks.
On the latter, we show that even the simplest
averaged word vectors compared by rank cor-
relation easily rival the strongest deep repre-
sentations compared by cosine similarity.

1 Introduction

Textual embeddings are immensely popular be-
cause they help us reason about the abstract and
fuzzy notion of semantic similarity in purely geo-
metric terms. Distributed representations of words
in particular (Bengio et al., 2003; Mikolov et al.,
2013a; Pennington et al., 2014; Bojanowski et al.,
2017; Joulin et al., 2017) have had a massive im-
pact on machine learning (ML), natural language
processing (NLP), and information retrieval (IR).

Recently, much effort has also been directed to-
wards learning representations for larger pieces of

text, with methods ranging from clever composi-
tions of word embeddings (Mitchell and Lapata,
2008; De Boom et al., 2016; Arora et al., 2017;
Wieting et al., 2016; Wieting and Gimpel, 2018;
Zhelezniak et al., 2019) to sophisticated neural ar-
chitectures (Le and Mikolov, 2014; Kiros et al.,
2015; Hill et al., 2016; Conneau et al., 2017; Gan
et al., 2017; Tang et al., 2017; Zhelezniak et al.,
2018; Subramanian et al., 2018; Pagliardini et al.,
2018; Cer et al., 2018).

Comparatively, there is little research into sim-
ilarity measures for textual embeddings. Despite
some investigations into alternatives (Camacho-
Collados et al., 2015; De Boom et al., 2015; Santus
et al., 2018; Zhelezniak et al., 2019), cosine simi-
larity has persistently remained the default and un-
questioned choice across the field. This is partly
because cosine similarity is very convenient and
easy to understand. Sometimes, however, we have
to resist what is convenient and instead use what is
appropriate. The core idea behind our work is to
treat each word or sentence embedding as a sample
of (e.g. 300) observations from some scalar ran-
dom variable. Hence, no matter how mysterious
word vectors appear to be, just like any samples,
they become subject to the full power of traditional
statistical analysis. We first show that in practice,
the widely used cosine similarity is nothing but the
Pearson correlation coefficient computed from the
paired sample. However, Pearson’s r is extremely
sensitive to even slight departures from normal-
ity, where a single outlier can conceal the under-
lying association. For example, we find that Pear-
son’s r (and thus cosine similarity) is acceptable
for word2vec and fastText but not for GloVe em-
beddings. Perhaps surprisingly, when we average
word vectors to represent sentences, cosine sim-
ilarity remains acceptable for word2vec, but not
for fastText any longer. We show that this seem-
ingly counterintuitive behaviour can be predicted
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by elementary univariate statistics, something that
is already well known to researchers and practi-
tioners alike. Furthermore, when there are clear
indications against cosine similarity, we propose
to repurpose rank-based correlation coefficients,
such as Spearman’s ρ and Kendall’s τ , as simi-
larity measures between textual embeddings. We
support this proposition by a series of experiments
on word- and sentence-level semantic textual sim-
ilarity (STS) tasks. Our results confirm that rank-
based correlation coefficients are much more ef-
fective when the majority of vectors break the as-
sumptions of normality. Moreover, we show how
even the simplest sentence embeddings (such as
averaged word vectors) compared by rank correla-
tion easily rival recent deep representations com-
pared by cosine similarity.

2 Related Work

At the heart of our work is a simple statistical anal-
ysis of pre-trained word embeddings and explo-
ration of various correlation coefficients as prox-
ies for semantic textual similarity. Hence, any re-
search that combines word embeddings with tools
from probability and statistics is relevant. Of
course, word embeddings themselves are typically
obtained as the learned parameters of statistical
machine learning models. These models can be
trained on large corpora of text to predict a word
from its context or vice versa (Mikolov et al.,
2013a). Alternatively, there are also supervised
approaches (Wieting et al., 2015, 2016; Wieting
and Gimpel, 2017, 2018).

A different line of research tries to move away
from learning word embeddings as point estimates
and instead model words as parametric densities
(Vilnis and McCallum, 2014; Barkan, 2017; Athi-
waratkun and Wilson, 2017). These approaches
are quite appealing because they incorporate se-
mantic uncertainty directly into the representa-
tions. Of course, such representations need to be
learned explicitly. In some cases one could esti-
mate the densities even for off-the-shelf embed-
dings, but this still requires access to the training
data and the usefulness of such post-factum den-
sities is limited (Vilnis and McCallum, 2014). In
other words, these approaches are not very helpful
to practitioners who are accustomed to using high-
quality pre-trained word embeddings directly.

Arguably, statistical analysis of pre-trained
word embeddings is not as principled as apply-

ing a probabilistic treatment end-to-end. Any such
analysis, however, is very valuable as it provides
insights and justifications for methods that are al-
ready in widespread use. For example, removing
the common mean vector and a few top principal
components makes embeddings even stronger and
is now a common practice (Mu and Viswanath,
2018; Arora et al., 2016, 2017; Ethayarajh, 2018).
These works view word embeddings as observa-
tions from some D-dimensional distribution; such
treatment is naturally suitable for studying the
overall geometry of the embedding space. We, on
the other hand, are interested in studying the sim-
ilarities between individual word vectors and re-
quire a completely different perspective. To this
end, we see each word embedding itself as a sam-
ple of D observations from a scalar random vari-
able. It is precisely this shift in perspective that
allows us to reason about semantic similarity in
terms of correlations between random variables
and make the connection to the widely used co-
sine similarity.

Finally, we propose using rank-based correla-
tion coefficients when cosine similarity is not ap-
propriate. Recently, Santus et al. (2018) intro-
duced a rank-based similarity measure for word
embeddings, called APSynP, and demonstrated its
efficacy on outlier detection tasks. However, the
results on the word-level similarity benchmarks
were mixed, which, interestingly enough, could
have been predicted in advance by our analysis.

3 Correlation Coefficients and Semantic
Similarity

Suppose we have a vocabulary of N words V =
{w1, w2, . . . , wN} and the word embeddings ma-
trix W ∈ RN×D, where each row w(i) for i =
1, . . . , N is a D-dimensional word vector. Popular
pre-trained embeddings in practice typically have
dimension D = 300, while the vocabulary size N
can range from thousands to millions of words.

We now consider the following: what kinds
of statistical analyses can we apply to W
in order to model semantic similarity between
words? One option is to view all word em-
beddings w(1),w(2), . . .w(N) as a sample of N
observations from some D-variate distribution
P (E1, . . . ED). For example, we can fit a Gaus-
sian and study how all 300 dimensions correlate
with each other. Perhaps we can fit a mixture
model and see how the embeddings cluster. We
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Figure 1: Normalised histograms of the mean distribution for three commonly used word embedding models:
GloVe (Pennington et al., 2014), fastText (Bojanowski et al., 2017), and word2vec (Mikolov et al., 2013b,c).

could also normalise them and study their distri-
bution on the unit sphere. It is clear by now that
P (E1, . . . , ED) is suitable for describing the over-
all geometry of the embedding space but is not
very useful for our goals.

If we are to reason about similarities be-
tween individual word vectors, we should in-
stead be looking at the transpose of W. Putting
it differently, we see WT as a sample of
D observations from an N -variate distribution
P (W1,W2, . . . , WN ), where Wi is a scalar ran-
dom variable corresponding to the word wi. This
distribution is exactly what we need because the
associations between Wi captured by P will be-
come a proxy for semantic similarity. Often we
are only interested in pairwise similarities between
two given words wi and wj ; thus the main object
of our study is the bivariate marginal P (Wi,Wj).
To lighten up the notation slightly, we denote the
two words as wx and wy, and the correspond-
ing random variables as X and Y . We also re-
fer to P (X, Y ) as the joint and P (X), P (Y )
as the marginals. In practice, of course, the ac-
tual P (X, Y ) is unknown but we can make in-
ferences about it based on our sample (x,y) =
{(x1, y1), (x2, y2), . . . (xD, yD)}.

First, we might want to study the degree of lin-
ear association between X and Y , so we compute
the sample Pearson correlation coefficient

r̂ =

∑D
i=1(xi − x̄)(yi − ȳ)√∑D

i=1(xi − x̄)2
√∑D

i=1(yi − ȳ)2
, (1)

where x̄ and ȳ are the sample means

x̄ =

D∑

i=1

xi, ȳ =

D∑

i=1

yi. (2)

Let’s view x and y as word embeddings momen-
tarily and compute cosine similarity between them

cos(x,y) =

∑D
i=1 xiyi√∑D

i=1 x2
i

√∑D
i=1 y2

i

. (3)

We see now that Equation (1) and Equation (3)
look very similar; when the sample means x̄, ȳ are
zero, cosine similarity and Pearson’s r̂ are equal.
The real question here is whether or not they co-
incide in practice. Putting it differently, if we take
any single word vector w and compute the mean
(across the D dimensions), is this mean close to
zero? It turns out that it is, and we can show this
by plotting the distribution of the means across the
whole vocabulary for various popular word em-
beddings (see Figure 1). We find that the means
are indeed highly concentrated around zero; quan-
titatively, only 0.03% of them are above 0.05 in
magnitude. It follows that in practice when we
compute cosine similarity between word vectors,
we are actually computing Pearson correlation be-
tween them.

However, is this always the right thing to
do? When the joint P (X, Y ) is bivariate nor-
mal, Pearson correlation indeed provides a com-
plete summary of association between X and
Y , simply because the covariance is given by
cov(X, Y ) = rXY σXσY . However, Pearson cor-
relation is extremely sensitive to even the slightest
departures from normality – a single outlier can
easily conceal the underlying association (Pernet
et al., 2013). When the normality of P (X, Y ) is
in doubt, it is preferable to use robust correlation
coefficients such as Spearman’s ρ̂ or Kendall’s τ̂ .

Spearman’s ρ̂ is just a Pearson’s r̂ between
ranked variables

ρ̂ =

∑D
i=1(r[xi] − r[x])(r[yi] − r[y])√∑D

i=1(r[xi] − r[x])2
√∑D

i=1(r[yi] − r[y])2
,

(4)
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Figure 2: Scatter plots of paired word vectors, along with histograms (100 bins) of individual word vectors. Rows
from top to bottom correspond to one of three common models: GloVe (Pennington et al., 2014), fastText (Bo-
janowski et al., 2017), and word2vec (Mikolov et al., 2013b,c). Columns from left to right correspond to increasing
degrees of semantic similarity between the words, and accordingly increasingly pronounced linear correlation be-
tween the word vectors. Both the scatter plots and the histograms exhibit the presence of heavy outliers for GloVe
vectors, which damage the efficacy of Pearson correlation in reliably capturing statistical associations. The outliers
are relatively less pronounced for fastText vectors and much less pronounced for word2vec vectors.

where r[xi] denotes the integer rank of xi in a vec-
tor x (similarly r[yi]), while r[x] and r[y] denote
the means of the ranks. Kendall’s τ̂ is given by

τ̂ =
2

D(D − 1)

∑

i<j

sgn(xi−xj)sgn(yi−yj) (5)

and can be interpreted as a normalised difference
between the number of concordant pairs and the
number of discordant pairs. These rank correla-
tion coefficients are more robust to outliers than
Pearson’s r̂ because they limit the effect of out-
liers to their ranks: no matter how far the outlier
is, its rank cannot exceed D or fall below 1 in our

case. There are also straightforward extensions to
account for the ties in the ranks.

The main point here is the following. It is
tempting to chose cosine similarity as the default
and apply it everywhere regardless of the embed-
ding type. Sometimes, however, we should resist
using what is convenient and instead use what is
appropriate. For example, if the samples corre-
sponding to the marginals P (X) and P (Y ) al-
ready look non-normal, then we conclude the joint
P (X, Y ) cannot be a bivariate normal and the ap-
propriateness of cosine similarity should be seri-
ously questioned. In some of these cases, using a
rank-based coefficient as a similarity measure be-
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Figure 3: Q-Q plots comparing the theoretical quantiles of a standard normal distribution (horizontal axis) against
the sample quantiles of standardised (Mean 0, SD 1) word vectors from three commonly used models: GloVe (Pen-
nington et al., 2014), fastText (Bojanowski et al., 2017), and word2vec (Mikolov et al., 2013b,c). Perfect fit to the
45-degree reference line would indicate perfect normality. Note the pronounced discrepancy between the normal
distribution and GloVe vectors due to the presence of heavy outliers. The discrepancy is relatively less pronounced
for fastText vectors and much less pronounced for word2vec vectors. Figure 2 provides an alternative visualisation
of the same phenomena.

tween word embeddings would be a much better
alternative. It will capture the association better,
which could in turn lead to large improvements
in performance on the downstream tasks. In gen-
eral, of course, even normal marginals do not im-
ply a normal joint and care should be exercised
either way; however we found the normality of
marginals to be a good indication for cosine simi-
larity within the scope of the present work. In the
next section we illustrate how the ideas discussed
here can be applied in practice.

4 Statistical Analysis of Word
Embeddings: A Practical Example

No matter how mysterious word vectors appear to
be, just like any samples, they are subject to the
full power of traditional statistical analysis. As
a concrete example, let’s say we decided to use
GloVe vectors (Pennington et al., 2014). We treat
each vector wi as if it was a sample of 300 obser-
vations from some scalar random variable Wi. We
take a few hundred of these vectors, run a normal-
ity test such as Shapiro-Wilk (Shapiro and Wilk,
1965) and find that the majority of them look non-
normal (p < 0.05). As there is a considerable
evidence against normality, we flag these vectors

as ‘suspicious’ and look at them closer. We pick
a few vectors and examine their histograms and
Q-Q plots, seen in Figure 2 and Figure 3 respec-
tively; the latter in particular is a statistical tool
used to compare empirical and theoretical data dis-
tributions, and is explained further in the caption
of Figure 3. In both cases we observe that while
the bulk of the distribution looks bell-shaped, we
always get a couple of very prominent outliers.

Next, we can also visualise our word vectors in
a way more directly relevant to the task at hand.
We take some pairs of words that are very similar
(e.g. ‘vanish’ and ‘disappear’), moderately simi-
lar (‘hard’ and ‘dense’), and completely dissimilar
(‘mouse’ and ‘management’) and make the scatter
plots for the corresponding pairs of word vectors.
These are also presented in Figure 2. We see that
for similar pairs the relationship is almost linear;
it becomes less linear as the similarity decreases,
until we see a spherical blob (no relationship) for
the most dissimilar pair. However, we again face
the presence of bivariate outliers that are too far
away from the main bulk of points.

Given this evidence, which course of action
shall we take? Based on the presence of heavy
outliers, we reject the normality of GloVe vectors
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and rule out the use of Pearson’s r and cosine sim-
ilarity. Instead we can use rank correlation coef-
ficients, such as Spearman’s ρ or Kendall’s τ , as
they offer more robustness to outliers. Note that
in this particular case, it may also be acceptable
to winsorize (clip) the vectors and only then pro-
ceed with the standard Pearson’s r. We evalu-
ate the proposed solution on word-level similar-
ity tasks and observe good improvement in perfor-
mance over cosine similarity, as seen in Table 1.

Of course this exploration is in no way specific
to GloVe vectors. Note that from Figure 2 and Fig-
ure 3, we also see that word2vec vectors in par-
ticular tend to be much more normally distributed,
meaning that we don’t find strong evidence against
using Pearson correlation; this is again backed up
by Table 1.

This example helps illustrate that proper sta-
tistical analysis applied to existing textual em-
beddings is extremely powerful and compara-
tively less time-consuming than inventing new ap-
proaches. Of course, this analysis can be made as
fine-grained as desired. Quite coarsely, we could
have rejected the use of cosine similarity right af-
ter the Shapiro-Wilk test; on the other hand, we
could have used even more different tests and vi-
sualisations. The decision here rests with the prac-
titioner and depends on the task and the domain.

5 Experiments

To empirically validate the utility of the statisti-
cal framework presented in Section 3, we run a
set of evaluations on word- and sentence-level STS
tasks. In all experiments we rely on the following
publicly available word embeddings: GloVe (Pen-
nington et al., 2014) trained on Common Crawl
(840B tokens), fastText (Bojanowski et al., 2017)
trained on Common Crawl (600B tokens), and
word2vec (Mikolov et al., 2013b,c) trained on
Google News. All the source code for our exper-
iments is available on GitHub1; in the case of the
sentence-level tasks we rely also on the SentEval
toolkit (Conneau and Kiela, 2018).

First we consider a group of word-level simi-
larity datasets that are commonly used as bench-
marks in previous research: WS-353-SIM (Finkel-
stein et al., 2001), YP-130 (Yang and Powers,
2005), SIMLEX-999 (Hill et al., 2015), SimVerb-
3500 (Gerz et al., 2016), RW-STANFORD (Luong

1https://github.com/Babylonpartners/
corrsim

task N V COS PRS SPR KEN

G
lo

Ve

YP-130 .01 = 57.1 57.0 60.2 59.9

MTURK-287 .13 = 69.3 69.3 70.8 70.9

SIMLEX-999 .04 R 40.8 40.9 46.0 46.0

MC-30 .10 = 78.6 79.2 77.0 77.4

SIMVERB-3500 .04 R 28.3 28.3 34.3 34.3

RG-65 .14 = 76.2 75.9 71.0 71.1

WS-353-SIM .06 = 80.3 80.2 80.1 80.1

VERB-143 .00 = 34.1 33.9 37.8 37.4

RW-STANFORD .16 R 46.2 46.2 52.8 52.9

fa
st

Te
xt

YP-130 .73 = 62.5 62.6 65.3 65.0

MTURK-287 .88 = 72.6 72.7 73.4 73.3

SIMLEX-999 .76 = 50.3 50.2 50.4 50.2

MC-30 .90 = 85.2 85.2 84.6 84.5

SIMVERB-3500 .68 = 42.6 42.6 42.6 42.5

RG-65 .90 N 85.9 85.8 83.9 84.1

WS-353-SIM .84 N 84.0 83.8 82.4 82.2

VERB-143 .21 = 44.7 44.9 43.8 44.3

RW-STANFORD .80 = 59.5 59.4 59.0 58.9

w
or

d2
ve

c

YP-130 .95 = 55.9 56.1 55.0 54.7

MTURK-287 .94 = 68.4 68.3 67.1 67.2

SIMLEX-999 .94 = 44.2 44.2 43.9 44.0

MC-30 .92 = 78.8 77.9 76.9 76.9

SIMVERB-3500 .96 = 36.4 36.4 36.0 36.0

RG-65 .94 = 75.0 74.3 73.9 74.2

WS-353-SIM .92 N 77.2 76.9 75.8 75.8

VERB-143 .98 = 49.7 50.1 48.9 49.0

RW-STANFORD .95 N 53.4 53.5 52.5 52.5

Table 1: Spearman’s ρ on word similarity tasks for
combinations of word vectors and the following sim-
ilarity metrics: cosine similarity (COS), Pearson’s r
(PRS), Spearman’s ρ (SPR), and Kendall τ (KEN). N
indicates the proportion of sentence vectors in a task for
which the null hypothesis of normality in a Shapiro-
Wilk test was not rejected at α = 0.05. The V col-
umn indicates the type of the best performing method:
a rank-based correlation coefficient (R), a non-rank-
based correlation or measure (N), or a tie (=). The win-
ners in V were determined by comparing the top rank-
based method for that vector/task combination with the
top non-rank-based method. Winners were assigned
only when the difference was statistically significant as
determined by 95% BCa confidence intervals.

et al., 2013), Verb-143 (Baker et al., 2014), MTurk-
287 (Radinsky et al., 2011), MC-30 (Miller and
Charles, 1991). These datasets contain pairs of
words and a human-annotated similarity score for
each pair. The success metric for the experiments
is the Spearman correlation between the human-
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annotated similarity scores and the scores gener-
ated by the algorithm. To avoid any confusion
whatsoever, note that here Spearman correlation
serves as an evaluation criterion; this is completely
unrelated to using Spearman correlation as a sim-
ilarity measure between word embeddings as pro-
posed in Section 3. Bias-corrected and acceler-
ated bootstrap (Efron, 1987) 95% confidence in-
tervals were used to determine statistical signifi-
cance. We report the results for different combi-
nations of word vectors and similarity measures in
Table 1. The main takeaways from these experi-
ments are the following:

• There is no significant difference between
the results obtained with cosine similarity
and Pearson correlation. This is because
empirically, the means across dimensions of
these word vectors are approximately zero, in
which case cosine similarity and Pearson cor-
relation are approximately the same.

• Rank correlation coefficients tend to perform
on par or better than cosine and Pearson on
tasks and word vectors where there is a high
proportion of non-normally distributed word
vectors (over 90%). This makes sense be-
cause it is precisely in the non-normal cases
where Pearson correlation fails.

• When word vectors seem mostly normal, our
analysis does not tell us definitively whether
cosine similarity or rank correlation should
perform better, and indeed we see that cosine
and Pearson perform on par or better than
Spearman and Kendall.

In the second set of experiments, we use the
datasets from the sentence-level Semantic Textual
Similarity shared task series 2012-2016 (Agirre
et al., 2012, 2013, 2014, 2015, 2016; Cer et al.,
2017). The success metric for these experiments
is the Pearson correlation between the human-
annotated sentence similarity scores and the scores
generated by the algorithm. Again, this use of
Pearson correlation as an evaluation criterion is
completely unrelated to its use as a similarity mea-
sure between sentence embeddings. Note that the
dataset for the STS13 SMT subtask is no longer
publicly available, so the mean Pearson correla-
tions reported in our experiments involving this
task have been re-calculated accordingly.

For these experiments we use averaged word
vectors as a sentence representation for various

task N COS PRS SPR KEN APS

G
lo

Ve

STS12 .01 52.1 52.0 53.4 52.6 53.8
STS13 .00 49.6 49.6 56.2 56.7 55.9

STS14 .00 54.6 54.5 63.2 63.0 63.0

STS15 .00 56.1 56.0 64.5 65.3 64.2

STS16 .00 51.4 51.4 62.1 63.7 60.8

fa
st

Te
xt

STS12 .01 58.3 58.3 60.2 59.0 58.4

STS13 .01 57.9 58.0 65.1 65.3 61.8

STS14 .00 64.9 65.0 70.1 69.6 68.5

STS15 .00 67.6 67.6 74.4 74.6 72.7

STS16 .00 64.3 64.3 73.0 73.5 70.7

w
or

d2
ve

c

STS12 .95 51.6 51.6 51.7 53.1 45.3

STS13 .94 58.2 58.3 57.9 58.2 57.2

STS14 .96 65.6 65.6 65.5 65.6 64.1

STS15 .96 67.5 67.5 67.3 68.3 66.5

STS16 .96 64.7 64.7 64.6 65.6 63.9

Table 2: Mean Pearson correlation on STS tasks for
methods using combinations of word vectors and sim-
ilarity metrics. All methods use averaged word vec-
tors to represent sentences. The similarity measures
are: cosine similarity (COS), Pearson’s r (PRS), Spear-
man’s ρ (SPR), Kendall τ (KEN) and APSynP (APS).
N indicates the proportion of sentence vectors in a task
for which the null hypothesis of normality in a Shapiro-
Wilk test was not rejected at α = 0.05

types of word vector, with similarity computed by
the different correlation coefficients as well as co-
sine similarity and APSynP (Santus et al., 2018).
We report these results in Table 2, and the full sig-
nificance analysis for each subtask in Table 4. We
also compare the top performing combination of
averaged word vectors and correlation coefficient
against several popular approaches from the liter-
ature that use cosine similarity: BoW with ELMo
embeddings (Peters et al., 2018), Skip-Thought
(Kiros et al., 2015), InferSent (Conneau et al.,
2017), Universal Sentence Encoder with DAN and
Transformer (Cer et al., 2018), and STN multitask
embeddings (Subramanian et al., 2018). These re-
sults are presented in Table 3. Our observations
for the sentence-level experiments are as follows:

• The conclusions from the word-level tasks
continue to hold and are even more pro-
nounced: in particular, cosine and Pearson
are essentially equivalent, and the increase in
performance of rank-based correlation coef-
ficients over cosine similarity on non-normal
sentence vectors is quite dramatic.
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Approach STS 12 13 14 15 16

ELMo (BoW) 55 53 63 68 60

Skip-Thought 41 29 40 46 52

InferSent 61 56 68 71 71

USE (DAN) 59 59 68 72 70

USE (Transformer) 61 64 71 74 74
STN (multitask) 60.6 54.7† 65.8 74.2 66.4

fastText - COS 58.3 57.9 64.9 67.6 64.3

fastText - SPR 60.2 65.1 70.1 74.4 73.0

fastText - KEN 59.0 65.3 69.6 74.6 73.5

Table 3: Mean Pearson correlation on STS tasks for
a variety of methods in the literature compared to av-
eraged fastText vectors with different similarity met-
rics: cosine similarity (COS), Spearman’s ρ (SPR), and
Kendall τ (KEN). Values in bold indicate best results
per task. Previous results are taken from Perone et al.
(2018) (only two significant figures provided) and Sub-
ramanian et al. (2018). † indicates the only STS13 re-
sult (to our knowledge) that includes the SMT subtask.

• Averaged word vectors compared with rank
correlation easily rival modern deep repre-
sentations compared with cosine similarity.

Finally, the fraction of non-normal word vectors
used in sentence-level tasks is consistent with the
results reported for the word-level tasks in Table 1.
However, we observe the following curious phe-
nomenon for fastText. While there is no evidence
against normality for the majority of fastText vec-
tors, perhaps surprisingly, when we average them
to represent sentences, such sentence embeddings
are almost entirely non-normal (Table 2). Em-
pirically we observe that many high-frequency
words or stopwords have prominently non-normal
fastText vectors. Although stopwords constitute
only a small fraction of the entire vocabulary, they
are very likely to occur in any given sentence, thus
rendering most sentence embeddings non-normal
as well. While it’s tempting to invoke the Central
Limit Theorem (at least for longer sentences), un-
der our formalism, averaging word vectors corre-
sponds to averaging scalar random variables used
to represent words, which are neither independent
nor identically distributed. In other words, there
are no easy guarantees of normality for such sen-
tence vectors.

6 Discussion

In this work, we investigate statistical correlation
coefficients as measures for semantic textual sim-
ilarity and make the following contributions:

• We show that in practice, for commonly used
word vectors, cosine similarity is equivalent
to the Pearson correlation coefficient, moti-
vating an alternative statistical view of word
vectors as opposed to the geometric view,
which is more prevalent in the literature.

• We illustrate via a concrete example the
power and benefits of using elementary statis-
tics to analyse word vectors.

• We characterise when Pearson correlation is
applied inappropriately and show that these
conditions hold for some word vectors but not
others, providing a basis for deciding whether
or not cosine similarity is a reasonable choice
for measuring semantic similarity.

• We demonstrate that when Pearson correla-
tion is not appropriate, non-parametric rank
correlation coefficients, which are known to
be more robust to various departures from
normality, can be used as similarity mea-
sures to significantly improve performance
on word- and sentence-level STS tasks.

• Finally, we show in particular that sentence
representations consisting of averaged word
vectors, when compared by rank correlation,
can easily rival much more complicated rep-
resentations compared by cosine similarity.

We hope that these contributions will inspire
others to carefully investigate and understand al-
ternative measures of similarity. This is partic-
ularly important in the realm of sentence rep-
resentations, where there are many more com-
plex ways of constructing sentence representations
from word embeddings besides the simple averag-
ing procedure tested here. It is worth exploring
whether a more subtle application of rank correla-
tion could help push these more complex sentence
representations to even better performance on STS
tasks.

A final and fascinating direction of future work
is to explain the non-normality of certain types of
word vectors (and in particular the presence of out-
liers) by analysing their training procedures. Pre-
liminary investigations suggest that unsupervised
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GloVe fastText word2vec
SPR COS ∆95% BCa CI SPR COS ∆95% BCa CI SPR COS ∆95% BCa CI

ST
S1

2

MSRpar 35.90 42.55 [-10.74, -2.52] 39.66 40.39 [-3.22, 1.80] 38.79 39.72 [-1.77, -0.16]

MSRvid 68.80 66.21 [1.31, 4.09] 81.02 73.77 [6.16, 8.53] 77.88 78.11 [-0.52, 0.06]

SMTeuroparl 48.73 48.36 [-5.26, 6.48] 50.29 53.03 [-5.41, -0.17] 16.96 16.06 [0.21, 1.34]

surprise.OnWN 66.66 57.03 [6.89, 12.76] 73.15 68.92 [2.19, 6.56] 70.75 71.06 [-0.73, 0.09]

surprise.SMTnews 47.12 46.27 [-4.27, 5.50] 56.67 55.20 [-2.50, 5.50] 53.93 52.91 [-0.13, 2.09]

ST
S1

3 FNWN 43.21 38.21 [-0.54, 10.24] 49.40 39.83 [2.74, 16.46] 40.73 41.22 [-2.07, 1.07]

headlines 67.59 63.39 [2.58, 5.89] 71.53 70.83 [-0.17, 1.58] 65.48 65.22 [-0.12, 0.66]

OnWN 57.66 47.20 [8.10, 13.02] 74.33 63.03 [9.27, 13.50] 67.49 68.29 [-1.29, -0.33]

ST
S1

4

deft-forum 39.03 30.02 [5.24, 13.52] 46.20 40.19 [2.88, 10.00] 42.95 42.66 [-0.43, 1.03]

deft-news 68.99 64.95 [-0.39, 8.72] 73.08 71.15 [-0.36, 4.39] 67.33 67.28 [-0.70, 0.91]

headlines 61.87 58.67 [1.15, 5.48] 66.33 66.03 [-0.68, 1.28] 62.09 61.88 [-0.22, 0.66]

images 70.36 62.38 [6.30, 10.00] 80.51 71.45 [7.44, 10.96] 76.98 77.46 [-0.89, -0.09]

OnWN 67.45 57.71 [7.89, 11.97] 79.37 70.47 [7.42, 10.50] 74.69 75.12 [-0.81, -0.08]

tweet-news 71.23 53.87 [13.98, 21.67] 74.89 70.18 [2.60, 7.21] 68.78 69.26 [-0.92, -0.01]

ST
S1

5

answers-forums 50.25 36.66 [10.18, 17.55] 68.28 56.91 [7.99, 15.23] 53.74 53.95 [-1.28, 0.86]

answers-students 69.99 63.62 [4.25, 9.59] 73.95 71.81 [0.69, 3.56] 72.45 72.78 [-0.70, 0.04]

belief 58.77 44.78 [10.11, 19.05] 73.71 60.62 [9.64, 19.50] 61.73 61.89 [-0.84, 0.46]

headlines 69.61 66.21 [1.65, 5.29] 72.93 72.53 [-0.40, 1.20] 68.58 68.72 [-0.48, 0.23]

images 73.85 69.09 [3.45, 6.29] 83.18 76.12 [5.76, 8.58] 80.04 80.22 [-0.55, 0.18]

ST
S1

6

answer-answer 43.99 40.12 [0.90, 7.36] 54.51 45.13 [5.14, 15.93] 43.41 43.14 [-1.03, 1.43]

headlines 67.05 61.38 [2.43, 9.44] 71.00 70.37 [-0.93, 2.13] 66.55 66.64 [-0.66, 0.51]

plagiarism 72.25 54.61 [12.69, 23.74] 84.45 74.49 [6.38, 14.81] 75.21 76.46 [-2.31, -0.37]

postediting 69.03 53.88 [12.01, 19.06] 82.73 68.76 [7.55, 22.96] 73.87 73.35 [-0.08, 1.21]

question-question 58.32 47.21 [7.02, 18.18] 72.29 62.62 [6.35, 13.64] 63.94 63.74 [-1.03, 1.38]

Table 4: Pearson correlations between human sentence similarity score and a generated score. Generated scores
were produced via measuring Spearman correlation (SPR), as explained in Section 3, and cosine similarity (COS)
between averaged word vectors. Values in bold represent the best result for a subtask given a set of word vectors,
based on a 95% BCa confidence interval (Efron, 1987) on the differences between the two correlations. In cases
of no significant difference, both values are in bold.

objectives based on the distributional hypothesis
are probably not to blame, as word vectors trained
without relying on the distributional hypothesis,
such as those of Wieting et al. (2015), still ex-
hibit non-normality to some degree. The actual
causes remain to be determined. We believe that
understanding the reasons for these empirically-
observed characteristics of textual embeddings
would be a significant step forwards in our over-
all understanding of these crucial building blocks
for data-driven natural language processing.
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José Camacho-Collados, Mohammad Taher Pilehvar,
and Roberto Navigli. 2015. Nasari: a novel ap-
proach to a semantically-aware representation of
items. In Proceedings of the 2015 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, pages 567–577. Association for Computa-
tional Linguistics.

Daniel Cer, Mona Diab, Eneko Agirre, Inigo Lopez-
Gazpio, and Lucia Specia. 2017. Semeval-2017
task 1: Semantic textual similarity multilingual and
crosslingual focused evaluation. In Proceedings of
the 11th International Workshop on Semantic Eval-
uation (SemEval-2017), pages 1–14. Association for
Computational Linguistics.

Daniel Cer, Yinfei Yang, Sheng-yi Kong, Nan Hua,
Nicole Limtiaco, Rhomni St. John, Noah Constant,
Mario Guajardo-Cespedes, Steve Yuan, Chris Tar,
Brian Strope, and Ray Kurzweil. 2018. Universal
sentence encoder for english. In Proceedings of the
2018 Conference on Empirical Methods in Natu-
ral Language Processing: System Demonstrations,
pages 169–174. Association for Computational Lin-
guistics.

Alexis Conneau and Douwe Kiela. 2018. Senteval: An
evaluation toolkit for universal sentence representa-
tions. In Proceedings of the Eleventh International
Conference on Language Resources and Evaluation
(LREC-2018). European Language Resource Asso-
ciation.

Alexis Conneau, Douwe Kiela, Holger Schwenk, Loı̈c
Barrault, and Antoine Bordes. 2017. Supervised
learning of universal sentence representations from
natural language inference data. In Proceedings of
the 2017 Conference on Empirical Methods in Nat-
ural Language Processing, pages 670–680. Associ-
ation for Computational Linguistics.

C. De Boom, S. Van Canneyt, S. Bohez, T. Demeester,
and B. Dhoedt. 2015. Learning semantic similar-
ity for very short texts. In 2015 IEEE International
Conference on Data Mining Workshop (ICDMW),
pages 1229–1234.

Cedric De Boom, Steven Van Canneyt, Thomas De-
meester, and Bart Dhoedt. 2016. Representation
learning for very short texts using weighted word
embedding aggregation. Pattern Recogn. Lett.,
80(C):150–156.

Bradley Efron. 1987. Better bootstrap confidence in-
tervals. Journal of the American Statistical Associ-
ation, 82(397):171–185.

Kawin Ethayarajh. 2018. Unsupervised random walk
sentence embeddings: A strong but simple baseline.

960



In Proceedings of The Third Workshop on Represen-
tation Learning for NLP, pages 91–100. Association
for Computational Linguistics.

Lev Finkelstein, Evgeniy Gabrilovich, Yossi Matias,
Ehud Rivlin, Zach Solan, Gadi Wolfman, and Eytan
Ruppin. 2001. Placing search in context: The con-
cept revisited. In Proceedings of the 10th Interna-
tional Conference on World Wide Web, WWW ’01,
pages 406–414, New York, NY, USA. ACM.

Zhe Gan, Yunchen Pu, Ricardo Henao, Chunyuan Li,
Xiaodong He, and Lawrence Carin. 2017. Learning
generic sentence representations using convolutional
neural networks. In Proceedings of the 2017 Con-
ference on Empirical Methods in Natural Language
Processing, pages 2390–2400. Association for Com-
putational Linguistics.
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Abstract

The task of Natural Language Inference (NLI)
is widely modeled as supervised sentence pair
classification. While there has been a lot of
work recently on generating explanations of
the predictions of classifiers on a single piece
of text, there have been no attempts to gen-
erate explanations of classifiers operating on
pairs of sentences. In this paper, we show
that it is possible to generate token-level expla-
nations for NLI without the need for training
data explicitly annotated for this purpose. We
use a simple LSTM architecture and evaluate
both LIME and Anchor explanations for this
task. We compare these to a Multiple Instance
Learning (MIL) method that uses thresholded
attention make token-level predictions. The
approach we present in this paper is a novel
extension of zero-shot single-sentence tagging
to sentence pairs for NLI. We conduct our ex-
periments on the well-studied SNLI dataset
that was recently augmented with manually
annotation of the tokens that explain the en-
tailment relation. We find that our white-box
MIL-based method, while orders of magnitude
faster, does not reach the same accuracy as the
black-box methods.

1 Introduction

Large-scale datasets for Natural Language Infer-
ence (NLI) (Bowman et al., 2015; Williams et al.,
2018) have enabled the development of many
deep-learning models (Rocktäschel et al., 2016;
Peters et al., 2018; Radford et al., 2018). The task
is modeled as 3-way classification of the entail-
ment relation between a pair of sentences. Model
performance is assessed through accuracy on a
held-out test set. While state-of-the-art models
achieve high accuracy, their complexity makes it
difficult to interpret their behavior.

Explaining the predictions made by classifiers
has been of increasing concern (Doshi-Velez and

Premise: Children smiling and waving at
a camera

Hypothesis: The kids are frowning
Label: Contradiction

Figure 1: Example of token-level highlights from the e-
SNLI dataset (Camburu et al., 2018). Annotators were
provided a premise and hypothesis and asked to high-
light words considered essential to explain the label.

Kim, 2017). It has been studied in natural lan-
guage processing through both black-box analy-
sis, and through modifications to the models un-
der investigation; we refer to the latter approaches
as white-box. Common black-box techniques gen-
erate explanations of predictions through training
meta-models by perturbing input tokens (Ribeiro
et al., 2016; Nguyen, 2018; Ribeiro et al., 2018) or
through interpretation of model sensitivity to input
tokens (Li et al., 2016; Feng et al., 2018). White-
box methods induce new features (Aubakirova and
Bansal, 2016), augment models to generate expla-
nations accompanying their predictions (Lei et al.,
2016; Camburu et al., 2018), or expose model in-
ternals such as magnitude of hidden states (Linzen
et al., 2016), gradients (as a proxy for model sensi-
tivity to input tokens (Li et al., 2016)) or attention
(Bahdanau et al., 2014; Xu et al., 2015).

Model explanations typically comprise a list of
features (such as tokens) that contributed to the
prediction and can serve two distinct purposes:
acting either as a diagnostic during model devel-
opment or to allow for a rationale to be generated
for a system user. While methods for explain-
ing predictions may output what was salient to the
model, there is no guarantee these will correspond
to the features that users deem important.

In this paper we introduce a white-box method
that thresholds the attention matrix of a neural en-
tailment model to induce token-level explanations.

963



To encourage the model’s prediction of salient to-
kens to correspond better to the tokens users would
find important, our approach uses Multiple In-
stance Learning (MIL) (Maron and Lozano-Pérez,
1998) to regularize the attention distributions.

We compare this against two black-box meth-
ods: LIME (Ribeiro et al., 2016) and Anchor Ex-
planations (Ribeiro et al., 2018); both white- and
black-box methods are applied to a simple neu-
ral architecture relying on independent sentence
encoding with cross-sentence attention, and thus
could also be applied to more complex architec-
tures of the same family. Finally, we also com-
pare against a fully supervised baseline trained to
jointly predict entailment relation and token-level
explanations. Our experiments are conducted on
e-SNLI (Camburu et al., 2018), a recently intro-
duced extension to SNLI (Bowman et al., 2015),
containing human-selected highlights of which
words are required to explain the entailment re-
lation between two sentences (see Fig. 1).

Our experimental results indicate that regulariz-
ing the model’s attention distributions encourages
the explanations generated to be better aligned
with human judgments (even without our model
having explicit access to the labels which to-
kens annotators found important). Compared to
the baseline thresholded attention mechanism, our
method provides an absolute increase in token-
level precision and recall by 6.68% and 28.05%
respectively for the hypothesis sentence for e-
SNLI explanations.

We also found that attention based explanations
are not as reliable as black-box model explanation
techniques, as indicated by higher F1 scores for
both LIME and Anchor Explanations. This is con-
sistent with findings of contemporaneous work by
Jain and Wallace (2019). However, we do show
that, if generating explanations from a model is a
requirement, incorporating an explicit objective in
training can be beneficial. This can be particularly
useful in practicw due to the computational cost
of black-box model explanations, which in empir-
ical evaluation we found to be orders of magnitude
slower (0.01 seconds vs 64 seconds per instance).

2 NLI Model

The model we use for both white- and black-box
experiments is based on an architecture widely
adopted for sentence-pair classification (Lan and
Xu, 2018). It comprises the following:

Word Embeddings We use pretrained GloVe
embeddings (Pennington et al., 2014) that were
fixed during training.

Sentence Encoding Both the premise and hy-
pothesis are independently encoded with the
same LSTM (Hochreiter and Schmidhuber, 1997),
yielding hp and hh respectively.

Attention A matrix of soft alignments between
tokens in the premise sentence and the hypothesis
sentence is computed using attention (Bahdanau
et al., 2014) over the encodings. Like Parikh et al.
(2016), we project the encoded sentence repre-
sentations using a feed-forward network, fattend,
(ui = fattend(h

p
i ), vj = fattend(h

h
j )) before

computing the inner product: Ãij = uTi vj .
Given a premise of length m, the attention dis-
tribution for the hypothesis sentence is ah =
normalize(Ãm,∗) where linear normalization is
applied (normalize(w) = w

‖w‖1 ). Likewise for the
corresponding hypothesis of length n, the premise
attention distribution is ap = normalize(Ã∗,n).

Output Classifier We predict the class label
through a feed-forward neural network, fcls,
where both attended encodings of the premise and
hypothesis final hidden states are concatenated as
input: fcls([a

p
mh

p
m; ahnh

h
n]). The logits are normal-

ized using the softmax function, yielding a distri-
bution over class labels ŷ.

Training The model is trained in a supervised
environment using cross-entropy loss between the
predicted class labels for an instance ŷ and the la-
beled value in the dataset, formally defined in Sec-
tion 3.

3 Generating Token-Level Explanations

Let xp = (xp1, . . . , x
p
m) and xh = (xh1 , . . . , x

h
n)

be sequences of tokens of length m and n re-
spectively for the input premise and hypoth-
esis sentences. Let y represent an entail-
ment relation between xp and xh where y ∈
{entails, contradicts, neutral}. Labeled training
data is provided of the form {(xpk,xhk , yk)}Kk=1.
For each instance, the model must generate an ex-
planation e defined as a subset of zero or more
tokens from both the premise and hypothesis sen-
tences: ep ∈ P(xp), eh ∈ P(xh).

We generate token-level explanations by thresh-
olding token attention weights. Concretely, we
select all tokens, x, with a weight greater than

964



a threshold. While similar to Rei and Søgaard
(2018), we incorporate a re-scaling using the tanh
function: ep = {xpi |ã

p
i ∈ Ã∗,n ∧ tanh(ãpi ) ≥ τ}

and likewise for the hypothesis.

3.1 Multiple Instance Learning
Thresholding the attention distributions from our
model will give an indication of which tokens
the model is weighting strongly for the entail-
ment task. However, as mentioned in the intro-
duction, there is no guarantee that this method of
explaining model behavior will correspond with
tokens that humans judge as a reasonable expla-
nation of entailment. To better align the attention-
based explanations with the human judgments, we
model the generation of explanations as Multi-
ple Instance Learning (MIL) (Maron and Lozano-
Pérez, 1998). In training the model sees labeled
“bags” (sentences) of unlabeled features (tokens)
and learns to predict labels both for the bags and
the features. In MIL, this is often achieved by in-
troducing regularizers when training. To encour-
age our NLI model to predict using sparser at-
tention distributions (which we expect to corre-
spond more closely with human token-level expla-
nations), we introduce the following regularizers
into the loss function:

R1: This entropy-based term allows us to penal-
ize a model that uniformly distributes probability
mass between tokens.

R1 =

K∑

k=1

(
H(apk) +H(ahk)

)

= −
K∑

k=1

(
m∑

i=1

apk,i log a
p
k,i +

n∑

j=1

ahk,j log a
h
k,j)

(1)

R2: This term, adapted from a loss function for
zero-shot tagging on single sentences (Rei and
Søgaard, 2018), penalizes the model for breaking
the assumption that at least one token must be se-
lected from both premise and hypothesis sentences
to form an explanation. The only exception is that,
following the e-SNLI dataset annotation by Cam-
buru et al. (2018), if the neutral entailment is pre-
dicted, no tokens are selected from the premise.

R2 =
K∑

k=1

(
(max

i
apk,i − I[kc 6= neutral])2

+(max
j
ahk,j − 1)2

) (2)

R3: This term, also adapted from Rei and
Søgaard (2018), encodes the assumption that not
all tokens must be selected in the explanation.
This is achieved by penalizing the smallest non-
zero attention weight, which has the effect of en-
couraging at least one weight to be close to zero.

R3 =
K∑

k=1

(
(min

i
apk,i)

2 + (min
j
ahk,j)

2
)

(3)

The loss function used for training of our pro-
posed model incorporating the regularizers which
are controlled with hyperparameters is:

L =
K∑

k=1

∑

c∈C
yk,c log ŷk,c+αR1+βR2+γR3 (4)

4 Alternative Models

4.1 Black-box explanations of NLP models
We use two established black-box model explana-
tion techniques for generating token-level expla-
nations: LIME (Ribeiro et al., 2016) and Anchors
(Ribeiro et al., 2018). Both techniques probe a
classifier by making perturbations to a single in-
put and modeling which of these perturbations in-
fluence the classification. To adapt these for use
in NLI, we make a simple modification that runs
the analysis twice: once for the premise sentence
and once for the hypothesis sentence on the NLI
model described in Section 2.

LIME Generates local explanations for a clas-
sifier through the introduction of a simple meta-
model that is trained to replicate a local decision
boundary of an instance under test. The training
data is generated through observing the impact on
classification when removing tokens from the in-
put string.

Anchor Explanations Considers the distribu-
tion of perturbed instances in the neighborhood of
the instance under test through word substitution
to identify a rule (a set of tokens in our case) for
which the classification remains unchanged.

4.2 Supervised Model
For a supervised model we build upon the model
discussed in Section 2, adding components to sup-
port LSTM-CRF-based tagging (Lample et al.,
2016). We use the following architecture:
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Model
Runtime (s) Token Explanation (%)

per instance Premise Hypothesis
P R F1 P R F1

Fully Supervised LSTM-CRF 0.02 86.91 40.98 55.70 81.16 54.79 65.41

Thresholded Attention (Linear) 0.01 19.96 19.67 19.56 46.70 34.92 39.89
+ MIL Regularizers (R1) - 16.59 15.67 16.12 50.02 42.44 46.01
+ MIL Regularizers (R2 + R3) - 18.19 20.18 19.13 51.29 50.73 51.00
+ MIL Regularizers (R1 + R2 + R3) - 19.23 26.21 22.18 53.38 62.97 57.78

LIME 64 60.56 48.28 53.72 57.04 66.92 61.58
Anchors 10 42.06 20.04 27.14 53.12 63.94 58.03

Table 1: Token-level scores for human-selected explanations of NLI using the e-SNLI dataset. The select-all
baseline precision for the premise is 18.5% and 35.2% for the hypothesis.

Context Encoding We use the same pretrained
GloVe embeddings (Pennington et al., 2014) that
were fixed during training. The premise and
hypothesis sentence were independently encoded
with the same LSTM (Hochreiter and Schmidhu-
ber, 1997) yielding hp and hh respectively and at-
tended to as per the description in Section 2.

Outputs The model is jointly trained with two
output objectives: a labeling objective and a tag-
ging objective. During training, the losses for both
tasks are equally weighted. The first output objec-
tive is the three-way SNLI classification over the
pair of sentences. This is the same component as
the model presented in Section 2.

The second objective is a binary tagging objec-
tive over the highlighted token-level explanations.
We use a jointly-trained LSTM-CRF decoder ar-
chitecture (Lample et al., 2016) which operates
a CRF over encoded representations for each to-
ken. In our model, we independently decode the
premise and hypothesis sentences. The inputs to
our CRF are the attended premise and hypothe-
sis: ap � hp and ah � hh respectively (where �
is the point-wise multiplication between the atten-
tion vector and the encoded tokens).

5 Experiments

We evaluate the generated explanations through
evaluation of token-level F1 scores comparing
them against tokens selected by humans to explain
the entailment relation using the e-SNLI dataset
(Camburu et al., 2018). The development split
of the e-SNLI dataset is used for hyperparam-
eter selection and we report results on the test
split. Where multiple annotations are available

for a sentence pair, the union of the annotations
is taken. We also report average runtime per sen-
tence in seconds measured using 1 thread on an
AWS c4.xlarge instance.

Implementation Details The model is imple-
mented in AllenNLP (Gardner et al., 2018) and we
optimized our model with Adagrad (Duchi et al.,
2011), selecting the models which attained high
hypothesis F1 without greatly affecting the accu-
racy of entailment task (approx 81% for the thresh-
olded attention model). The cell state and hidden
dimension was 200 for the LSTM sentence en-
coder. The projection for attention, fattend, was
a single layer 200 dimension feed forward net-
work with ReLU activation. The final feed for-
ward classifier, fcls, dimension was (200, 200, 3)
and ReLU activation over the first 2 layers. For the
comparison against black-box explanation mecha-
nisms, we use the code made public by the authors
of the respective works setting any hyperparame-
ters to the default values or those suggested in the
papers.

Results Our experimental results (Table 1) in-
dicate that the LIME black-box explanation tech-
nique over the model described in Section 2 pro-
vides token-level explanations that are more sim-
ilar to human judgments than thresholding the at-
tention distributions. We show that the addition of
MIL regularizers for generating explanations us-
ing thresholded attention improved precision and
recall hypothesis explanations. However, similar
improvements were not realized for the premise
sentence. While the black-box methods gener-
ated better explanations than thresholded atten-
tion, they were 3 orders of magnitude slower.
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Only LIME was able to generate good token-
level explanations for the premise. This is in
contrast to the attention-based explanations of the
premise (in the model that LIME was run on)
which could not generate satisfactory explanations
(see row 2 of Table 1). This supports findings in
recent works (Jain and Wallace, 2019) that indi-
cate that attention does not always correspond to
other measures of feature importance. We also
found that the black-box model explanation meth-
ods behave differently given the same model un-
der test: the premise explanation generated by the
Anchors method was more in line with what the
model attended to, reflected by the lower recall.

The fully supervised model had high precision
yet (relatively) low recall. We observed it has a
bias towards predicting common words that of-
ten appear in highlights (e.g. ‘man’, ‘woman’,
‘dog’, ‘people’) for both premise and hypothesis
sentences rather than highlighting keywords that
would form an instance-specific explanation. This
behaviour is also more pronounced in the premise
sentence highlights rather than the hypothesis. We
reason that this due to how the SNLI dataset
was constructed: a premise sentence was used to
generate 3 hypothesis sentences (entailed, contra-
dicted and neutral). This is corroborated by a sur-
vey of 250 instances from the SNLI dataset, where
we found that all or part of the subject noun phrase
remained unchanged between the premise and hy-
pothesis sentences 60% of the time. While the su-
pervised model correctly captured commonly oc-
curring text patterns, as demonstrated by the high
F1 scores, this behaviour alone was not sufficient
to identify tokens that correlated with the entail-
ment label. We found that most of the commonly
predicted tokens by our supervised model did not
appear in lists of features highly correlated with
the entailment label (Poliak et al., 2018; Gururan-
gan et al., 2018).

6 Conclusions

In this paper we explored how to generate token-
level explanations from NLI models. We com-
pared the LIME and Anchors black-box meth-
ods against a novel, white-box Multiple Instance
Learning (MIL) method and a fully supervised
baseline. The explanations generated by LIME
were more similar to the human judgments of
the tokens that justify an entailment relation than
the attention thresholding approach. This cor-

roborates contemporaneous work (Jain and Wal-
lace, 2019) indicating a lack of correspondence
between attention and other measures of feature
importance.

The MIL method we introduced steered the at-
tention distributions over tokens in our model to
correspond closer to the human judgments allow-
ing better explanations to be generated. Even
though, when considering the token-level F1

score, the attention-based explanations were not
as good as the black-box techniques we evaluated,
they were orders of magnitude faster.

The attention thresholding model we tested did
not generate satisfactory explanations had low F1

for the premise sentences. A possible explanation
for the poor performance is what is found by Rei
and Søgaard (2018) who show that MIL regular-
izers performed better when there is a higher de-
gree of association between the sentence-level la-
bel and the token-level labels. Our model used in-
dependent encodings of the premise and hypoth-
esis but in NLI there is a strong dependence be-
tween the two sentences; thus the entailment pre-
diction should be explained through pairwise to-
ken comparisons (e.g. synonyms, upward entail-
ment, etc.). In future work we plan to address this
by adding explicit cross-sentence semantic knowl-
edge (Joshi et al., 2018).
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Abstract

Complex Word Identification (CWI) is the task
of identifying which words or phrases in a
sentence are difficult to understand by a tar-
get audience. The latest CWI Shared Task re-
leased data for two settings: monolingual (i.e.
train and test in the same language) and cross-
lingual (i.e. test in a language not seen dur-
ing training). The best monolingual models
relied on language-dependent features, which
do not generalise in the cross-lingual setting,
while the best cross-lingual model used neural
networks with multi-task learning. In this pa-
per, we present monolingual and cross-lingual
CWI models that perform as well as (or bet-
ter than) most models submitted to the latest
CWI Shared Task. We show that carefully se-
lected features and simple learning models can
achieve state-of-the-art performance, and re-
sult in strong baselines for future development
in this area. Finally, we discuss how incon-
sistencies in the annotation of the data can ex-
plain some of the results obtained.

1 Introduction

Complex Word Identification (CWI) consists of
deciding which words (or phrases) in a text could
be difficult to understand by a specific type of
reader. In this work, we follow the CWI Shared
Tasks (Paetzold and Specia, 2016; Yimam et al.,
2018) and assume that a target word or multi-word
expression (MWE1) in a sentence is given, and our
goal is to determine if it is complex or not (an ex-
ample is shown in Table 1). Under this setting,
CWI is normally treated using supervised learn-
ing and feature engineering to build monolingual
models (Paetzold and Specia, 2016; Yimam et al.,
2018). Unfortunately, this approach is infeasible
for languages with scarce resources of annotated

1We consider n-grams with n ≥ 2 as MWEs, while Yi-
mam et al. (2018) used n ≥ 3.

Sentence Target word/MWE Complex?

Both China and the
Philippines flexed their
muscles on Wednesday.

flexed Yes
flexed their muscles Yes
muscles No

Table 1: An annotated sentence in the English dataset
of the Second CWI Shared Task.

data. In this paper, we are interested in both mono-
lingual and cross-lingual CWI; in the latter, we
build models to make predictions for languages
not seen during training.

While monolingual CWI has been studied ex-
tensively (see a survey in Paetzold and Specia
(2017)), the cross-lingual setup of the task was in-
troduced only recently by Yimam et al. (2017b),
who collected human annotations from native and
non-native speakers of Spanish and German, and
integrated them with similar data previously pro-
duced for three English domains (Yimam et al.,
2017a): News, WikiNews and Wikipedia.

For the Second CWI Shared Task (Yimam et al.,
2018), participants built monolingual models us-
ing the datasets previously described, and also
tested their cross-lingual capabilities on newly col-
lected French data. In the monolingual track, the
best systems for English (Gooding and Kochmar,
2018) differed significantly in terms of feature set
size and the model’s complexity, to the best sys-
tems for German and Spanish (Kajiwara and Ko-
machi, 2018). The latter used Random Forests
with eight features, whilst the former used Ad-
aBoost with 5000 estimators or ensemble voting
combining AdaBoost and Random Forest classi-
fiers, with about 20 features.

In the cross-lingual track, only two teams
achieved better scores than the baseline: Kajiwara
and Komachi (2018) who used length and fre-
quency based features with Random Forests, and
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Bingel and Bjerva (2018) who implemented an en-
semble of Random Forests and feed-forward neu-
ral networks in a multi-task learning architecture.

Our approach to CWI differs from previous
work in that we begin by building competitive
monolingual models, but using the same set of
features and learning algorithm across languages.
This reduces the possibility of getting high scores
due to modelling annotation artifacts present in the
dataset of one language. Our monolingual models
achieve better scores for Spanish and German than
the best systems in the Second CWI Shared Task.
After that, we focus on language-independent fea-
tures, and keep those that achieve good perfor-
mance in cross-lingual experiments across all pos-
sible combinations of languages. This results in
a small set of five language-independent features,
which achieve a score as high as the top models in
the French test set. Finally, we analyse the annota-
tion of the datasets and find some inconsistencies
that could explain some of our results.

Code for all our models can be found at:
https://github.com/sheffieldnlp/cwi

2 Problem Formulation

We tackle the binary classification task in the Sec-
ond CWI Shared Task (Yimam et al., 2018), in
which a model decides if a target word/MWE in
a sentence is complex or not. Following com-
mon practice, we extract features from the target
word/MWE and its context, and then use a su-
pervised learning algorithm to train a classifier.
For training and testing our models, we use the
annotated datasets provided for the Second CWI
Shared Task (see Table 2 for some statistics).

Dataset Train Dev Test

English (EN) - News 14,002 1,764 2,095
English (EN) - WikiNews 7,746 870 1,287
English (EN) - Wikipedia 5,551 694 870
Spanish (ES) 13,750 1,622 2,232
German (DE) 6,151 795 959
French (FR) N/A N/A 2,251

Table 2: Number of annotated samples in each dataset
for each language.

3 Monolingual Models

3.1 Features Description

Our feature set consists of 25 features that can be
extracted for all languages considered (English,

German, Spanish and French). They can be di-
vided into three broad categories: features based
on the target word/MWE, sub-word level features,
and sentence-level features to capture information
from the target’s context. As we intended that our
features be applicable across languages, we drew
on features found to be useful in previous work on
CWI (Yimam et al., 2017b, 2018). We made use of
the python libraries spaCy2 (Honnibal and Mon-
tani, 2017) and NLTK3 (Loper and Bird, 2002).
Details on the resources used for extracting each
feature can be found in Appendix A.

At the target word/MWE level, we experi-
mented with features such as Named Entity (NE)
type, part-of-speech, hypernym counts, number of
tokens in the target, language-normalised num-
ber of characters in each word, and simple uni-
gram probabilities. These features are linguisti-
cally motivated. The perceived complexity of a
MWE may be higher than that of a single word,
as each component word can be complex, or sim-
ple component words can be synthesised into a
complex whole. Similarly, infrequent words are
less familiar, so we would expect low-probability
target words to be found more complex. Along
these lines, proper nouns could be more complex,
as there is a vast number of NEs, and the chance
that a person has encountered any one of them is
low. We would expect this trend to reverse for the
NE type of organisations, in combination with the
Enlgish-News dataset, as organisations mentioned
in news articles are frequently global, and so the
chance that a person has encountered a proper
noun that is an organisation is often higher than
for proper nouns in general. In total, 14 features
were used at the target word/MWE level.

Our sub-word level features include prefixes,
suffixes, the number of syllables, and the num-
ber of complex punctuation marks (i.e. punctu-
ation within the target word/MWE, such as hy-
phens, that could denote added complexity). We
would expect certain affixes to be useful features,
as language users use sub-word particles like these
to identify unknown words: by breaking up a word
like “granted” into “grant-” and “-ed”, readers can
fall back on their knowledge of these component
pieces to clarify the whole. A total of 9 sub-word
features were used in the monolingual models.

Finally, sentence level features with linguistic

2https://spacy.io/
3https://www.nltk.org/
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motivations were also considered. Long sentences
could be harder to understand, which makes it
more difficult to figure out the meaning of un-
known words contained within them. Also, long
sentences are more likely to include more un-
known words or ambiguous references. Therefore,
we considered sentence length (i.e., number of to-
kens in the sentence) as a feature. In addition,
we extracted N-grams (unigrams, bigrams and tri-
grams) from the whole sentence, since certain sen-
tence constructions can help a reader understand
the target word/MWE. For example, “A of the B”
suggests a relation between A and B. We used 2
sentence-level features in total.

3.2 Experiments and Results

Following Yimam et al. (2018), we used Macro-
F1 score to evaluate performance and for compar-
ison with previous work on the datasets. We used
Logistic Regression for all our experiments, as it
allowed for easy exploration of feature combina-
tions, and in initial experiments we found that it
performed better than Random Forests. We eval-
uated both using the full feature set described be-
fore, as well as a two-feature baseline using the
number of tokens of the target and its language-
normalised number of characters. Results of our
monolingual experiments are shown in Table 3.

Dataset Dev Test

BL MA BL MA SotA

EN - News 83.6 85.5 69.7 86.0 87.4
EN - WikiNews 80.4 82.8 65.8 81.6 84.0
EN - Wikipedia 74.2 76.6 70.1 76.1 81.2
ES 78.0 77.1 69.6 77.6 77.0
DE 79.5 74.6 72.4 74.8 75.5

Mean 79.1 79.3 69.5 79.2 N/A

Table 3: Macro-F1 for the baseline (BL), our monolin-
gual approach (MA), and the state of the art (SotA) on
the Dev and Test splits of each dataset.

In the test set, our baseline results (BL in Ta-
ble 3) are strong, especially in German. Our
full 25-features model improves on the baseline
in all cases, with the biggest increase of over 16
percentage points seen for the EN-News dataset.
Our system beats the best performing system from
the Shared Task in Spanish (77.0) and German
(74.5), both obtained by Kajiwara and Komachi
(2018). However, the state of the art for German
remains the Shared Task baseline (75.5) (Yimam
et al., 2018). The best results for all three English

datasets were obtained by Gooding and Kochmar
(2018); ours is within two percentage points of
their News dataset score. Furthermore, the mean
score for our system (79.2) is close to the mean of
the best performing models (81.0), which are dif-
ferent systems, while using simpler features and
learning algorithm. The best-performing model in
English, for example, used Adaboost with 5000
estimators (Gooding and Kochmar, 2018).

4 Cross-lingual Models

4.1 Features Description

Linguistically, the cross-lingual approach can be
motivated by the relation between certain lan-
guages (such as French and Spanish both being
Romance languages). In addition, there may be
features identifying complex words that are shared
even across language families.

To be able to test a model on a language that
was unseen during training, the features the model
works with must be cross-lingual (or language-
independent) themselves. For example, the words
themselves are unlikely to transfer across lan-
guages (apart from those that happen to be spelled
identically), but the popularity of the words would
transfer. This rules out some of the features we
used for the monolingual approach (see Sec. 3.1),
as they were language-dependent. One such fea-
ture is N-grams for the target word/MWE, which
depend on the language, and so will only occur
with extreme sparsity outside of their source lan-
guage. For example, if applying a system trained
on English to unseen French, the English phrases
“à la mode” or “film noir” might reoccur in the
French, since they originate from that language,
but these are rare exceptions. What is more, a
French loan-phrase may have different complex-
ity characteristics to the same N-grams occurring
in their native language. Therefore, we did not use
these features in the cross-lingual system.

4.2 Experiments and Results

To find out which features were best suited for
the cross-lingual approach, we performed an it-
erative ablation analysis (see Appendix B for de-
tails). Using this process, we arrived at our final
cross-lingual feature set: number of syllables in
the target, number of tokens in the target, number
of complex punctuation marks (such as hyphens),
sentence length, and unigram probabilities.

Furthermore, we analyse the effect of different
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language combinations on the performance of the
cross-lingual model in order to investigate how
the relationship between the languages trained and
tested on would influence model performance. Re-
call that we only have training data for English,
Spanish and German, but not French. We train
models using all possible combinations (each lan-
guage independently, each pairing, and all three)
and evaluate on each of the four languages that
have test data (i.e. the former three and French),
excluding training combinations that include the
test language. Results are shown in Table 4.

EN ES DE Eval Source Test Dev

X X EN WikiNews 61.8 63.7
X EN WikiNews 62.3 63.6

X EN WikiNews 61.6 63.8
X X EN Wikipedia 62.8 64.4

X EN Wikipedia 62.6 64.4
X EN Wikipedia 63.1 65.2
X X EN News 67.1 65.6

X EN News 67.0 65.6
X EN News 67.2 65.9

X X ES N/A 70.8 71.3
X ES N/A 72.6 74.1

X ES N/A 69.1 70.0

X X DE N/A 73.4 78.3
X DE N/A 72.6 77.4

X DE N/A 73.0 76.0

X X X FR N/A 73.1 N/A
X X FR N/A 75.7 N/A

X X FR N/A 73.4 N/A
X X FR N/A 70.5 N/A

X FR N/A 75.8 N/A
X FR N/A 73.4 N/A

X FR N/A 69.2 N/A

Table 4: Comparison of Test and Dev results for all
permutations of training languages.

When testing on French, we achieved the high-
est performance by training on German only
(75.8), followed closely by training on a combina-
tion of German and Spanish (75.7) and only Span-
ish (75.5). The worst performance was achieved
by training only on English (69.2), and the per-
formance also noticeably decreased for all training
combinations that included English.

When testing on German, language choice had a
weaker effect. The highest score came from com-
bining English and Spanish (73.4), but using only
one of those languages gave comparable results
(72.6 for Spanish, 73.0 for English).

For Spanish, the best results were achieved
when training only on German (72.6). Adding
English to the training languages decreased the

Spanish German French

Monolingual SotA 77.0 75.5 N/A
Cross-lingual SotA N/A N/A 76.0
Our cross-lingual 72.6 73.4 75.8

Table 5: Comparison between the monolingual and
cross-lingual state of the art (SotA), and our cross-
lingual system.

performance (70.8), which was even lower when
training only on English (69.1).

It is noteworthy that adding English to the train-
ing languages noticeably decreases performance
for both Spanish and French, but not for Ger-
man. One possible reason for Spanish and French
not benefiting from English when German does is
that both English and German are Germanic lan-
guages, whereas Spanish and French are Romance
languages. Another possible explanation for the
decrease of performance caused by training with
English is that there are inconsistencies in the way
MWEs in the datasets were labelled across lan-
guages, which we explore in Sec. 5.

We finally compare our cross-lingual models
against the state of the art: the best monolin-
gual system for Spanish and German, and the best
cross-lingual system for French, where no mono-
lingual systems exist. As Table 5 shows, our cross-
lingual models come close to the best monolingual
models for Spanish and especially for German.
This is remarkable given how simple our model
and features are, and that the approaches we com-
pare against train complex models for each lan-
guage. Furthermore, this points towards the possi-
bility of extending CWI to more languages which
lack training data.

Finally, Table 6 compares the coefficients for
models trained on Romance and Germanic lan-
guages. Notably, use of complex punctuation
(such as the hyphenation in “laser-activated” or
“drug-related”) and the number of tokens are in-
versely correlated w.r.t. the word or MWE being
complex. More words in the target was correlated
with complexity for English and German, and in-
versely correlated for Spanish.

5 Dataset Analysis

While examining our models’ incorrect predic-
tions, we observed inconsistencies in labelling in
the datasets between target MWEs and their sub-
words/sub-expressions (SWs).
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Feature Train Coefficient

number of complex punctuation marks
EN -0.693
DE -0.559
ES 1.111

number of tokens
EN -2.200
DE -0.534
ES 1.420

Table 6: Coefficients for cross-lingual models trained
on Germanic and Romance languages.

The First CWI Shared Task (Paetzold and Spe-
cia, 2016) used the annotations of a group (i.e.
ten annotators on the training data) to predict the
annotation of an individual (i.e. one annotator on
the test data). The resulting inconsistencies in la-
belling may have contributed to the low F-scores
of systems in the task (Zampieri et al., 2017). Al-
though the Second CWI Shared Task improved on
the first by having multiple annotators for all splits
of the data, it contains some labelling inconsisten-
cies arising from annotators now being able to la-
bel phrases, and words within them, separately.

More concretely, we found that across all
datasets, 72% of MWEs contain at least one SW
with the opposite label (see Table 7). While this
makes sense in some cases, every SW in 25% of
MWE instances has the opposite label. For ex-
ample, “numerous falsifications and ballot stuff-
ing” is not annotated as complex, despite its SWs
“numerous”, “numerous falsifications”, “falsifica-
tions”, “ballot”, “ballot stuffing” and “stuffing” all
being complex. Conversely, “crise des marchés du
crédit” is complex, despite “crise”, “marchés” and
“crédit” being labelled non-complex. It is diffi-
cult to see how classifiers that extract features for
MWEs from their individual SWs could predict
the labels of both correctly.

Furthermore, every target MWE in the Spanish,
German and French datasets is labelled complex.
This may bias a classifier trained on the Span-
ish or German datasets towards learning MWEs
and long individual words (if length is a feature)
are complex. In particular, this observation may
help explain why adding English as a training lan-
guage decreased the performance of our cross-
lingual system when testing on French and Span-
ish (where all MWEs are complex). An analysis in
Bingel and Bjerva (2018) further found that their
cross-lingual French model was effective at pre-
dicting long complex words/MWEs but had diffi-
culty predicting long non-complex words.

C NC ≥ 1 Irreg. All Irreg.

English 3,750 982 3,315 950
Spanish 2,309 0 1,747 760
German 502 0 374 178
French 242 0 192 82

Total 6,803 982 5,628 1,970

Table 7: MWE annotation analysis: numbers of MWEs
labelled complex (C) and non-complex (NC), numbers
with at least one SW (≥ 1 Irreg) and all SWs (All Ir-
reg.) having the opposite label.

It is also worth noting that considering a word
or MWE as complex is subjective and may differ
from person to person, even within the same target
audience. Bingel et al. (2018) investigated predict-
ing complex words based on the gaze patterns of
children with reading difficulties. They found a
high degree of specificity in misreadings between
children, that is, which words they found complex
when reading aloud. This variety of complexity
judgements even within one target group points to-
wards the high degree of subjectivity in the task,
which may also partly explain the inconsistencies
in the dataset.

6 Conclusion and Future Work

The monolingual and cross-lingual models pre-
sented achieve comparable results against more
complex, language-specific state-of-the-art mod-
els, and thus can serve as strong baselines for
future research in CWI. In addition, our analy-
sis of the dataset could help in the design of bet-
ter guidelines when crowdsourcing annotations for
the task. Dataset creators may wish to only al-
low single words to be chosen as complex to avoid
labelling inconsistencies. In case MWEs are be-
ing permitted, we suggest instructing annotators
to chose the smallest part of a phrase they find
complex (French annotators for the Second CWI
Shared Task sometimes grouped individual com-
plex words into a complex MWE (Yimam et al.,
2018)).
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A Detailed Feature Set

Level Name Description Resource

Target
word/MWE

NER tag counts Counts of each Named Entity tag in
target

spaCy

pos tag counts Counts of each part-of-speech tag in
target

spaCy

hypernym count Number of hypernyms WordNet (NLTK)
len tokens Absolute length in tokens N/A
len tokens norm Normalised length in tokens N/A
len chars norm Normalised length in characters N/A
unigram prob Log of the product of unigram proba-

bilities
EN: Brown Corpus (NLTK)
ES: CESS-ESP (NLTK)
DE: TIGER Corpus4

FR: Europal5

bag of shapes Bag of morphological shapes spaCy
rare word count Count of rare words in target EN: subset of Google’s Trillion Word Corpus6

DE: list of the most common 3,000 words7

ES: word frequency list by M. Buchmeier8

rare trigram count Count of rare trigrams in target Same as rare word count
is stop Frequency of stopwords in target NLTK, Ranks NL9

is nounphrase If target is a noun phrase spaCy
avg chars per word Avg. word length (in characters) of

the target
N/A

iob tags Count of BIO tags in target spaCy

Sub-word

lemma feats Bag of lemmas for target sentence spaCy
len sylls Length of target in syllables Pyphen10

num complex punct Count of complex punctuation in tar-
get

N/A

char n gram feats Character N-Grams, incl. prefixes and
suffixes

N/A

char tri sum Sum of character trigrams’ corpus fre-
quencies

EN: Brown Corpus (NLTK)
ES: CESS-ESP (NLTK)
DE: TIGER Corpus

char tri avg Average of character trigrams’ corpus
frequencies

same as char tri sum

consonant freq Count of consonants in target N/A
gr or lat If target has Greek or Latin affixes List of Greek and Latin roots in English11

is capitalised If target’s first letter is uppercased N/A

Sentence
sent length Number of tokens in the sentence N/A
sent n gram feats Unigrams, bigrams and trigrams in the

sentence
N/A

Table 8: Monolingual and Cross-lingual Feature Set Summary

4https://www.ims.uni-stuttgart.de/forschung/ressourcen/korpora/tiger.html
5http://www.statmt.org/europarl/
6https://github.com/first20hours/google-10000-english
7http://germanvocab.com/
8https://en.wiktionary.org/wiki/User:Matthias_Buchmeier/Spanish_frequency_

list-1-5000
9https://www.ranks.nl/stopwords

10https://pyphen.org/
11https://www.oakton.edu/user/3/gherrera/Greek%20and%20Latin%20Roots%20in%

20English/greek_and_latin_roots.pdf
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B Cross-lingual Features Ablation

Iteration Current features Features increasing performance Features decreasing performance

1

len tokens num complex punct
len sylls
sent length

is nounphrase
len tokens norm
consonant freq
is capitalised
bag of shapes
pos tag count

2

len tokens
len sylls
num complex punct
sent length

unigram prob gr or lat

3

len tokens
len sylls
num complex punct
sent length
unigram prob

char ngram feats
iob tags
lemma feats
NER tag counts

Table 9: Ablation analysis for the cross-lingual features
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Abstract

We consider the problem of learning dis-
tributed representations for entities and rela-
tions of multi-relational data so as to predict
missing links therein. Convolutional neural
networks have recently shown their superior-
ity for this problem, bringing increased model
expressiveness while remaining parameter ef-
ficient. Despite the success, previous convolu-
tion designs fail to model full interactions be-
tween input entities and relations, which poten-
tially limits the performance of link prediction.
In this work we introduce ConvR, an adaptive
convolutional network designed to maximize
entity-relation interactions in a convolutional
fashion. ConvR adaptively constructs convolu-
tion filters from relation representations, and
applies these filters across entity representa-
tions to generate convolutional features. As
such, ConvR enables rich interactions between
entity and relation representations at diverse re-
gions, and all the convolutional features gener-
ated will be able to capture such interactions.
We evaluate ConvR on multiple benchmark
datasets. Experimental results show that: (1)
ConvR performs substantially better than com-
petitive baselines in almost all the metrics and
on all the datasets; (2) Compared with state-
of-the-art convolutional models, ConvR is not
only more effective but also more efficient. It
offers a 7% increase in MRR and a 6% in-
crease in Hits@10, while saving 12% in pa-
rameter storage.

1 Introduction

Multi-relational data refers to directed graphs
whose nodes correspond to entities and edges dif-
ferent types of relations between entities. An edge
of the form (subject, relation, object) indicates that
there exists a specific relation between the subject
and object entities. Learning with multi-relational
data plays a pivotal role in many application do-
mains, ranging from social networks or recom-

mender systems to large-scale knowledge bases
(KBs) (Bordes et al., 2013; Jenatton et al., 2012).
This work focuses on modeling multi-relational
data from KBs, with the aim of predicting miss-
ing facts on KBs, a challenging task known as link
prediction in statistical relational learning (SRL)
(Getoor and Taskar, 2007).

Various SRL techniques (Nickel et al., 2016a)
have been proposed for this task, among which vec-
tor space embedding models (Wang et al., 2017)
are gaining increasing attention due to their su-
perior performance and potential scalability. The
key idea there is to learn and operate on latent fea-
tures (embeddings) of entities and relations, so as to
uncover non-trivial connectivity patterns in multi-
relational data. Previous works of this kind tend
to adopt shallow, simple models to extract latent
features, e.g., the translation based models (Bordes
et al., 2013; Wang et al., 2014) or the bilinear mod-
els and their variants (Jenatton et al., 2012; Yang
et al., 2015; Trouillon et al., 2016). Using these
simple models allows one to easily handle large-
scale KBs, but usually at the cost of learning less
expressive features. In fact, such simple models
typically generate a single feature with each entry
of the embeddings. The only way to increase the
number of features (and thus their expressiveness)
is to increase the embedding size (Dettmers et al.,
2018). This potentially limits the performance of
link prediction with a given number of parameters.
To increase model expressiveness, there emerge
some deeper, more complicated designs, in par-
ticular those on the basis of neural network archi-
tectures (Socher et al., 2013; Bordes et al., 2014;
Dong et al., 2014; Schlichtkrull et al., 2017a). Such
approaches, however, often have more parameters
and are prone to overfit, at least on the (relatively
small) benchmark datasets used by the scientific
community (Nickel et al., 2016a).

Recently, Dettmers et al. (2018) devised ConvE,

978



a multi-layer convolutional network which enables
expressive feature learning while remaining highly
parameter efficient. Given a subject-relation-object
triple (s, r, o), ConvE first reshapes the vector rep-
resentation of the subject s and that of the relation
r into 2D matrices, and then concatenates the two
matrices and feeds them into a 2D convolutional
layer to extract higher-level, non-linear features, as
illustrated in Figure 1(a). The resultant convolu-
tional features are finally projected and matched
with the vector representation of the object o via
an inner product. Note that by sliding across the
embeddings using small-sized filters, the convolu-
tion operator can easily generate much more fea-
tures without increasing the embedding size. As
such, ConvE offers increased expressiveness and
achieves competitive performance in link predic-
tion.

Nevertheless, despite its success, ConvE is still
insufficient to fully capture the interactions be-
tween input entities and relations, which has long
been recognized as crucial for modeling multi-
relational data (Nickel et al., 2011; García-Durán
et al., 2014; Trouillon et al., 2016). In ConvE, the
(reshaped) representations of input entities and rela-
tions are simply stacked together and fed into a con-
volutional layer. Although 2D convolution is better
than 1D convolution in modeling entity-relation
interactions, typical 2D convolution with global
filters on such a stacked matrix, however, can only
model interactions around the concatenation line
(Dettmers et al., 2018). Consider the example in
Figure 1(a), where two matrices of size 3 × 3 are
formed after reshaping, stacked, and fed as input to
a convolutional layer. Convolving across the input
with a global filter of size 2 × 2 will then be able
to model interactions only in the regions where the
two matrices adjoin (e.g., the region outlined in
red). That means, only a small proportion of the
output convolutional features (20% in this exam-
ple, striped with orange and blue) will effectively
capture entity-relation interactions, and the vast ma-
jority others will be entity- or relation-independent.
This poses potential negative impacts on the link
prediction task.

This paper, aiming at maximizing the interac-
tions between input entities and relations, intro-
duces ConvR, an adaptive convolutional network
specifically designed for multi-relational data. As
illustrated in Figure 1(b), the key idea of ConvR
is to facilitate convolution across entity represen-

tations with its filters adaptively constructed from
relation representations. Such adaptive convolution
will model the interactions between the two types
of input not only more naturally but also more ef-
fectively. Specifically, given a triple, the vector
representation of the subject is reshaped and fed
as input to a convolutional layer, while that of the
relation is split and reshaped into a set of filters.
ConvR then convolves across the input with these
filters, enabling each filter (a part of the relation
representation) to interact with diverse regions of
the input (the entity representation). Through this
adaptive convolution process, all the features gener-
ated will be able to capture entity-relation interac-
tions (striped with orange and blue in Figure 1(b)).
These convolutional features are finally projected
and matched with the representation of the object.

Besides being more effective, adaptive convo-
lution enables potentially more efficient modeling
(in terms of the number of parameters). Compared
with ConvE (Figure 1(a)), ConvR (Figure 1(b))
needs no global filters and generates smaller fea-
ture maps, making the follow-up projection layer
roughly half as large as that of ConvE. The idea
of adaptive convolution, in fact, is rather generic
for the multi-relational scenario. By splitting and
reshaping relation vectors, ConvR can be easily
generalized to other paradigms such as 1D or 3D
convolution, not restricted to the 2D setting. To
facilitate a direct and fair comparison to ConvE
where only 2D convolution is considered and tested,
this paper takes the 2D setting as an example, and
shows the superiority of ConvR over ConvE in this
setting. We will investigate higher dimensional
convolution in our future work.

Our contributions are as follows. (1) We propose
a novel adaptive convolution model for learning
with multi-relational data. Our approach, ConvR,
takes full advantage of entity-relation interactions
in a convolutional fashion, while still remaining
highly parameter efficient. (2) We evaluate ConvR
in the link prediction task on KBs and achieve very
promising results on multiple benchmark datasets,
including not only the popular WN18 and FB15K
(Bordes et al., 2013), but also the more difficult
WN18RR (Dettmers et al., 2018) and FB15K-237
(Toutanova and Chen, 2015). (3) We systematically
compare the efficiency and effectiveness of ConvR
and ConvE on FB15K-237, showing that ConvR
can perform substantially better with a good variety
of parameter settings. In particular, it offers a 7%
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(a) ConvE: Convolution with global filters.
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(b) ConvR: Convolution with relation-specfic filters.

Figure 1: Reshaping and convolution in ConvE and ConvR. Entity-related neurons are marked in orange, relation-
related ones striped with blue backslash, and those capturing entity-relation interactions striped with slash. White
blocks stand for global filters applied to all input entities and relations.

increase in MRR and a 6% increase in Hits@10,
with the total parameter number only 88% as large
as that of ConvE.

2 Background

We consider multi-relational data represented as
a graph, which can also be formalized as a set of
subject-relation-object triples G = {(s, r, o)} ∈
E ×R×E . Here, E is the set of entities, and R the
set of relations. Each triple (s, r, o) is composed
of a subject entity s ∈ E , a relation r ∈ R, and an
object entity o ∈ E , indicating that there exists a
relation of type r between the two entities s and
o. Such triples are also called facts in knowledge
bases (KBs).

We follow (Dettmers et al., 2018) and formalize
link prediction on multi-relational data as a point-
wise learning to rank problem, where the objective
is to learn a scoring function ψ : E × R × E → R.
For any input triple (s, r, o), the higher the score
ψ(s, r, o), the more likely the triple is true. Vari-
ous statistical relational learning (SRL) techniques
have been proposed for this task. See (Nickel et al.,
2016a) for a thorough review of such techniques,
with their application on large-scale KBs.

This paper focuses on vector space embedding
models, a branch of SRL with superior perfor-
mance and potential scalability. Given an input
triple (s, r, o), a model of this kind first maps the en-
tities s, o and relation r to their distributed represen-
tations (i.e., embeddings), usually vectors s, r,o ∈
Rd for efficient learning. A score is then defined
for the triple by operating on these distributed rep-
resentations, i.e., ψ(s, r, o) = φ(s, r,o). A great
many approaches of this kind have been devised
in the last few years, where a key difference is the
designing of the scoring function φ(s, r,o). See
(Wang et al., 2017) for a recent survey.

3 Adaptive Convolution on
Multi-relational Data

This section presents ConvR, an adaptive convolu-
tional network specifically designed for learning
with multi-relational data. The key idea of ConvR
is to facilitate convolution across entity represen-
tations with its filters adaptively constructed from
relation representations, so as to maximize the inter-
actions between the two types of input. Figure 1(b)
provides a simple illustration of this idea. In the rest
of this section, we detail the ConvR model, discuss
parameter learning of it, and show its advantages
over ConvE, a convolutional network achieving
promising results in multi-relational link prediction
(Dettmers et al., 2018). To facilitate a direct and
fair comparison to ConvE, we focus on the 2D set-
ting. But the idea can be easily generalized to other
convolution paradigms.

The ConvR model Given a triple (s, r, o),
ConvR maps the two entities s, o to vectors s,o ∈
Rde , and the relation r to vector r ∈ Rdr , where
de and dr are the embedding size of entities and
relations, respectively. Then, the subject vector s
is reshaped into a 2D matrix S ∈ Rdh

e ×dw
e (where

de = dh
edw

e ) and fed as input to a convolutional
layer. As shown in (Dettmers et al., 2018), using
2D rather than 1D convolution would be able to ex-
tract more feature interactions and increase model
expressiveness. The relation vector r is further split
into blocks r(1), · · · , r(c) with equal size, where
each r(�) ∈ Rdr/c is reshaped into a 2D convolu-
tion filter R(�) ∈ Rh×w. Here, c is the number of
filters, h and w the height and width of each filter,
and dr = chw. Figure 1(b) gives a simple example
of this reshaping process, where a subject vector
of length 9 is reshaped into a 3 × 3 matrix, and a
relation vector of length 8 is split and reshaped into
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Figure 2: A simple illustration of adaptive convolution, where a 2 × 2 filter R(1) (constructed from the first half of
the relation vector r) is convolved across a 3 × 3 input S (reshaped from the subject vector s), generating a feature
map of size 2 × 2. Each entry of the feature map could be calculated with certain dimensions of r and s, marked
with blue backslash and orange respectively.

two 2 × 2 filters.1

After reshaping, ConvR convolves across the
input S using these adaptively constructed, relation-
specific filters. For each filter R(�), a convolutional
feature map C(�) ∈ R(dh

e −h+1)×(dw
e −w+1) will be

generated, with the mn-th entry calculated as:

c(�)
m,n = f

(∑
i,j

sm+i−1,n+j−1 × r
(�)
i,j

)
, (1)

where f(·) is a non-linear function, e.g., ReLU
(Krizhevsky et al., 2012). Figure 2 visualizes how
such a feature map could be generated by convolv-
ing across the input with a relation-specific filter
(the first equality sign “=”), and how each entry of
the feature map could be calculated with the origi-
nal entity and relation vectors (the second equality
sign “=”). We can see that the adaptive convolu-
tion paradigm is quite effective in modeling entity-
relation interactions. It enables rich interactions
between input entity and relation representations at
diverse regions, and all the convolutional features
generated will be able to capture such interactions.

Finally, to compute the triple score ψ(s, r, o), we
flatten the convolutional feature maps C(1), · · · ,
C(c) and stack them into a single vector c. This vec-
tor is then projected into Rde by a fully-connected
layer, and matched with the object vector o with an
inner product, i.e.,

ψ(s, r, o) = f(Wc + b)�o, (2)

where W ∈ Rde×c(dh
e −h+1)(dw

e −w+1) and b ∈ Rde

are parameters of the fully-connected layer, and
f(·) is again a non-linear function.

1During reshaping we consider the most natural ordering
of the embedding entries. That means, a length-x vector is
reshaped into a y × z matrix (x = yz) such that the first row
of the matrix comes from the first z entries of the vector, the
second row from the second z entries, and the y-th row from
the last z entries.

Parameter learning For learning the model pa-
rameters, we follow (Dettmers et al., 2018) and use
1-to-many scoring to speed-up training and evalua-
tion. Unlike traditional 1-to-1 scoring which takes
a triple (s, r, o) as input and directly scores it, 1-
to-many scoring takes (s, r) as input and scores it
against all candidate objects o ∈ E simultaneously,
generating a score vector ps,r ∈ R|E|. Each dimen-
sion of this score vector corresponds to an entity
o ∈ E , calculated as ps,r

o = σ(ψ(s, r, o)), where
ψ(s, r, o) is the triple score defined in Eq. (2) and
σ(x) = 1

1+e−x the sigmoid function. For each in-
put (s, r), we minimize the following cross-entropy
loss:

L(s,r)=− 1

|E|
∑

o∈E
ys,r

o log(ps,r
o )+

(1−ys,r
o )log(1−ps,r

o ),

(3)

where ys,r
o is a binary label. We have ys,r

o = 1 if
(s, r, o) is a valid triple and ys,r

o = 0 otherwise.
During optimization, we use dropout (Srivastava
et al., 2014) to prevent overfitting. Specifically, we
use dropout on the reshaped subject representations,
the convolutional feature maps, and the projected
vectors after the fully-connected layer. We also use
batch normalization (Ioffe and Szegedy, 2015) on
these representations to stabilize and speed up con-
vergence. We use Adam (Kingma and Ba, 2014) op-
timizer and label smoothing (Szegedy et al., 2016)
as suggested by ConvE.

Advantages over ConvE The most prominent
advantage of ConvR over ConvE is its high abil-
ity to model entity-relation interactions in a con-
volutional fashion, which is crucial for learning
with multi-relational data. ConvE, which convolves
across stacked entity-relation representations with
global filters, can only model interactions between
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the two types of input around the concatenation
line, and only a small proportion of the convolu-
tional features would be able to capture such in-
teractions (see Figure 1(a)). ConvR, by contrast,
enables entity-relation interactions at diverse re-
gions, and all the convolutional features are able
to capture such interactions (see Figure 1(b) and
Figure 2).

Besides being more effective, ConvR might po-
tentially be more efficient (in terms of the number
of parameters). ConvE has a space complexity of
O(d|E| + d|R| + chw + cd(2dh − h + 1)(dw −
w + 1)), where d|E| is to store entity vectors, d|R|
relation vectors, chw the c global filters with size
h×w, cd(2dh −h+1)(dw −w+1) the projection
matrix in the fully-connected layer, and d = dhdw.
As entity and relation representations need to be
stacked in ConvE, they are usually of the same size,
say d. In ConvR, convolution filters are adaptively
constructed from relation vectors, so there is no
need for global filters. Also, the input of the convo-
lutional layer will be half-sized, generating smaller
feature maps, and hence requires a smaller fully-
connected layer. The space complexity of ConvR
would be O(de|E|+dr|R|+cde(d

h
e −h+1)(dw

e −
w + 1)). Although it could be possible to use dif-
ferent configuration of those common arguments in
the two methods (e.g., different number of filters or
entity vectors with different size), which may result
in different memory cost, we empirically show that
ConvR can perform substantially better than ConvE
with a good variety of configurations, even those
with fewer parameters (see the section “Parameter
efficiency of ConvR” for details).

4 Experiments

In this section, we evaluate ConvR against competi-
tive baselines in the link prediction task on multiple
benchmark KBs. We also investigate parameter ef-
ficiency of ConvR against ConvE to further show
its superiority.

4.1 Experimental Setup

Datasets We use four datasets for our experi-
ments. The first two are the popular WN18 and
FB15k, both released by (Bordes et al., 2013).2

WN18 is a subset of WordNet for lexical relation-
ships between words, and FB15k a subgraph of
Freebase for generic facts. In most cases WN18

2https://everest.hds.utc.fr/doku.php?
id=en:smemlj12

Dataset # Rel # Ent # Train # Valid # Test

FB15k 1,345 14,951 483,142 50,000 59,071
WN18 18 40,943 141,442 5,000 5,000
FB15k-237 237 14,541 272,115 17,535 20,466
WN18RR 11 40,943 86,835 3,034 3,134

Table 1: Statistics of the four datasets. Columns stand
for the number of relations, number of entities, and
number of triples in training/validation/test sets.

and FB15k encode a relation and its inverse relation
at the same time. That means, once a fact is ob-
served, there are usually two distinct triples created
for it, e.g., (s, hyponym, o) and (o, hypernym, s),
or (s, director-of, o) and (o, directed-by, s). As
pointed out by (Toutanova and Chen, 2015) and
(Dettmers et al., 2018), encoding inverse rela-
tions might suffer from test leakage, i.e., for each
test triple (s, r, o), it is likely to find its inverse
(o, r−1, s) in the training set. To avoid this test
leakage issue, we further use WN18RR (Dettmers
et al., 2018),3 a subset of WN18 with inverse re-
lations removed, and FB15k-237 (Toutanova and
Chen, 2015),4 a filtered version of FB15k with both
inverse and duplicate relations removed. Table 1
summarizes the statistics of the four datasets, where
the training sets are used for parameter learning,
the validation sets for hyperparameter tuning, and
the test sets for evaluation.

Evaluation protocol We adopt the ranking pro-
cess proposed in (Bordes et al., 2013) for evalu-
ation. For each triple (s, r, o) in the test set, we
replace the subject s with every entity e ∈ E , and
calculate a score for the corrupted triple (e, r, o).
Then we sort these scores in descending order to
get the rank of the correct subject s. Since cor-
rupted triples may also be valid, we remove those
that already exist in either the training, validation,
or test set during ranking, i.e., the filtered setting as
called by (Bordes et al., 2013). This whole proce-
dure is repeated while replacing the object o. We
aggregate over all test triples, and report the mean
reciprocal rank (MRR) and the proportion of cor-
rect entities ranked in the top n (Hits@n), with
n = 1, 3, 10.

Implementation details We implement ConvR
in PyTorch. In our experiments, we fix mini-batch

3https://github.com/TimDettmers/ConvE/
blob/master/WN18RR.tar.gz

4https://www.microsoft.com/en-us/
download/details.aspx?id=52312
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Dataset de c h × w ρ1 ρ2 ρ3

FB15k 200 100 3 × 3 0.1 0.4 0.2
WN18 200 100 3 × 3 0.4 0.3 0.3
FB15k-237 100 100 5 × 5 0.3 0.2 0.3
WN18RR 200 200 3 × 3 0.2 0.2 0.5

Table 2: Optimal configurations of ConvR on the four
datasets. Columns are the entity embedding size, num-
ber and size of filters, and dropout ratios.

size to 128, initial learning rate to 0.001, and la-
bel smoothing coefficient to 0.1. Other hyper-
parameters are selected with grid search on the
validation set. Specifically, we tune the entity
embedding size de ∈ {100, 200}, filter number
c ∈ {50, 100, 150, 200}, and filter size h × w ∈
{3 × 3, 4 × 4, 5 × 5}. All dropout ratios, i.e.,
ρ1 on reshaped subject representations, ρ2 on
convolutional feature maps, and ρ3 on projected
vectors after the fully-connected layer, are tuned
in {0.1, 0.2, 0.3, 0.4, 0.5}. On each dataset, we
choose the optimal configuration with the high-
est MRR on the validation set within 1000 epochs,
and report its performance on the test set. Table 2
lists the optimal configurations of ConvR on the
four datasets.

Baseline methods We compare ConvR against
a variety of competitive baselines, which can be
roughly categorized into two groups:

• Methods that use (relatively) simple opera-
tions in vector space to model multi-relational
data, including TransE (Bordes et al., 2013),
DistMult (Yang et al., 2015) and its re-
implementation (Kadlec et al., 2017), HolE
(Nickel et al., 2016b), ComplEx (Trouillon
et al., 2016), ANALOGY (Liu et al., 2017),
TorusE (Ebisu and Ichise, 2017), Gaifman
(Niepert, 2016), KBGAN (Cai and Wang,
2017), KBLRN (Garcia-Duran and Niepert,
2018), and Node+LinkFeat (Toutanova and
Chen, 2015).

• Methods that further introduce multi-layer
structures and non-linearity, in particular
those based on neural networks, including R-
GCN (Schlichtkrull et al., 2017a), Neural LP
(Yang et al., 2017), ConvE (Dettmers et al.,
2018), and ConvKB (Nguyen et al., 2018).

4.2 Link Prediction Results

Table 3 reports the results on WN18 and FB15k,
and Table 4 the results on WN18RR and FB15k-
237. On all the four datasets, the results for the
baselines are taken directly from previous litera-
ture to avoid re-implementation bias. Since not
all baselines have their results reported on all the
four datasets, we cannot make the two sets of base-
lines compared in Table 3 and Table 4 exactly the
same. From the results, we can see that: (1) On
WN18 and FB15k, ConvR performs better than or
at least as well as the baselines in almost all the
metrics. (2) Compared to ConvE, it offers a 5%
increase in MRR, a 7% increase in Hits@1, and
a 2% increase in Hits@10 on FB15k. (3) On the
more difficult WN18RR and FB15k-237, ConvR
consistently outperforms most of the baselines, ex-
cept for MRR score of ConvKB on FB15k-237.
However, on WN18RR ConvR outperforms Con-
vKB on all known metrices, especially MRR. This
discrepancy may be attributed to ConvKB’s initial-
ization with TransE on FB15k-237. (4) Compared
to ConvE, it offers a 3% increase in MRR, a 14%
increase in Hits@1, a 12% increase in Hits@10
on WN18RR, and an 11% increase in MRR, a 9%
increase in Hits@1, an 8% increase in Hits@10 on
FB15k-237.

4.3 Parameter Efficiency of ConvR

We further investigate parameter efficiency of
ConvR against ConvE on FB15k-237. Specif-
ically, we tune the number of filters c ∈
{20, 40, 60, 80, 100} and the filter size h × w ∈
{2 × 2, 3 × 3, 4 × 4, 5 × 5}, fix the other hyper-
parameters to their optimal configurations (see Ta-
ble 2 for details), and show how the performance of
ConvR (on the test set) will change as the number
of parameters varies. For comparison, we directly
show the performance and parameter efficiency of
the optimal ConvE model, as reported in (Dettmers
et al., 2018). The results are given in Table 5.5

From the results, we can see that: (1) The param-
eter number of ConvR steadily grows as the filter
number c and filter size h × w increase, but the
performance does not change much. That means,
ConvR might achieve relatively good (though not
best) performance with a potentially small number

5Note that some results reported here are even better than
those reported in Table 4. This is because in Table 4 we
determine optimal configurations according to MRR on the
validation set, which may not necessarily lead to best perfor-
mance on the test set.
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WN18 FB15k

Hits Hits
MRR @1 @3 @10 MRR @1 @3 @10

TransE (Bordes et al., 2013) † 0.454 0.089 0.823 0.934 0.380 0.231 0.472 0.641
DistMult (Yang et al., 2015) † 0.822 0.728 0.914 0.936 0.654 0.546 0.733 0.824
DistMult(Kadlec et al., 2017) 0.797 – – 0.946 0.798 – – 0.893
HolE (Nickel et al., 2016b) 0.938 0.930 0.945 0.949 0.524 0.402 0.613 0.739
ComplEx (Trouillon et al., 2016) 0.941 0.936 0.945 0.947 0.692 0.599 0.759 0.840
ANALOGY (Liu et al., 2017) 0.942 0.939 0.944 0.947 0.725 0.646 0.785 0.854
TorusE (Ebisu and Ichise, 2017) 0.947 0.943 0.950 0.954 0.733 0.674 0.771 0.832
Gaifman (Niepert, 2016) – 0.761 – 0.939 – 0.692 – 0.842
KBLRN (Garcia-Duran and Niepert, 2018) – – – – 0.794 0.748 – 0.875
Node+LinkFeat (Toutanova and Chen, 2015) 0.940 – – 0.943 0.822 – – 0.870

R-GCN (Schlichtkrull et al., 2017b) 0.814 0.686 0.928 0.955 0.651 0.541 0.736 0.825
Neural LP (Yang et al., 2017) 0.94 – – 0.945 0.76 – – 0.837
ConvE (Dettmers et al., 2018) 0.942 0.935 0.947 0.955 0.745 0.670 0.801 0.873

ConvR (this work) 0.951 0.947 0.955 0.958 0.782 0.720 0.826 0.887

Table 3: Link prediction results on the test sets of WN18 and FB15k. Results marked by † are taken from
(Trouillon et al., 2016). Other results are taken from the original papers. Missing scores not reported are denoted
by “–”. Best scores highlighted in bold.

WN18RR FB15k-237

Hits Hits
MRR @1 @3 @10 MRR @1 @3 @10

DistMult (Yang et al., 2015) ‡ 0.43 0.39 0.44 0.49 0.241 0.155 0.263 0.419
ComplEx (Trouillon et al., 2016) ‡ 0.44 0.41 0.46 0.51 0.247 0.158 0.275 0.428
KBGAN (Cai and Wang, 2017) 0.214 – – 0.472 0.278 – – 0.458
KBLRN (Garcia-Duran and Niepert, 2018) – – – – 0.309 0.219 – 0.493
Node+LinkFeat (Toutanova and Chen, 2015) – – – – 0.226 – – 0.347

R-GCN (Schlichtkrull et al., 2017b) – – – – 0.248 0.153 0.258 0.417
Neural LP (Yang et al., 2017) – – – – 0.24 – – 0.362
ConvE (Dettmers et al., 2018) 0.46 0.39 0.43 0.48 0.316 0.239 0.350 0.491
ConvKB (Nguyen et al., 2018) 0.248 – – 0.525 0.396 – – 0.517

ConvR (this work) 0.475 0.443 0.489 0.537 0.350 0.261 0.385 0.528

Table 4: Link prediction results on the test sets of WN18RR and FB15k-237. Results marked by ‡ are taken
from (Dettmers et al., 2018). Other results are taken from the original papers. KBGAN refers to the “TransD +
DistMult” setting which shows best performance. ConvKB is initialized with TransE on FB15k-237, and randomly
on WN18RR. Missing scores not reported are denoted by “–”. Best scores highlighted in bold.

of parameters. (2) ConvR consistently and sub-
stantially outperforms the best performing ConvE
with all the configurations listed in Table 5. (3)
In particular, even the most efficient configuration
(i.e., c = 20 and h × w = 2 × 2) offers a 7% in-
crease in MRR and a 6% increase in Hits@10, with
its parameter number only 88% as large as that of
ConvE.

5 Related Work

Link prediction is a crucial task for knowledge
bases (KBs). A good variety of statistical relational
learning techniques have been proposed for this
task (Nickel et al., 2016a), among which vector
space embedding models are most particular due

to their superior performance and potential scal-
ability. Early works of this kind tend to employ
simple vector space operations for link prediction.
For example, TransE (Bordes et al., 2013) takes
relations as translations between subject and object
entities. DistMult (Yang et al., 2015) uses multi-
linear dot product to characterize three-way interac-
tions among subjects, relations, and objects. Com-
plEx (Trouillon et al., 2016) further generalizes
DistMult to complex vector space. Using simple
models allows one to easily handle large-scale KBs,
but usually at the cost of less model expressiveness
(Dettmers et al., 2018). HolE (Nickel et al., 2016b)
tries to increase model expressiveness while keep-
ing simplicity. It uses cross-correlation, i.e., the
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h×w = 2×2 h×w = 3×3 h×w = 4×4 h×w = 5×5

ConvE – 1.89M | 0.32 | 0.49 – –
ConvR, c = 20 1.67M | 0.342 | 0.520 1.68M | 0.342 | 0.522 1.72M | 0.342 | 0.522 1.78M | 0.342 | 0.522
ConvR, c = 40 1.87M | 0.345 | 0.526 1.90M | 0.344 | 0.524 1.97M | 0.348 | 0.529 2.09M | 0.347 | 0.526
ConvR, c = 60 2.07M | 0.347 | 0.525 2.11M | 0.348 | 0.530 2.22M | 0.350 | 0.529 2.40M | 0.350 | 0.527
ConvR, c = 80 2.27M | 0.347 | 0.528 2.32M | 0.348 | 0.532 2.47M | 0.350 | 0.532 2.71M | 0.348 | 0.528
ConvR, c = 100 2.47M | 0.348 | 0.531 2.54M | 0.348 | 0.527 2.72M | 0.349 | 0.527 3.02M | 0.350 | 0.528

Table 5: Parameter efficiency on FB15k-237. Each cell reports number of parameters, MRR, and Hits@10 in turn.
Results of ConvE are taken from (Dettmers et al., 2018).

inverse of circular convolution, to match subject
and object entities, which has some similarity to
our work. But HolE is not a typical neural network
architecture. It does not learn multiple layers of
non-linear features, and hence is less expressive
than our approach.

A more direct way of increasing model expres-
siveness is to employ deeper, more complicated
neural network architectures, e.g., multi-layer per-
ceptron (Dong et al., 2014), semantic matching
energy networks (Bordes et al., 2014), and neural
tensor networks (Socher et al., 2013). This kind
of approaches, however, often have more parame-
ters and are prone to overfit (Nickel et al., 2016a).
(Dettmers et al., 2018) recently devised ConvE,
a multi-layer convolutional network which offers
increased model expressiveness while remaining
highly parameter efficient. After that, (Nguyen
et al., 2018) propose ConvKB that explores the
global relationships among same dimensional en-
tries of the entity and relation embeddings. How-
ever, neither of them models the interactions be-
tween various positions of entities and relations.
R-GCN (Schlichtkrull et al., 2017a) is another
convolutional network designed for KBs, gener-
alized from GCN (Kipf and Welling, 2016) for
uni-relational data. But the convolution of R-GCN
is conducted in a message passing manner, quite
different from our work.

Convolutional neural networks have been suc-
cessfully applied to a wide variety of domains,
ranging from speech or visual recognition (Abdel-
Hamid et al., 2014; Krizhevsky et al., 2012) to nat-
ural language processing (Collobert et al., 2011).
Similar ideas of using adaptive or dynamic convo-
lutional filters have been studied before (Lee et al.,
2010; Jia et al., 2016; Kang et al., 2017). But most
of such works focus on image or video processing.
This work focuses on multi-relational data and de-
vises an adaptive convolution paradigm particularly
suitable for this scenario.

6 Conclusion

In this paper, we propose ConvR, an adaptive con-
volutional network specially designed for learn-
ing with multi-relational data. In contrast to pre-
vious work which convolves across stacked rep-
resentations with global filters, ConvR adaptively
constructs convolution filters from relation repre-
sentations, and applies these filters across entity
representations to generate convolutional features.
This adaptive convolution paradigm enables rich
interactions between entity and relation representa-
tions at diverse regions, and all convolutional fea-
tures generated in this way will be able to capture
such interactions. Experimental results on multi-
ple benchmark knowledge bases show that ConvR
achieves significant and consistent improvements
against a variety of baselines. In particular, it is
not only more effective but also more efficient than
state-of-the-art convolutional models, offering a 7%
increase in MRR and a 6% increase in Hits@10,
while saving 12% in parameter storage.

As future work, we plan to devise convolutional
paradigms that can maximize interactions not only
between subject entities and relations, but also be-
tween object entities and relations. In ConvR, we
use 1-to-many scoring to speed up training and
evaluation. As a side effect, object representations
can only interact with a hidden vector (output of the
fully-connected layer) via an inner product, which
potentially limits the performance of ConvR. It
is worth investigating modeling these interactions
while keeping the merit of fast training and evalua-
tion.
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Abstract

Knowledge graphs have evolved rapidly in
recent years and their usefulness has been
demonstrated in many artificial intelligence
tasks. However, knowledge graphs often have
lots of missing facts. To solve this prob-
lem, many knowledge graph embedding mod-
els have been developed to populate knowl-
edge graphs and these have shown outstand-
ing performance. However, knowledge graph
embedding models are so-called black boxes,
and the user does not know how the informa-
tion in a knowledge graph is processed and the
models can be difficult to interpret. In this pa-
per, we utilize graph patterns in a knowledge
graph to overcome such problems. Our pro-
posed model, the graph pattern entity ranking
model (GRank), constructs an entity ranking
system for each graph pattern and evaluates
them using a ranking measure. By doing so,
we can find graph patterns which are useful
for predicting facts. Then, we perform link
prediction tasks on standard datasets to eval-
uate our GRank method. We show that our ap-
proach outperforms other state-of-the-art ap-
proaches such as ComplEx and TorusE for
standard metrics such as HITS@n and MRR.
Moreover, our model is easily interpretable be-
cause the output facts are described by graph
patterns.

1 Introduction

Knowledge graphs can be used to describe real-
world relations as facts in a form that a computer
can easily process and has been used for many ar-
tificial intelligence tasks (Hakimov et al., 2012;
Daiber et al., 2013; Bordes et al., 2014). In a
knowledge graph, a fact is represented by a la-
beled and directed edge, called a triple (h, r, t),
where h and t are entity nodes and r is a rela-
tion label of an edge from h to t. Knowledge
graphs such as YAGO (Suchanek et al., 2007),

DBpedia (Auer et al., 2007), and Freebase (Bol-
lacker et al., 2008) have developed rapidly in re-
cent years and are used for many artificial intel-
ligence tasks such as question answering, content
tagging, fact-checking, and knowledge inference.
Although some knowledge graphs already contain
millions of entities and billions of facts, they might
still be incomplete and some facts may be missing.
Hence, we need to develop a system that can pre-
dict missing facts to complete knowledge graphs
automatically.

Many kinds of models for link prediction
have been developed to estimate unknown facts.
Knowledge graph embedding models, which are
the most widely used approach in this field, map
entities and relations in a knowledge graph onto a
vector space and obtain the latent underlying fea-
tures. However, these models are generally diffi-
cult to interpret, as we do not know how informa-
tion is processed in the models and the predicted
facts are output without explanation.

In this paper, we construct statistical models
based on graph pattern matching. These models
are not only easy to interpret compared to knowl-
edge graph embedding models but also outperform
state-of-the-art models for link prediction.

Our main contributions in this paper are as fol-
lows:

• Defining graph pattern association rules
(GPARs) for a knowledge graph.

• Introducing a graph pattern probability
model (GPro) and discussing its flaws.

• Proposing a novel model, the graph pattern
entity ranking model (GRank), which uses
graph patterns to rank entities.

• Proposing distributed rankings to address the
problem arising from having the same score
for multiple entities.
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• Evaluating the proposed models through link
prediction tasks for standard datasets: It
is shown that our model outperforms most
state-of-the-art knowledge graph embedding
models for the HITS@n and MRR metrics.

The remainder of this paper is organized as fol-
lows. In Section 2, we discuss related work on
link prediction. In Section 3, we define the terms
and notation used in this paper. In Section 4, we
define standard confidences for GPARs and dis-
cuss their problems. In Section 5, we propose the
GRank model to deal with these problems. In Sec-
tion 6, we present an experimental study in which
we compare our models with baseline results for
benchmark datasets. In Section 7, we conclude
this paper.

2 Related Work

We categorize related work for link prediction into
two groups: work on knowledge graph embedding
models (which are latent feature models) and work
on observed feature models.

2.1 Knowledge Graph Embedding Models

Recently, knowledge graph embedding models
have yielded great results in link prediction
tasks. Knowledge graph embeddings models em-
bed entities and relations on a continuous space
and can be roughly classified into three types:
translation-based models, bilinear models, and
neural network-based models.

The first translation-based model was the
TransE (Bordes et al., 2013) model, which gained
attention because of its effectiveness and simplic-
ity. TransE employs the principle h+ r = t, where
h, r and t are the embeddings of h, r and t, re-
spectively. While this principle efficiently cap-
tures first-order rules, the TransE approach still
has some problems. The conflict between princi-
ple and regularization is one of these problems and
the TorusE (Ebisu and Ichise, 2018) model was re-
cently proposed to solve this problem by embed-
ding entities and relations on a torus manifold.

RESCAL (Nickel et al., 2011) was the first bi-
linear model, where each relation is represented by
a square matrix and the score of the triple (h, r, t) is
calculated by a bilinear map which corresponds to
the matrix of the relation r and whose arguments
are h and t. Hence, RESCAL represents the most
general form of a bilinear model. Extensions of

RESCAL have been proposed by restricting bilin-
ear functions, for example, DistMult (Yang et al.,
2015) and ComplEx (Trouillon et al., 2016) re-
strict the matrices representing the relations to di-
agonal matrices.

Neural network-based models have layers and
an activation function like a neural network. The
Neural Tensor Network (NTN) (Socher et al.,
2013) has a standard linear neural network struc-
ture and a bilinear tensor structure, and can be
considered as a generalization of RESCAL, where
the weight of the network is trained for each re-
lation. Graph Convolutional Networks (GCNs)
(Duvenaud et al., 2015; Defferrard et al., 2016;
Kipf and Welling, 2017) exploit the convolution
operator to capture local information for a graph,
however these models are for undirected graphs.
Relational GCNs (Schlichtkrull et al., 2017) and
ConvE (Dettmers et al., 2018) are generalizations
of GCNs for knowledge graphs.

Knowledge graph embedding is the standard ap-
proach for link prediction. However, it suffers
from low interpretability, resulting in triples which
are predicted without any clear reason.

2.2 Observed Feature Models

The main advantage of observed feature mod-
els over knowledge graph embedding models is
their interpretability. Additionally, Toutanova et
al. (2015) proposed a relatively simple logistic re-
gression model, the Node+LinkFeat model, which
utilizes only one-hop information in a knowledge
graph and demonstrated that it performs far bet-
ter for link prediction on standard datasets than
most existing knowledge graph embedding mod-
els. However, it has also been shown that the
Node+LinkFeat model cannot deal with a low-
redundancy dataset because the model uses infor-
mation which is too local. On the other hand, it has
shown that a logistic regression model, the PRA
model (Lao and Cohen, 2010; Lao et al., 2011),
which utilizes multi-hop information do not have
sufficient accuracy (Liu et al., 2016). This sug-
gests logistic regression does not have enough
power to deal with deep information. These stud-
ies have motivated research toward developing a
more efficient model utilizing deeper information.

We begin by discussing GPARs, which were
proposed recently by Fan et al. (2015), and have
shown their usefulness for social network graphs
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Figure 1: Graph Gex of sports teams.
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Figure 2: Graph patterns on Gex.

because graph patterns can capture deeper infor-
mation lying in a knowledge graph and a GPAR
explicitly describe the process of prediction. How-
ever, the definition of GPARs by Fan et al. cannot
be applied to a knowledge graph because Fan et al.
assumes a different structure for a social network
graph than a knowledge graph. In the following
section, we define GPARs for a knowledge graph.

3 Preliminaries

In this section, we introduce the definitions and
notation required to discuss GPAR-based models.

3.1 Graph Pattern Association Rules on
Knowledge Graphs

We modify GPARs for application to a knowl-
edge graph following the definitions of Fan et al.
(2015).

Knowledge Graph: A graph is defined as G =
{(h, r, t)} ⊂ E × R × E, where E denotes a set of
entities and R denotes a set of relations. An ele-
ment (h, r, t) of G is called a triple and represents
the directed relation r between h and t.

An example graph Gex is shown in Figure 1,
where pi represents a person, Teams “A”, “B”, and
“C” represent sports teams, and countries are enti-
ties in Eex with labeled arrows between two enti-
ties representing directed relations in Rex.

Graph Pattern: A graph pattern on G is a
graph GP(x,y) = {(zi, r, z j)} ⊂ VGP×R×VGP, where

VGP denotes a set of variables, x and y are two des-
ignated variables, and R is the set of relations of
G. We suppose VGP has no redundancy, in other
words, ∀z ∈ VGP,∃(zi, r, z j) ∈ GP(x,y), z = zi ∨ z =
z j.

Some examples of graph patterns
on Gex are shown in Figure 2, where
GP1,(x,y) = {(z,member of, x), (z, nationality, y)},
GP2,(x,y) = {(z,manager of, x), (z, nationality, y)},
and located in(x,y) = {(x, located in, y)}. Our
focus in this paper is on finding useful graph
patterns for link prediction.

Graph Pattern Matching Function: A match-
ing function of GP(x,y) on (h, t) ∈ E × E is an in-
jective function m : VGP → E that satisfies the
following conditions: m(x) = h, m(y) = t, and
for all (zi, r, z j) ∈ GP(x,y), (m(zi), r,m(z j)) ∈ G.
M(GP(x,y), (h, t)) denotes the set of all matching
functions of GP(x,y) on (h, t). We say GP(x,y)
matches (h, t) if there is at least one matching func-
tion of GP(x,y) on (h, t) (i.e. M(GP(x,y), (h, t)) , ∅).

For example, m : VGP1,(x,y) → Eex (m(x) =
Team A,m(z) = p1,m(y) = U.K.) is a matching
function of GP1,(x,y) on (Team A,U.K.).

GPAR: A graph pattern association rule
(GPAR) AR is defined as GP(x,y) ⇒ r(x,y), where
GP(x,y) and r(x,y) are graph patterns and r(x,y) =

{(x, r, y)}.
For example, a GPAR AR1 = P1,(x,y) ⇒

located in(x,y) would indicate that if there is a
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matching function of GP1,(x,y) on (h, t), then it is
likely that there is also a matching function of
located in(x,y) on (h, t), i.e. (h, located in, t) is a
fact.

3.2 Reconstruction of Knowledge Graph to
Queries

Our task is the link prediction of a knowledge
graph, i.e. to predict the missing entity of a query,
which is formally defined as follows:

Query: A query is a triple which is missing an
entity: (h, r, ?) or (?, r, t).

We divide a knowledge graph G into queries and
answers to use as training data for our model. Let
Qr,head (Qr,tail) denote the set of training queries
missing a head (tail) entity for a relation r obtained
from G; then Qr,head (Qr,tail) is defined as follows:

Qr,head = {(?, r, t) | (h, r, t) ∈ G},
Qr,tail = {(h, r, ?) | (h, r, t) ∈ G}

In this case, the answers of training queries are de-
fined as follows:

a(?,r,t) = {h | (h, r, t) ∈ G},
a(h,r,?) = {t | (h, r, t) ∈ G}

A knowledge graph usually contains only positive
triples. Hence, we adopt the partial completeness
assumption (PCA) (Galárraga et al., 2013, 2015)
to generate negative answers.

Partial Completeness Assumption: if (h, r, t)
is in G, then

∀t′ ∈ E, ((h, r, t′) < G ⇒ (h, r, t′) is negative) (1)

∀h′ ∈ E, ((h′, r, t) < G ⇒ (h′, r, t) is negative) (2)

The standard PCA definition consists only of
Equation (1), but we add Equation (2) because we
also need to allow negative answers for Qr,head.
Under PCA, negative answers for each question
are defined as follows:

n(?,r,t) = E \ a(?,r,t), n(h,r,?) = E \ a(h,r,?)

4 Standard Confidence and Problems

4.1 AMIE with GPARs

An association rule is essentially a binary clas-
sifier, i.e. the antecedent of an association rule
matches or does not match, and an association rule
is thus evaluated. Following this idea, we suggest

the most straightforward way to define the confi-
dence, which indicates the reliability of an asso-
ciation rule, is the conditional probability, which
is the probability of the consequent given the an-
tecedent for a GPAR. The conditional probability
Prtail(r(x,y) | GP(x,y)) of a GPAR GP(x,y) ⇒ r(x,y) to
predict a tail is defined as follows:

conf tail(GP(x,y) ⇒ r(x,y)) = Prtail(r(x,y) | GP(x,y)) =∑
(h,r,?)∈Qr,tail |{t ∈ a(h,r,?) | M(GP(x,y), (h, t)) , ∅}|∑

(h,r,?)∈Qr,tail |{t′ ∈ E | M(GP(x,y), (h, t′)) , ∅}|

For each query, the candidate entities found by
the graph pattern are counted for the denomina-
tor while only correct entities are counted for the
numerator. This confidence is used to evaluate
GPARs only to answer queries with a missing tail
because Qrtail and its answers are used to define it.

Interestingly, GPARs with this confidence are
equivalent to AMIE (Galárraga et al., 2013, 2015),
which was proposed to find horn clauses for a
knowledge graph, although AMIE was proposed
before the appearance of GPARs. However, AMIE
originally has only one confidence value for a
GPAR because AMIE is not designed for link pre-
diction. Hence, we introduce the following alter-
native definition for the confidence value to an-
swer a query missing a head entity.

4.2 Standard Link Prediction Model and
Problems

We define another confidence to deal with a query
with a missing head entity as follows:

conf head(GP(x,y) ⇒ r(x,y)) = Prhead(r(x,y) | GP(x,y)) =∑
(?,r,t)∈Qr,head |{h ∈ a(?,r,t) | M(GP(x,y), (h, t)) , ∅}|∑

(?,r,t)∈Qr,head |{h′ ∈ E | M(GP(x,y), (h′, t)) , ∅}|

Additionally, we restrict matching functions to in-
jective functions as defined in Section 3.1, which
is different from AMIE, because the restriction
avoids redundant matching functions which map
multiple variables to the same entity and gives a
good bias for real-world knowledge. For exam-
ple, an GPAR GP3,(x,y) ⇒ sibling of(x,y), where
GP3,(x,y) = {(z, parent of, x), (y, child of, z)}, is
helpful to predict siblings. However, let p rep-
resent a person, GP3,(x,y) matches (p, p) although
p is not a sibling of p. The above restriction
omits such concerns. For another example, a
GPAR {(z1,manager of, x), (z1,manager of, z2),
(z2, located in, y)} ⇒ located in(x,y) on the graph
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Gex in Figure 1 should not be considered help-
ful because m(x) = m(z2) holds for a matching
function m of the antecedent pattern and as a re-
sult, the GPAR is almost tautological. We consider
two confidence values for GPARs, con ftail and
con fhead, referred to as the graph pattern proba-
bility model (GPro).

However, GPro cannot deal with queries where
counting the number of matching functions is cru-
cial. An example where the number of match-
ing functions is important is shown in Figure 1.
In Gex, the country that Team C is located in is
missing. One might guess that Team C is lo-
cated in Italy because most of the Team C play-
ers have Italian nationality and the nationality of
a player often matches the country that the team
is located in. However, GPro underestimates the
GPAR AR1,(x,y) = GP1,(x,y) ⇒ located in(x,y),
which is equivalent to one’s guessing process:
conf tail(AR1,(x,y)) = 2/5, while conf tail(AR2,(x,y)) =
1/2, where AR2,(x,y) = GP2,(x,y) ⇒ located in(x,y).
Hence, GPro judges AR2,(x,y) is more useful than
AR1,(x,y), and as a result, GPro predicts Team C is
located in Germany rather than Italy.

This problem is caused by considering a GPAR
as a binary classifier, i.e. the matching num-
ber is not taken into account. For example, if
we apply AR1,(x,y) = P1,(x,y) ⇒ located in(x,y) to
a query (Team A, located in, ?) in the traditional
way (as a binary classifier), the output will contain
two entities with equal weighting, the U.K. and
France, because P1,(x,y) matches (Team A,U.K.)
and (Team A,France). Then, one of the output en-
tities is correct and the other is incorrect. This is
the reason why AR1,(x,y) is underestimated.

To deal with this problem, in this paper, we
consider a GPAR as an entity ranking system by
counting the number of matching functions of the
antecedent graph pattern rather than considering
as a binary classifier.

5 GPAR as Entity Ranking System and
Evaluation Metrics

As well as considering a GPAR as a binary clas-
sifier, we consider it as an entity ranking system.
Entities are ranked according to a score, based on
their number of matching functions.

Moreover, we introduce the distributed rank-
ings for entities, which are proposed to deal with
situations where multiple entities have the same
score. Then, we define the evaluation metrics for

the distributed rankings to evaluate GPARs for link
prediction.

These approaches overcome the problems
shown in Section 4.2.

5.1 GPAR as Entity Ranking System

We consider a GPAR as a ranking system in this
section to rank queries for which counting the
number of matching functions of the antecedent
is helpful, as shown in Section 4.2.

First, we define a scoring function whose argu-
ments are a graph pattern GP(x,y) and a pair of enti-
ties (h, t). The scoring function returns the number
of matching functions of a pattern on a pair, which
is formally defined as follows:

score(GP(x,y), (h, t)) = |M(GP(x,y), (h, t))|

Given a pattern GP(x,y) and a query (h, r, ?), we
can obtain the score(GP(x,y), (h, t′)) for each can-
didate tail entity t′. Then we obtain the rank-
ings of the tail entities in descending order of
the scores. The head entity rankings for a query
(?, r, t) are also obtained in this way. This rank-
ing method gives us new perspective when we ap-
ply GPARs to answer a query. For example, if
we apply AR1,(x,y) = P1,(x,y) ⇒ located in(x,y) to
a query (Team A, located in, ?) the U.K. will be
ranked first and France second. In this situation,
we can say that AR1,(x,y) works because the cor-
rect entity ranks higher than the wrong entity. We
can basically evaluate a GPAR as an entity ranking
system by evaluating output rankings by an eval-
uation metric for an ranking system such as the
mean average precision. However, often multiple
entities have the same score and traditional met-
rics cannot deal with the situation. To deal with
this problem, we propose a new concept, called
distributed rankings, and the corresponding met-
rics in the following sections.

5.2 Distributed Rankings

We propose distributed rankings where each entity
can distribute over multiple ranks and each rank
can have multiple entities, to deal with situations
where multiple entities have the same score.

Traditional rankings of entities are represented
by a matrix Rank = (ranki, j) ∈ {0, 1}n×n, where n
is the number of entities, and for each column and
row there is one 1 element. In this matrix, columns
represent entities and rows represent ranks. For
example, ranki, j = 1 means that the entity j has
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rank i. On the other hand, distributed rankings
of entities are represented by a matrix dRank =
(dranki, j) ∈ [0, 1]n×n, where the summation of a
column or a row is equal to 1. Different from tra-
ditional rankings, the value of each element is con-
tinuous and multiple elements can be greater than
0 in a column or a row. For example, ranki, j = 0.5
means that half of the entity j has rank i. Note that
a traditional ranking matrix is a distributed ranking
matrix.

Given a pattern GP(x,y) and a query (h, r, ?),
We obtain distributed rankings of entities,
dRANK(GP(x,y), (h, r, ?)), according to their
scores as follows. Let a be the number of en-
tities whose scores are greater than the entity
represented by j and let b be the number of
entities whose scores are the same as the entity
represented by j. Then, dranki, j, an element of
dRANK(GP(x,y), (h, r, ?)), is determined to be 1/b
for a + 1 ≦ i ≦ a + b and 0 otherwise. Distributed
rankings of head entities for a query (?, r, t) are
obtained in the same way, and we refer to them as
dRANK(GP(x,y), (?, r, t)). Unlike traditional rank-
ings, distributed rankings are uniquely determined
from the scores of entities.

Traditional rankings can be evaluated by met-
rics such as the average precision or the cumula-
tive gain. However, distributed rankings cannot
be evaluated by these metrics. Hence, we require
a different evaluation metric for distributed rank-
ings.

5.3 Evaluation of GPARs as Entity Ranking
System

We use a GPAR to obtain distributed entity rank-
ings as shown in Section 5.1. In this section, we
define a metric to evaluate distributed rankings of
entities by generalizing the average precision to
evaluate a GPAR.

For a pattern GP(x,y) and a training query
(h, r, ?), the distributed precision at k, dPrek, of
dRANK(GP(x,y), (h, r, ?)) is defined as follows:

dPrek(GP(x,y), (h, r, ?))

=

∑k
i=1
∑

t j∈a(h,r,?) dranki, j

k

where t j is an entity represented by j and dranki, j

is an element of dRANK(GP(x,y), (h, r, ?)). The el-
ements related with correct entities ranked higher
or equal to k are summed up as the traditional pre-
cision at k.

Dataset # Entities # Relations # Training # Validation # Test
WN18 40,943 18 141,442 5,000 5,000

WN18RR 40,943 11 86,835 3,034 3,134
FB15k 14,951 1,345 483,142 50,000 59,071

FB15k-237 14,541 237 272,115 17,535 20,466

Table 1: Statistics of benchmark datasets. The numbers
of entities, relations, training triples, validation triples,
and test triples are shown.

Then, the distributed average precision, dAP, is
defined for a pattern GP(x,y) and a training query
(h, r, ?) as follows:

dAP(GP(x,y), (h, r, ?))

=

∑
t j∈a(h,r,?)

∑n
k=1 dPrek(GP(x,y), (h, r, ?))) × drankk, j

|a(h,r,?)|
where t j is an entity represented by j, dranki, j

is an element of dRANK(GP(x,y), (h, r, ?)), and n
is the number of entities. The numerator of the
average precision for traditional rankings is the
summation of the precision at k for relevant en-
tities. However, a relevant entity represented by
j is distributed over multiple ranks in dRANK so
that the precision at k multiplied by drankk, j is
summed over k where a relevant entity j is dis-
tributed. dAP(GP(x,y), (?, r, t)) for a training query
with a missing head can be defined in the same
way. The distributed mean average precision for a
GPAR GP(x,y) ⇒ r(x,y) is defined as follows:

dMAPhead(GP(x,y) ⇒ r(x,y))

=
∑

(?,r,t)∈Qr,head

dAP(GP(x,y), (?, r, t))
|Qr,head|

dMAPtail(GP(x,y) ⇒ r(x,y))

=
∑

(h,r,?)∈Qr,tail

dAP(GP(x,y), (h, r, ?))
|Qr,tail|

We also define dMAP with for the “filtered” (Bor-
des et al., 2013) rankings which are obtained from
original rankings by eliminating entities whose
corresponding triples (except the target triple)
were included in the training dataset. ”Filtered”
dMAP (fdMAP) is the mean of the dAP of ”fil-
tered” rankings for each answer of queries.

We refer to GPARs considered as entity rank-
ing systems with these dMAPs or fdMAPs as the
graph pattern entity ranking model (GRank).

By using a graph pattern to rank entities,
GRank is able to properly estimate GPARs
where the number of matches is important as
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WN18 FB15k WN18RR FB15k-237

MRR HITS@ MRR HITS@ MRR HITS@ MRR HITS@

Model 1 3 10 1 3 10 1 3 10 1 3 10
TransE 0.397 0.040 0.745 0.923 0.414 0.247 0.534 0.688 0.182 0.027 0.295 0.444 0.257 0.174 0.284 0.420
TorusE 0.947 0.943 0.950 0.954 0.733 0.674 0.771 0.832 – – – – – – – –

RESCAL 0.890 0.842 0.904 0.928 0.354 0.235 0.409 0.587 – – – – – – – –
DistMult 0.822 0.728 0.914 0.936 0.654 0.546 0.733 0.824 0.43 0.39 0.44 0.49 0.241 0.155 0.263 0.419
ComplEx 0.941 0.936 0.945 0.947 0.692 0.599 0.759 0.840 0.44 0.41 0.46 0.51 0.240 0.152 0.263 0.419
R-GCN 0.814 0.686 0.928 0.955 0.651 0.541 0.736 0.825 – – – – 0.248 0.153 0.258 0.417
ConvE 0.942 0.935 0.947 0.955 0.745 0.670 0.801 0.873 0.46 0.39 0.43 0.48 0.316 0.239 0.350 0.491
PRA 0.458 0.422 – 0.481 0.336 0.303 – 0.392 – – – – – – – –

Node+LinkFeat 0.940 – – 0.943 0.822 – – 0.870 – – – – 0.272 – – 0.414
GPro 0.950 0.946 0.954 0.959 0.793 0.759 0.810 0.858 0.467 0.430 0.485 0.543 0.229 0.163 0.250 0.360

GRank (dMAP) 0.950 0.946 0.953 0.957 0.841 0.814 0.855 0.890 0.466 0.434 0.480 0.530 0.312 0.233 0.340 0.473
GRank(fdMAP) 0.950 0.946 0.954 0.958 0.842 0.816 0.856 0.891 0.470 0.437 0.482 0.539 0.322 0.239 0.352 0.489

Table 2: Mean Reciprocal Rank (MRR) and HITS@n scores obtained for the link prediction tasks on the WN18,
FB15k, WN18RR, and FB15k-237 datasets. The highest result for each column is shown in bold. The results of
TransE and TorusE were reported by Ebisu and Ichise (2018), the results of RESCAL were reported by Nickel
et al. (2016), the results of DistMult and ComplEx were reported by Trouillon et al. (2016), the results of R-GCN
and ConvE were reported by Dettmers et al. (2018), the results of PRA were reported by Liu et al. (2016), and the
results of Node+LinkFeat were reported by Toutanova and Chen (2015).

shown in Section 4.2, unlike GPro. For exam-
ple, dMAPtail(AR1,(x,y)) = 1, is the maximum
value, while dMAPtail(AR2,(x,y)) = 1/2 in Fig-
ure 1. Hence, GRank can answer the query
(Team C, located in, ?) by applying AR1,(x,y).

6 Experiments

Our proposed models, GPro (Section 4.2) and
GRank (Section 5), are evaluated through link pre-
diction tasks and compared with other state-of-
the-art link prediction models.

6.1 Datasets

Experiments were conducted on four benchmark
datasets: WN18, FB15k (Bordes et al., 2013),
WN18RR (Dettmers et al., 2018), and FB15k-
237 (Toutanova and Chen, 2015) (details of these
datasets are provided in Table 1). These datasets
have been widely used in previous studies for eval-
uating model performance in link prediction tasks.

WN18 and FB15k were extracted from the real
knowledge graphs WordNet (Miller, 1995) and
Freebase (Bollacker et al., 2008), respectively.
WordNet is a well-known human-curated lexical
database, and hence, WN18 is an easy benchmark
of link prediction because it is well constructed
and there are few missing or wrong facts. There-
fore, link prediction models should perform well
on WN18. Freebase is a huge knowledge graph
of general facts and there are many missing facts.
It is known that WN18 and FB15k have redun-
dancy in the form of reverse relations. For this rea-
son, when WN18RR and FB15k-237 are extracted

from WN18 and FB15k, the inverse relations of
other relations are removed.

6.2 Evaluation Protocol

We conducted the link prediction task follow-
ing the same approach reported in (Bordes et al.,
2013) to evaluate our models qualitatively and
quantitatively. For each test triple (ht, rt, tt) in a
dataset, two queries, (ht, rt, ?) and (?, rt, tt), were
constructed in the same way as in Section 3.2.
Then, we obtained the rankings of entities for each
query from each model as outlined in the follow-
ing paragraphs. The rankings were ”filtered” by
eliminating entities whose corresponding triples
(except the target test triple) were included in
the training, validation, or test dataset. The ob-
tained rankings were scored by their mean recip-
rocal rank (MRR) and HITS@n, where MRR is
the mean of the inverse of the ranks of correspond-
ing entities and HITS@n is the proportion of test
queries whose corresponding entities are ranked in
the top n of the obtained rankings.

Next, we describe how to obtain rankings from
models. We restricted antecedent graph patterns of
GPARs to connected and closed (Galárraga et al.,
2013, 2015) patterns whose size |GP(x,y)| was less
than or equal to L to restrict the search space. A
connected and closed patterns is a pattern connect-
ing x and y without branches, as shown in Figure
2. L was chosen for each model among {1, 2, 3} by
MRR from the validation triples of each dataset.
It took about four days to evaluate all candidate
GPARs for GRank with dMAPs in FB15k using
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an Intel Xeon Gold 6154 (3.00 GHz, 18 cores).
We now explain how we obtained the rankings

for queries with missing heads. For each relation
r, we chose the top 1,000 GPARs in descending
order of the standard confidence, the dMAP, or
the fdMAP to predict the heads. Let GPi,(x,y) ⇒
r(x,y) be the obtained GPAR, where i denotes the
rank. We defined the ordering for two entities
for query (?, rt, tt) as follows: for entities e1 and
e2, we define e1 > e2 if there exists i′ for which
score(GPi,(x,y), (e1, tt)) = score(GPi,(x,y), (e2, tt))
for i > i′ and score(GPi′,(x,y), (e1, tt)) >

score(GPi′,(x,y), (e2, tt)). We obtained the entity
rankings with this ordering for each query. Rank-
ings for queries with missing tails were obtained
in the same way.

6.3 Results

The results of the link prediction tasks for our
proposed models, GPro, GRank with dMAP, and
GRank with fdMAP, are shown in Tables 2, where
the results reported in previous studies are in-
cluded for comparison.

In Table 2, the first seven models are knowl-
edge graph embedding models and the following
two models are observed feature models. Table
2 shows the effectiveness of the Node+LinkFeat
model (Toutanova and Chen, 2015), although this
model is very simple (high MRRs imply that the
model also has high HITS@1s or HITS@3s).
The Node+LinkFeat model performed well on
WN18 and FB15k because these datasets often
contain the reverse relations of other relations.
In other words, it shows that knowledge graph
embedding models failed to capture this redun-
dancy. On the other hand, our proposed mod-
els, GPro and GRank, generally yield better re-
sults than the knowledge graph embedding models
and results which are better than or comparable to
Node+LinkFeat, which means that our models can
also handle such redundancy. In particular, GRank
with dMAP and fdMAP yielded the best results on
FB15k. This indicates that taking the multiplicity
of matchings and deeper information into account
is important for knowledge graphs such as Free-
Base that contain miscellaneous relations and are
not well curated like WordNet. As a result, GRank
performed well.

Table 2 also shows GPro and GRank yield
better results for the WN18RR dataset than the
other models. For FB15k-237, the performance

of Node+LinkFeat is comparable with most of the
other more sophisticated knowledge graph mod-
els and GPro does not yield good results because
FB15k-237 has less redundancy. GRank also per-
forms better than the most other models for the
FB15k-237 dataset for the same reason as the
FB15k dataset. However, our models do not uti-
lize the information related to the co-occurrence
of entities and relations in triples (node fea-
tures (Toutanova and Chen, 2015)), while ConvE,
Node+LinkFeat, and other models do. We also
limited the size and the shapes of graph patterns
because of the calculation time; we will address
these and improve our models further in our future
work.

Quality of Obtained Paths The examples of
antecedent patterns ranked high by GRank with
dMAPtail for FB15k are shown in Figure 3. The
patterns shown for predicting the sibling relation
are all correct as the antecedents of GPARs; how-
ever, the MAP of GP′2,(x,y) and GP′3,(x,y) are low.
The reason for this is that GP′2,(x,y) works when an
individual has more than two siblings. The MAP
of GP′3,(x,y) is low because individual’s parents are
often missing in FB15k. However, they are still
ranked higher than other patterns.

The produces film relation is the inverse re-
lation of the exective produced by relation in
FB15k. Such patterns are very helpful when
performing link prediction tasks, and GRank is
able to find them. However, the MAP is not
as high because of missing facts. GRank is
able to use majority rules such as GP′5,(x,y) ⇒
film produced by(x, y) instead in such cases. This
rule can be interpreted as stating that a particular
film was likely to have been produced by a person
who produced many films in the same production
company.

Output triples of GRank (and GPAR-based
models) are described by antecedent patterns
unlike knowledge graph embedding models as
shown here.

7 Conclusions

In this paper, we first defined GPARs for a knowl-
edge graph and the standard confidence measures
of GPARs for link prediction. Then, we pointed
out the problems with the standard confidence
measures and we introduced a new perspective
using GPARs to rank entities to overcome these
problems. We also proposed distributed rank-
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sibling 

x y 

��′�, ௫,௬ ⇒ siblingሺ௫,௬ሻ   
 ��′ଵ, ௫,௬ : Ͳ.ͺʹͺ  

sibling 

x z ��′ଶ, ௫,௬ : Ͳ.ͳʹͻ  

y 
sibling parents 

x z ��′ଷ, ௫,௬ : Ͳ.ͳͳ͹  

y 
children 

produces_film 

x y 

��′�, ௫,௬ ⇒ exective_produced_byሺ௫,௬ሻ   
 
 ��′ସ, ௫,௬ : Ͳ.͹͹ͳ  

production_company 

x z1 ��′ହ, ௫,௬ : Ͳ.ʹͻͳ  

z2 y 
exective_produced_by production_company 

Figure 3: Examples of antecedent patterns for dMAPtail which were given high ranks by GRank for the FB15k
dataset.

ings for situations where multiple entities have the
same scores and defined metrics for them. This
idea led us to propose the GRank model. GRank is
easy to interpret because outputs are described by
GPARs, unlike knowledge graph embedding mod-
els, and so efficient that it outperformed the state-
of-the-art knowledge graph embedding models in
link prediction tasks.

In future work, we will extend GRank to use
more complex patterns. We considered only an-
tecedent graph patterns whose sizes were less than
or equal to 3.If we allow antecedent graph patterns
to have larger sizes, then we may find more useful
GPARs. We also restricted graph patterns to con-
tain only variables and not constants. Hence, we
did not use all of the available information con-
tained in the knowledge graph. We believe that
using such complex graph patterns will improve
GRank further.
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Abstract

Modern weakly supervised methods for event
detection (ED) avoid time-consuming human
annotation and achieve promising results by
learning from auto-labeled data. However,
these methods typically rely on sophisticated
pre-defined rules as well as existing instances
in knowledge bases for automatic annotation
and thus suffer from low coverage, topic bias,
and data noise. To address these issues, we
build a large event-related candidate set with
good coverage and then apply an adversar-
ial training mechanism to iteratively identify
those informative instances from the candi-
date set and filter out those noisy ones. The
experiments on two real-world datasets show
that our candidate selection and adversarial
training can cooperate together to obtain more
diverse and accurate training data for ED,
and significantly outperform the state-of-the-
art methods in various weakly supervised sce-
narios. The datasets and source code can
be obtained from https://github.com/
thunlp/Adv-ED.

1 Introduction

Event detection (ED) aims at detecting event trig-
gers, which are often words or phrases evoking
events in instances, and then identifying their spe-
cific event types. For example, we can extract
the trigger “married” of the event “Marry”
from the text “Mark Twain and Olivia Langdon
married in 1870”. Detecting and identifying
events is an important subtask of event extraction
and also beneficial for various downstream NLP
applications, such as question answering (Yang
et al., 2003), information retrieval (Basile et al.,
2014), and reading comprehension (Cheng and
Erk, 2018). Hence, many efforts have been de-
voted to detecting event triggers and types.

∗ indicates equal contribution
† Corresponding author: Z.Liu(liuzy@tsinghua.edu.cn)

Most prior methods for ED are based on feature
engineering, such as the token-level features (Ahn,
2006; Ji and Grishman, 2008) and the structured
features (Li et al., 2013; Araki and Mitamura,
2015). As the rapid development of neural net-
works, various neural models have been proposed
to directly embed textual semantic information
into a low-dimensional space and then detect event
triggers based on those feature vectors (Chen et al.,
2015; Nguyen and Grishman, 2015; Nguyen et al.,
2016; Ghaeini et al., 2016; Feng et al., 2016).
These methods follow a supervised learning ap-
proach to train models on human-annotated data,
and their requirement of human-annotated data is
a bottleneck in practice. Considering weak su-
pervision is widely adopted to take full advan-
tages of large-scale raw data, especially some spe-
cific work for information extraction (Mintz et al.,
2009; Riedel et al., 2010; Zeng et al., 2015; Cao
et al., 2018), weak supervision has been explored
to automatically label training data for ED (Chen
et al., 2017; Zeng et al., 2018; Yang et al., 2018;
Araki and Mitamura, 2018). Compared with those
supervised ED methods, the weakly supervised
methods can be generalized to real-world ED ap-
plications efficiently without intensive labor.

Although promising results have been achieved
by these weakly supervised methods, there are
still some severe problems for these weakly super-
vised ED models: (1) Weakly supervised meth-
ods naturally suffer from the inevitable noise in
data. (2) Current weakly supervised ED mod-
els adopt sophisticated pre-defined rules and in-
complete knowledge bases to automatically obtain
data, which results in the auto-labeled data with
low coverage and topic bias.

In order to construct a large-scale dataset with
better coverage and reduce topic bias, we avoid
adopting sophisticated pre-defined rules and heavy
toolkits for semantic component analysis. Instead,
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Figure 1: The overall architecture of adversarial training method for ED. The event type is Contact.

we propose a simple trigger-based latent instance
discovery strategy, by applying an assumption that
if a given word 1 serves as the trigger in a known
event instance, all instances mentioning this word
may also express an event. As compared with the
sophisticated rules, this strategy is less restrictive
in the correlation among words, triggers and event
types. Hence, our strategy can obtain a candidate
set covering more topics and instances without any
manual design.

We further propose an adversarial training
mechanism like Goodfellow et al. (2014); Radford
et al. (2016), which can not only distill those infor-
mative instances from the candidate set but also
improve the performance of ED model on a noisy
scenario such as distant supervision. As shown in
Figure 1, we split the dataset into a reliable set and
an unreliable set respectively, and design a dis-
criminator and a generator. The discriminator is
applied to judge whether a given instance is in-
formative and annotated correctly, and the gener-
ator is used to select the most confusing instances
from raw data to fool the discriminator. The dis-
criminator is trained with the reliable data as pos-
itive instances and the data selected by the gener-
ator as negative ones. Meanwhile, the generator
is trained to select data to fool the discriminator.
During the training process, the generator can pro-
vide large amounts of latent noisy data to enhance
the discriminator, and the discriminator can influ-
ence the generator to select those more informa-
tive data. Since noisy data makes no effect on op-
timizing both the generator and the discriminator,

1We treat phrases as words in this paper.

when the generator and the discriminator reach a
balance, the discriminator can boost resistance to
noise and better categorize events, and the gener-
ator can effectively select informative instances to
the discriminator.

We conduct experiments on both semi-
supervised and distantly supervised scenarios.
The experimental results demonstrate that our
trigger-based latent instance discovery strategy
and adversarial training method can cooperate to
obtain more diverse and accurate training data
as well as reduce the side effect of the noise
problem, and thus significantly outperform the
state-of-the-art ED models.

2 Related Work

ED has attracted wide attention recently. Tradi-
tional feature-based methods (Ahn, 2006; Ji and
Grishman, 2008; Gupta and Ji, 2009; Riedel et al.,
2010; Hong et al., 2011; McClosky et al., 2011;
Huang and Riloff, 2012a,b; Araki and Mitamura,
2015; Li et al., 2013; Yang and Mitchell, 2016;
Liu et al., 2016b) rely on manually designed fea-
tures to detect the event triggers and event types.
With the development of neural networks, various
neural methods have also been proposed (Chen
et al., 2015; Nguyen and Grishman, 2015; Nguyen
et al., 2016; Duan et al., 2017; Nguyen et al., 2016;
Ghaeini et al., 2016; Lin et al., 2018).

Furthermore, some efforts have been made to
improve the performance of ED systems with ex-
ternal knowledge (Liu et al., 2016a, 2017), con-
textual information (Liu et al., 2018b), document-
level information (Duan et al., 2017; Zhao et al.,
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2018) and multimodal integration (Zhang et al.,
2017). Some advanced architectures have also
been applied, such as attention mechanism (Liu
et al., 2017, 2018a), graph convolutional net-
works (Nguyen and Grishman, 2018) and gener-
ative adversarial networks (Hong et al., 2018).

All the supervised methods above rely on
human-annotated data, and the data is often re-
stricted to a small scale due to the expensive
human annotation. Hence, unsupervised meth-
ods (Huang et al., 2016; Yuan et al., 2018) and var-
ious weakly supervised methods on ED are pro-
posed. Muis et al. (2018) adopt distant supervision
to create training instances for low-resource lan-
guage. Araki and Mitamura (2018) adopt Word-
Net (Miller et al., 1990) and rule-based meth-
ods to generate open-domain data without event-
type labels. Chen et al. (2017) and Zeng et al.
(2018) use distant supervision to generate large-
scale data from existing structured event knowl-
edge in knowledge bases. Liao and Grishman
(2010a), Huang and Riloff (2012a) and Ferguson
et al. (2018) conduct semi-supervised ED with
bootstrapping. Nevertheless, due to the low cov-
erage of existing knowledge bases as well as lack
of advanced denoising mechanism, those weakly
supervised methods still suffer from the problem
of low coverage and noisy data.

Inspired by Szegedy et al. (2013) and Good-
fellow et al. (2014), adversarial training has been
explored for several NLP applications recently to
resist noise, such as text classification (Miyato
et al., 2016) and text generation (Xie et al., 2017;
Chen et al., 2018). Adversarial training has also
been adopted for information extraction (Wu et al.,
2017; Hong et al., 2018; Qin et al., 2018; Wang
et al., 2018; Han et al., 2018). These adversarial
information extraction methods either generate ad-
versarial instances by adding simple noise pertur-
bation to embeddings (Wu et al., 2017; Hong et al.,
2018), or mainly adopt models to denoise data and
neglect to discover more training instances from
raw data (Qin et al., 2018; Han et al., 2018). Com-
pared with these methods, our adversarial method
samples adversarial examples from the real-world
data rather than generating pseudo noisy pertur-
bations. Furthermore, our method not only de-
noises auto-labeled data but also labels unlabeled
instances to extend datasets for higher coverage.
Hence, our method can effectively alleviate low
coverage, topic bias, and noise problem in ED.

3 Methodology

In this section, we introduce the overall framework
of our proposed models for weakly supervised ED.

3.1 Framework

As shown in Figure 1, the overall framework con-
sists of three modules, including instance encoder,
adversarial training strategy, and their adaption for
various weakly supervised ED scenarios.

The instance encoder is applied to encode the
instances into its corresponding embeddings to
provide semantic features for the other mod-
ules of our models. Given an instance x =
{w1, . . . , t, . . . , wn} consisting of n words and its
candidate trigger t, we adopt several effective neu-
ral models to represent the semantic features of the
instance x with the embedding x. Details of the
instance encoder are shown in Section 3.2.

After representing instances into their embed-
dings by the instance encoder, an adversarial train-
ing strategy is applied, which aims at highlight-
ing those informative instances and filtering out
those noisy instances from a large-scale unreliable
dataset U under the guidance of another reliable
dataset R. The adversarial training strategy is the
core module of our framework, and we will intro-
duce its details in Section 3.3.

Each instance x in U andR will be labeled with
a trigger word t and an event type e ∈ E . If an
instance does not have a trigger and cannot ex-
press any definite events, it will be labeled with
a special event NA, which indicates that the event
of this instance is not available. Before applying
adversarial training, U andR are automatically la-
beled. The details of splitting and automatically
labeling U and R for various weakly supervised
ED scenarios, as well as utilizing adversarial train-
ing strategy to extend datasets, will be introduced
in Section 3.4.

3.2 Instance Encoder

In this paper, we select CNN (Chen et al., 2015)
and BERT (Devlin et al., 2018) as representative
encoders to encode the given instances.

CNN After representing all words in the in-
stance x into their input embeddings, including
both word embeddings and position embeddings
which encode the relative position to candidate
triggers, CNN slides a convolution kernel over the
input embeddings to get hidden embeddings as
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follows,

{h1, . . . ,hn} = CNN
(
w1, . . . , t, . . . , wn

)
. (1)

BERT Similar to CNN, after summing word
piece (Wu et al., 2016), segment and position em-
beddings of all words in the instance x as input
embeddings, BERT adopt a multi-layer bidirec-
tional transformer encoder (Vaswani et al., 2017)
to get hidden embeddings as follows,

{h1, . . . ,hn} = BERT
(
w1, . . . , t, . . . , wn

)
. (2)

Because the candidate trigger t splits the in-
stance x into two parts, we follow Chen et al.
(2015) to adopt a dynamic multi-pooling opera-
tion over the hidden embeddings to achieve the in-
stance embedding x,

[←−x ]j = max{[h1]j , . . . , [hi]j},
[−→x ]j = max{[hi+1]j , . . . , [hn]j},

x = [←−x ;−→x ],

(3)

where [·]j is the j-th value of a vector and i is the
position of the trigger t. As CNN and BERT adopt
a dynamic multi-pooling operation, we name them
“DMCNN” and “DMBERT” in this paper.

3.3 Adversarial Training

As shown in Figure 1, the overall framework of
our adversarial strategy consists of a discriminator
and a generator. The discriminator is adopted to
detect event triggers and identify event types for
each instance in datasets. When given a noisy in-
stance, the discriminator is also expected to resist
noise and explicitly point out that there are no trig-
gers and events. The generator is used to select
instances from the unreliable dataset U to confuse
the discriminator as much as possible.

Each instance x ∈ R is assumed to explic-
itly express its labeled trigger t and event type
e. In contrast, each instance x ∈ U is assumed
to be untrustworthy during the adversarial train-
ing, i.e., there is a certain probability that it is la-
beled incorrectly. Hence, we design the discrimi-
nator to judge whether a given instance can expose
its labeled event type, which aims at maximizing
the conditional probability P (e|x, t), x ∈ R and
1 − P (e|x, t), x ∈ U . The generator is trained
to select the most confusing instances from U to
fool the discriminator, i.e., selecting the instances
by P (e|x, t), x ∈ U . The training process is an

adversarial min-max game as follows,

φD = max
(
Ex∼PR

[
log
(
P (e|x, t)

)]

+Ex∼PU
[
log
(
1− P (e|x, t)

)])
,

φG = maxEx∼PU
[
log
(
P (e|x, t)

)]
,

(4)

where PR is the reliable data distribution, and the
generator samples adversarial examples from the
unreliable data according to the probability distri-
bution PU . Although φD and φG are conflicting,
noisy data in U has the side effect for both φD and
φG. Hence, when the generator and the discrim-
inator reaching a balance after sufficient training,
the generator tends to select those informative in-
stances with a higher probability compared with
those noisy ones, and the discriminator boosts re-
sistance to noise and can better categorize events.

Discriminator
Given an instance x and its labeled trigger t and
event type e, the discriminator is responsible for
judging whether the given instance exposes its la-
beled trigger and event type. After representing
the instance x with its embedding x, we imple-
ment the discriminator as follows,

D(e|x, t) = e · x,

P (e|x, t) = exp
(
D(e|x, t)

)
∑

ê∈E exp
(
D(ê|x, t)

) ,
(5)

where e is the embedding of the event type e ∈ E .
An optimized discriminator will assign high

scores to those instances inR, and meanwhile dis-
trust those instances and their labels in U . Hence,
in practice, we formalize the loss function to opti-
mize the discriminator as follows,

LD = −
∑

x∈R

1

|R| log
(
P (e|x, t)

)

−
∑

x∈U
PU (x) log

(
1− P (e|x, t)

)
.

(6)

When optimizing the discriminator, we regard the
component of the encoder andD(e|x, t) as param-
eters for updating. This loss function LD is corre-
sponding to φD in Eq. (4).

Generator
The generator aims at selecting the most confus-
ing instances from U to cheat the discriminator.
We design the generator to optimize the probabil-
ity distribution PU to select instances. The gener-
ator computes confusing scores for all instances in
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U to evaluate their perplexity and further computes
the confusing probability PU as follows,

f(x) = W · x+ b,

PU (x) =
exp

(
f(x)

)
∑

x̂∈U exp
(
f(x̂)

) .
(7)

where x is the embedding of the instance x com-
puted by the encoder. W and b are parameters for
a separating hyperplane.

We regard that the higher scores computed by
the discriminator the instances have, the more con-
fusing the instances are, because they are more
likely to fool the discriminator to make a wrong
decision. We expect that an optimized generator
pays more attention to those most confusing in-
stances. Hence, given an instance x ∈ U and its
unreliable-labeled trigger t and event type e, we
formalize the loss function to optimize the gener-
ator as follows,

LG = −
∑

x∈U
PU (x) log

(
P (e|x, t)

)
, (8)

where P (e|x, t) is computed by the discrimina-
tor. When optimizing the generator, we regard the
component to compute PU (x) as parameters for
updating. This loss function LG is corresponding
to φG in Eq. (4).

There may be some instances in U labeled NA
and these instances are always wrongly predicted
into some other events. Thus we specifically use
the average scores over all feasible events to re-
place their P (e|x, t) in Eq. (8) as follows,

P (NA|x, t) = 1

|E| − 1

∑

e∈E,e 6=NA

P (e|x, t), (9)

where E indicates the set of event types.

Training and Implementation Details

Because there may be large amounts of instances
in R and U , directly computing LD and LG
is time-consuming, and frequently traversing the
whole dataset of R and U also accordingly be-
comes difficult. For improving training efficiency,
we sample subsets ofR and U to approximate the
essential probability distribution, and formalize a

new loss function for optimization,

L̃D = −
∑

x∈R̃

1

|R̃|
log
(
P (e|x, t)

)

−
∑

x∈Ũ
PŨ (x) log

(
1− P (e|x, t)

)
,

L̃G = −
∑

x∈Ũ
PŨ (x) log

(
P (e|x, t)

)
,

(10)

where R̃ and Ũ are the subsets sampled from R
and U , and PŨ is the approximation to Eq. (7),

PŨ (x) =
exp

(
f(x)α

)
∑

x̂∈Ũ exp
(
f(x̂)α

) . (11)

α is a hyperparameter that controls the sharpness
of the probability distribution to avoid the weights
concentrating on some specific instances. Finally,
the overall optimization function is,

L = L̃D + λL̃G, (12)

where λ is a harmonic factor. In practice, L̃D
and L̃G in adversarial training are optimized al-
ternately, and λ is also integrated into the learning
rate of L̃G to avoid adjusting λ additionally.

3.4 Adaption for Weakly Supervised
Scenarios

In this section, we introduce the adaption of ad-
versarial training strategy for various weakly su-
pervised ED scenarios (semi-supervised scenarios
and distantly supervised scenarios), as well as the
method to automatically label and split the reliable
set and unreliable set used for adversarial training.

Trigger-based Latent Instance Discovery
To utilize unlabeled data, we propose a simple
trigger-based latent instance discovery strategy,
which can automatically label trigger words and
event types for raw data. The trigger-based strat-
egy is based on a heuristic assumption that if a
given word serves as the trigger in a known in-
stance, all other instances mentioning this word in
raw data are latent instances and may also express
an event. For example, the word “married”
serves as the trigger in the instance “Mark Twain
and Olivia Langdon married in 1870” to expose
the event “Marry”, and then all instances in un-
labeled data containing the word “married” will
be picked up and added into a latent instance can-
didate set. As compared with the sophisticated
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rules used in existing weakly supervised ED mod-
els, our trigger-based latent instance discovery is
simple, without the need of considering the corre-
lation among words, triggers, and event types. Be-
cause our strategy is less restrictive, it is effective
and efficient to obtain a large-scale candidate set
without any special manual design. Meanwhile,
the candidate set can cover much more instances
and topics than the existing strategies.

Semi-supervised Scenarios
When adapting our adversarial training strategy
for semi-supervised scenarios, we first use the
small-scale labeled data to pretrain the encoder
and discriminator to let them gain the ability to
detect event triggers and identify event types to a
certain extent. Then, we construct a large-scale
latent candidate set based on our instance discov-
ery strategy with the trigger words in the labeled
data as heuristic seeds. We use the pretrained
encoder and discriminator to automatically label
triggers and event types for all instances in the can-
didate set to build noisy large-scale data. With the
small-scale labeled data as the reliable set R and
the large-scale auto-labeled data as the unreliable
set U , we can optimize the encoder, discrimina-
tor, and generator together to carry out adversarial
training. During the adversarial training, when the
discriminator and generator reach a balance after
certain training epochs, all instances from the un-
reliable set U recommended by the generator and
regarded as being labeled correctly by the discrim-
inator will be adjusted from U to R. Conducting
adversarial training iteratively can identify infor-
mative instances and filter out noisy instances in
U , and accomplish utilizing large-scale unlabeled
data to enrich small-scale labeled data.

Distantly Supervised Scenarios
The adaption for distantly supervised scenarios is
similar to the adaption for semi-supervised sce-
narios. We first use the whole auto-labeled data
to pretrain the encoder and discriminator. Then,
the encoder and discriminator are used to com-
pute confident scores for all instances in the auto-
labeled set. By setting a particular threshold, we
can split the whole auto-labeled set into two parts.
The instances with scores higher than the thresh-
old will be added into the reliable set R, and the
other instances with lower scores will be added
into the unreliable set U . After the whole auto-
labeled set being split into R and U , we can con-

duct adversarial training to reduce the side effect
of those noise in U and enhance the discriminator
for better identifying events. Intuitively, the reli-
able set R isolated from the auto-labeled set can
be used as seeds to utilize more raw data in a sim-
ilar way applied in semi-supervised scenarios.

4 Experiments

We evaluate our models on both semi-supervised
and distantly supervised scenarios. Before intro-
ducing the detailed experimental settings and re-
sults, we list the hyperparameters first.

4.1 Hyperparameter Settings

For DMCNN, following the settings of previous
work, we use the pre-trained word embeddings
learned by Skip-Gram (Mikolov et al., 2013) as the
initial word embeddings. We implement DMCNN
by ourselves and follow the same hyperparameters
used in Chen et al. (2015) for fair comparisons.
For DMBERT, we follow the same hyperparam-
eters used for BERTBASE in Devlin et al. (2018)
and apply the pre-trained model2 to initialize the
parameters. We list the essential hyperparameters
of the discriminator and the generator for adver-
sarial training in Table 1.

Dropout Probability p 5× 10−1

Learning Rate αgc for the generators (DMCNN) 5× 10−3

Learning Rate αdc for the discriminators (DMCNN) 2× 10−2

Learning Rate αgb for the generators (DMBERT) 2× 10−5

Learning Rate αdb for the discriminators (DMBERT) 1× 10−4

Table 1: Hyperparameter settings.

4.2 Distantly Supervised Scenarios

Dataset and Evaluation
For distantly supervised scenarios, we utilize the
distantly supervised dataset developed by Chen
et al. (2017) with FreeBase (Bollacker et al.,
2008). The dataset contains 142, 611 labeled in-
stances and 21 event types. Following previous
work (Mintz et al., 2009; Chen et al., 2017), we
evaluate our adversarial training mechanism by
held-out evaluation. We report the precision-recall
curves of recall under 0.7 since we mainly focus
on the performance of those top-ranked results. To
give a complete view of the overall performance,
we also report the area under the curve (AUC).

2https://github.com/google-research/
bert
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Figure 2: The aggregated precision-recall curves of
DMCNN models.
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Figure 3: The aggregated precision-recall curves of
DMBERT models.

To evaluate the effectiveness of our proposed
models, we compare our adversarial training mod-
els (DMCNN+ADV, DMBERT+ADV) with var-
ious neural baselines, including: (1) DMCNN and
DMBERT proposed in Chen et al. (2015) and
this paper respectively, which are the basic models
without any adaption to the noisy distant supervi-
sion. (2) +MIL models, which improve the ba-
sic models with multi-instance learning proposed
in Chen et al. (2017) to alleviate the noise prob-
lem. (3) +NA models, which simply treat the in-
stances in the unreliable set as negative instances
with the label NA. This method could be regarded
as a simplified version of our adversarial training
to conduct ablation study. In this experiment, we
separate the reliable and unreliable set by the con-
fidence of the basic models following Section 3.4.

Overall Evaluation Results

The precision-recall curves of DMCNN models
and DMBERT models are shown in Figure 2 and
Figure 3, and the results of AUC are shown in Ta-
ble 2. From the results, we can observe that: (1)

Method AUC
Micro Macro

DMCNN 67.6 38.7
DMCNN+MIL 75.7 43.3
DMCNN+NA 70.6 25.8
DMCNN+ADV 85.5 50.7

DMBERT 70.6 42.2
DMBERT+MIL 79.4 47.3
DMBERT+NA 74.0 38.6
DMBERT+ADV 91.5 67.6

Table 2: The AUC results (%) of various models.

BERT-based models significantly outperform the
CNN-based models, which is due to the ability to
capture contextual information as well as large-
scale pre-training of BERT. And benefiting from
the effective pre-trained parameters, the BERT-
based models all have high precision when the re-
call is under 0.3. (2) The +NA models achieve
similar performance with +MIL and even outper-
form them in low-recall range, but +NA models
have the worst macro AUC. It indicates that the
separation of reliable and unreliable set is effec-
tive but also have severe side effects, and our ad-
versarial training method works well to overcome
the side effect. (3) Our adversarial training method
significantly outperforms all the baselines in every
metric. This demonstrates the strong ability of our
method to alleviate the noise problem on distantly
supervised scenarios.

4.3 Semi-supervised Scenarios

Dataset and Evaluation

For semi-supervised scenarios, we conduct exper-
iments on a widely-used benchmark dataset ACE-
2005 (Walker et al., 2006) containing 599 docu-
ments annotated with 8 types and 33 subtypes of
events. Following the previous work (Liao and Gr-
ishman, 2010b; Li et al., 2013; Chen et al., 2015),
we use the same test set containing 40 newswire
documents, development set with 30 randomly se-
lected documents and training set with the remain-
ing 529 documents.

As described in Section 3.4, using existing trig-
gers in ACE-2005 training set as heuristic seeds
and our trigger-based latent instance discovery
strategy, we construct a large-scale candidate set
from the New York Times corpus (Sandhaus,
2008) and use our adversarial training strategy to
filter out the noisy instances to build a new ACE-
style dataset. We extend the ACE-2005 training
set with the new dataset, and then test the models
trained on the extended training set on the orig-
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inal test set. Our models trained on the orig-
inal training set are named DMCNN and DM-
BERT, and our bootstrapped models trained on
the extended dataset are named DMCNN+Boot
and DMBERT+Boot.

We compare our bootstrapped models with var-
ious state-of-the-art methods on the ACE-2005
dataset, including: (1) The feature-based mod-
els. We select Li’s joint (Li et al., 2013) as
the representative, which achieves the best per-
formance among feature-based models. (2) The
vanilla neural network models, including the DM-
CNN (Chen et al., 2015) and JRNN (Nguyen
et al., 2016). (3) The neural network mod-
els with external information, including ANN-
FN (Liu et al., 2016a) leveraging the information
of FrameNet (Baker et al., 1998), DLRNN (Duan
et al., 2017) using document-level information,
GMLATT (Liu et al., 2018a) utilizing multi-
lingual attentions, and the bootstrapped model
DMCNN+Chen’s DS (Chen et al., 2017) trained
with additional data distantly supervised by Free-
Base (Bollacker et al., 2008). (4) The neural
network models with advanced architecture, in-
cluding: Bi-LSTM+GAN (Hong et al., 2018)
utilizing GAN to conduct self-regulation, GCN-
ED (Nguyen and Grishman, 2018) utilizing graph
convolutional network to model dependency trees.

Overall Evaluation Results

The results are shown in Table 3. From the re-
sults, we have the following observations: (1)
As compared with the basic DMCNN and DM-
BERT, the bootstrapped models achieve signifi-
cant improvement (+1.7% and +0.5%). Further-
more, our DMCNN+Boot model achieves simi-
lar performance with the ANN-FN and DLRNN
which design complex architectures to utilize the
additional information. These results indicate that
our methods can construct high-quality dataset
without sophisticated rules and large-scale knowl-
edge bases, and can effectively collect diverse in-
stances which will benefit training models. (2)
DMBERT and DMBERT+Boot achieve the best
performance among all the models. This is bene-
fiting from the effective architecture and the large-
scale pre-training information of BERT, as well
as the dynamic multi-pooling mechanism for ED.
Our methods augment the training data to further
enhance BERT, which achieve better performance
and demonstrate the effectiveness of our models.

Method
Trigger Identification

+Classification

P R F1

Li’s Joint (Li et al., 2013) 73.7 62.3 67.5
DMCNN (Chen et al., 2015) 75.6 63.6 69.1
JRNN (Nguyen et al., 2016) 66.0 73.0 69.3
ANN-FN (Liu et al., 2016a) 77.6 65.2 70.7
DLRNN (Duan et al., 2017) 77.2 64.9 70.5
GMLATT (Liu et al., 2018a) 78.9 66.9 72.4
DMCNN+Chen’s DS (Chen et al., 2017) 75.7 66.0 70.5
Bi-LSTM+GAN (Hong et al., 2018) 71.3 74.7 73.0
GCN-ED (Nguyen and Grishman, 2018) 77.9 68.8 73.1

DMBERT 77.6 71.8 74.6
DMCNN+Boot 77.7 65.1 70.8
DMBERT+Boot 77.9 72.5 75.1

Table 3: The overall performance (%) of different mod-
els on ACE-2005.

Method Average Precision Fleiss’s Kappa

Chen et al. (2017) 88.9 -
Zeng et al. (2018) 91.0 -
Our First Iteration 91.7 61.3
Our Second Iteration 87.5 52.0

Table 4: The human evaluation results (%) of auto-
labeled data in different iterations.

Manual Evaluation
To perform a fine-grained evaluation for the qual-
ity of the dataset constructed with our trigger-
based instance discovery strategy and adversarial
training strategy, we manually evaluate the preci-
sion of the constructed dataset. To be specific, we
randomly select 150 instances from the newly con-
structed dataset and recruit four well-trained anno-
tators to annotate the instances independently. We
ask the annotators to label an instance as correct
if and only if the trigger and event-type are both
correct. We use the Fleiss’ kappa (Fleiss, 1971) to
measure the annotation consistency among these
annotators. The results of the data distilled in
different iterations during adversarial training are
shown in Table 4. From the results, we can ob-
serve that the precision of the dataset constructed
with our models is comparable to existing dis-
tant supervision methods (Chen et al., 2017; Zeng
et al., 2018) using sophisticated human-designed
rules and knowledge bases, and even outperforms
them in the first iteration. It indicates that our
models can distill informative instances with high
precision.

Case Study
To further show the effectiveness of our models
to improve the coverage of the dataset, we give
an example in Table 5. The instance in the “In
ACE-2005” row is a typical instance of the Sue
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Event-Type: Justice Subtype: Sue

In ACE-2005 Dell sued for ”bait and switch” and false promises.

Discovered
1. The lawyers for the four former state officials who
have been sued told the jurors . . .
2. But litigation held up the project until . . . .

Table 5: The examples with highlighting triggers.

events, and the two instances in the “Discovered”
row are sampled from the dataset constructed with
our methods. In the “Discovered” row, the first in-
stance is with an existing trigger in ACE-2005 but
different in syntax, and the second instance is with
a newly discovered trigger which is not contained
in ACE-2005. In our extended dataset, there are
1.2% of the triggers are newly discovered. This
demonstrates that our methods can not only find
new instances from the unlabeled data which is
similar to those instances in the labeled data, but
also discover new triggers and extend the coverage
of datasets substantially.

5 Conclusion and Future Work

In this paper, we take advantages of adversar-
ial training and propose an effective method for
weakly supervised ED. To be specific, our method
is able to denoise and enhance distantly supervised
ED models, as well as automatically construct
more diverse and accurate training data for semi-
supervised ED models. The experiments on two
real-world datasets show that our method achieves
the state-of-the-art results on the settings of both
distant supervision and semi-supervision. In the
future, we plan to explore the following directions:
(1) We will extend our method to further extract
event arguments and perform event extraction. (2)
We will develop a large-scale and clean dataset for
ED based on our method, which will benefit fur-
ther research in this field.
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Abstract

Extreme classification is a classification task
on an extremely large number of labels (tags).
User generated labels for any type of online
data can be sparing per individual user but in-
tractably large among all users. It would be
useful to automatically select a smaller, stan-
dard set of labels to represent the whole label
set. We can then solve efficiently the prob-
lem of multi-label learning with an intractably
large number of interdependent labels, such
as automatic tagging of Wikipedia pages. We
propose a submodular maximization frame-
work with linear cost to find informative la-
bels which are most relevant to other labels yet
least redundant with each other. A simple pre-
diction model can then be trained on this label
subset. Our framework includes both label-
label and label-feature dependencies, which
aims to find the labels with the most repre-
sentation and prediction ability. In addition,
to avoid information loss, we extract and pre-
dict outlier labels with weak dependency on
other labels. We apply our model to four
standard natural language data sets including
Bibsonomy entries with users assigned tags,
web pages with user assigned tags, legal texts
with EUROVOC descriptors(A topic hierarchy
with almost 4000 categories regarding differ-
ent aspects of European law) and Wikipedia
pages with tags from social bookmarking as
well as news videos for automated label de-
tection from a lexicon of semantic concepts.
Experimental results show that our proposed
approach improves label prediction quality, in
terms of precision and nDCG, by 3% to 5%
in three of the 5 tasks and is competitive in
the others, even with a simple linear prediction
model. An ablation study shows how different
data sets benefit from different aspects of our
model, with all aspects contributing substan-
tially to at least one data set.

1 Introduction

Multi-label learning has recently attracted atten-
tion in the research community due to an increase
in applications such as semantic labeling of im-
ages and videos, bio-informatics, genetic func-
tions, and music categorization. In addition, multi-
label learning can address machine learning prob-
lems in web data mining, including recommender
systems, multimedia sharing websites, and rank-
ing (Zhang and Zhang, 2010).

An important application of extreme multi-label
learning is automatic tagging and social tagging of
large information collections such as Wikipedia or
the Web. A user can add their own keywords to a
text, as if they were the keywords they would use
to look for the article in a search engine. Since tags
use an open vocabulary, the number of tags is in-
creasing continually in order to adjust to the needs
of new information. Moreover, different users can
assign different tags to the same resource, result-
ing in a great diversity of tags for that resource.

The biggest challenge of extreme multi-label
learning is the dimension of the output space. As
the number of output labels increases, the num-
ber of output states increases exponentially. In
order to overcome this exponential growth, it is
necessary to use label dependencies to simplify
the problem (Zhang and Zhang, 2010; Tsoumakas
et al., 2010).

We propose a submodular maximization ap-
proach with a linear cost to find an informative
set of labels. In contrast to the other similar ap-
proaches (Balasubramanian and Lebanon, 2012;
Bi and Kwok, 2013) which consider only label-
label dependencies, we also consider label-feature
dependencies and outlier labels that are highly in-
dependent of other labels. Solving the problem us-
ing the selected (smaller number of) labels leads to
minimizing both representation and training error.
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Representation ability is equivalent to the power
of the selected subset to reconstruct the remain-
ing labels, and prediction ability is equivalent to
training accuracy leading to less error propagation
from predicted label subset to the remaining labels
during reconstruction.

Submodular maximization approaches have
proved very effective in many applications, such
as finding the most influential nodes in social
networks to maximize the spread of information
(for applications such as advertising and market-
ing (Kempe et al., 2003; Ohsaka et al., 2014)) and
video and image collection summarization (Gygli
et al., 2015; Tschiatschek et al., 2014). There are
many effective algorithms such as (Mirzasoleiman
et al., 2015) to make submodular optimization ap-
proaches much faster or do them in a distributed
way (Mirrokni and Zadimoghaddam, 2015) to per-
form faster parallel processing for very large scale
datasets.

2 Related Work

Many of the early proposed multi-label learning
approaches struggle with large-scale applications,
as they learn each label separately or investigate
the label dependencies in a way that leads to a
costly and complicated model (Tsoumakas et al.,
2010).

The other research trends is to transform the la-
bel space to a smaller space and map back the pre-
dicted results in the compressed space to the orig-
inal space. Hsu et al. (2009) presented the first
approach targeting label space compression based
on compressed sensing, which assumes sparsity of
the label space. An expensive optimisation prob-
lem has to be solved in the prediction step. Tai and
Lin (2012); Chen and Lin (2012); Yu et al. (2014),
and (Lin et al., 2014) used orthogonal projections
and low-rank assumptions to extract a label matrix
decomposition and find a low-dimensional embed-
ding space. In (Bhatia et al., 2015b), the authors
perform local embedding of the label vectors. To
achieve stronger locality, they cluster the data into
smaller regions, which is unstable and costly for
high-dimensional spaces and one needs an ensem-
ble of the learners to overcome this instability and
achieve a good prediction accuracy.

Although the previously proposed approaches
make the embedding space smaller and more
tractable, they may lead to loss of information as
a result of transforming the label space to lower-

dimensional spaces. Many of these approaches
rely on low-rank assumptions which transform
the sparse label space to a new dense embed-
ding space resulting in even lower accuracy, with
a higher prediction cost in the new complicated
space (Bhatia et al., 2015a).

Balasubramanian and Lebanon (2012) and Bi
and Kwok (2013) proposed to select a subset of
the labels, and solve the problem in the original la-
bel space, based on structure sparsity optimization
and SVD decomposition, correspondingly. How-
ever, these methods are not tractable for large scale
data and not compatible for the real application
data. In addition, they have ignored the training
error in the label selection step which can lead to
selection of the labels that are hard to predict re-
sulting in training error propagation through the
next steps.

Another recent thread of research includes the
methods that partition the data into smaller groups:
In the framework proposed by Barezi et al. (2017),
the label space is divided into smaller independent
groups, while Agrawal et al. (2013); Prabhu and
Varma (2014); Prabhu et al. (2018) propose tree-
based methods which partition the data into tree-
structured hierarchical groups. These partitioning-
based approaches avoid information loss from di-
mension reduction. However, finding a partition-
ing tree is a very complicated and time-consuming
problem and these approaches require solving a
complicated optimization problem to perform par-
titioning at each node, which is expensive and
needs many training samples. In addition, the
tree-based approaches suffer from error propaga-
tion through the hierarchy and need many training
samples to avoid under-fitting in the lower levels
of the partitioning tree (Liu et al., 2005).

Instead of making the structural assumption on
the relation between the labels, Yen et al. (2016)
assume the label space is highly sparse and has a
strong correlation with the feature space. They ig-
nore the label space correlation information. Yen
et al. (2017) proposed the parallel version of (Yen
et al., 2016).

3 Methodology

In this paper, we propose a landmark selection
framework for selecting the most informative la-
bels and to solve the multi-label learning problem
with these labels. As an example, consider pre-
dicting the commercial impact of a new event on
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some global organizations (equivalent to the la-
bels in our problem) given a history of the impact
of previous events (equivalent to the features and
training data in our problem). Instead of predict-
ing the impact on each organization individually,
we predict only the impact on a small number of
organizations which are both easier to predict and
analyze according to available data as well as be-
ing more indicative of the economy and the other
organizations. Being indicative means that if we
know the impact of the new event on these organi-
zations, it can help us to predict the reaction of the
other organizations. More formally, we optimize
the above set function f(S) in Equation 1.

The proposed method includes both label-label
and label-feature dependencies in order to mini-
mize both representation and training error. Pre-
vious similar methods ignore label-feature depen-
dencies in the subset selection step, allowing the
training error for the selected subset of the labels
to be propagated to the reconstructed labels and af-
fecting the final predictions. In addition, to avoid
information loss, we also extract and predict out-
lier labels with weak dependency on other labels
and treat them separately.

Our construction results in a monotone submod-
ular function of label sets allowing us to use a
maximization framework that benefits from a good
theoretical bound by a fast greedy approach with
linear cost (Nemhauser et al., 1978). We use a
method based on Alternating Direction Method of
Multipliers (ADMM) (Boyd, 2011) optimization
to learn a linear mapping back to original label
space. Therefore, during training, we can select
and learn the most informative label subset using
a submodular maximization framework of linear
cost. During the prediction time, we can use the
selected subset to represent the remaining labels
using a linear equation with a linear cost in num-
ber of the labels.

3.1 Overview of the Submodular
Maximization Theorem

Submodular functions have a natural diminishing
property which makes them suitable for many ap-
plications. A submodular function is a set function
with the property that as the size of the selected
subset increases, the incremental value of the func-
tion by adding a new element to the selected subset
does not increase.

The formal definition of a submodular function

is as follows:

Definition 1. For a set function f(S) : 2V → R
defined for a finite ground set V = 1, 2, ...n, the
marginal gain of adding each new member can be
computed as ∆f (e|S) = f(e ∪ S) − f(S). The
function f(.) is submodular, if for each A ⊆ B ⊆
V , e ∈ V \A ∩ V \B, then ∆f (e|A) ≥ ∆f (e|B).
Equivalently, the function f(S) : 2V → R is sub-
modular if for any two setsA, B ∈ V , f(A∪B)+
f(A ∩B) ≤ f(A) + f(B).

Monotony of sunmodular functions is a useful
property which means that the value of the func-
tion would not decrease by adding each new mem-
ber to the input set, and can be defined as follow-
ing.

Definition 2. A submodular function f(.) is
monotone (non-decreasing) if for every T ⊆ S,
we have that f(T ) ≤ f(S).

A simple example of a submodular function is
the setup cost in a factory. Suppose that a factory
is capable of making any one of a large finite set
V of products. In order to produce product e ∈ V ,
it is necessary to set up the machines needed to
manufacture e, and this costs money. The setup
cost is non-linear, and it depends on which other
products you choose to produce. For example, if
you are already producing iPhones, then the setup
cost for also producing iPads is small, but if you
are not producing iPhones, the setup cost for pro-
ducing iPads is large.

We can find a good approximation of the op-
timum answer for a monotone submodular max-
imization problems by using the greedy approach
and considering the selected subset size constraint.
More formally:

Theorem 3. (Nemhauser et al., 1978) For a non-
negative, monotone submodular function f , let S
be a set of size k obtained by the greedy strat-
egy similar to Algorithm 1. Then, f(S) ≥ (1 −
1/e)f(S∗), where S∗ is the optimum solution,
and e is Euler’s constant approximately equal to
2.71828

3.2 Submodularity for Label Subset Selection
We propose two submodular functions, aiming to
select the most informative subset of the labels.
The first function is a penalized version of the
graph cut function. It scores label sets with cor-
relation to the other labels and penalizes their sim-
ilarity to the previously selected labels (fpen in
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f(S) = (How members of set S are individually predictable) +

(How members of set S can represent the members not included in S)

= (Prediction ability) + (Representation ability)

= (Label − Feature dependency) + (Label − Label dependency) (1)

Algorithm 1 argmaxS f(S) s.t. ‖S‖ = k .
Input: V = 1, 2, ...n
Initialization: S = ∅.
Repeat:

1: a? = argmaxa∈V \S f(S ∪ {a})− f(S)
2: S = S ∪ {a?}

Until |S| = k.
Output: S.

Equation 3). The graph is constructed using the
labels as nodes and label correlations as weights
for the graph edges. The second function scores
the predictability of labels with respect to prob-
lem input features (fscore in Equation 5). Our fi-
nal function for identifying the optimal subset of
labels is a weighted sum of these (Equation 6).

We consider the label correlations as graph
weights w. The graph cut function fcut(.) aims to
find a subset of the graph nodes (labels) with the
highest weights (strongest dependencies) to the re-
maining nodes (labels). This captures strong cor-
relation of a label set to the other labels and thus
its ability to reconstruct the other labels. The pe-
nalised version fpen(.) adds one more term to in-
crease the diversity of the selected labels and avoid
choosing similar labels.

fcut(S) =
∑

i∈V \S

∑

j∈S
wi,j (2)

fpen(S) = fcut(S)− λ
∑

i,j∈S
i 6=j

wi,j , λ ≥ 0 (3)

Theorem 4. fcut(S) is a submodular function
and it is monotone for non-large values of |S|
(Nemhauser et al., 1978).

Theorem 5. fpen(S) is a submodular function
and it is monotone for non-large values of λ (Lin
et al., 2009).

The proofs for Theorem 4 and 5 is provided in
supplementary Section.

It is important also to consider predictability,
which is the training error for the selected subset

of the labels, in order to avoid the prediction error
of labels with high training error being propagated
to the whole label space.

As an estimate of predictability we use either a
G2 or χ2 independence test for the discrete data,
and Fishers Z or t test for the continuous data
in order to reject or accept the null hypothesis
of independence (Tsamardinos and Borboudakis,
2010). Since, this measures include an implicit
normalization, the frequency of the classes in
training data does not affect the sampling step.

A higher dependency score for each label and
the input feature space means a stronger correla-
tion of the label with the feature space and higher
predictability. Given label predictability scores fij
for label i and input feature j andD input features,
we calculate dependency scores fi of the i-th label
and the input features:

fi =

D∑

j=1

fij (4)

Note that fi ≥ 0. We then define the following set
function, which also is monotone and submodular
(Theorem 6):

fscore(S) =
∑

i∈S
fi (5)

Theorem 6. fscore(S) is a submodular monotone
function.

Proof. For wi = the sum over the dependency
scores of the i-th label and the feature space,
f(S) =

∑
i∈S wi is a linear function with wi ≥ 0.

Any linear function of the form f(S) =
∑

i∈S wi
is a submodular function. If S ⊂ R, ∆f (k|S) −
∆f (k|R) = 0⇒ ∆f (k|S) ≥ ∆f (k|R).
Additionally, if ∀i wi ≥ 0, then f is monotone,
because f(S ∪ k)− f(S) = wk, wk ≥ 0.
max|S|=kf(S) = max

∑
i∈S wi. Therefore f(S)

is a monotone submodular function.

Since, any sum of submodular functions with
positive coefficients is a submodular function,
we can combine fpen(.), and fscore(.) by positive
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weights, which results in a new submodular func-
tion that includes both representation ability and
prediction ability of the selected labels. We choose
a model parameter γ > 0 giving us our final sub-
modular function:

f(S) = fpen(S) + γ.fscore(S) (6)

3.3 Landmark Information Propagation
The main step of our proposed framework is to
propagate the predicted value for the selected label
subset to the full set of labels in order to recover
the original space. Therefore, we aim to find a
linear relation including the dependency of the se-
lected labels and all the other labels. In the predic-
tion step, this linear function obtains the full label
set by combining the subset (Ys) and outlier pre-
dictions (E) predicted by the regression functions
discussed in next section 3.4. Given 1-hot repre-
sentations Ys over the reduced set of labels and Y
the full set of labels, we seek matrices Z and E
that recover the original labels:

Y = YsZ + E (7)

To find optimal Z and E, we solve the opti-
mization problem Equation 8, where Y and Ys are
matrices populated with our training data. Note
that ‖E‖2,1 is the L1 norm of the L2 norms of the
columns of E.

argmin
Z,E

(‖Z‖1 + α‖E‖2,1) (8)

s.t. Y = YsZ + E

The sparse matrix Z is a k×L matrix which in-
cludes a few representative labels (due to the spar-
sity constraint ‖Z‖1) for each label (Y = YkZ).
The Z matrix includes the dependency informa-
tion and performs propagation of the predicted
label subset to the full label set, while nonzero
columns of matrix E show the outlier and tail la-
bels set O, which cannot be computed perfectly
through their relation to the other labels. The in-
dex set of the nonzero columns of matrix E indi-
cates the outlier labels. α is a model parameter.

The alternating direction method of multipliers
(ADMM) method (Boyd, 2011; Nesterov, 2004;
Beck and Teboulle, 2009) provides an efficient al-
gorithm for solving this problem, achieving a con-
vergence rate of O(1/T 2) (where T is the number
of iterations). ADMM solves the problem with
more than one unknown variable, (Z and E in

our case), by alternating between optimizing each
variable using augmented Lagrangian. Please see
the supplementary materials for more detail on the
ADMM method and how it is applied in this case.

3.4 Prediction and Mapping Back to the
Original Label Space

We now train a linear classifier to predict labels in
the reduced label set S ∪ O and map back to the
full label set. Given features of the training data
X , corresponding labels from selected and outlier
labels YS and YO, we learn linear regression pa-
rameters ws, bs for the selected labels and we, be
for the outlier labels:

argmin
ws,bs

‖Ys − (X ∗ ws + bs)‖+ λ1
2 ‖ws‖2

argmin
we,be

‖Yo − (X ∗ we + be)‖+ λ2
2 ‖we‖2 (9)

Since all these training tasks are independent of
each other, this step is highly parallelizable. The
final values for the labels are computed by propa-
gating the selected label subset through the linear
relation 7:

Ŷs = X ∗ ws + bs

Ê = X ∗ we + be (10)

Ŷ = ŶsZ + Ê (11)

An overview of steps for training and prediction
are shown in Algorithms 2 and 3.

Algorithm 2 Training Algorithm.
Input: Training Data X and Y .

1: Find the best label subset by submodular op-
timization over function 6;

2: Find the linear propagation equation through
ADMM optimization over problem 8.

3: Find the linear regression models over small
subset of labels and outliers by Equation 9

Output: Label subset, outliers, propagation and
regression models.

4 Experiments

4.1 Datasets

We used six different datasets in the experiments.
The “Bibtex” dataset is a text dataset extracted
from the BibSonomy website (Katakis et al., 2008)
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Algorithm 3 Prediction Algorithm.
Input: prediction samples X .

1: Predict candidate label subset and outlier la-
bels using regression model 10.

2: Use 11 to produce full set of labels from can-
didate subset and outlier labels.

Output: Full label set for input X .

contains metadata for the bibtex items like the ti-
tle of the paper, the authors, etc and extracts the
features according to the term frequency. The
“Mediamill” dataset is extracted from the Me-
diamill contest datasets, which include low-level
multimedia features (visual and textual features)
extracted from 85 hours of international news
videos from the TRECVID 2005/2006 benchmark
datasets (Snoek et al., 2006) labeled using a lex-
icon of 101 semantic concepts, like commercials,
nature, and baseball.

The “Eurlex” dataset includes 19,348 legal doc-
uments from European nations, containing several
different types of documents, including treaties,
legislation, case-law and legislative proposals,
classified according to the EUROVOC descriptor
using 3993 different classes, and 5000 features
extracted using common TF-IDF term weight-
ing (Mencia and Fürnkranz, 2008). The “De-
licious” dataset is a text dataset extracted from
the del.icio.us social bookmarking site on
the 1st of April 2007 and contains textual data
of web pages along with their user defined tags
(Tsoumakas et al., 2008). The content of web
pages was represented using the Boolean bag-of-
words model. “Wiki10-31K” is a collection of so-
cial tags for given Wikipedia pages with TF-IDF
features (Zubiaga, 2012). The statistics of these
datasets are provided in Table 1.

4.2 Experimental Setup
For the small datasets, “Bibtex”, “Mediamill”,
“Delicious”, and “Eurlex”, the reported results are
the average of 10 different experiments for random
partitions of each dataset. For the larger dataset,
“Wiki10-31K”, we did one experiment with the
training and testing partition reported in Table 1.

For all experiments we chose a label subset size
of 100, except for Mediamill where we chose 30
since 100 would represent all labels. Model tuning
is done in two phases: first we tune α for group
sparsity (Equation 8), and γ for weighting of the
submodular functions (Equation 6), then we tune

for λ1 and λ2, the regression parameters for map-
ping back to the original label set (Equation 9)
with α and γ fixed. All parameters were cho-
sen by measuring the precision of 10-fold cross
validation and using a grid search over the values
{0, 10−3,...,+3} for each dataset.

The proposed method was compared with sev-
eral state-of-the-art methods with diverse ap-
proaches. LEML (Yu et al., 2014), CPLST (Chen
and Lin, 2012), CS (Hsu et al., 2009) and SLEEC
(Bhatia et al., 2015b) which are embedding based
approaches with a low-rank or sparse assumption
in the label space. ML-CSSP (Bi and Kwok, 2013)
which solves the problem in the original label
space which ignores the training error in the sub-
set selection step. FastXML (Prabhu and Varma,
2014), and PD-sparse (Yen et al., 2016) which do
not use an embedding transformation and aim to
solve the problem without using compression or
sampling. We have used the reported results, if
available, and otherwise tuned the parameters for
the baseline algorithms by means of 10-fold cross
validation.

5 Results and Discussion

Table 2 shows the average and standard deviation
of Precision@k for the four small-scale datasets,
“Bibtex”, “Mediamill”, “Delicious”, and “Eu-
rlex”, and the large-scale dataset “Wiki10-31k”.
For ”Wiki10-31k”, results are reported only for
those baselines that were tractable. The results
for nDCG@k are included in supplementary Ma-
terial, Table 5. Since the SLEEC and FastXML
methods are ensemble-based, using multiple non-
linear models, it is not fair to compare them with
the single model methods such as our own. These
methods partition the sample space into smaller
tractable clusters and obtain separate classifiers for
each partition. We compare our method with these
in Table 3.

The proposed approach in most cases has sig-
nificantly better results than other methods on
both measures. The embedding based approaches
suffer from accumulation of the embedding and
training error (Balasubramanian and Lebanon,
2012), however in the proposed approach, we
have removed the embedding step and consid-
ered the training error minimization at the la-
bel subset selection step. On the other hand,
the non-embedding approaches such as PD-sparse
(Yen et al., 2016) ignore the label space inter-
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Dataset Domain Number of Features Number of Labels Training Points Testing Points
Bibtex Text 1836 159 4880 2515

Delicious Text(Web) 500 983 12920 3185
Mediamill Video 120 101 30993 12914

Eurlex Text 5000 3993 17413 1935
Wiki10-31K Text 101938 30938 14146 6616

Table 1: Dataset statistics

Proposed PD-sparse LEML CPLST CS ML-CSSP
Bibtex

P@1 64.56±0.79 61.29±0.65 62.54±0.52 62.38±0.63 58.87±0.61 44.98±1.15
P@3 39.51±0.34 35.82±0.46 38.41±0.42 37.84±0.48 33.53±0.49 30.43±0.59
P@5 28.80±0.26 25.74±0.30 28.21±0.24 27.62±0.27 23.72±0.29 23.53±0.37

Delicious
p@1 65.13±0.39 51.82±1.40 65.67±0.73 65.31±0.88 61.36±0.38 63.04±1.28
P@3 59.07±0.41 44.18±1.04 60.55±0.48 59.95±0.43 56.46±0.33 56.26±1.13
P@5 54.52±0.34 38.95±0.94 56.08±0.43 55.31±0.50 52.07±0.30 50.16±0.83

Mediamill
P@1 84.25±0.27 81.86±4.08 84.01±0.31 83.35±0.33 83.82±5.92 78.95±0.23
P@3 67.29±0.24 62.52±2.31 67.20±0.23 66.18±0.22 67.32±4.42 60.93±0.24
P@5 52.90±0.15 45.11±1.14 52.80±0.18 51.46±0.20 52.80±2.61 44.27±0.20

Eurlex
P@1 81.04±0.81 76.43±1.04 63.40±1.58 72.28±0.99 58.52±1.06 62.09±2.12
P@3 67.91±0.97 60.37±0.74 50.35±1.44 58.16±1.11 45.51±0.71 48.39±1.31
P@5 56.81±0.97 49.72±0.74 41.28±1.07 47.73±0.97 32.47±0.58 40.11±1.10

Wiki10-31k
p@1 86.05 82.14 73.47 - - -
P@3 76.85 69.68 62.43 - - -
P@5 67.77 58.76 54.35 - - -

Table 2: Non-ensemble models with k=100 or 30 (Mediamill). Best in bold and not significantly different to best
at p=0.05 in italics.

Proposed SLEEC FastXML
Bibtex

P@1 64.56±0.79 65.08±0.65 63.42±0.67
P@3 39.51±0.34 39.64±0.39 39.23±0.57
P@5 28.80±0.26 28.87±0.32 28.86±0.38

Delicious
P@1 65.13±0.39 67.59±0.53 69.61±0.58
P@3 59.07±0.41 61.38±0.59 64.12±0.75
P@5 54.52±0.34 56.56±0.54 59.27±0.65

Mediamill
P@1 84.25±0.27 87.82±0.33 84.22±0.27
P@3 67.29±0.24 73.45±0.30 67.33±0.20
P@5 52.90±0.15 59.17±0.34 53.04±0.18

Eurlex
P@1 81.04±0.81 79.26±0.86 71.36±1.63
P@3 67.91±0.97 64.30±0.88 59.90±1.58
P@5 56.81±0.97 52.33±0.80 50.39±1.40

Wiki10-31k
p@1 86.05 85.88 83.03
P@3 76.85 72.98 67.47
P@5 67.77 62.70 57.76

Table 3: Ensemble-based nonlinear models. Best in
bold and not significantly different to best in italics.

dependency information which can be useful to
improve the prediction accuracy for the labels
which are not easy to predict only from input fea-
tures.

ML-CSSP (Bi and Kwok, 2013) and the work
of Balasubramanian and Lebanon (2012) attempt,
like us, to find the most informative labels in or-
der to perform label subset selection. However,
our approach improves on their results, supporting
the idea that considering only the label space in-
formation (ignoring label-feature dependency in-

formation) in the label selection step can lead to
label sets that are not easy to predict whose train-
ing error will be propagated through to final model
predictions.

The SLEEC and FastXML methods are
ensemble-based methods using multiple nonlinear
models and can be expected to outperform single
model methods such as ours. SLEEC aims to par-
tition the sample space into smaller tractable clus-
ters to obtain a nonlinear embedding and trained
model for each partition. FastXML finds a parti-
tioning tree by using nonlinear binary classifiers
to partition the samples at each node, which is a
very complicated and unstable problem for high-
dimensional spaces. Therefore, for both SLEEC
and FastXML methods, they need an ensemble of
the learners in order to overcome this instability
and achieve a good prediction accuracy. Table 3
shows that SLEEC performs best on the Medi-
amill and FastXML performs best on the Delicious
dataset. This shows that finding a representative
subset using a linear method is not a consistent
assumption for these datasets than the low-rank
and tree-based assumptions. However, for Bib-
tex datasset, our proposed method is competitive
with the best results, and for Eurlex and Wiki10-
31k, our method is substantially better than both
SLEEC and FastXML, a notable achievement for
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a single model approach.

5.1 Ablation study

The ablation study results in Table 4 shows how
different data sets benefit from different parts of
our proposed framework, with all parts contribut-
ing substantially to at least one data set. We have
reported the results by considering only label-
label dependency information (fpen), label-feature
dependency information (fscore) and combining
all 3 parts (fpen, fscore and outlier information).
The results support the assertions that considering
only the label space information (ignoring label-
feature dependency information) in the label se-
lection step causes prediction error of labels with
high training error to be propagated to the whole
label space and that it is important to also select
outlier labels that are hard to predict from other
selected labels.

fpen fscore fpen + αfscore +Outliers
Bibtex

P@1 60.98 63.27 63.29 64.55
P@3 34.86 37.10 37.55 39.51
P@5 25.94 26.73 27.05 28.78

Mediamill
P@1 81.12 81.83 84.25 84.25
P@3 64.15 65.92 67.79 67.99
P@5 51.26 51.66 52.70 52.90

Delicious
P@1 62.71 62.71 64.33 65.14
P@3 56.95 56.95 58.30 59.10
P@5 52.63 52.63 53.58 54.55

Eurlex
P@1 56.60 3.84 56.60 81.04
P@3 37.88 3.11 37.88 67.91
P@5 29.71 3.01 29.71 56.81

Wiki10-31k
P@1 81.86 54.34 81.86 86.05
P@3 68.51 40.41 68.51 76.85
P@5 56.77 33.00 56.77 67.77

Table 4: Ablation Study. Bold indicates a difference of
≥ 0.8%

We also investigated the effect of changing the
subset size S on the final prediction quality (we
have ignored the outlier effect in these experi-
ments). Figure 1 shows an initial marked increase
in performance with subset size, however the re-
sults gets more stable when the subset size gets
larger. This observation, which is consistent with
the submodular property, provides a clue that us-
ing a more complicated training model, like a non-
linear model, for a smaller selected set of labels
may lead to higher performance than increasing
the subset size while using a linear model.
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Figure 1: Precision score changes by subset size with-
out outliers.
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6 Conclusion and Future Work

We propose a novel approach for extreme multi-
label classification that simplifies the problem by
selecting an informative and easily modelled sub-
set of labels and subsequently mapping back to the
full set of labels. While the method is very well
applicable to text datasets, it is applicable as a gen-
eral ML method for different domains. Our novel
label selection mechanism follows three princi-
ples: A new submodular maximisation frame-
work that combines label-label dependencies and
label training error together with a mechanism
to identify outlier labels that are hard to recon-
struct. Modelling only the most informative la-
bels helps to avoid transforming the label space
to a new embedding space leading to accumula-
tion of training and embedding errors. We use
a greedy approach for our monotone submodular
framework with linear cost and good theoretical
convergence. Extensive experiments using a lin-
ear prediction model on selected labels conducted
on five standard real-world datasets demonstrate
that our method achieves better performance than
single model approaches, and better or compara-
ble performance to ensemble based methods. In
future, we can improve our model by using non-
linear training model instead of a simple linear re-
gression model for the selected subset of the la-
bels. Moreover, ablation study results suggest that
a nonlinear propagation model to reconstruct the
full label set may be of benefit.
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Abstract

Distant supervision (DS) is an important
paradigm for automatically extracting rela-
tions. It utilizes existing knowledge base to
collect examples for the relation we intend to
extract, and then uses these examples to au-
tomatically generate the training data. How-
ever, the examples collected can be very noisy,
and pose significant challenge for obtaining
high quality labels. Previous work has made
remarkable progress in predicting the rela-
tion from distant supervision, but typically ig-
nores the temporal relations among those su-
pervising instances. This paper formulates
the problem of relation extraction with tem-
poral reasoning and proposes a solution to
predict whether two given entities participate
in a relation at a given time spot. For this
purpose, we construct a dataset called WIKI-
TIME1 which additionally includes the valid
period of a certain relation of two entities in
the knowledge base. We propose a novel neu-
ral model to incorporate both the temporal in-
formation encoding and sequential reasoning.
The experimental results show that, compared
with the best of existing models, our model
achieves better performance in both WIKI-
TIME dataset and the well-studied NYT-10
dataset.

1 Introduction

As an important technique to automatically com-
plete the knowledge base and reduce labeling ef-
forts, distant supervision (DS) for relation ex-
traction has drawn much attention. In DS, we
align the entity pair (head, tail) from a triple
〈head, rel, tail〉 extracted from a huge knowledge
base (e.g., Freebase, Wikidata) with sentences
from free texts (e.g., Wikipedia, New York Times)

∗Jian Li is the corresponding author.
1https://github.com/ElliottYan/DS_

Temporal

to obtain the training examples, and the label of
such an example is the corresponding relation rel.
Therefore, DS can automatically create a set of
training data for each entity pair.

However, the noisy training data problem
(Riedel et al., 2010) significantly affects the per-
formance of DS. Therefore, most of the recent
approaches (Riedel et al., 2010; Hoffmann et al.,
2011; Zeng et al., 2015; Lin et al., 2016) follow
a common assumption called the at-least-once as-
sumption, which treats all aligned sentences of
each entity pair as one training sample. We re-
fer to a sentence as an instance and all sentences
aligned to one entity pair as a mention set in the
following, respectively.

The models in previous work (Zeng et al., 2015;
Lin et al., 2016; Luo et al., 2017) generally include
two parts, encoding and fusion. The former en-
codes each instance into a low-dimensional repre-
sentation. The latter combines representation of
each instance. Then, their combination is used to
predict the relation.

Although the approaches mentioned above
seem promising, they have the following limita-
tions:

1. They all use a separate but identical encod-
ing module among instances and introduce
no difference temporally.

2. They only adopt single step of fusion and in-
troduce no sentence-level reasoning.

We remark that the aforementioned approaches
may be enough for the standard NYT-10 dataset
(Riedel et al., 2010), because the dataset only ex-
tracts instances from New York Times corpus from
the year 2005 to 2007 and consists of few men-
tion sets with long time span. However, as one
can easily imagine, ignoring temporal informa-
tion may cause inaccurate predictions, especially
when a mention set has a long time span and some
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instances express different relations. For exam-
ple, suppose we want to predict the relation be-
tween Angelina Jolie and Brad Pitt (using Wiki-
data). The knowledge base contains a factual rela-
tion of spouse between them with the valid period
from August 2014 to September 2016. However,
the extracted mention set contains instances about
their marriage in 2014, as well as their divorce
in 2016. Because existing models do not encode
temporal information, the relation they extract is
likely to be the one with highest confidence. In
this example, their models may predict the rela-
tion of marriage since the instances may suggest a
higher confidence for the relation of marriage. But
the correct prediction should be divorce. As shown
in the above example, we can see it is necessary to
include temporal information in DS.

On the other hand, in fusion module, most ex-
isting work focused on denoising using methods
such as attention or reinforcement learning. We
want to argue that a sentence-level reasoning can
also be useful since there are instances which are
not direct positive examples for the given relation,
but can provide supporting evidence. We call them
remote instances. Consider the Jolie-Pitt exam-
ple again. Suppose we are to predict their rela-
tion after their divorce. The instances about their
marriage also indirectly help to infer their divorce
since marriage is the premise of divorce. Hence,
we need an algorithm that can incorporate tempo-
ral information and perform reasoning over remote
instances.

In this paper, we address both limitations and
extend the task to predict the relation of a par-
ticular entity pair at any specific time spot. The
problem can be formulated as a sequence labeling
problem (See § 2). We propose a novel relation
extraction architecture that can address both afore-
mentioned limitations. Our model follows the
popular encoding-fusion architecture, but makes
two crucial modifications. Firstly, we introduce
temporal encoding to model the temporal infor-
mation among the instances in the encoding. Sec-
ondly, we use the Memory Network (Sukhbaatar
et al., 2015; Miller et al., 2016) to iteratively rea-
son over temporally augmented encodings in the
fusion part.

Moreover, we evaluate our model on the widely
studied NYT-10 dataset (Riedel et al., 2010) and
a new WIKI-TIME dataset. The construction
of WIKI-TIME is similar to that of the NYT-10

dataset except for two important differences. One
is that we only consider triples 〈head, rel, tail〉
with the valid period (T1, T2). For example,
the triple 〈Jolie,married, P itt〉 has a valid pe-
riod of (2014.08, 2016.09). The other is that we
extract contextual temporal information for each
aligned instance. We use Wikidata (Vrandečić and
Krötzsch, 2014) as knowledge base and Wikipedia
as free corpus. Both automatic and manual eval-
uation are applied in the experiments. The ex-
perimental results show that, compared with ex-
isting models, our model can achieve compara-
ble/better performance in both WIKI-TIME and
standard NYT-10 datasets.

Our main contributions can be summarized as
follows:

• We introduce a new task aiming to solve the
problem of relation extraction with temporal
information.
• We propose a novel relation extraction archi-

tecture, which encodes both the temporal and
semantic information and includes remote in-
stances for temporal reasoning.
• We construct a new WIKI-TIME dataset by

aligning Wikidata to Wikipedia, which is spe-
cially designed for the task of relation extrac-
tion with temporal information.
• The experiment results show that, com-

pared with the best of existing models,
our model achieves comparable/better perfor-
mance both in WIKI-TIME dataset and stan-
dart NYT-10 dataset.

2 Formulation

2.1 Traditional Distant Supervision (DS)
The traditional distant supervision (DS) task can
be defined as:

Given two entities 〈head, tail〉 and their cor-
responding mention set S = {s1, s2, · · · , sT },
where si denotes the ith instance, the task aims
to predict the probability for specific relation r of
〈head, tail〉:

P (r|S = {s1, s2, · · · , sT }). (1)

The task can be seen as a multi-label multi-
instance classification problem.

2.2 Distant Supervision with Temporal
Reasoning

In distant supervision with temporal reasoning,
our goal is to predict the relation between two en-
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tities at any specific time spot. Because modeling
over any specific time spot is non-trivial, we relax
the goal to predict the relation between two given
entities at any mentioned time spots. Note that
we can infer the relations at other time spots using
prediction at mentioned ones. Formally, the rela-
tion rt at t ∈ (t1, t2] can be infered by rt1 . There-
fore, we can model the problem as a sequence la-
beling problem with noisy inputs.

Given two entities, we collect the chronologi-
cally sorted list of its mention instances and the
time spot associated with each instance . We
denote the list by S = {(s1, t1), · · · , (sT , tT )},
where (si, ti) is the ith instance and the associated
time spot. Our goal is to predict the probability of
relation r at time spot ti:

P (rti |S = {(s1, t1), · · · , (sT , tT )}, ti). (2)

3 Methodology

3.1 Overview of TempMEM
Note that RNN-like models are not suitable for this
sequence labeling problem, because the input se-
quence contains noisy sentences and lacks direct
dependency between time steps. We propose a
neural model called TempMEM which models the
sequence labeling problem by creating query se-
quence based on each mentioned time spot.

TempMEM also follows the encoding-fusion
framework (Zeng et al., 2015; Lin et al., 2016; Luo
et al., 2017). However, we make two crucial mod-
ifications to the original framework. First, for the
encoding part, we use time-aware encoding mod-
ules for instances instead of identical ones. Sec-
ond, we use the memory network to iteratively rea-
son over instances, which makes use of remote in-
stances.

In the following sections, we introduce how to
encode the temporal and semantic information and
include remote instances for temporal reasoning.

3.2 Encoding
3.2.1 Sentence Encoding
For sentence encoding, here we apply the Con-
volutional Neural Network (CNN) and the Piece-
wise Convolutional Neural Network (PCNN)
(Zeng et al., 2015). Note that, since TempMEM
has no preferance over specific sentence encoding,
other encoding modules like word memory (Feng
et al., 2017) or self-attention can also be used here.

The inputs of convolution layers are word em-
beddings concatenated with position features. For

a detailed description of the inputs, we refer the
readers to (Zeng et al., 2015).

First, the convolution layer extracts local fea-
tures with sliding window ŵ over the input rep-
resentation. Formally, the convolution operates
on the concatenation of the input representations
Xk:k+ŵ of instance j with the shared parameters
Wc ∈ RD∗ŵ and bc ∈ R1:

oc,k = Wc ·Xk:k+ŵ + bc, (3)

where oc,k is the kth output of channel c.
Then, we use the piece-wise max-pooling layer.

It divides the outputs of filters into three parts
{oc,0:h,oc,h:t,oc,t:N} and performs max-pooling
over each part:

oc = [ max
0≤k<h

(oc,k), max
h≤k<t

(oc,k), max
t≤k<N

(oc,k)],

(4)
where h and t denote the indices of the head and
tail entities, respectively. The concatenation of the
output of all channels c is considered as the con-
volutional representation of instance j:

Oj = [o1,o2, · · · ,oC ], (5)

where C denotes the number of filters.

3.2.2 Temporal Encoding
In order to introduce temporal priorities among in-
stances, it is necessary to inject temporal informa-
tion into the encoding part. We want the temporal
encoding to have the following characteristics:

• The temporal encodings should comply with
the chronological order of instances.
• The difference between two time spots de-

termines the similarity between two temporal
encodings.

Since directly encoding the time spot value
leads to huge difference among mention sets of the
dataset, we propose an approximate approach with
PE encoding (Vaswani et al., 2017) based on the
rank (i.e. position of an instance in a mention set
with chronological order):

PE(j)=

{
sin(j/10000d/dm) if d%2 = 0

cos(j/10000(d−1)/dm) if d%2 = 1
,

(6)
where j is the rank of instance s, d is the dimen-
sion, and dm is the dimension of temporal encod-
ing. Obviously, the PE encoding complies with
the chronological order and the similarity between
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Figure 1: Overall TempMEM architecture

two PE encodings (by dot product) is determined
by their rank difference.

Then, we concatenate the corresponding tempo-
ral encoding with the convolutional features of in-
stance j to form the final representation of each
instance with a learnable scale factor λ:

mj = [Oj ;λ · PE(j)]. (7)

3.3 Fusion
In the fusion part, we use the Memory Network
to perform temporal reasoning among different in-
stances. Each encoded instance is considered to be
a memory slot. Then, we construct a time specific
query and iteratively compute the weighted atten-
tion over all instances. We detail the process in the
following sections.

3.3.1 Query Construction
We construct each query with the guidance of the
following intuition.

• Relation extraction within instances is equal
to the query “what is the relation between
head and tail at time spot ti?”.

So, we construct our queries based on four key
variables, (relation, head, tail, ti).

Specifically, we combine the embeddings (pre-
trained by TransE (Bordes et al., 2013)) of head
and tail and project the combination through an
affine matrix Φq ∈ RDe∗Dr , where De and Dr de-
note the dimension of relation and entity embed-
ding, respectively. After the projection, we add
the randomly initialized relation embedding. The
formal definition of a query is given below:

qr = Rr + (Ehead +Etail) ∗Φq, (8)

where Rr ∈ RDr is the embedding of specific re-
lation r and E∗ ∈ RDe is the entity embedding.
Finally, we also concatenate the query with the
same temporal encoding defined in § 3.2.2 to ob-
tain the ith query:

qr,i = [qr;λ · PE(i)]. (9)

3.3.2 Iterative Reasoning
In this part, we introduce how to use the queries to
perform temporal reasoning. Two operations are
involved, memory addressing and reading.

One of our key motivations is to consider the
remote instances. So, instead of using single step
attention computation as in previous work (Lin
et al., 2016; Luo et al., 2017; Ji et al., 2017), we
perform an overall H steps of memory addressing
and reading to obtain the final prediction. Within
each step (also called hop), we update the query
value by adding the output of the previous step,
which provides a gradual shift in attention. Next,
we introduce the whole process in detail.

Memory Addressing In addressing, we com-
pute the similarity between the query vector qi,r
and each candidate memory slot key Kj . Note that
the encoding output mj is not in the same contin-
uous space as the query vector. So, we adopt linear
projections to both memory keys:

Kj = AT
h ·mj , (10)

where Ah ∈ RDm∗Dr . Then, we compute the sim-
ilarity score and importance probability using the
bilinear form,

si,j = qTi,r ·Wa ·Kj , (11)

pi,j =
exp(si,j)∑M
ĵ=1

exp(si,ĵ)
, (12)
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where Wa ∈ RDr∗Dm is the model parameter to
be learned and i, j are the indices of queries and
memory slots.

As for the addressing step, it worths noting that
the query and memory slots are both concatenated
with temporal encodings. If we define the embed-
ding layer A as the identity matrix, each similarity
score of a query-memory pair can be divided into
two parts,

si,j = qTi · oj + λ2 · PE(i)T · PE(j). (13)

Each query can automatically attend to in-
stances with either close encoding representations
or close temporal encodings. This tradeoff also
accords with our intuition, since the confidence of
a relational factual statement decreases when the
time span increases.

Memory reading The value of each memory
slot, which is also projected by an affine matrix
B ∈ RDm∗Dr , is read by computing the weighted
sum over all memory slots with the importance
probability derived in the addressing step:

q̂i =
∑

j

pi,jVj , (14)

where Vj = BT
h ·mj .

Iterative computation Here, we combine the
above two operations as a single step for reason-
ing. We use h ∈ [1, H] to denote a particular
step, where H is the total step number. To achieve
a step-by-step reasoning, we update the next step
query qh+1 with the summation of the current step
output q̂h and the current query qh:

qh+1 = qh + q̂h. (15)

During training, we add dropout with probability
pb at the final query step. By combining the pre-
vious hop query and the output in this way, Temp-
MEM can gain information from the last read out-
put and shift addressing attention to remote in-
stances.

3.3.3 Output
In the output module, we define the conditional
probability P (r|S, θ) through a softmax layer as
follows:

P (r|S, θ) = exp(RT
r · qHr )

∑Nr
r̂=1 exp(R

T
r̂ · qHr )

, (16)

where Nr is the total amount of pre-defined re-
lations. Also, since we construct and predict re-
lations using the same relation embedding in the

query construction part, we remove the original
query from the last hop query qH to keep the pre-
diction unbiased.

3.4 Optimization
Here we introduce the learning and optimiza-
tion details of TempMEM. We use query-level
CrossEntropy loss as our objective function:

J(θ) =

Ns∑

s=1

T∑

i=1

yt · log p(ŷt|Ss, θ, ti), (17)

where Ns is the number of sets and T is the length
of query sequence.

We use stochastic gradient descent (SGD) to
minimize our objective function. For the explo-
ration of optimization, we add small white noise
to the gradients (Neelakantan et al., 2015). We
also anneal the learning rate l by 0 < ρ < 1 (i.e.,
l← ρ · l) for every τ epochs.

4 Experiment

4.1 Dataset
We evaluate our model on two datasets, the
widely used NYT-10 dataset which is developed
by (Riedel et al., 2010) and the WIKI-TIME
dataset we created.

4.1.1 NYT-10
This dataset is generated by aligning Freebase en-
tities to New York Times corpus (NYT) of years
from 2005 to 2007. There are 53 pre-defined re-
lations including a particular relation NA which
indicates no relation between head and tail. The
training data contains 522,611 sentences, 281,270
entity pairs, and 18,252 of them are relational
facts. The testing data contains 172,448 sentences,
96,678 entity pairs, and 1,950 of them are rela-
tional facts.

4.1.2 WIKI-TIME
Similar to NYT-10, the WIKI-TIME dataset is also
generated by aligning knowledge base entities to
free corpus, except that we choose Wikidata and
Wikipedia instead of Freebase and NYT news.

The motivation of creating WIKI-TIME is to
generate a time aligned dataset that can support
temporal reasoning. Hence, we filter knowledge
base entities that participate in relations with infor-
mative temporal features, such as start time, end
time. Besides, we tag the aligned sentences with
their time expressions in contexts. Then, we align
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the contextual time expressions with the valid pe-
riod of each relation to achieve labeling. For ex-
ample, sentence like:

“On September 19, 2016, Jolie filed for divorce
from Pitt, citing irreconcilable differences.”
is labeled with no relation (NA).

The dataset contains 57 relations. The training
set contains 97,616 sentences and 20,085 entity
pairs. The test set contains 39,990 sentences and
8,641 entity pairs. 2

4.2 Experiment Details

Hyper-Parameter Settings For WIKI-TIME ex-
periments, we construct query over each appeared
time spot in the mention set. On the other hand,
for NYT-10 experiments, we adopt a single query
without temporal encoding to compare results
with other baseline methods since the dataset only
contains one label for each mention set.

Among all experiments, we use 230 convolu-
tion kernels with windows size 3. The dropout
probability pd is set to 0.5. We try various max
hops values H (from 1 to 5) to test how reason-
ing works in our model. We train the models with
20 epochs and 50 epochs for NYT-10 dataset and
WIKI-TIME dataset and report the best perfor-
mance.

As for optimization step, we adopt SGD with
gradient plus Gaussian noise with standard devi-
ation of 0.01, which helps to better generalize.
Also, we apply gradient decay of rate (ρ = 0.5)
over every τ = 10 epochs. The learning rates for
NYT-10 and WIKI-TIME experiments are set to
0.001 and 0.01, respectively.

4.2.1 Input Vectors
With regard to inputs, we use 50-d Glove (Pen-

nington et al., 2014) word embeddings pretri-
aned on Wikipedia and Gigaword and 5-d pos-
tion embedding. The temporal encodings are ei-
ther initialized with random 50-d vectors, which
are learned during training, or set directly with PE.
For entity embeddings, we use the TransE (Bordes
et al., 2013) entity vectors pretrained on Wikidata
released by the OpenKE platform.

4.2.2 Evaluation Metric
The performance of comparative experiment is

reported by precision-recall (PR) curve. Specifi-
cally, we sort the prediction scores of the model in

2The details of construction of WIKI-TIME can be found
in Appendix A.

Symbol Remarks

CNN ONE (Zeng et al., 2015).
CNN ATT (Lin et al., 2016).
CNN AVE (Lin et al., 2016).
TempMEM Our model without temporal

encoding.
TempMEM+R Our model with random

intialized temporal encoding.
TempMEM+P Our model with PE encoding.

Table 1: Notations.

descending order (without NA relation) and com-
pute the precision with threshold for each recall
value. Also, we report the P@N values which in-
dicate the precision over N predictions with the
highest confidence scores.

Figure 2: Precison-Recall curve of bag-level
experiment on WIKI-TIME. Best viewed in color.

4.3 Performance of iterative reasoning

To test the effect of iterative reasoning over in-
stances, we implement the neural models pro-
posed in previous work (Zeng et al., 2015; Lin
et al., 2016), from the source code released by au-
thors. Since the previous models perform predic-
tion in bag-level, the label is given by the latest
relation appeared in KB. As for our models, we
fix the number of hops H = 2 and set the encod-
ing to CNN. 3 The notations of the experiments are
shown in Table 1.

As shown in Figure 2 and Table 2, we have the
following observations: (1) All TempMEM mod-
els achieve better performance compared with the
previous neural models (CNN ONE, CNN ATT).

3The PCNN encoding is not used in WIKI-TIME dataset.
The detailed explanation is given in Appendix A.
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Method P@N 100 P@N 200 P@N 300
CNN ATT 67.33 67.66 66.45
CNN ONE 70.3 68.66 65.78
TempMEM 81.18 82.09 78.41

TempMEM+R 79.21 78.61 75.42
TempMEM+P 81.19 79.1 77.41

Table 2: Comparison with previous models.
P@N 100/200/300 refers to the precision for the

highest 100, 200 and 300 predictions in WIKI-TIME.

Method Bag-level F1 Query-level F1
CNN ATT 39.66 -
CNN ONE 40.15 -
TempMEM 47.88 54.75

TempMEM+R 46.76 47.83
TempMEM+P 54.86 60.01

Table 3: Manual evaluation of Bag-level and
Query-level F1 scores in WIKI-TIME.

Recall that the hop number is set to 2. This can be
seen as an ablation experiment. The results sug-
gest that the remote instances can generally help
relation extraction task. (2) TempMEM + P clearly
outperforms TempMEM + R, which proves that
the properly chosen temporal encodings help the
performance.

Note that, in the columns “P@N 200” and
“P@N 300” of Table 2, we find that the pure
TempMEM outperforms TempMEM + P and
TempMEM + R. Based on the results in Table 3,
their drop of performance comes from the noisy
labeling problem of distant supervision.

Also, TempMEM can catch relation changes
through the timeline of two entities. We refer the
readers to the case study in Appendix B.

Figure 3: Number-of-hops experiment on WIKI-
TIME. Best viewed in color.

4.4 Manual Evaluation on WIKI-TIME

Since the WIKI-TIME is distantly collected, we
want to obtain a more precise view of how the
models perform. So, we apply the manual evalu-
ation to verify our experimental results. We ran-
domly pick 200 mention sets in the test set of
WIKI-TIME and ask two annotators to label the
relation for each instance. The annotation rule is
to label the instance with the relation that can be
inferred from the instance itself or previous in-
stances. As shown in Table 3, the manual eval-
uated F1 scores are basically consistent with the
PR curves in Figure 2, which indirectly proves
the WIKI-TIME’s quality. Also, we find that the
TempMEM + P achieves the best performance
and shows obvious advantages in both query-level
and bag-level F1 scores over the naive TempMEM
(i.e., with no temporal encodings). This proves the
effectiveness of our temporal encodings.

4.5 Effect of the Number of Hops

In this section, we discuss the effect of different
number of hops in TempMEM. We change the hop
value from 1 to 5 and evaluate the precision and
recall of our models in query-level. The hyper-
parameters are fixed. The temporal encoding is
set to PE and each model is trained for 30 epochs.

The results of the hop number experiment are
depicted in Figure 3. From the results, we can ob-
serve that models show better performance with
hop number 2 and 4. Most of the improvement of
the model with hop number 4 resides in the recall
range [0, 0.05], but the performance remains in the
similar trend with other models in the recall range
[0.05, 0.2]. In addition, we notice that the perfor-
mance of the models fluctuates with the increase
in the number of hops and the model with even
hop number generally perform better than its pre-
decessor, e.g. models with hop number 4 and 5.
We believe that the reason might lie in the distri-
bution of the hop distance between origin instance
and useful remote instance.

4.6 Performance on NYT-10 Dataset

In this section, we report our results on the well-
studied NYT-10 dataset. By evaluating our model
in the NYT-10 dataset, our objective is to prove the
power of reasoning among remote instances.

Note that, in the NYT-10 dataset, there is no
temporal information for each instance, so we only
use one query for each mention set and there’s no
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(a) Results with CNN encod-
ing.

(b) Results with PCNN en-
coding.

Figure 4: Precison-Recall curve on NYT-10. Best
viewed in color.

temporal encoding for each instance. Also, we do
not use the entity embedding for the NYT-10 ex-
periments.

The results are shown in Figure 4. For both
CNN and PCNN models, We can see that our mod-
els exceed the performance of all other models
(CNN ATT, CNN ONE, CNN AVE, PCNN ATT,
PCNN ONE, PCNN AVE) in the range of low re-
call values. In the high recall range, our models
also have results about the same as the best model
among others. This suggests that even without
the temporal encoding, reasoning over remote in-
stances is indeed useful in relation extraction task.

5 Related Work

5.1 Distant Supervision

Distant supervision for relation extraction is
an important, automatic method of completing
knowledge base.

(Riedel et al., 2010) made the at-least-once as-
sumption that led the distant supervision for rela-
tion extraction to multi-instance learning. (Hoff-
mann et al., 2011) and (Surdeanu et al., 2012) tried
to model the task with a multi-instance, multi-
label setting using the classical graph model.

Recently, some work focused on applying deep
neural network to the DS task. (Zeng et al., 2014)
was the first trial to apply deep learning in rela-
tion extraction by solving a classification problem
with fully supervised approach. (Zeng et al., 2015)
moved a step further and introduced the multi-
instance learning paradigm by using only the most
important instance to predict relation. (Lin et al.,
2016; Liu et al., 2017; Ji et al., 2017) improved the
previous work by adding attention mechanism to
instances and automatically reducing the weights
of noisy instances. There are other approaches that
tried to reduce the impact of noise in DS by using
active learning (Sterckx et al., 2014) and reinforce-
ment learning (Feng et al., 2018).

However, previous work focused on denoising
but ignored the exploration of the remote instances
and introduced no temporal information to sup-
port relation extraction. In this paper, we intro-
duce temporal information into DS and combine
it with the memory network to perform reasoning
over instances.

(Feng et al., 2017) also used the memory net-
work in the context of distant supervision. Their
work performed word-level and relation-level rea-
soning to model the importance of words and de-
pendency between relations. Their motivation was
to gain better sentence encoding and relation mod-
eling, while in our model, we apply the sentence-
level memory network to understand the inference
process among instances.

5.2 Temporal Relation Extraction
Also, this work is related to temporal relation ex-
traction. (Dligach et al., 2017) was the first ap-
proach to use neural models for temporal relation
extraction. (Tourille et al., 2017) used a Bi-LSTM
to identify narrative containers between events and
time expressions. (Cheng and Miyao, 2017) in-
troduced dependency paths and used a ”common-
root” to solve the cross-sentence dependency.
(Meng and Rumshisky, 2018) leveraged the Neu-
ral Turing Machine to enhance context-awareness
of the temporal relation extraction model.

Previous work in temporal relation extraction
was dedicated to event timelining and focused
on dealing with relations between event and time
expression. In constrast, our model aims to
solve general entity to entity relation extraction
by instance-level temporal reasoning based on a
coarse-grained timelining.

5.3 Temporal Slot Filling
Another related research aspect is the temporal
slot filling (TSF) task introduced in knowledge
base population (Surdeanu, 2013; Ji et al., 2014).
Distant supervision approaches (Garrido et al.,
2013; Cucerzan and Sil, 2013; Sil and Cucerzan,
2014) (from Freebase and Wikipedia infoboxes)
are widely applied to address the lack of super-
vising data. (Reinanda and De Rijke, 2014) per-
formed the prior-sampling on distant supervision
data to correct the mismatch of distributions.

The TSF task is similar to the task defined in
this paper in the sense that TSF also asks the
model to identify the start and end date of one
knowledge triple 〈head, rel, tail〉. The difference
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is that the TSF task’s objective is to predict valid-
ity period given the head, rel and tail, while in our
setting, we predict rel between two entities in dif-
ferent periods.

6 Conclusion

In this paper, we formulate the task of distant
supervision with temporal relation reasoning by
modeling it as a sequence labeling problem. Fol-
lowing the DS paradigm, we created a new dataset
called WIKI-TIME which is designed for the tem-
poral relation extraction task. In addition, we
propose an encoding-fusion model, TempMEM,
which combines both encoding and reasoning
temporally. At each computation step, our model
can automatically attend information with either
close representation or close temporal encoding.
In experiments, we compare our model with the
existing methods in both the well-known NYT-10
dataset and our WIKI-TIME dataset. Both auto-
matic and manual evaluation are applied in the ex-
periments. The experimental results show that our
model not only realizes better performance in re-
lation extraction by introducing instance-level rea-
soning but also improves the reasoning by bring-
ing the temporal information in.

In the future, we plan to further explore the ef-
fect of different encoding modules like Bi-LSTM
or self-attention and try to model temporal infor-
mation with more sophisticated choices.
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A Appendix A : WIKI-TIME
Construction

Here we illustrate the construction process of
WIKI-TIME dataset in detail. The construction
of WIKI-TIME follows common distant supervi-
sion framework. In distant supervision, we align
the knowledge base to free corpus. The chosen
knowledge base and free corpus are Wikidata and
Wikipedia, respectively.

As depicted in Figure 5, the construction of
WIKI-TIME consists of the following procedures.

1. We extract the relations with the valid period
(i.e., 〈ts, te〉) that appeared in WikiData.

2. Based on the extracted relation set, we fur-
ther extract entity pairs that participate in any
relation in the set. Here, each extracted triple
should have a valid period (i.e., 〈E1, rel, E2〉
: 〈ts, te〉).

3. We tag each sentence in Wikipedia cor-
pus using either time expression appeared in
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Figure 5: Preprocess of inputs

the sentence or last appeared time expres-
sion. We implement our own time expression
recognition on the basis of NLTK-contrib’s
timex tool 4 with some modification accord-
ing to our needs. Each tagged sentence is de-
noted by tuple 〈si, t̂i〉.

4. We align the extracted entity pairs to tagged
corpus to retrieve our final mention set. Note
that we additionally take sentences mention-
ing entity E2 in the wiki page of entity E1

as training sentences for (E1, E2) to obtain a
larger dataset. In this case, the position of E1

may not exist in our dataset. Because PCNN
splits sentences by positions of entities, it is
unclear how to apply it directly to our WIKI-
TIME dataset.

5. We order the extracted sentences
{〈s1, t̂1〉, · · · 〈sm, t̂m〉} into a timeline
and align them with the corresponding
knowledge triple for sentence-level relation
〈si, t̂i, reli〉.

The final dataset contains 57 relations. The
training set contains 97,616 sentences and 20,085
entity pairs. The test set contains 39,929 sentences
and 8,641 entity pairs. The train/test split is done
on entity pair level, so there is no overlap between
train and test set.

B Appendix B : Case Study

Table 4 shows an example of our tagged data. For
each sentence, we show the corresponding time
slot and its relation. Also, the mentions of the
entity are highlighted with the bold font and each

4https://github.com/nltk/nltk_contrib/
blob/master/nltk_contrib/timex.py

sentence is indexed by id for clearness.

(a) q3 over relation Spouse

(b) q0 over relation Spouse

Figure 6: Attention weights for queries with H = 4

For each query, we show its correspond-
ing heat map of attention values over
different hops. The case we choose is
〈Stelios Kazantzidis, spouse,Marinella〉.
In Figure 6 (a), the attention of q3 focuses on
sentences with id 2 and 3 which support the
relation spouse a lot. Then in the next hop, its
attention shifts to sentences with id 0 and 1, which
are the “remote” instances. Then in the third
hop, its attention shifts again toward another part
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id Relation Time Spot Sentence

0 NA 1957-01-01 Her early career was marked by
her collaboration with singer Stelios
Kazantzidis.

1 NA 1960-01-01 ... instances of Marinella in films of
Greek cinema, from the 1960 by 1966
with Stelios Kazantzidis ...

2 Spouse 1964-05-07 Marinella married Stelios
Kazantzidis on 7 May 1964 ...

3 Spouse 1964-05-07 Stelios Kazantzidis married
Marinella on 7 May 1964 ...

4 NA 1966-09-01 In September 1966 he divorced
Marinella...

5 NA 1968-01-01 Following Marinella’s departure Litsa
Diamandi ...

6 NA 1968-01-01 Marinella sang on some songs ...
7 NA 1968-01-01 Marinella had an ”answer back” to

that latter song ...

Table 4: Aligned sentences of 〈 Stelios Kazantzidis , Marinella 〉

of the sentence set (id 4 to 6), which contains
sentences related to divorce, departure and so on.
These findings prove the claim that our model
can achieve more accurate relation extraction by
exploitation of remote instances.

Also, we demonstrate that the model has differ-
ent attentions for queries at different time spots. In
Figure 6 (b), we still observe the case of 〈 Stelios
Kazantzidis, spouse, Marinella 〉. But, the atten-
tion of query q0 focuses on a different path com-
pared with query q3. It first focuses on the remote
instances with id 0 and 1. Then the model shifts
to the supporting sentences. After that, it highly
focuses on sentence 5, which supports two enti-
ties’ departure. All these findings show that the
temporal encodings significantly affect the result
of attention.

The differences between the attentions of quries
q0 and q3 show that the temporal encodings signif-
icantly affect the result of attention.
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Abstract

Insufficient or even unavailable training data
of emerging classes is a big challenge of many
classification tasks, including text classifica-
tion. Recognising text documents of classes
that have never been seen in the learning stage,
so-called zero-shot text classification, is there-
fore difficult and only limited previous works
tackled this problem. In this paper, we pro-
pose a two-phase framework together with
data augmentation and feature augmentation
to solve this problem. Four kinds of semantic
knowledge (word embeddings, class descrip-
tions, class hierarchy, and a general knowl-
edge graph) are incorporated into the pro-
posed framework to deal with instances of un-
seen classes effectively. Experimental results
show that each and the combination of the two
phases achieve the best overall accuracy com-
pared with baselines and recent approaches
in classifying real-world texts under the zero-
shot scenario.

1 Introduction

As one of the most fundamental problems in ma-
chine learning, automatic classification has been
widely studied in several domains. However,
many approaches, proven to be effective in tradi-
tional classification tasks, cannot catch up with a
dynamic and open environment where new classes
can emerge after the learning stage (Romera-
Paredes and Torr, 2015). For example, the number
of topics on social media is growing rapidly, and
the classification models are required to recognise
the text of the new topics using only general in-
formation (e.g., descriptions of the topics) since
labelled training instances are unfeasible to ob-
tain for each new topic (Lee et al., 2011). This
scenario holds in many real-world domains such

∗ Piyawat Lertvittayakumjorn and Jingqing Zhang con-
tributed equally to this project.

as object recognition and medical diagnosis (Xian
et al., 2017; World Health Organization, 1996).

Zero-shot learning (ZSL) for text classification
aims to classify documents of classes which are
absent from the learning stage. Although it is
challenging for a machine to achieve, humans are
able to learn new concepts by transferring knowl-
edge from known to unknown domains based on
high-level descriptions and semantic representa-
tions (Thrun and Pratt, 1998). Therefore, without
labelled data of unseen classes, a zero-shot learn-
ing framework is expected to exploit supportive
semantic knowledge (e.g., class descriptions, rela-
tions among classes, and external domain knowl-
edge) to generally infer the features of unseen
classes using patterns learned from seen classes.

So far, three main types of semantic knowl-
edge have been employed in general zero-shot sce-
narios (Fu et al., 2018). The most widely used
one is semantic attributes of classes such as vi-
sual concepts (e.g., colours, shapes) and semantic
properties (e.g., behaviours, functions) (Lampert
et al., 2009; Zhao et al., 2018). The second type
is concept ontology, including class hierarchy and
knowledge graphs, which represents relationships
among classes and features (Wang et al., 2018;
Fergus et al., 2010). The third type is semantic
word embeddings which capture implicit relation-
ships between words thanks to a large training text
corpus (Socher et al., 2013; Norouzi et al., 2013).
Nonetheless, concerning ZSL in text classification
particularly, there are few studies exploiting one
of these knowledge types and none has considered
the combinations of them (Pushp and Srivastava,
2017; Dauphin et al., 2013). Moreover, some pre-
vious works used different datasets to train and
test, but there is similarity between classes in the
training and testing set. For example, in (Dauphin
et al., 2013), the class “imdb.com” in the training
set naturally corresponds to the class “Movies” in
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Figure 1: The overview of the proposed framework with two phases. The coarse-grained phase judges if an input
document xi comes from seen or unseen classes. The fine-grained phase finally decides the class ŷi. All notations
are defined in section 2.1-2.2.

the testing set. Hence, these methods are not work-
ing under a strict zero-shot scenario.

To tackle the zero-shot text classification prob-
lem, this paper proposes a novel two-phase frame-
work together with data augmentation and fea-
ture augmentation (Figure 1). In addition, four
kinds of semantic knowledge including word em-
beddings, class descriptions, class hierarchy, and
a general knowledge graph (ConceptNet) are ex-
ploited in the framework to effectively learn the
unseen classes. Both of the two phases are based
on convolutional neural networks (Kim, 2014).
The first phase called coarse-grained classifica-
tion judges if a document is from seen or un-
seen classes. Then, the second phase, named fine-
grained classification, finally decides its class.
Note that all the classifiers in this framework are
trained using labelled data of seen classes (and
augmented text data) only. None of the steps
learns from the labelled data of unseen classes.

The contributions of our work can be sum-
marised as follows.

• We propose a novel deep learning based two-
phase framework, including coarse-grained
and fine-grained classification, to tackle the
zero-shot text classification problem. Un-
like some previous works, our framework
does not require semantic correspondence be-
tween classes in a training stage and classes
in an inference stage. In other words, the seen
and unseen classes can be clearly different.

• We propose a novel data augmentation tech-
nique called topic translation to strengthen
the capability of our framework to detect doc-
uments from unseen classes effectively.

• We propose a method to perform feature
augmentation by using integrated semantic
knowledge to transfer the knowledge learned
from seen to unseen classes in the zero-shot
scenario.

In the remainder of this paper, we firstly explain
our proposed zero-shot text classification frame-
work in section 2. Experiments and results, which
demonstrate the performance of our framework,
are presented in section 3. Related works are dis-
cussed in section 4. Finally, section 5 concludes
our work and mentions possible future work.

2 Methodology

2.1 Problem Formulation

Let CS and CU be disjoint sets of seen and
unseen classes of the classification respec-
tively. In the learning stage, a training set
{(x1, y1), . . . , (xn, yn)} is given where xi is the
i-th document containing a sequence of words
[wi1, w

i
2, . . . , w

i
t] and yi ∈ CS is the class of xi.

In the inference stage, the goal is to predict the
class of each document, ŷi, in a testing set which
has the same data format as the training set ex-
cept that yi comes from CS ∪ CU . Note that (i)
every class comes with a class label and a class de-
scription (Figure 2a); (ii) a class hierarchy show-
ing superclass-subclass relationships is also pro-
vided (Figure 2b); (iii) the documents from unseen
classes cannot be observed to train the framework.

2.2 Overview and Notations

As discussed in the Introduction, our proposed
classification framework consists of two phases
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Figure 2: Illustrations of semantic knowledge inte-
grated into our framework: (a) class labels and class
descriptions (b) class hierarchy and (c) a subgraph of
the general knowledge graph (ConceptNet).

(Figure 1). The first phase, coarse-grained classifi-
cation, predicts whether an input document comes
from seen or unseen classes. We also apply a
data augmentation technique in this phase to help
the classifiers be aware of the existence of unseen
classes without accessing their real data. Then
the second phase, fine-grained classification, fi-
nally specifies the class of the input document. It
uses either a traditional classifier or a zero-shot
classifier depending on the coarse-grained predic-
tion given by Phase 1. Also, feature augmentation
based on semantic knowledge is used to provide
additional information which relates the document
and the unseen classes to generalise the zero-shot
reasoning.

We use the following notations in Figure 1 and
throughout this paper.

• The list of embeddings of each word in
the document xi is denoted by viw =
[viw1

, viw2
, . . . , viwt ].

• The embedding of each class label c is de-
noted by vc, ∀c ∈ CS ∪CU . It is assumed that
each class has a one-word class label. If the
class label has more than one word, a similar
one-word class label is provided to find vc.

• As augmented features, the relationship vec-

tor viwj ,c shows the degree of relatedness be-
tween the word wj and the class c according
to semantic knowledge. Hence, the list of re-
lationship vectors between each word in xi
and each class c ∈ CS ∪CU is denoted by viw,c
= [viw1,c, v

i
w2,c, . . . , v

i
wt,c]. We will explain

the construction method in section 2.4.1.

2.3 Phase 1: Coarse-grained Classification

Given a document xi, Phase 1 performs a binary
classification to decide whether ŷi ∈ CS or ŷi /∈
CS . In this phase, each seen class cs ∈ CS has its
own CNN classifier (with a subsequent dense layer
and a sigmoid output) to predict the confidence
that xi comes from the class cs, i.e., p(ŷi = cs|xi).
The classifier uses viw as an input and it is trained
using a binary cross entropy loss with all docu-
ments of its class in the training set as positive ex-
amples and the rest as negative examples.

For a test document xi, this phase computes
p(ŷi = cs|xi) for every seen class cs in CS . If there
exists a class cs such that p(ŷi = cs|xi) > τs,
it predicts ŷi ∈ CS ; otherwise, ŷi /∈ CS . τs is a
classification threshold for the class cs, calculated
based on the threshold adaptation method from
(Shu et al., 2017).

2.3.1 Data Augmentation

During the learning stage, the classifiers in Phase
1 use negative examples solely from seen classes,
so they may not be able to differentiate the positive
class from unseen classes. Hence, when the names
of unseen classes are known in the inference stage,
we try to introduce them to the classifiers in Phase
1 via augmented data so they can learn to reject
the instances likely from unseen classes. We do
data augmentation by translating a document from
its original seen class to a new unseen class using
analogy. We call this process topic translation.

In the word level, we translate a word w in a
document of class c to a corresponding word w′

in the context of a target class c′ by solving an
analogy question “c:w :: c′:?”. For example, solv-
ing the analogy “company:firm :: village:?” via
word embeddings (Mikolov et al., 2013), we know
that the word “firm” in a document of class “com-
pany” can be translated into the word “hamlet”
in the context of class “village”. Our framework
adopts the 3COSMUL method by Levy and Gold-
berg (2014) to solve the analogy question and find
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candidates of w′:

w′ = argmax
x∈V

cos(x, c′) cos(x,w)
cos(x, c) + ε

where V is a vocabulary set and cos(a, b) is a co-
sine similarity score between the vectors of word a
and word b. Also, ε is a small number (i.e., 0.001)
added to prevent division by zero.

In the document level, we follow Algorithm 1
to translate a document of class c into the topic
of another class c′. To explain, we translate all
nouns, verbs, adjectives, and adverbs in the given
document to the target class, word-by-word, using
the word-level analogy. The word to replace must
have the same part of speech as the original word
and all the replacements in one document are 1-to-
1 relations, enforced by replace dict in Algorithm
1. With this idea, we can create augmented doc-
uments for the unseen classes by topic-translation
from the documents of seen classes in the training
dataset. After that, we can use the augmented doc-
uments as additional negative examples for all the
CNNs in Phase 1 to make them aware of the tone
of unseen classes.

Algorithm 1: Document-level topic translation

Input : a document xi = [wi1, w
i
2, . . . , w

i
t],

an original class label c, a target class label c′

Output: a translated document x′i
1 replace dict = dict(); x′i = [];
2 foreach w ∈ xi do
3 if is valid pos(w) then
4 if w /∈ replace dict then
5 cands = solve analogy(w, c, c′,

top k=20);
6 for j = 0 to len(cands)-1 do
7 if cands[j] /∈ replace dict.values() ∧

pos of(w) ∈ pos list(cands[j])
then

8 replace dict[w] = cands[j];
9 break;

10 if j == len(cands) then
11 x′i.append(w);
12 continue;
13 x′i.append(replace dict[w]);
14 else
15 x′i.append(w);
16 return x′i

2.4 Phase 2: Fine-grained Classification

Phase 2 decides the most appropriate class ŷi for
xi using two CNN classifiers: a traditional classi-
fier and a zero-shot classifier as shown in Figure
1. If ŷi ∈ CS predicted by Phase 1, the traditional
classifier will finally select a class cs ∈ CS as ŷi.

Otherwise, if ŷi /∈ CS , the zero-shot classifier will
be used to select a class cu ∈ CU as ŷi.

The traditional classifier and the zero-shot clas-
sifier have an identical CNN-based structure fol-
lowed by two dense layers but their inputs and
outputs are different. The traditional classifier is a
multi-class classifier (|CS | classes) with a softmax
output, so it requires only the word embeddings
viw as an input. This classifier is trained using a
cross entropy loss with a training dataset whose
examples are from seen classes only.

In contrast, the zero-shot classifier is a binary
classifier with a sigmoid output. Specifically, it
takes a text document xi and a class c as inputs
and predicts the confidence p(ŷi = c|xi). How-
ever, in practice, we utilise viw to represent xi, vc
to represent the class c, and also augmented fea-
tures viw,c to provide more information on how
intimate the connections between words and the
class c are. Altogether, for each word wj , the clas-
sifier receives the concatenation of three vectors
(i.e., [viwj ; vc; v

i
wj ,c]) as an input. This classifier

is trained using a binary cross entropy loss with
a training data from seen classes only, but we ex-
pect this classifier to work well on unseen classes
thanks to the distinctive patterns of viw,c in positive
examples of every class. This is how we transfer
knowledge from seen to unseen classes in ZSL.

2.4.1 Feature Augmentation
The relationship vector vwj ,c contains augmented
features we input to the zero-shot classifier. vwj ,c
shows how the word wj and the class c are related
considering the relations in a general knowledge
graph. In this work, we use ConceptNet providing
general knowledge of natural language words and
phrases (Speer and Havasi, 2013). A subgraph of
ConceptNet is shown in Figure 2c as an illustra-
tion. Nodes in ConceptNet are words or phrases,
while edges connecting two nodes show how they
are related either syntactically or semantically.

We firstly represent a class c as three sets of
nodes in ConceptNet by processing the class hi-
erarchy, class label, and class description of c. (1)
the class nodes is a set of nodes of the class la-
bel c and any tokens inside c if c has more than
one word. (2) superclass nodes is a set of nodes
of all the superclasses of c according to the class
hierarchy. (3) description nodes is a set of nodes
of all nouns in the description of the class c. For
example, if c is the class “Educational Institution”,
according to Figure 2a-2b, the three sets of Con-
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ceptNet nodes for this class are:
(1) educational institution, educational, institution
(2) organization, agent
(3) place, people, ages, education.

To construct vwj ,c, we consider whether the
word wj is connected to the members of the three
sets above within K hops by particular types of
relations or not1. For each of the three sets, we
construct a vector with 3K + 1 dimensions.

• v[0] = 1 if wj is a node in that set; otherwise,
v[0] = 0.

• for k = 0, . . . ,K − 1:

– v[3k + 1] = 1 if there is a node in the
set whose shortest path to wj is k + 1.
Otherwise, v[3k + 1] = 0.

– v[3k + 2] is the number of nodes in the
set whose shortest path to wj is k + 1.

– v[3k+3] is v[3k+2] divided by the total
number of nodes in the set.

Thus, the vector associated to each set shows how
wj is semantically close to that set. Finally, we
concatenate the constructed vectors from the three
sets to become vwj ,c with 3×(3K+1) dimensions.

3 Experiments

3.1 Datasets
We used two textual datasets for the experiments.
The vocabulary size of each dataset was limited by
20,000 most frequent words and all numbers were
excluded. (1) DBpedia ontology dataset (Zhang
et al., 2015) includes 14 non-overlapping classes
and textual data collected from Wikipedia. Each
class has 40,000 training and 5,000 testing sam-
ples. (2) The 20newsgroups dataset 2 has 20 top-
ics each of which has approximately 1,000 docu-
ments. 70% of the documents of each class were
randomly selected for training, and the remaining
30% were used as a testing set.

3.2 Implementation Details 3

In our experiments, two different rates of unseen
classes, 50% and 25%, were chosen and the corre-
sponding sizes of CS and CU are shown in Table 1.
For each dataset and each unseen rate, the random

1In this paper, we only consider the most common types
of positive relations which are RelatedTo, IsA, PartOf, and
AtLocation. They cover ∼60% of all edges in ConceptNet.

2http://qwone.com/∼jason/20Newsgroups/
3Code: https://github.com/JingqingZ/KG4ZeroShotText.

selection of (CS , CU ) were repeated ten times and
these ten groups were used by all the experiments
with this setting for a fair comparison. All doc-
uments from CU were removed from the training
set accordingly. Finally, the results from all the
ten groups were averaged.

In Phase 1, the structure of each classifier was
identical. The CNN layer had three filter sizes [3,
4, 5] with 400 filters for each filter size and the
subsequent dense layer had 300 units. For data
augmentation, we used gensim with an implemen-
tation of 3COSMUL (Řehůřek and Sojka, 2010) to
solve the word-level analogy (line 5 in Algorithm
1). Also, the numbers of augmented text docu-
ments per unseen class for every setting (if used)
are indicated in Table 1. These numbers were set
empirically considering the number of available
training documents to be translated.

In Phase 2, the traditional classifier and the
zero-shot classifier had the same structure, in
which the CNN layer had three filter sizes [2, 4,
8] with 600 filters for each filter size and the two
intermediate dense layers had 400 and 100 units
respectively. For feature augmentation, the max-
imum path length K in ConceptNet was set to
3 to create the relationship vectors4. The DBpe-
dia ontology5 was used to construct a class hier-
archy of the DBpedia dataset. The class hierar-
chy of the 20newsgroups dataset was constructed
based on the namespaces initially provided by the
dataset. Meanwhile, the classes descriptions of
both datasets were picked from Macmillan Dictio-
nary6 as appropriate.

For both phases, we used 200-dim GloVe vec-
tors7 for word embeddings vw and vc (Penning-
ton et al., 2014). All the deep neural networks
were implemented with TensorLayer (Dong et al.,
2017a) and TensorFlow (Abadi et al., 2016).

Dataset Unseen
rate | CS | | CU | #Augmented

docs per cu
DBpedia 25% 11 3 12,000

(14 classes) 50% 7 7 8,000
20news 25% 15 5 4,000

(20 classes) 50% 10 10 3,000

Table 1: The rates of unseen classes and the numbers
of augmented documents (per unseen class) in the ex-
periments

4Based on our observation, most of the related words stay
within 3 hops from the class nodes in ConceptNet.

5http://mappings.dbpedia.org/server/ontology/classes/
6https://www.macmillandictionary.com/
7glove6B.zip in https://nlp.stanford.edu/projects/glove/
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3.3 Baselines and Evaluation Metrics

We compared each phase and the overall frame-
work with the following approaches and settings.

Phase 1: Proposed by (Shu et al., 2017), DOC
is a state-of-the-art open-world text classification
approach which classifies a new sample into a seen
class or “reject” if the sample does not belong to
any seen classes. The DOC uses a single CNN
and a 1-vs-rest sigmoid output layer with thresh-
old adjustment. Unlike DOC, the classifiers in the
proposed Phase 1 work individually. However, for
a fair comparison, we used DOC only as a binary
classifier in this phase (ŷi ∈ CS or ŷi /∈ CS).

Phase 2: To see how well the augmented fea-
ture vw,c work in ZSL, we ran the zero-shot clas-
sifier with different combinations of inputs. Par-
ticularly, five combinations of vw, vc, and vw,c
were tested with documents from unseen classes
only (traditional ZSL).

The whole framework: (1) Count-based
model selected the class whose label appears most
frequently in the document as ŷi. (2) Label simi-
larity (Sappadla et al., 2016) is an unsupervised
approach which calculates the cosine similarity
between the sum of word embeddings of each
class label and the sum of word embeddings of
every n-gram (n = 1, 2, 3) in the document. We
adopted this approach to do single-label classifi-
cation by predicting the class that got the highest
similarity score among all classes. (3) RNN Au-
toEncoder was built based on a Seq2Seq model
with LSTM (512 hidden units), and it was trained
to encode documents and class labels onto the
same latent space. The cosine similarity was ap-
plied to select a class label closest to the document
on the latent space. (4) RNN+FC refers to the
architecture 2 proposed in (Pushp and Srivastava,
2017). It used an RNN layer with LSTM (512 hid-
den units) followed by two dense layers with 400
and 100 units respectively. (5) CNN+FC replaced
the RNN in the previous model with a CNN, which
has the identical structure as the zero-shot classi-
fier in Phase 2. Both RNN+FC and CNN+FC pre-
dicted the confidence p(ŷi = c|xi) given vw and
vc. The class with the highest confidence was se-
lected as ŷi.

For Phase 1, we used the accuracy for binary
classification (y, ŷi ∈ CS or y, ŷi /∈ CS) as an
evaluation metric. In contrast, for Phase 2 and the
whole framework, we used the multi-class classi-
fication accuracy (ŷi = yi) as a metric.

Artist Building Office holder Written work
0.975

0.980

0.985

0.990

0.995

1.000

Figure 3: The distributions of confidence scores of pos-
itive examples from four seen classes of DBpedia in
Phase 1.

3.4 Results and Discussion

The evaluation of Phase 1 (coarse-grained classi-
fication) checks if each xi was correctly delivered
to the right classifier in Phase 2. Table 3 shows
the performance of Phase 1 with and without aug-
mented data compared with DOC. Considering
test documents from seen classes only, our frame-
work outperformed DOC on both datasets. In
addition, the augmented data improved the accu-
racy of detecting documents from unseen classes
clearly and led to higher overall accuracy in every
setting. Despite no real labelled data from unseen
classes, the augmented data generated by topic
translation helped Phase 1 better detect documents
from unseen classes. Table 4 shows some exam-
ples of augmented data from the DBpedia dataset.
Even if they are not completely understandable,
they contain the tone of the target classes.

Although Phase 1 provided confidence scores
for all seen classes, we could not use them to pre-
dict ŷi directly since the distribution of scores of
positive examples from different CNNs are dif-
ferent. Figure 3 shows that the distribution of
confidence scores of the class “Artist” had a no-
ticeably larger variance and was clearly different
from the class “Building”. Hence, even if p(ŷi =
“Building”|xi) > p(ŷi = “Artist”|xi), we cannot
conclude that xi is more likely to come from the
class “Building”. This is why a traditional clas-
sifier in Phase 2 is necessary.

Regarding Phase 2, fine-grained classification
is in charge of predicting ŷi and it employs two
classifiers which were tested separately. Assum-
ing Phase 1 is perfect, the classifiers in Phase 2
should be able to find the right class. The purpose
of Table 5 is to show that the traditional CNN
classifier in Phase 2 was highly accurate.
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Dataset Unseen
rate yi Count-based

Label
Similarity
(Sappadla

et al., 2016)

RNN
Autoencoder

RNN + FC
(Pushp and
Srivastava,

2017)

CNN +
FC Ours

DBpedia

25%
seen 0.322 0.377 0.250 0.895 0.985 0.975

unseen 0.372 0.426 0.267 0.046 0.204 0.402
overall 0.334 0.386 0.254 0.713 0.818 0.852

50%
seen 0.358 0.401 0.202 0.960 0.991 0.982

unseen 0.304 0.369 0.259 0.044 0.069 0.197
overall 0.333 0.386 0.230 0.502 0.530 0.590

20news

25%
seen 0.205 0.279 0.263 0.614 0.792 0.745

unseen 0.201 0.287 0.149 0.065 0.134 0.280
overall 0.204 0.280 0.236 0.482 0.633 0.633

50%
seen 0.219 0.293 0.275 0.709 0.684 0.767

unseen 0.196 0.266 0.126 0.052 0.126 0.168
overall 0.207 0.280 0.200 0.381 0.405 0.469

Table 2: The accuracy of the whole framework compared with the baselines.

Dataset
Unseen rate yi DOC Ours

w/o aug.
Ours

w/ aug.

DBpedia
25%

seen 0.980 0.982 0.982
unseen 0.471 0.388 0.536
overall 0.871 0.855 0.886

DBpedia
50%

seen 0.983 0.986 0.987
unseen 0.384 0.345 0.512
overall 0.684 0.666 0.749

20news
25%

seen 0.800 0.838 0.831
unseen 0.573 0.431 0.577
overall 0.745 0.754 0.770

20news
50%

seen 0.824 0.856 0.843
unseen 0.562 0.419 0.603
overall 0.694 0.639 0.724

Table 3: The accuracy of Phase 1 with and without aug-
mented data compared with DOC .

Animal
(Original)

Mitra perdulca is a species of sea snail
a marine gastropod mollusk in the family
Mitridae the miters or miter snails.

Animal
→

Plant

Arecaceae perdulca is a flowering of port
aster a naval mollusk gastropod in the
fabaceae Clusiaceae the tiliaceae or rock-
ery amaryllis.

Animal
→

Athlete

Mira perdulca is a swimmer of sailing
sprinter an Olympian limpets gastropod in
the basketball Middy the miters or miter
skater.

Table 4: Examples of augmented data translated from a
document of the original class “Animal” into two target
classes “Plant” and “Athlete”.

Besides, given test documents from unseen
classes only, the performance of the zero-shot
classifier in Phase 2 is shown in Table 6. Based
on the construction method, vw,c quantified the
relatedness between words and the class but, un-
like vw and vc, it did not include detailed seman-
tic meaning. Thus, the classifier using vw,c only
could not find out the correct unseen class and nei-
ther [vw; vw,c] and [vc; vw,c] could do. On the other

Dataset DBpedia 20news
Input \ Unseen rate 50% 25% 50% 25%

vw 0.993 0.992 0.878 0.861

Table 5: The accuracy of the traditional classifier in
Phase 2 given documents from seen classes only.

Dataset DBpedia 20news
Inputs \ Unseen rate 50% 25% 50% 25%

Random guess 0.143 0.333 0.100 0.200
vw,c 0.154 0.443 0.104 0.210

[vc; vw,c] 0.163 0.400 0.099 0.215
[vw; vw,c] 0.266 0.460 0.122 0.307
[vw; vc] 0.381 0.711 0.274 0.431

[vw; vc; vw,c] 0.418 0.754 0.302 0.500

Table 6: The accuracy of the zero-shot classifier in
Phase 2 given documents from unseen classes only.

hand, the combination of [vw; vc], which included
semantic embeddings of both words and the class
label, increased the accuracy of predicting unseen
classes clearly. However, the zero-shot classifier
fed by the combination of all three types of inputs
[vw; vc; vw,c] achieved the highest accuracy in all
settings. It asserts that the integration of semantic
knowledge we proposed is an effective means for
knowledge transfer from seen to unseen classes in
the zero-shot scenario.

Last but most importantly, we compared the
whole framework with four baselines as shown
in Table 2. First, the count-based model is a rule-
based model so it failed to predict documents from
seen classes accurately and resulted in unpleasant
overall results. This was similar to the label simi-
larity approach even though it had higher degree
of flexibility. Next, the RNN Autoencoder was
trained without any supervision since ŷi was pre-
dicted based on the cosine similarity. We believe
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the implicit semantic relatedness between classes
caused the failure of the RNN Autoencoder. Be-
sides, the CNN+FC and RNN+FC had same in-
puts and outputs and it was clear that CNN+FC
performed better than RNN+FC in the experi-
ment. However, neither CNN+FC nor RNN+FC
was able to transfer the knowledge learned from
seen to unseen classes. Finally, our two-phase
framework has competitive prediction accuracy on
unseen classes while maintaining the accuracy on
seen classes. This made it achieve the highest
overall accuracy on both datasets and both unseen
rates. In conclusion, by using integrated seman-
tic knowledge, the proposed two-phase framework
with data and feature augmentation is a promising
step to tackle this challenging zero-shot problem.

Furthermore, another benefit of the framework
is high flexibility. As the modules in Figure 1 has
less coupling to one another, it is flexible to im-
prove or customise each of them. For example, we
can deploy an advanced language understanding
model, e.g., BERT (Devlin et al., 2018), as a tradi-
tional classifier. Moreover, we may replace Con-
ceptNet with a domain-specific knowledge graph
to deal with medical texts.

4 Related Work

4.1 Zero-shot Text Classification

There are a few more related works to discuss be-
sides recent approaches we compared with in the
experiments (explained in section 3.3). Dauphin
et al. (2013) predicted semantic utterance of texts
by mapping class labels and text samples into the
same semantic space and classifying each sam-
ple to the closest class label. Nam et al. (2016)
learned the embeddings of classes, documents,
and words jointly in the learning stage. Hence, it
can perform well in domain-specific classification,
but this is possible only with a large amount of
training data. Overall, most of the previous works
exploited semantic relationships between classes
and documents via embeddings. In contrast, our
proposed framework leverages not only the word
embeddings but also other semantic knowledge.
While word embeddings are used to solve analogy
for data augmentation in Phase 1, the other seman-
tic knowledge sources (in Figure 2) are integrated
into relationship vectors and used as augmented
features in Phase 2. Furthermore, our framework
does not require any semantic correspondences be-
tween seen and unseen classes.

4.2 Data Augmentation in NLP

In the face of insufficient data, data augmentation
has been widely used to improve generalisation of
deep neural networks especially in computer vi-
sion (Krizhevsky et al., 2012) and multimodality
(Dong et al., 2017b), but it is still not a common
practice in natural language processing. Recent
works have explored data augmentation in NLP
tasks such as machine translation and text clas-
sification (Saito et al., 2017; Fadaee et al., 2017;
Kobayashi, 2018), and the algorithms were de-
signed to preserve semantic meaning of an orig-
inal document by using synonyms (Zhang and Le-
Cun, 2015) or adding noises (Xie et al., 2017), for
example. In contrast, our proposed data augmen-
tation technique translates a document from one
meaning (its original class) to another meaning (an
unseen class) by analogy in order to substitute un-
available labelled data of the unseen class.

4.3 Feature Augmentation in NLP

Apart from improving classification accuracy, fea-
ture augmentation is also used in domain adapta-
tion to transfer knowledge between a source and
a target domain (Pan et al., 2010b; Fang and Chi-
ang, 2018; Chen et al., 2018). An early research
paper applying feature augmentation in NLP is
Daume III (2007) which targeted domain adapta-
tion on sequence labelling tasks. After that, fea-
ture augmentation was used in several NLP tasks
such as cross-domain sentiment classification (Pan
et al., 2010a), multi-domain machine translation
(Clark et al., 2012), semantic argument classifi-
cation (Batubara et al., 2018), etc. Our work is
different from previous works not only that we ap-
plied this technique to zero-shot text classification
but also that we integrated many types of semantic
knowledge to create the augmented features.

5 Conclusion and Future Work

To tackle zero-shot text classification, we pro-
posed a novel CNN-based two-phase framework
together with data augmentation and feature aug-
mentation. The experiments show that data aug-
mentation by topic translation improved the accu-
racy in detecting instances from unseen classes,
while feature augmentation enabled knowledge
transfer from seen to unseen classes for zero-shot
learning. Thanks to the framework and the in-
tegrated semantic knowledge, our work achieved
the highest overall accuracy compared with all the
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baselines and recent approaches in all settings. In
the future, we plan to extend our framework to do
multi-label classification with a larger amount of
data, and also study how semantic units defined
by linguists can be used in the zero-shot scenario.
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Abstract

Standard word embedding algorithms, such
as word2vec and Glove, make a restric-
tive assumption that words are likely to be
semantically related only if they co-occur lo-
cally within a window of fixed size. How-
ever, this restrictive assumption may not cap-
ture the semantic association between words
that co-occur frequently but non-locally within
documents. To alleviate this restriction, in
this paper, we propose a graph-based word
embedding method, named ‘word-node2vec’.
By relaxing the strong constraint of local-
ity, our method is able to capture both lo-
cal and non-local co-occurrences. Word-
node2vec constructs a weighted graph, where
each node represents a word and the weight of
an edge between two nodes represents a com-
bination of both local (e.g. word2vec) and
document-level co-occurrences. Our experi-
ments show that word-node2vec outperforms
word2vec and glove on a range of different
tasks, such as word-pair similarity prediction,
word analogy and concept categorization.

1 Introduction

Word embedding, the process of obtaining vec-
tor representations of words, is a first step towards
addressing language semantics, in which discrete
entities, such as words, are embedded as vectors
over a continuous space of reals. This not only
facilitates to obtain semantic similarities between
words to improve tasks such as semantic search
(Ganguly et al., 2015; Roy et al., 2016), but is also
useful in a number of down-stream NLP tasks in-
cluding concept categorization (Jastrzebski et al.,
2017), information retrieval (Guo et al., 2016),
sentence similarity prediction (Mueller and Thya-
garajan, 2016), sentiment analysis (Faruqui et al.,
2015) and POS tagging (Tsvetkov et al., 2016) etc.

Word embedding approaches such as
word2vec (Mikolov et al., 2013a) and Glove

(Pennington et al., 2014) rely on a large corpus to
learn the association between words. The archi-
tecture of existing word embedding approaches
mimics the process of human cognition of word
association by learning the representation of
each word with an objective of maximizing the
likelihood of predicting the words around its local
context (defined by a fixed length word window).
A limitation of existing word embedding ap-
proaches, such as word2vec and glove, is that they
use a strong constraint that words are likely to
be semantically related to each other only if one
occurs within a local context of the another, where
the local context is given by a word window of
specified length.

On the other hand, non-local or document-level
co-occurrences between words have been widely
used to estimate semantic similarities between
words. More specifically, the latent semantic anal-
ysis (LSA) method proposed by Deerwester et al.
(1990) uses a spectral analysis (method of prin-
cipal component analysis) of the term-document
matrix of a collection to obtain the most informa-
tive concepts (word classes), and then expresses
each document as a linear combination of these
principal components. Blei et al. (2003) esti-
mate a generative model from a given collec-
tion by assuming that documents are mixtures
of a preset number of topics, where each topic
represents a word distribution over the vocabu-
lary. This is largely similar to decomposing a
term-document matrix as a product of matrices
with non-negative components, a process com-
monly known as non-negative matrix factorization
(NMF) (Gaussier and Goutte, 2005). The underly-
ing common idea among all these approaches is to
make use of the frequent document-level word co-
occurrences to identify likely semantic association
between words.

Despite the presence of a vast volume of lit-
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erature on document-level (non-local) word co-
occurrences, word embedding approaches do not
utilize this information to derive the word repre-
sentations. In this paper, we propose to augment
the document-level non-local word co-occurrence
information with the local co-occurrence informa-
tion that methods such as word2vec and glove use.
More specifically, we propose a graph-based word
embedding method, named word-node2vec,
that by relaxing the strong constraint of locality,
is able to capture both the local and non-local
co-occurrences. To represent the local dependen-
cies, each node, representative of a word (hence
the name ‘word-node’), is initialized with a vector
representation obtained with a standard method,
e.g. word2vec. We then define the weight of the
edge between a pair of word-nodes to reflect their
likelihood of non-local co-occurrence, computed
with the help of the global term-document matrix
for the whole collection.

The rest of the paper is organized as follows. In
Section 2, we survey existing literature on word
embedding. In Section 3, we revisit the skip-gram
approach and propose a graph-based view of the
skip-gram objective as a pre-cursor to developing
our model. In Section 4, we extend the skip-gram
graph model with non-local document-level co-
occurrence information. Section 5 describes our
experimental setup. Section 6 reports the results
of our new embedding approach against a number
of baselines. Finally, Section 7 concludes the pa-
per with directions for future work.

2 Related Work

The word2vec (Mikolov et al., 2013a) embedding
model shifts a window of a predefined size (a pa-
rameter) across the text of a collection of docu-
ments in order to train a linear classifier for each
word to predict itself given its context (continu-
ous bag-of-words), or its context given the word
(skip-gram). The parameter vector transforming
a word to its context (or vice-versa) gives its em-
bedded representation. In addition to making use
of the words in the context as positive samples,
word2vec also relies on the use of words randomly
sampled from the collection (outside the current
context) as negative examples. Levy and Gold-
berg (2014) showed that the negative sampling
based skip-gram (SGNS) objective function of
word2vec is mathematically equivalent to fac-
torizing a positive point-wise mutual information

gain (PPMI) matrix shifted by log(k), where k is
the number of negative samples.

The key idea behind the glove algorithm pro-
posed in (Pennington et al., 2014) is to make use
of the ratio of the co-occurrence probabilities be-
tween word pairs to better distinguish semanti-
cally related words from non-related ones. The
study ultimately shows that factorizing the log of
the co-occurrence matrix leads to effective embed-
ded representation of words. The co-occurrences
in both word2vec and glove are essentially local in
nature. In contrast, our proposed algorithm lever-
ages both local and non-local co-occurrences.

More recently, Peters et al. (2018) proposed
ELMO, a deep contextualized word representation
with layers of stacked bi-directional LSTMs to
model both a) complex characteristics of word use
(e.g., syntax and semantics), and b) their diver-
sity across various linguistic contexts. A limita-
tion of ELMO is that a word representation may
effectively be learned mainly in the presence of an
associated context, as a result of which the method
is likely to find applications mostly in downstream
tasks, e.g. question answering and sentiment anal-
ysis. However, in contrast, our proposed method
can learn the representation of a word in isolation,
which means that, similar to word2vec and Glove,
word vectors obtained using our method can be ap-
plied directly to (and is also likely to work well
for) word similarity and word analogy tasks. We
included ELMO as of our baseline approaches in
our experiments.

Grover and Leskovec (2016) proposed a skip-
gram based objective function to embed each node
of a graph. Analogous to skip-gram based word
embedding, each node vector is given as input
to a linear classifier to predict the context vector
around a node. The context vector around a node,
in this case, consists of a sequence of nodes visited
by a random walk starting from that node. In our
method, we use a similar graph-based construc-
tion to train vector representations of a node (each
node a word). However, we use a stratified sam-
pling approach within a maximum distance (hop-
count) of 2, instead of allowing the random walk
to proceed along in a combined depth-first and
breadth-first manner, as in (Grover and Leskovec,
2016). Through our experiments, we find that
larger hop-counts (i.e. longer transitive dependen-
cies) introduce noise in the document-level word
co-occurrence estimation process.
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3 Generalized Word Embedding

In this section, we propose a general word embed-
ding framework based on the skip-gram objective
function of word2vec. Our proposed method relies
on a general construction of the context around a
word. We modify the skip-gram objective function
of word2vec to take into account this general con-
text of words. Before describing our proposed ap-
proach, we revisit the objective function of nega-
tive sampling based skip-gram word2vec (SGNS).

Skip-gram. In word2vec, the context of a word
comprises words occurring within a window of a
fixed size (say k) pivoted at a particular instance
of w in the collection. More formally, let Λ(w)
denote the set of indexes where the word w occurs
in a collection C = {t1, . . . , tT }, T denoting the
total number of tokens in the collection C, i.e.

Λ(w) = {i : ti = w}. (1)

We then construct the context c(w) of a word as

c(w) = ∪i∈Λ(w) ∪kj=−k
j 6=0

ti+j (2)

Let Ω denote the set of all observed word-context
pairs (w, c(w)), i.e.

Ω+ = ∪w∈V {w, c(w)}, (3)

where V denotes the vocabulary set, and Ω− de-
note the set of negative samples of word-context
pairs, i.e.

Ω− = ∪w∈V {w,∪{v : v ∼ (V − c(w))}}, (4)

where words v’s in the negative context set are ran-
domly sampled from the complement set c(w).

Let y be an indicator random variable denoting
semantic relatedness of a word with its context.
For a word w and its context c(w) (as defined in
Equation 2, the SGNS algorithm seeks to maxi-
mize the objective function

J(θ) =
∑

w,c(w)∈Ω+

p(y = 1|w, cw)+

∑

w,c(w)∈Ω−
p(y = 0|w, cw)),

(5)

where p(.) is the log-likelihood function, and θ ∈
Rd×|V | represents the trainable matrix of parame-
ters, each d dimensional column vector of the ma-
trix θ denoting the vector representation of word

w, i.e. w = θw. Note that the vector for a set of
context words c(w) is obtained by some aggrega-
tion function (sum or average) over the constituent
words, i.e.

c(w) =
∑

u∈c(w)

u. (6)

In order to optimize J(θ), the word2vec ap-
proach shifts a window of size k pivoted around
a word w = ti (token positioned at offset i in
the corpus), and applies stochastic gradient de-
scent (SGD) to update the parameters for the cor-
responding word w and its context vector c(w).

A Graph Formulation of SGNS. We now pro-
pose a general framework that allows contexts to
be defined in a more general way. The solution re-
lies on defining a graph G = (V, E), where each
node corresponds to a word from the vocabulary
of the given collection, i.e.

V = {xw : w ∈ V }. (7)

In general, an edge (xu, xv) ∈ E represents a
relation between two words u and v of weight
w(xu, xv) ∈ R. For example, in order to define
the context of SGNS (Equation 2), the edge set is
defined as

E = {(xw, xu) : u ∈ ∪i∈Λ(w) ∪kj=−k
j 6=0

ti+j}. (8)

Learning the vector representations for each
node of the graph G leads to learning the vec-
tor representation for each word, because there is
a one-one mapping between the set of nodes V
and the set of words V (henceforth we refer to a
node of this general class of graphs, defined as
per Equation 7, as a word-node). The objective
of the embedding is to learn vector representations
of nodes such that two nodes are close in the em-
bedded space if, as per the edge relations of the
graph, these nodes are within a κ-adjacency neigh-
borhood of each other. The κ-adjacency neighbor-
hood of a graph is the set

Nκ(xw) = {xu ∈ V : h(xw, xu) ≤ κ}, (9)

where h(u, v) denotes the hop-count or adjacency
number between nodes u and v. In the general for-
mulation, the set of Nκ(xw), constituting the set
of nodes reachable from paths of length at most k
starting at xw, act as positive examples to learn the

1043



embedding of node xw. This is because these pos-
itive examples seek to make the vector representa-
tion of xw similar to the vector representations of
nodes in Nκ(xw). More formally,

Ω+ = ∪xw∈V{xw, Nκ(xw)},
Ω− = ∪xw∈V{xw,∪{xu : u ∼ V −Nκ(xw)}}.

(10)

Instead of iterating over the words in a corpus,
the SGNS equivalent is then achieved by iterating
over the set of nodes and maximizing the same
objective function of Equation 5 using the defi-
nitions of the positive and negative example sets
from Equation 10. Note that to achieve the SGNS
objective the value of κ is set to 1 in the defini-
tion of Ω+ in Equation 10, i.e. the set of context
for a word-node comprises one-hop neighbours as
defined by the edge relations of Equation 8.

4 Extending the Graph Model for
Non-Local Co-occurrences

The graph based approach of Section 3 allows al-
ternative ways to define the context and learn the
objective function to obtain word-node representa-
tions. In this section, we describe how to augment
the non-local document-level co-occurrence infor-
mation in the graph-based framework.

Co-occurrence Weights. The first step to in-
clude non-local co-occurrences is to modify the
edge relations of SGNS (Equation 8) to accom-
modate weighted document-level co-occurrences.
Instead of considering the collection C =
{t1, . . . , tT } as a stream of words, we consider C
as a set of M documents {Di}Mi=1.

First, we make provision to include weighted
edges of the form (xw, xu, ω(xw, xu)) in the edge
construction process of Equation 8. The weight
ω(xw, xu) between word-nodes xw and xu is in-
tended to represent a measure of association be-
tween these words.

Next, we describe how to compute the non-local
co-occurrence weight between a pair of words.
First, we compute the co-occurrence probability of
two words w and u as

P (w, u) =

∑M
i=1 I(w, u,Di)∑M

i=1 I(w,Di)
∑M

i=1 I(u,Di)
, (11)

where the numerator denotes the total number of
times that the words w and u co-occur in the

collection of all documents, and the denomina-
tor denotes the number of times each occur in-
dependently. In our approach, we use a gener-
alized form of Equation 11, where analogous to
the Jelinek-Mercer smoothing method (Ponte and
Croft, 1998), we take into account the informative-
ness of the co-occurrences by linearly combining
the frequencies with the global statistics of inverse
collection frequency. More specifically,

Pα(w, u) = αP (w, u) +
(1− α)T 2

|Λ(w)||Λ(u)| , (12)

where P (w, u) represents the maximum likeli-
hood estimate computed by Equation 11 and the
denominator denotes the product of the collection
frequencies of the terms (as per the notation of
Equation 1). It can be seen that Equation 12 al-
lows relative weighting of the term frequency and
the informativeness components.

Combination with Local Co-occurrences. The
next step in our word-node2vec method is to
augment the non-local co-occurrence information
computed as per Equation 12 with the local co-
occurrence of SGNS as defined in Equation 8. For
this, analogous to (Pennington et al., 2014), we
compute the probability of co-occurrence between
a word pair restricted within a window of size k
over the whole collection. More formally,

Pk(w, u) =
1

|Λ(w)|
∑

i∈Λ(w)

I(ti+j = u)kj=−k

(13)
Next, we assign weight to an edge by combining

the local and non-local co-occurrence probabilities
estimated from Equations 13 and 12 respectively.
Formally speaking,

ω(xw, xu) = Pα(w, u)Pk(w, u). (14)

Context with Weighted Edges. Constructing
the context of a node xw (Section 3), requires a
modification aimed to take into account the edge
weights while selecting the neighboring nodes of
xw. Instead of defining the context as the entire
set of κ-neighborhood Nκ(xw) of a node xw, we
define a κ-neighbourhood of length (hop-count),
l, which is a subset of l samples drawn from the
overall neighbourhood.

The likelihood of sampling a node xu from the
neighbourhood set is proportional to the weight of
the edge (xw, xu), i.e., ω(xw, xu). This way of
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defining the context allows the algorithm to make
use of the edge weights (local and non-local co-
occurrences) in learning the node representations,
i.e. assigning more importance to associations
with higher weights in seeking to embed the cur-
rent word-node close to them.

Our idea, in general, is to use stratified sam-
pling, where each stratum corresponds to a neigh-
bourhood of particular length. The priors as-
signed to the strata in increasing sequence of ad-
jacency length form a decreasing sequence, which
means that the most emphasis is put on direct co-
occurrence evidence (i.e. the 1-adjacent neighbor-
hood), than to the 2-adjacent nodes and so on.

Stratified sampling requires the strata to be mu-
tually disjoint of each other. This means that the
κ-neighbourhood of Equation 9 needs to be rede-
fined to ensure that any node belongs to exactly
one of the partitions (defined by its hop-count). To
state this formally, we define the set of nodes of
(not up to) hop-count j as

Hj(xw) = ∪{xu : h(xw, xu) = j} (15)

The κ-neighbourhood is then defined as

Nκ(xw) = ∪κj=1(Hj(xw)− ∪j−1
j′=1Hj′(xw)).

(16)
A subset of size l, comprised of stratified samples
from Nκ(xw), is then sampled with decreasing
priors β1, . . . , βκ, i.e., βj < βj−1∀j = 2, . . . , κ
and

∑κ
j=1 βj = 1.

Putting things together, the probability of sam-
pling a node from the set Nκ(xw) defined as per
Equation 16 is then given by

P (xu|Nκ(xw))=βjP (xu|Hj(xw))=βj
ω(xw, xu)

ω(xw, .)
,

(17)
where ω(xw, xu) are edge weights computed with
Equation 14 and ω(xw, .) denotes the sum of edges
emanating from node xw.

As a point of note, for our experiments, we ob-
tained optimal results by using κ = 2. Conse-
quently, to simplify the description of our exper-
iments, we name the parameter β1 as β (the pa-
rameter β2 is then identical to 1 − β). We would
also mention at this point that our proposed way
of constructing the context by sampling neighbor-
ing nodes is different from the one proposed in
(Grover and Leskovec, 2016), which uses a combi-
nation of breadth-first (BFS) and depth-first (DFS)
traversals, with parameters p and q respectively.

#Documents 4,641,754
#Avg. Doc Length (#words) 43.23
#Vocabulary size 461,572
#Tokens 202,575,916

Table 1: Dataset characteristics of DBPedia-2014.

Our experiments reveal that our sampling strategy
outperforms that of Grover and Leskovec (2016)
(treated as a baseline).

5 Experimental Setup

In this section, we describe our experimental setup
to evaluate our new word embedding method.

5.1 Dataset
A word embedding algorithm requires a collec-
tion to learn word representations. To compare
the various word embedding approaches (i.e. our
method and the baselines), we use the DBPedia
(2014) corpus, which is a collection of abstracts of
Wikipedia pages crawled in 20141. Dataset char-
acteristics are outlined in Table 1. As part of pre-
processing, we removed words with collection fre-
quency less than 10 and also removed stopwords2.

5.2 Baselines and Implementation
The objective of our experiments is two-fold.
First, to show that a combination of local and
global approaches is likely to yield effective em-
bedded representations of word vectors, and sec-
ond that our proposed graph-based formalism is
likely to work better than a trivial black-box way
of combining the two sources of information.

Local Co-occurrence approaches. As ap-
proaches that use local co-occurrence infor-
mation, we use three state-of-the-art embedding
approaches namely skip-gram word2vec with neg-
ative sampling (SGNS) (Mikolov et al., 2013a),
Glove (Pennington et al., 2014) and Fasttext
(Joulin et al., 2016). All these methods rely only
on co-occurrences (at the level of words for the
first two and at the level of character n-grams for
the last one) within a word or character n-gram
window of specified length k (acting as a param-
eter). Fasttext learns the vector representation of
each word by aggregating (vector sum) the vector
representations of its constituent n-grams.

1http://downloads.dbpedia.org/2014/en/
long_abstracts_en.ttl.bz2

2http://www.lextek.com/manuals/onix/
stopwords2.html
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Additionally, we also employ a more recent
approach, namely ELMO (Peters et al., 2018),
which relies on a pre-trained model (comprised of
stacked bidirectional LSTMs) to infer vectors for a
given context (typically a sequence of words). For
our experiments,

Document-level Co-occurrence approaches.
Although not an embedding approach, the LDA
topic modeling algorithm outputs two matrices,
namely θ ∈ RM×d and φ ∈ Rd×V , representing
the document-topic and topic-words distribu-
tion respectively (Blei et al., 2003). LDA uses
document-level word co-occurrences to estimate
both these matrices. In principle, one can then
use the φ matrix as a substitute for the word em-
bedding parameter matrix of SGNS (see Equation
5). This gives d dimensional vectors for each
word purely with a global co-occurrence based
approach.

Although it is possible to choose other non-local
co-occurrence approaches as baselines, e.g. PLSA
(Hofmann, 1999) or LSA, (Deerwester et al.,
1990), it was shown in (Blei et al., 2003) that LDA
outperforms each of these. Consequently, we use
the stronger baseline of LDA in our experiments.

Combination of Local and Non-local Co-
occurrences. To empirically demonstrate the ef-
fectiveness of our proposed graph-based word-
node embedding, we employ an additional base-
line that is a linear combination of the word vec-
tors obtained individually with the local and non-
local approaches. More formally, the vector of
each word w is given as

w = λwLocal + (1− λ)wLDA, (18)

where wLocal is the vector representation of word
w obtained by a local co-occurrence baseline, i.e.
SGNS and Glove, whereas wLDA represents the
vector for the word w obtained with LDA.

Additionally, we employ the node2vec ap-
proach as a baseline. In particular, we use
node2vec to learn the word-node representations
of the graph constructed as per Section 4. The
purpose of this baseline is to show that our way of
defining the contexts around word-nodes is more
suitable for our task of word embedding than a
general-purpose graph node embedding approach.

5.3 Evaluation Tasks and Datasets
To compare the relative performance of word-
node2vec with the baselines, we use a number of

Dataset Composition Example

MSR Syntactic good:better rough:X
Google Syntactic and Semantic Athens:Greece Berlin:X
SemEval Syntactic and Semantic dog:bone bird:X

Table 2: Word analogy datasets overview.

datasets, each corresponding to one of the follow-
ing three evaluation tasks.

Word Similarity. A standard way to measure
the effectiveness of embedded words is to measure
how well the similarity between a pair of words
correlates with human judgments. Two such stan-
dard datasets that we use for our experiments are
the WSIM-353 (Finkelstein et al., 2014) and the
MEN (Bruni et al., 2014) datasets. Both com-
prise a list of word pairs, with an associated hu-
man judged similarity value. This similarity value
is expected to be high for semantically similar
words, such as ‘morning’ and ‘sunrise’ (human as-
signed score of 49 out of 50), and low for seman-
tically unrelated words, such as ‘angel’ and ‘gaso-
line’ (score of 1 out of 50), both examples being
taken from the MEN dataset.

Word Analogy. The word analogy task consists
of templates of the form “A:B as C:X”, where A,
B, and C are given words, whereas X is unknown.
Using a vector representation of words this anal-
ogy task is solved by retrieving the vector most
similar to that of B + C−A. A word embedding
is considered effective if it finds a greater number
of correct answers (resulting in higher accuracy).

We employed three different analogy datasets,
namely, the Google Analogy (Mikolov et al.,
2013a), the MSR Analogy (Mikolov et al., 2013b)
and the SemEval-2012 task 2 (Jurgens et al.,
2012) datasets. The MSR dataset contains syntac-
tic questions only involving morphological varia-
tions. The Google dataset on the other hand con-
tains both syntactic and semantic questions.

Given an analogy ‘A:B as C:D’, the Semeval-
2012 task requires prediction of the degree to
which the semantic relations between A and B are
similar to those between C and D. In our experi-
ments, we treat the given entity D as unknown and
seek to predict D, similar to the MSR and Google
analogy datasets. Table 2 provides an overview of
examples from these datasets.

Concept Categorization Task. The concept
categorization task requires classifying nouns into
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a concept type derived from an ontology. For
this task, we employ the AP (Almuhareb and Poe-
sio, 2005), BLESS (Baroni and Lenci, 2011) and
ESSL2b (Marco Baroni and Lenci, 2008) datasets.
The AP dataset contains 402 nouns from 21
WordNet classes, e.g., nouns such as ‘ceremony’,
‘feast’, and ‘graduation’ belong to the class ‘So-
cial Occasion’. The BLESS dataset, designed for
the evaluation of distributional semantic models,
contains 200 distinct English concrete nouns as
target concepts. These nouns are categorized into
17 broad classes.

Evaluation Metrics and Pipeline. The word
similarity prediction effectiveness is measured
with the help of Spearman’s rank correlation co-
efficient ρ. This measures the rank correlation
(higher is better) between the list of word pairs
sorted in decreasing order of inter-similarity val-
ues as predicted by a word embedding algorithm
and the reference list of human judged word pairs.
For the analogy and the concept categorization
tasks, we report the accuracy in predicting the ref-
erence word and that of the class, respectively.

Parameters and Settings. In our experiments,
for all the methods, except ELMO, we set the
number of dimensions to 200. To find optimal set-
tings for each method (except ELMO), we use the
MEN dataset as a development set for tuning the
parameters of each method. Each method with the
optimal parameter settings is then applied for the
rest of the datasets and tasks.

Since we used a pre-trained model for ELMO,
the number of dimensions corresponds to the size
of the output layer of the network, the value of
which in the default configuration of the Python
implementation3 is 1024.

The parameters of SGNS are window size (k)
and the number of negative samples (NS). For the
baseline approach SGNS, we varied k from 5 to
40 in steps of 5 and found that the best results
are obtained when k = 10 and NS = 5. Simi-
larly, for Glove we chose the optimal settings by
varying k within the same range of [5, 40] and
found that the optimal ρ for the MEN dataset is
obtained for k = 20. We obtain the LDA re-
sults by setting the number of topics to 200 (so
as to match with the dimensionality). As LDA
hyper-parameters, we use settings as prescribed in

3https://github.com/allenai/allennlp/
blob/master/tutorials/how_to/elmo.md

Method Spearman’s ρ

MEN WSIM

SGNS (k = 10, NS = 5) 0.7432 0.6977
Glove (k = 20) 0.7066 0.6706
FastText 0.7307 0.6518
ELMO 0.4225 0.4631
LDA 0.4933 0.4074
SGNS-LDA (λ = 0.9) 0.7367 0.6548
Node2vec (p = 0.5, q = 0.5, l = 40) 0.7440 0.6988
Word-node2vec (α = 0.5, β = 0.7, l = 20) 0.7491 0.7032

Table 3: Word similarity prediction results.

(Griffiths and Steyvers, 2004), i.e., β = 0.1 and
α = 0.25 (50/(#topics = 200)).

Since we found that SGNS performed signifi-
cantly better than Glove, we use SGNS vectors
for the linear combination method (Equation 1),
which we call SGNS-LDA from hereon. The pa-
rameter λ was varied within a range of [0.1, 0.9] in
steps of 0.1 (λ = 0 and λ = 1 degenerate to that
of LDA and SGNS respectively). We found that
the best results are obtained for λ = 0.9.

For node2vec baseline approach of word-node
embedding, we varied the parameters p and q
(BFS and DFS parameters) within a range of
[0.1, 5] and found that the best results on the MEN
dataset are given for p = 1 and q = 1 (Grover and
Leskovec, 2016). Another parameter in node2vec
is the random walk length, l, for which the optimal
value was found to be 80.

For word-node2vec, in addition to window size
(k) and number of negative samples (NS), three
more parameters are: i) α, i.e., the importance
of the presence of a term relative to its informa-
tiveness (Equation 12, ii) β, the prior assigned
to sampling from the 1-adjacent neighborhood,
and iii) the size of the context sampled from the
neighborhood, l (this is analogous to the random
walk length parameter of node2vec). Instead of
separately optimizing the parameters common to
SGNS, we directly use the optimal values of k =
10 and NS = 5 for word-node2vec. The optimal
results of the additional parameters, tuned on the
MEN dataset, are shown in Table 3.

6 Results

Word Similarity Prediction. Table 3 shows the
results obtained by the competing methods on the
word similarity prediction task. It can be seen
that Glove turns out to be relatively ineffective in
modeling the semantic representations of words
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Figure 1: Parameter sensitivity of word-node2vec on word prediction (left column) and word analogy (right col-
umn) tasks using WSIM (top row) and MSR (bottom row) datasets.

Method Accuracy (P@1)

Google MSR SemEval’12

SGNS 0.5615 0.2777 0.1460
Glove 0.4841 0.2485 0.1419
FastText 0.4930 0.2607 0.1592
ELMO 0.5986 0.2789 0.1439
LDA 0.0578 0.0158 0.0596
SGNS-LDA 0.5491 0.2776 0.1413
Node2vec 0.5588 0.2785 0.1427
Word-node2vec 0.5627 0.2890 0.1464

Table 4: Word analogy results.

Method Accuracy

AP BLESS ESSLI2b

SGNS 0.6194 0.7500 0.7500
Glove 0.6343 0.7200 0.7250
FastText 0.6119 0.7950 0.7250
ELMO 0.6368 0.7350 0.7500
LDA 0.3383 0.3900 0.6500
SGNS-LDA 0.5796 0.7850 0.7750
Node2vec 0.6355 0.7500 0.7350
Word-node2vec 0.6393 0.7950 0.7750

Table 5: Concept categorization results.

as compared to human judgments. SGNS per-
forms significantly better and the settings trained
on MEN dataset generalize well on the WSIM-353
dataset as well. LDA performs rather poorly in-
dicating that only global co-occurrences can lead
to noisy representations of words. FastText per-
forms worse as compared to SGNS. It is worth
mentioning that the performance of ELMO is dis-
appointing on this task of semantic similarity pre-

diction, because of the most likely reason that it
better learns vector representations of word in the
presence of a context.

A linear combination of SGNS and LDA (Equa-
tion 1 with λ = 0.9) does not perform better than
SGNS, which means that a simple way of combin-
ing the embedded representations obtained indi-
vidually with local and non-local approaches does
not work well.

The node2vec approach of embedding nodes of
the word-nodes graph constructed as per the de-
scription of Section 4 relies on a random walk
based construction of the context of a word node.
This random walk based context construction is
only able to improve the SGNS results slightly, in-
dicating that random walks can introduce noise in
the contexts of word-nodes.

The word-node based graph construction (in-
corporating local and non-local co-occurrences in
a principled way) works particularly well in con-
junction with the stratified sampling based ap-
proach of selecting context words from the κ-
neighborhood. The optimal value of α = 0.5 sug-
gests that document-level co-occurrences should
be computed by assigning equal importance to
term presence and informativeness. A value of
β = 0.7 confirms the hypothesis that more em-
phasis should be put on direct co-occurrences.

Word Analogy and Concept Categorization.
Similar trends are observed in the word anal-
ogy and concept categorization tasks in Tables 4
and 5 respectively. Relatively higher improve-
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Rank SGNS word-node2vec

1 albums 0.929 albums 0.926
2 selftitled 0.885 selftitled 0.883
3 rerecorded 0.868 rerecorded 0.863
4 promotional 0.815 released 0.852
5 reissue 0.790 song 0.810

Table 6: Nearest neighbors of the word ‘album’ ob-
tained by SGNS and word-node2vec.

ments with word-node2vec are noted for the MSR
analogy task (comprised of syntactic categories).
Among the baseline approaches, both node2vec
and SGNS-LDA work well on the concept catego-
rization task. However, the performance improve-
ments are inconsistent across datasets, e.g. SGNS-
LDA performs well on ESSLI2b and poorly on
AP. Our proposed method configured on the MEN
dataset works consistently well across all datasets,
which indicates that word-node2vec can general-
ize well for different tasks.

As a side observation, we note that ELMO per-
forms well for the analogy and concept categoriza-
tion tasks (yielding the best results in particular
on the Google analogy dataset). Although the re-
sults are not directly comparable because of dif-
ferences in the dimensionality of the vectors and
also in the collection of documents used in the pre-
trained ELMO vectors (Billion word benchmark
as against DBPedia in our case), it could possibly
be reasoned that the additional contextual infor-
mation of the ELMO vectors turns out to be useful
for in the analogy task.

Embedding Examples. Table 6 shows an exam-
ple of the change in the neighbourhood of a sample
word in the embedded space obtained by SGNS
and word-node2vec. It can be seen from the ta-
ble that word-node2vec is able to push relevant
words, such as ‘released’ and ‘song’ within the top
5-NN of the word ‘album’. Although the words
‘promotional’ and ‘reissue’ are related to ‘album’,
the semantic association of ‘released’ and ‘song’
with ‘album’ is apparently higher. We found that
the word ‘song’ occurs in the local context of the
word ‘album’ only 133, 494 number of times out
of a total number of 177, 487 instances of the word
‘album’. This means that a significant percentage
of times (almost 25%), ‘song’ co-occurs with ‘al-
bum’ at a document-level. Our embedding algo-
rithm is able to leverage this information by mak-
ing the vector for ‘song’ closer to ‘album’.

Sensitivity Analysis. Tables 3-5 show word-
node2vec results with optimal parameter settings.
We now investigate the effect of varying these pa-
rameters on each individual evaluation task. We
observe that both term presence and term infor-
mativeness are important to model document-level
co-occurrences as seen from the fact that the ρ and
accuracy values decrease as α gets close to 0 or
1 (the 1st and 3rd plots from the left of Figure
1). Similarly, it can be seen that the results tend
to improve with higher values of β, which con-
firms that direct associations between words in the
word-node graph are more important than transi-
tive ones (2nd plot from the left and the rightmost
plot of Figure 1). However, second-order transi-
tive associations are still important because the re-
sults tend to decrease for β close to 1.

7 Conclusions and Future work

We proposed a word embedding approach
that leverages document-level non-local co-
occurrences, in addition to the window-based lo-
cal co-occurrences. We proposed a graph-based
framework, in which words are represented as
nodes and the edges between a pair of words re-
flect the degree of association between them. This
association is a function of both the local and
the document-level co-occurrences, which enables
our approach to achieve ‘the best of both worlds’
in word embedding. Experiments show that our
proposed method outperforms local approaches,
namely word2vec, Glove and FastText, on a num-
ber of different tasks. Our approach also outper-
forms a naive black-box combination of embed-
dings obtained separately by local and document-
level approaches. This proves the importance
of addressing both these sources of information
jointly in an embedding objective.

In future, we would like to explore ways of ap-
plying a similar graph based formalism for learn-
ing vectors for documents.
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Abstract

In traditional Distributional Semantic Mod-
els (DSMs) the multiple senses of a polyse-
mous word are conflated into a single vector
space representation. In this work, we pro-
pose a DSM that learns multiple distributional
representations of a word based on different
topics. First, a separate DSM is trained for
each topic and then each of the topic-based
DSMs is aligned to a common vector space.
Our unsupervised mapping approach is moti-
vated by the hypothesis that words preserv-
ing their relative distances in different topic
semantic sub-spaces constitute robust seman-
tic anchors that define the mappings between
them. Aligned cross-topic representations
achieve state-of-the-art results for the task of
contextual word similarity. Furthermore, eval-
uation on NLP downstream tasks shows that
multiple topic-based embeddings outperform
single-prototype models.

1 Introduction

Word-level representation learning algorithms
adopt the distributional hypothesis (Harris, 1954),
presuming a correlation between the distributional
and the semantic relationships of words. Typi-
cally, these models encode the contextual infor-
mation of words into dense feature vectors—often
referred to as embeddings—of a k-dimensional
space, thus creating a Vector Space Model (VSM)
of lexical semantics. Such embeddings have been
successfully applied to various natural language
processing applications, including information re-
trieval (Manning et al., 2008), sentiment analysis
(Tai et al., 2015), and machine translation (Amiri
et al., 2016; Sharaf et al., 2017).

Despite their popularity, traditional DSMs rely
solely on models where each word is uniquely rep-
resented by one point in the vector space. From a

∗The research was performed when the author was an un-
dergraduate researcher at School of ECE, NTUA in Athens,
Greece.

linguistic perspective, these models cannot capture
the distinct meanings of polysemous words (e.g.,
bank or cancer), resulting in conflated word rep-
resentations of diverse contextual semantics.

To alleviate this problem, DSMs with multi-
ple representations per word have been proposed
in the literature, based on clustering local con-
texts of individual words (Reisinger and Mooney,
2010; Tian et al., 2014; Neelakantan et al., 2014).
An alternative way to train multiple representa-
tion DSMs is to utilize semantic lexical resources
(Rothe and Schütze, 2015; Pilehvar and Collier,
2016). Christopoulou et al. (2018), based on the
assumption that typically words appear with a spe-
cific sense in each topic, proposed a topic-based
semantic mixture model that exploits a combina-
tion of similarities estimated on topic-based DSMs
for the computation of semantic similarity be-
tween words. Their model performs well for a va-
riety of semantic similarity tasks; however, it lacks
a unified representation of multiple senses in a
common semantic space. The problem of defining
transformations between embeddings—trained in-
dependently under different corpora—has been
previously examined in various works, such as
machine translation (Mikolov et al., 2013b; Xing
et al., 2015; Artetxe et al., 2016), induction of
historical embeddings (Hamilton et al., 2016) and
lexical resources enrichment (Prokhorov et al.,
2017).

Following this line of research, we induce
the creation of multiple cross-topic word embed-
dings by projecting the semantic representations
of topic-based DSMs to a unified semantic space.
We investigate different ways to perform the map-
pings from the topic sub-spaces to the unified se-
mantic space, and propose a completely unsuper-
vised approach to extract semantic anchors that
define those mappings. Furthermore, we claim
that polysemous words change their meaning in
different topic domains; this is reflected in rela-
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tive shifts of their distributional representations in
different topic-based DSMs. On the other hand,
semantic anchors should have consistent semantic
relationships regardless of the domain they reside
in. Hence, their distributions of similarity values
should also be similar across different domains.
Finally, we apply a smoothing technique to each
word’s set of topic embeddings, resulting in repre-
sentations with fine-grained semantics.

To our knowledge, this is the first time that map-
pings between semantic spaces are applied to the
problem of learning multiple embeddings for pol-
ysemous words. Our multi-topic word representa-
tions are evaluated on the contextual semantic sim-
ilarity task and yield state-of-the-art performance
compared to other unsupervised multi-prototype
word embedding approaches. We further per-
form experiments on two NLP downstream tasks:
text classification and paraphrase identification
and demonstrate that our learned word represen-
tations consistently provide higher performance
than single-prototype word embedding models.
The code of the present work is publicly avail-
able1.

2 Related Work

Methods that assign multiple distributed represen-
tations per word can be grouped into two broad
categories.2 Unsupervised methods induce mul-
tiple word representations without leveraging se-
mantic lexical resources. Reisinger and Mooney
(2010) were the first to create a multi-prototype
DSM with a fixed number of vectors assigned
to each word. In their model, the centroids of
context-dependent clusters were used to create
a set of “sense-specific” vectors for each target
word. Based on similar clustering approaches,
follow-up works introduced neural network archi-
tectures that incorporated both local and global
context in a joint training objective (Huang et al.,
2012), as well as methods that jointly performed
word sense clustering and embedding learning
as in Neelakantan et al. (2014); Li and Juraf-
sky (2015). A probabilistic framework was intro-
duced by Tian et al. (2014), where the Skip-Gram
model of Word2Vec was modified to learn multi-
ple embedding vectors. Furthermore, latent topics

1https://github.com/Elbria/utdsm_
naacl2018

2We limit our discussion to related works that use mono-
lingual DSMs and corpora.

were integrated into the Skip-Gram model, result-
ing in topical word embeddings which modeled
the semantics of a word under different contexts
(Liu et al., 2015b,a; Nguyen et al., 2017). An-
other topic-related embedding creation approach
was proposed in Christopoulou et al. (2018) where
a mixture of topic-based semantic models was ex-
tracted by topical adaptation of in-domain corpora.
Other approaches used autoencoders (Amiri et al.,
2016), convolutional neural networks designed to
produce context representations that reflected the
order of words in a context (Zheng et al., 2017)
and reinforcement learning (Lee and Chen, 2017;
Guo et al., 2018).

Supervised approaches, based on prior knowl-
edge acquired by sense inventories (e.g., Word-
Net) along with word sense disambiguation al-
gorithms, were also introduced for sense-specific
representations extraction (Chen et al., 2014; Ia-
cobacci et al., 2015). In other works, pre-trained
word embeddings have been extended to embed-
dings of lexemes and synsets (Rothe and Schütze,
2015) or were de-conflated into their constituent
sense representations (Pilehvar and Collier, 2016)
by exploiting semantic lexical resources.

3 Unified Multi-Topic DSM (UTDSM)

Our system follows a four-step approach:

1. Global Distributional Semantic Model.
Given a large collection of text data we train
a DSM that encodes the contextual semantics
of each word into a single representation, also
referred to as Global-DSM.

2. Topic-based Distributional Semantic Mod-
els. Next, a topic model is trained using
the same corpus. The topic model splits the
corpus into K (possibly overlapping) sub-
corpora. A DSM is then trained from each
sub-corpus resulting in K topic-based DSMs
(TDSMs). The topical adaptation of the se-
mantic space takes into account the contex-
tual variations a word exhibits under differ-
ent thematic domains and therefore leads to
the creation of “topic-specific” vectors (topic
embeddings).

3. Mappings of topic embeddings. Next, we
map the vector space of each topic-based
DSM to the shared space of the Global-DSM,
using a list of anchor words selected through

1053



an unsupervised self-learning scheme. In
the unified semantic space each word is rep-
resented by a set of topic embeddings that
were previously isolated in distinct vector
spaces, thus creating a Unified multi-Topic
DSM (UTDSM).

4. Smoothing of topic embeddings. As an op-
tional step, we employ a smoothing approach
in order to cluster a word’s topic embeddings
into N Gaussian distributions via a Gaussian
Mixture Model (GMM). This step lessens the
noise introduced to our system through the
semantic mappings and sparse training data.

Figure 1: Simplified depiction summarizing the in-
tuition behind the alignment process of topic em-
beddings. In the unified vector space, the poly-
semous word cancer is represented by two topic
vectors that capture different semantic properties
of the word under a zodiacal and a medical topic.
Words astrology and tumor are examples of se-
mantic anchors that define the mappings.

3.1 Topic-Based Distributional Semantic
Models

The first step towards the thematic adaptation of
the semantic space is the induction of in-domain
corpora, using the Latent Dirichlet Algorithm
(LDA) (Blei et al., 2003). LDA is a generative
probabilistic model of a corpus. Its core idea is
that documents are represented as random mix-
tures over topics; where each topic is defined as a
probability distribution over a collection of words.
Given as input a corpus of documents, LDA trains

a topic model and creates a distribution of words
for each topic in the corpus. Using the trained
LDA model, we infer a topic distribution for each
sentence in the corpus. Afterward, following a soft
clustering scheme each sentence is included in a
topic-specific corpus when the posterior probabil-
ity for the corresponding topic exceeds a prede-
fined threshold. The resulting topic sub-corpora
are then used to train topic-based DSMs. Any of
the DSM training algorithms proposed in the lit-
erature can be used for this purpose; in this paper,
we opt for the Word2Vec model (Mikolov et al.,
2013a).

3.2 Mappings Of Topic Embeddings

The intrinsic non-determinism of the Word2Vec
algorithm leads to the creation of continuous vec-
tor spaces that are not naturally aligned to a unified
semantic reference space, precluding the compari-
son between words of different thematic domains.
To circumvent this limitation, we need to map the
word representations of TDSMs to a shared vector
space. In particular, we hypothesize that TDSMs
capture meaningful variations in usage of polyse-
mous words, while the relative semantic distance
between monosemous words is preserved. This
hypothesis motivated us to think of monosemous
words as anchors between semantic spaces, as il-
lustrated in Figure 1. One way to retrieve the list of
anchors is to extract monosemous words from lex-
ical resources such as WordNet (Prokhorov et al.,
2017). However, this method is restricted to lan-
guages where such lexical resources exist and de-
pends on the lexical coverage and quality of such
resources.

To overcome the above limitations, we pro-
pose a fully unsupervised method for semantic
anchor induction. Although the embeddings of
the topic and global semantic vector spaces are
not aligned, their corresponding similarity matri-
ces (once normalized) are. Based on this ob-
servation, we compute the similarity between a
given word and every other word in the vocabu-
lary (similarity distribution) for the different topic
and global spaces. Then, we assume that good se-
mantic anchors should have similar similarity dis-
tributions across the topic-specific and the global
space, as illustrated in Figure 2. Artetxe et al.
(2018) was based on a similar observation to align
vector semantic spaces in bilingual machine trans-
lation context.
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view crater professor october

Figure 2: Similarity distributions of four different words (corresponding to the smoothed density estimates of
the similarity matrices) in topic domain space as defined in Equation 1 and global space sig . Selected anchors
(“professor” and “october”) have more similar distributions in the global and topic spaces, when compared to
unselected ones (“view” and “crater”). We observe that the selected anchors are less ambiguous, while the not
selected ones are expected to have diverse contextual semantics.

Let V be the intersection of the Global-DSM
and the K TDSMs vocabularies and d the embed-
ding dimension. We then define Xk ∈ R|V |×d
as the embedding matrix of the k-th TDSM, and
Y ∈ R|V |×d as the embedding matrix of the global
DSM, where the i-th row of each matrix corre-
sponds to the unit normalized representation of
a word in V . Then, we define Sk = XkX

T
k ,

Sg = Y Y T ∈ R|V |×|V | to be the similarity distri-
bution matrices for the k-th TDSM and the global-
DSM, respectively. Then our objective is to extract
a list of semantic anchorsA that minimizes the Eu-
clidean distance between the two different similar-
ity distributions. Specifically, for every word i we
calculate the average semantic distribution across
all topics:

<sik>k =
1

K

K∑

k=1

sik (1)

‖ <sik>k − sig ‖2 , ∀ i = 1, . . . , |V | (2)

where sig, sik is the i-th row of the Sg and Sk sim-
ilarity matrix, respectively, representing the simi-
larity distribution between word i and every other
word in the vocabulary V . We then choose |A| an-
chors as the words with the smallest values accord-
ing to criterion 2. Furthermore, we assume that
there exists an orthogonal transformation matrix
between the topic embeddings of the extracted se-
mantic anchors of each TDSM (source space) and
the corresponding representations of the global-
DSM (target space). The orthogonality constraint
on the transformation matrix is widely adopted
by the literature for various semantic space align-
ment tasks (Xing et al., 2015; Artetxe et al., 2016;
Hamilton et al.). Assume αjk ∈ Rd is the vec-
tor representation of the j-th anchor word in the

source space and αjg ∈ Rd is its correspond-
ing vector representation in the target space. The
transformation matrix Mk ∈ Rd×d that projects
the first space to the latter is learned via solving
the following constraint optimization problem:3

min
Mk

|A|∑

j=1

‖Mkα
j
k − αjg‖22, s.t. MkM

T
k = I (3)

The induction of multiple topic embeddings in
the unified vector space is achieved via applying
Equation 3 to each TDSM. Specifically, given a
word and its k-th topic distributed representation
xk ∈ Rd, we compute its projected representation
x′k ∈ Rd as follows:

x′k =Mkxk (4)

3.3 Smoothing Of Topic Embeddings
Starting from the set of aligned topic embeddings
{x′k}Kk=1 for each word, we learn a Gaussian Mix-
ture Model with N components, where closely
positioned topic embeddings are assigned to the
same component. This step operates as an im-
plicit way of segmenting the space of topic em-
beddings for each word in order to capture more
useful hyper-topics—union of topics—which bet-
ter represent their different meanings. We suggest
that each Gaussian distribution forms a semanti-
cally coherent unit that corresponds to closely re-
lated semantics of the target word. Subsequently,
the mean vector of each Gaussian distribution is
used as a representative vector of each component,
leading to a new set of smoothed topic embeddings
{x∗n}Nn=1 for each word, where x∗n ∈ Rd.

3This problem is known as the orthogonal Procrustes
problem and it has a closed form solution as proposed in
(Schönemann, 1966).
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4 Experimental Setup

4.1 DSM Settings
As our initial corpus we used the English
Wikipedia, containing 8.5 million articles (Tur-
ney, 2012). During the training of the topic model,
we used the articles found in the Wikipedia cor-
pus and employed the Gensim implementation of
LDA (Rubenstein and Goodenough, 1965) setting
the number of topics K to 50. Using a threshold
of 0.1, we followed a soft-clustering approach, to
bootstrap the creation of topic sub-corpora, using
our trained topic model. Finally, we used Gen-
sim’s implementation of Word2Vec and Continu-
ous Bag-of-Words method to train both the global-
DSM and the TDSMs. The context window pa-
rameter of Word2Vec is set to 5, while the dimen-
sionality d of all the constructed DSMs is equal to
300 or 500.4

4.2 Semantic Anchors
The number of semantic anchors that determine
the mappings between our source and target
spaces is set to |A| = 5000 5 according to our
unsupervised approach (criterion 2). Those are se-
lected from the common set of words that are rep-
resented in all semantic spaces with |V | ∼ 12 000.

As a second experiment, we randomly sample
|A| words from the vocabulary of each TDSM to
define its transformation matrix. We repeat this
experiment 10 times, every time sampling a dif-
ferent list from the corresponding vocabulary and
report average performance results.

4.3 Gaussian Mixture Model
To apply the smoothing technique on the set of
a word’s topic embeddings we use the Scikit-
learn implementation of Gaussian Mixture Model
clustering algorithm (Pedregosa et al., 2011).
We initialize the mean vector of each compo-
nent using k-means algorithm and the parame-
ters of the model are estimated using Expectation-
Maximization (EM) algorithm.

4.4 Contextual Semantic Similarity
To estimate the semantic similarity between a pair
of words provided in sentential context, we use

4Any parameter not mentioned is set to default values of
the corresponding implementations (e.g., Word2Vec, Gensim
LDA).

5 We have experimented with different values of anchors
from {1 000, 2 000, 3 000, 4 000, 5 000} and report results
for the best setup.

the standard evaluation Stanford Contextual Word
Similarity (SCWS) (Huang et al., 2012) dataset
which consists of 2 003 word-pairs with assigned
semantic similarity scores computed as the aver-
age estimations of several human annotators. Fol-
lowing the evaluation guidelines proposed in lit-
erature, we employ the AvgSimC and MaxSimC
contextual metrics, firstly discussed in Reisinger
and Mooney (2010). In particular, given the word-
pair (w,w′), and their provided contexts (c, c′) we
define:

AvgSimC(w,w′) =

1

K2

K∑

j=1

K∑

k=1

p(j|w, c)p(k|w′, c′)d(x′j(w), x′k(w′)),
(5)

MaxSimC(w,w′) = d(x̂′(w), x̂′(w′)), (6)

Following the notation used in 3.2, K is the num-
ber of topics returned by the trained LDA model,
x′j is the word embedding trained on the sub-
corpus corresponding to the j-th topic after be-
ing projected to the unified vector space, p(j|w, c)
denotes the posterior probability of topic j re-
turned by LDA given as input the context c of
word w, d denotes the cosine similarity between
the two input representations and finally x̂′(w) =
uargmax1≤j≤K p(j|w,c)(w) is the vector represen-
tation of word w that corresponds to the topic
with the maximum posterior for c. Intuitively,
a higher score in MaxSimC indicates the exis-
tence of more robust multi-topic word represen-
tations. On the other hand, AvgSimC provides a
topic-based smoothed result across different em-
beddings.

4.5 Downstream NLP Tasks
Besides the standard evaluation benchmark of
contextual word similarity, we also investigate the
effectiveness of our mapped cross-topic embed-
dings on document and sentence level downstream
NLP tasks: text classification and paraphrase iden-
tification. We report weighted-averaging pre-
cision, recall, F1-measure and accuracy perfor-
mance metrics.
Text classification. We used the 20NewsGroup6

dataset, which consists of about 20 000 docu-
ments. Our goal is to classify each document into
one of the 20 different newsgroups based on its
content.

6http://qwone.com/ jason/20Newsgroups/
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Paraphrase Identification. For this task we
aimed at identifying whether two given sentences
can be considered paraphrases or not, using the
Microsoft Paraphrase dataset (Dolan et al., 2004).
Document and Sentence level representations.
Given a document or a sentence D, where wd cor-
responds to the d-th word in D, we extract its fea-
ture representation using three different ways:

AvgCD =
1

|D|

|D|∑

d=1

K∑

k=1

p(k|D)x′k(wd), (7)

AvgD =
1

|D|

|D|∑

d=1

K∑

k=1

1

K
x′k(wd), (8)

MaxCD =
1

|D|

|D|∑

w=1

x′m(wd)

s.t. m = argmax
k=1,..,K

{p(k|D)},

(9)

where p(k|D) denotes the posterior probability of
topic k returned by LDA given as input the sen-
tence/document D and x′k(wd) is the mapped rep-
resentation of word wd for topic k. For the case of
paraphrase identification, we extract a single fea-
ture vector for each sentence-pair via concatenat-
ing the features of the individual sentences.

After feature extraction, we train a linear Sup-
port Vector Classifier (SVM) (Pedregosa et al.,
2011) using the proposed train/test sets for both
tasks. We report the best results for each ex-
perimental configuration after tuning the SVM’s
penalty parameter of the error term using 500-
dimensional word embeddings.

5 Results

In Table 1 we compare our model (UTDSM) with
our baseline (Global-DSM) and other state-of-
the-art multi-prototype approaches for the contex-
tual semantic similarity task. It is clear that all
different setups of UTDSM perform better than
the baseline for both contextual semantic similar-
ity metrics. Using a single Gaussian distribution
(UTDSM + GMM (1)) at the smoothing step of
our method produces similar results to the base-
line model. This is anticipated as both methods
provide a centroid representation of a word’s di-
verse semantics. In terms of MaxSimC the model
consistently yields higher performance when the
list of semantic anchors is induced via our un-

supervised method instead of using randomly se-
lected anchor words (UTDSM Random). We also
observe that random anchoring performs slightly
worse than UTDSM with respect to AvgSimC.
This result validates our hypothesis that the repre-
sentations of words, which share consistent simi-
larity distributions across different topic domains,
constitute informative semantic anchors that de-
termine the mappings between semantic vector
spaces.

Method AvgSimC MaxSimC
Liu et al. (2015a) 67.3 68.1
Liu et al. (2015b) 69.5 67.9
Amiri et al. (2016) 70.9 -
Lee and Chen (2017) 68.7 67.9
Guo et al. (2018) 69.3 68.2

300-dimensions
Global-DSM 67.1 67.1
UTDSM Random 69.1± 0.1 66.4± 0.2
UTDSM 69.6 67.1
UTDSM + GMM (1) 67.4 67.4
UTDSM + GMM (2) 68.4 68.3
UTDSM + GMM (3) 68.9 68.3
UTDSM + GMM (8) 69.1 68.0
UTDSM + GMM (10) 69.0 67.8

500-dimensions
Global-DSM 67.6 67.6
UTDSM Random 69.4± 0.1 66.5± 0.3
UTDSM 70.2 68.0
UTDSM + GMM (1) 67.6 67.6
UTDSM + GMM (2) 68.8 68.6
UTDSM + GMM (3) 69.0 68.5
UTDSM + GMM (8) 69.5 68.5
UTDSM + GMM (10) 69.2 68.0

Table 1: Performance comparison between differ-
ent state-of-the-art approaches on SCWS, in terms of
Spearman’s correlation. UTDSM refers to the pro-
jected cross-topic representation, UTDSM Random
refers to the case when random words served as an-
chors and GMM (c) corresponds to GMM smoothing
with c components.

Furthermore, we observe that GMM smooth-
ing has a different effect on the MaxSimC and
AvgSimC metrics. Specifically, for AvgSimC
we consistently report lower results when GMM
smoothing is applied for different number of com-
ponents. We attribute this behavior to a possible
loss of model capacity—decrease in the number
of topic embeddings—that is capable of capturing
additional topic information. At the same time,
our smoothing technique highly improves the per-
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formance of MaxSimC for all possible configu-
rations. Given that this metric is more sensitive
to noisy word representations, this result indicates
that our technique lessens the noise introduced to
our system and captures finer-grained topic senses
of words.

Overall, the performance of our model is highly
competitive to the state-of-the-art models in terms
of AvgSimC, for 500-dimensional topic embed-
dings. We also achieve state-of-the-art perfor-
mance for the MaxSimC metric, using smoothed
topic embeddings of 300 or 500 dimensions with
2 or 3 Gaussian components.

Method Precision Recall F1-score Accuracy
LDA 39.7 41.8 38.8 41.8
Global-DSM 62.9 63.3 62.9 63.3

MaxCD 61.9 63.0 62.0 63.0
AvgD 63.5 64.6 63.3 64.3
AvgCD 64.6 65.5 64.5 65.5

Table 2: Evaluation results of multi-class text classifi-
cation.

Evaluation results on text classification are pre-
sented in Table 2. We observe that our model per-
forms better than the baseline across all metrics
for both averaging approaches (AvgCD, AvgD),
while the usage of dominant topics appears to have
lower performance (MaxCD). Specifically, we get
an improvement of 2− 2.5% on topic-based aver-
age and 0.5− 1% on simple average combination
compared to using Global-DSM.

Method Precision Recall F1-score Accuracy
Global-DSM 68.6 69.2 62.0 69.2

MaxCD 69.0 69.3 62.1 69.3
AvgD 67.7 69.4 64.0 69.4
AvgCD 68.8 69.4 62.6 69.4

Table 3: Evaluation results on paraphrase detection
task.

Results for the paraphrase identification task are
presented in Table 3. AvgD yields the best results
especially in F1 metric showing that cross-topic
representations are semantically richer than sin-
gle embeddings baseline (Global-DSM). Although
we apply the topic distributions p(k|D) extracted
from LDA (document-level model) to a sentence-
level task, improvements over the baseline are also
shown in the AvgCD and MaxCD cases.

Overall, the proposed UTDSM model outper-
forms the baseline Global-DSM model on both se-

mantic similarity and downstream tasks.7

6 Cross-Domain Semantic Analysis

Finally, we carry out a cross-domain semantic
analysis to detect the variations of a word’s mean-
ing in different topic domains. To that end, we use
a list of known polysemous words and measure the
semantic similarity between different topic repre-
sentations of the same ambiguous word. The ul-
timate goal of this analysis is to validate that our
model captures known thematic variations in se-
mantics of polysemous words.

Table 4 includes examples of our analysis. The
most probable words of the topics (second col-
umn) give an intuitive sense of their major con-
texts, while their nearest neighbors (third col-
umn) infer the sense of the target word in the
corresponding topic domain. For example, the
word drug is mostly related to “medication” in
a broad medical domain; it experiences though a
slight shift from this meaning when it resides in
a topic about “illegal substances”. Furthermore,
the highly polysemous word act shifts from mean-
ing “statute” to meaning “performance” under the
corresponding law and art topics. Similar seman-
tic variations are observed for words python, rock
and nursery.

Moreover, in Figure 3 we visualize the topic
embeddings of seven words before and after pro-
jecting the topic-based DSMs to the unified space,
using principal component analysis. We addition-
ally depict the Gaussian distribution learned from
the topic representations of each word reflecting
the uncertainty of their meanings. The center of
each distribution is specified by the mean vec-
tor and contour surface by the covariance matrix.
On the left, we depict the position of words prior
to applying the unsupervised mapping approach
where the topic sub-spaces are unaligned. In the
unaligned space, words demonstrate similar area
coverage regardless of their polysemy. After the
mappings, we see on the right that the area un-
der a word’s distribution is indicative of its de-
gree of polysemy. Specifically, we observe that the
variance of the learned representations becomes
larger for the cases of polysemous words such as

7Similar results were obtained for each metric using
smoothed word embeddings. Also, there are no standard
evaluation approaches for comparison of previous works on
downstream tasks.

8Note that a topic domain is described as a distribution
over words in our model.
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Word Topic Words Nearest Neighbors Similarity

drug
health, medical, cancer, treatment, disease insulin, therapy, heparin, chemotherapy, vaccines

0.61
drug, health, marijuana, alcohol, effects meth, cocaine, methamphetamine, mdma, heroin

act
law, court, legal, tax, state bylaw, legislature, complying, entities, entitlement

0.39
music, guitar, piano, dance, theatre touring, pantomime, weekend, shakespeare, musical

python
garden, plant, fish, bird, animal macaw, crocodile, hamster, albino, rattlesnake

0.27
software, forum, download, windows, web algorithm, parser, notepad, gui, tutorial

rock
mountain, river, park, road, trail geology, slab, limestone, waterfalls, canyon

0.43
music, guitar, piano, dance, theatre touring, acoustic, americana, songwriter, combo

nursery
garden, plant, tree, flower, gardening camellias, succulents, greenhouse, ornamental, grower

0.46
university, school, college, education, program prep, montessori, grammar, preschool, infant

Table 4: Examples of polysemous words and the change of meaning between different topic domains. First
column lists the example target words. Second column includes the most probable words of the topic domains8

these words are assigned to. Each row corresponds to a different topic domain. Third column shows the nearest
monosemous neighbors of the target word in the corresponding topic domain. The last column corresponds to the
cosine similarity between the two topic representations of the target word.

Figure 3: A 2-dimensional projection of the latent semantic space encoded in our unified vector space model,
depicting the topic word representations of 7 words before (left) and after (right) mapping the TDSMs to the
global semantic space.

“python”, “java”, “adobe” in order to assign some
probability to their diverse meanings. Monose-
mous words such as “snake”, “microsoft” and
“malay” have smaller variances. Furthermore, we
observe that the semantic relationships between
words are much better captured by their corre-
sponding positions in the aligned space.

7 Conclusion

We present an unsupervised approach of mapping
multiple topic-based DSMs to a unified vector
space in order to capture different contextual se-
mantics of words. We assume that words having
consistent similarity distributions regardless of the
domain they exist in could be considered infor-
mative semantic anchors that determine the map-
pings between semantic spaces. The projected
word embeddings yield state-of-the-art results on
contextual similarity compared to previously pro-
posed unsupervised approaches for multiple word
embeddings creation, while they also outperform

single vector representations in downstream NLP
tasks. In addition, we provide insightful visualiza-
tions and examples that demonstrate the capability
of our model to capture variations in topic seman-
tics of words.

As future work, one can hypothesize that the
area a word covers in the mapped space reveals its
semantic range. In this direction, a refinement of
the semantic anchor selection approach could be
explored in an iterative way assuming that the vari-
ance of a word’s Gaussian distribution denotes its
degree of polysemy (Vilnis and McCallum, 2015).
Moreover, we would like to explore a more so-
phisticated smoothing technique where the num-
ber of Gaussian components is adapted for each
word. Given that Gaussian mixture embeddings
could capture the uncertainty of a word’s repre-
sentation in the semantic space one could also in-
vestigate different metrics for measuring the se-
mantic relationship between word pairs that go be-
yond their point-wise comparison. Finally, it may
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be helpful to investigate non-linear mappings be-
tween semantic spaces using deep neural network
architectures.
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Abstract

Recent work has attempted to enhance vector
space representations using information from
structured semantic resources. This process,
dubbed retrofitting Faruqui et al. (2015), has
yielded improvements in word similarity per-
formance. Research has largely focused on the
retrofitting algorithm, or on the kind of struc-
tured semantic resources used, but little re-
search has explored why some resources per-
form better than others. We conducted a fine-
grained analysis of the original retrofitting pro-
cess, and found that the utility of different lex-
ical resources for retrofitting depends on two
factors: the coverage of the resource and the
evaluation metric. Our assessment suggests
that the common practice of using correla-
tion measures to evaluate increases in perfor-
mance against full word similarity benchmarks
1) obscures the benefits offered by smaller re-
sources, and 2) overlooks incremental gains
in word similarity performance. We propose
root-mean-square error (RMSE) as an alterna-
tive evaluation metric, and demonstrate that
correlation measures and RMSE sometimes
yield opposite conclusions concerning the effi-
cacy of retrofitting. This point is illustrated by
word vectors retrofitted with novel treatments
of the FrameNet data (Fillmore and Baker,
2010).

1 Introduction

One of the most challenging tasks in the field
of Natural Language Processing (NLP) is accu-
rately encoding meaning into a computational sys-
tem. Currently, the predominant approach is to
represent the meanings of linguistic units, such as
words or phrases, as vectors in a high-dimensional
space. Vector embeddings are trained over large
text corpora using machine-learning techniques,
and have proven useful for a wide range of appli-
cations, such as named entity recognition (Turian

et al., 2010), semantic role labeling (Collobert
et al., 2011), sentiment analysis (Socher et al.,
2013), and machine translation (Zou et al., 2013).

Word vectors are typically trained solely on the
distributional information from text corpora. Re-
cent work has attempted to improve word vec-
tors by infusing them with information from se-
mantic resources in a post-processing step. This
technique, referred to as retrofitting, was intro-
duced by Faruqui et al. (2015). They adjusted pre-
trained embeddings based on lexical relations in
WordNet (Miller, 1995), FrameNet (Fillmore and
Baker, 2010), and the Paraphrase Database (Gan-
itkevitch et al., 2013). In some cases, this method
yielded gains in word similarity performance.

Retrofitting has been extended in a variety of
ways. Briefly, these include 1) adding word-to-
word relations to encompass more than just sim-
ilarity relations, such as by directly introducing
antonymy relations (Mrkšić et al., 2016), or by ex-
plicitly modeling the pairwise relations between
items (Lengerich et al., 2017); 2) increasing the
size of the output vocabulary (Speer et al., 2017),
or extending the process to affect the word vec-
tors of words outside of the semantic resource
(Glavaš and Vulić, 2018); and 3) constructing
sense-specific word vectors using a word sense on-
tology (Jauhar et al., 2015), or word sense infor-
mation learned from parallel text corpora (Ettinger
et al., 2016).

However, while Faruqui et al. (2015) has cer-
tainly spawned a productive line of research into
improving pre-trained word vectors, the original
study contained a puzzling finding: retrofitting
with certain semantic resources actually appeared
to harm the quality of the word embeddings. This
seems counter-intuitive. In principle, if semantic
resources contain information that is not already
captured by the word vectors, then retrofitting
should always improve them.
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In order to understand why some semantic re-
sources appear better suited for retrofitting word
vectors, we conducted a fine-grained analysis of
Faruqui et al.’s original technique. Given their
popularity, we focused on word similarity evalua-
tions. We observe that the perceived usefulness of
a semantic resource depends on its coverage of the
words in the evaluation benchmark. Furthermore,
we report that the choice of evaluation metric can
lead to different conclusions. We note that some
gains in performance are not captured by correla-
tion measures, and propose that root-mean-square
error (RMSE) is more appropriate for measuring
changes in word similarity performance.

2 Methods

2.1 Retrofitting

The original retrofitting algorithm from Faruqui
et al. (2015) is described below. The process es-
sentially moves the word vectors of related words
closer together. A semantic resource can be re-
garded as a graph which covers a vocabulary V =
{w1, ..., wn} and denotes relations between them
as edges (wi, wj) ∈ E. Given a set of pre-trained

distributional vectors ~̂W = { ~̂w1, ..., ~̂wd} and a se-
mantic resource with edges E, the goal is to learn
a new set of vectors ~W = { ~w1, ..., ~wd}. Here ~wi is
the word vector corresponding to vocabulary item
wi. The objective function to be minimized is the
following:

V∑

wi

(
αi|| ~wi− ~̂wi||2+

E∑

(wi,wj)

βij || ~wi− ~wj ||2
)

(1)

The first term of the inner sum ensures that the
vectors do not stray too far away from their orig-
inal representations (controlled by α), while the
second term compels the vectors to move closer
to their neighbors in the semantic resource (con-
trolled by β). In Faruqui et al.’s experiments,
all αi = 1, and all βij = 1

degree(wi)
, where

degree(wi) refers to the number of neighbors wi
had in the resource. This is equivalent to specify-
ing that half of the new retrofitted vector will come
from the distributional data while the other half
will be an average of its neighbors’ word vectors.
They allowed the process to run for 10 iterations.
We retained these settings in our experiments.

Resource Terms Groupings
WordNet+ 147,306 117,659
PPDB 84,467 102,899
FrameNet 8,483 1,074
FrameNet-Anno 37,855 7,146

Table 1: Number of word forms and word groupings
per semantic resource.

2.2 Semantic resources

We employed three semantic resources in our
analyses. Table 1 shows the number of terms and
groupings in each resource after removing terms
containing numbers or punctuation.1

WordNet. WordNet (Miller, 1995) is a large
lexical database of English words. The resource
is composed of synsets, groupings of synonyms.
Synsets are linked together through a small num-
ber of semantic relations. We follow Faruqui et al.
(2015) and link each word form to its synonyms,
hypernyms, and hyponyms (WN+). For instance,
the word dog is linked to canine (synonym), corgi
(hyponym) and domestic animal (hypernym). In
order to faithfully replicate Faruqui et al., we col-
lapsed part of speech and sense distinctions, mean-
ing that a word form was linked to all of its re-
lated words through all of its synsets. For instance,
dog’s neighbors include corgi through the noun
dog (e.g. “Sam pet the dog.”) and track through
the verb to dog (e.g. “The task dogged me.”) Al-
though the word vectors and evaluations used in
this study are insensitive to part of speech and
sense distinctions, the number and order of group-
ings affects the retrofitting procedure. In particu-
lar, as noted by Speer and Chin (2016), the results
depend on the order in which the groupings are it-
erated over. Though we attempted to group words
by their synsets, this appeared to lead to poorer
performance and we do not report those results
here.

PPDB. The paraphrase database (Ganitkevitch
et al., 2013) contains millions of English para-
phrases automatically extracted from bilingual
parallel corpora. The core idea is that if a
non-English phrase translates to two distinct En-
glish strings, then these may be considered para-
phrases of each other. For instance, since German
festgenommen translates to both “thrown into jail”

1The number of groupings for PPDB is approximate,
taken as the number of unique sets of words in Faruqui et al.’s
pre-processed lexicon file.
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and “imprisoned”, the latter two are listed as para-
phrases. Faruqui et al. (2015) used the XL lex-
ical pack from PPDB 1.0. Since this version is
no longer publically available, we used their pre-
processed file (PPDB).

FrameNet. FrameNet (Fillmore and Baker,
2010) is a highly-interconnected lexical database
of English containing sense-annotated sentences.
The basic units of FrameNet are semantic frames,
which specify the conceptual structure necessary
to understand sets of lexical units (LUs). For in-
stance, the frame Attack contains LUs such as at-
tack.v, attack.n and offensive.a, which can be un-
derstood in light of the frame elements (FEs) As-
sailant and Victim. We performed two experi-
ments with the FrameNet data. In the first, we
grouped words together if they shared a frame
(FN). Note that this differs from the treatment of
WordNet because the frame groupings retain part
of speech and sense distinctions. Although this
method follows Faruqui et al. (2015), we located a
bug in their code which led to a loss of about 1/3
of the data: the original code did correctly handle
polysemy, which is widespread in FrameNet.

For our second experiment, we grouped words
together based on the FEs that they filled
(FN-ANNO). All of the FrameNet FEs were used
in this task (i.e. both core and non-core FEs).
Since FEs are defined with respect to their frames,
each semantic role is frame-specific. The rationale
is that words which can occupy the same semantic
role should be more similar. We created group-
ings from the last nouns which appeared in the FE
fillers in the annotation data. To illustrate, since
the annotation data linked to the FE Assailant of
the Attack frame included the nouns enemy, troop,
terrorist and forces, their corresponding word vec-
tors were moved closer together. Note that all of
our retrofitting analyses ignored the frequency of
a word’s neighbor: even if enemy filled the FE As-
sailant 100 times, its effect on its neighbors would
be identical to if it had only filled the FE once.

We recognize that the last noun heuristic is sim-
plistic. However, we estimate that around 73%
of the syntactic heads of FE fillers are nouns. Of
these, 68% contain only one noun, and 18% con-
tain only two nouns. Taken together, this implies
that a more sophisticated approach is unlikely to
alter the results. In addition to the last noun heuris-
tic, we considered grouping the first nouns in the
FE fillers, all of the nouns in the FE fillers, and

the nouns from FE fillers which contained only
one noun. All of these experiments yielded sim-
ilar results, so we only report the last noun con-
dition here. Nouns were identified using the de-
fault NLTK (Bird and Loper, 2004) English part-
of-speech tagger.

2.3 Word vectors
Our analyses included two popular pre-trained
word vector embeddings.

SG. word2vec (Mikolov et al., 2013) is
widely-used to learn vector representations from
distributional information. In the continuous skip-
gram architecture (SG), the target word is fed into
a log-linear classifier to predict surrounding words
within a given context window. The available vec-
tors were trained on about 100 billion words from
the Google News dataset.

GloVe. Global Vectors for Word Representation
(Pennington et al., 2014) is a global log-bilinear
regression model which captures both global and
local word co-occurrence statistics. We use the
300 dimension vectors trained on 6 billion words
from Wikipedia and the English Gigaword corpus.

2.4 Word similarity
Word similarity judgments are the most widely-
used method of intrinsic evaluation. We chose four
commonly used word similarity datasets com-
prised of nouns, verbs and adjectives.

MEN3K (Bruni et al., 2012) contains 3,000
pairs of words from a set of labels for an im-
age database. Interestingly, although Bruni et al.
claim that their dataset “contains 3,000 pairs of
randomly selected words that occur [as labels]”,
it only contains 751 unique words.2 Therefore, as
an additional evaluation of high-frequency words,
we included MTURK-771 (Halawi et al., 2012),
a crowd-sourced dataset of 771 word-pairs con-
sisting of 1,113 unique words which we will re-
fer to as MT771. The Stanford Rare Words
(RW) dataset (Luong et al., 2013) is comprised
of 2,034 word-pairs formed from 2,951 unique
words. SL999 (Hill et al., 2015) explicitly quan-
tifies semantic similarity between pairs of words.
The dataset contains 999 word pairs from 1,028
unique words. The word pairs in SL999 were cho-
sen to cover the full range of concreteness within
each part of speech category. We included RW

2By our calculations, the expected number of unique
words obtained from 3,000 random pairs drawn from 20,515
labels (the number in their image database) is around 5,200.
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and SL999 to examine whether the results of our
analyses would differ for benchmarks containing
common vs. rare words and for those capturing
association and relatedness vs. similarity only.

3 Evaluation procedure

The standard approach to evaluate the perfor-
mance of word vectors on word similarity judg-
ments is to compute the cosine similarity values
between each pair of words in the dataset and then
calculate the correlation between these values and
the similarity scores collected from human raters.
A similar technique is used to assess the utility
of different semantic resources in retrofitting word
vectors: increases in correlation are taken to be
indicative that information from the resource has
been successfully injected into the word vectors.
For both types of evaluations, Spearman correla-
tion has become the preferred correlation measure.

However, there are several reasons that this
method may be misleading. The first concerns
the issue of the relative coverage of each resource.
Simply put, not every resource contains all of the
words in the evaluation dataset. If a resource
lacks the words for a particular similarity judg-
ment, then the predicted score will be the same
for both the baseline and retrofitted vectors. This
may have important consequences on the evalu-
ation metric: the fixed scores can throw off the
global ranking of the predicted scores, which is
measured by the Spearman correlation.

For every word pair in a word similarity dataset,
a resource can contain 1) both words, 2) one of the
words, or 3) neither of the words. If the goal of
the evaluation is to determine whether the knowl-
edge of particular semantic resources can be added
to word vectors, then it seems reasonable to only
evaluate the resource on the word pairs it covers.
In this case, the resource will either group the two
words together or place them in separate groups,
which can be interpreted as explicitly indicating
whether the two words are semantically related
or not. Conversely, it is obvious that retrofitting
will not improve the vectors for the word pairs for
which neither word is in the semantic resource.

The situation where only one word is present is
more complicated. For example, imagine that a
resource contained the word view but not the word
skyline. Following retrofitting the vector for view
will move while the vector for skyline will stay the
same. The relationship between view and skyline

will either become more accurate or less accurate,
but this change does not directly stem from the
semantic resource. If the goal of the retrofitting
evaluation is to assess the usefulness of particu-
lar semantic resources, then including these kinds
of word pairs is misleading, since the observed
changes are incidental and do not reflect the se-
mantic groupings in the resource.

In our analyses, “all pairs” shows the per-
formance of the word vectors using all of the
word similarity judgments, and “pairs in resource”
shows their performance using only the subset
comprised of judgments for which both words
were contained in the semantic resource.

Our more radical proposal is to consider an en-
tirely different evaluation metric altogether. Mea-
sures of correlation indicate how well word vec-
tors are able to predict the similarity judgments.
Spearman correlation specifically measures how
well word vectors are able to predict the correct
rankings of similarity judgments. For example,
according to the MEN3K dataset, brick and con-
struction should be ranked as less similar than
town and village. Another conceivable way to
test the word vectors ability to capture word sim-
ilarity knowledge would be to directly compare
the word vectors’ predicted score with the hu-
man score. According to MEN3K, the average
rated similarity for town and village was 43 out of
50. Taken literally, after normalizing the original
scores the cosine similarity should be exactly 0.86.
We operationalized this by evaluating word vec-
tors using root-mean-square error (RMSE). This
approach seems particularly appealing for measur-
ing the effects of retrofitting because each sim-
ilarity judgment contributes independently to the
RMSE score.

One may wonder whether Pearson correlation,
which measures linear association, might serve
as a better comparison to RMSE. To address this
concern, we employed the harmonic mean of the
Pearson and Spearman correlations as our corre-
lation measure. This blends the linear measure
(Pearson) with the standardly-employed measure
(Spearman). However, we note that the result-
ing baseline and retrofitted scores were very sim-
ilar across correlation measures, and so our con-
clusions regarding the choice of evaluation metric
were unaffected by this decision.

In the analysis that follows, we considered the
effect of resource coverage and evaluation metric
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NB GloVe SG
MT771 0.80 / 0.35 0.65 / 0.36 0.66 / 0.39
MEN3K 0.85 / 0.28 0.75 / 0.27 0.78 / 0.27
RW 0.54 / 0.37 0.35 / 0.55 0.45 / 0.45
SL999 0.66 / 0.21 0.38 / 0.26 0.45 / 0.25

Table 2: Baseline word vector similarity performance.
Scores are listed in the form “Correlation/RMSE”.
Bold face indicates the best-performing set of vectors
for each similarity dataset for their correlation score
and for their RMSE score. Recall that lower RMSE
is better.

on the results of retrofitting. There were four con-
ditions: 1) Correlation, all word pairs in the bench-
mark, 2) Correlation, only those pairs in which
both words were in resource, 3) RMSE, all word
pairs in the benchmark, and 4) RMSE, only those
pairs in which both words were in resource. If one
of the words in a word pair was missing from the
word vectors, then it was assigned a predicted co-
sine similarity of zero. (This only occurred with
the RW dataset, and was limited to the all pairs
conditions.)

4 Results

Table 2 shows the baseline word similarity perfor-
mance according to the harmonic mean of the cor-
relation measures and RMSE. As a reference, we
include the NumberBatch (NB) vectors, which re-
cently demonstrated state-of-the-art word similar-
ity performance (Speer et al., 2017). Correlation
and RMSE give similar baseline results among the
vector sets and their ability to predict the four sim-
ilarity benchmarks: NB performs the best. The ex-
ception is that SG scores a slightly better RMSE
score on the MEN3K dataset.

4.1 All word pairs

Figure 1 shows the measured improvements in
correlation due to retrofitting. This mirrors
Faruqui et al. (2015)’s original finding that the
PPDB offers the most improvements, and that
grouping words by FrameNet frames (FN) usually
leads to worse performance. Note that this find-
ing is observed after correcting for the issue from
Faruqui et al. which omitted data from FrameNet.
This plot also suggests that using FrameNet frame
elements (FN-ANNO) to group words is very detri-
mental to word vectors.

As shown in Figure 2, simply switching the

evaluation metric to RMSE paints a much differ-
ent picture. (Since RMSE measures error rather
than improvement, the y-axis has been inverted
so that improvement is still in the upward direc-
tion.) The most obvious difference is that accord-
ing to RMSE all of the semantic resources ap-
pear to help. Compared to Figure 1, there is a
noticeable boost in performance for WN+, espe-
cially when evaluated against RW. Remarkably,
FN-ANNO almost completely flips polarity. The
result is especially dramatic against the evaluation
sets containing common words (i.e. MT771 and
MEN3K): FN-ANNO goes from being the worst-
performing resource to one of the best-performing
resources.

4.2 Word pairs in resource

Figure 3 shows the measured improvements in
correlation when considering only the word pairs
in which both words were present in resources.
The ranked order of the semantic resources is vir-
tually the same. Note, however, that the mea-
sured performance of the relatively low-coverage
resource, FrameNet (FN), has jumped consider-
ably: in the RW with GloVe condition, it overtakes
PPDB as the resource providing the best improve-
ment.

Figure 4 measures the change of RMSE for the
word pairs covered by the resources. FrameNet
(FN) appears to yield a substantial gain in perfor-
mance for the subset of the similarity judgments
that it covers, and again emerges as the highest-
performance resource when evaluated against RW.
A direct comparison of the “all pairs” to “pairs in
resource” figures shows that the scores of the other
resources change very little. The difference is at-
tenuated because these resources are much larger
and therefore cover most of the words in the simi-
larity datasets.

We interpret the jumps in performance from the
“all pairs” to “pairs in resource” condition as ev-
idence that evaluating a resource on word pairs
containing a mixture of words within and outside
of its vocabulary may obscure its benefits. Of
course, low coverage is problematic if the goal
is to improve word vectors on a large number
of word judgments. The “pairs in resource” as-
sessment is particularly antithetical to the spirit
of RW, which is often employed to assess word
vector coverage, and we admit that FN only con-
tains 6.3% of the RW word pairs. However, we

1066



Figure 1: Change in correlation after retrofitting, considering all word pairs

Figure 2: Change in Root-mean-square error after retrofitting, considering all word pairs

Figure 3: Change in correlation after retrofitting, considering only the word pairs in each resource

Figure 4: Change in Root-mean-square error after retrofitting, considering only the word pairs in each resource
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would argue that there is an important difference
between concluding that a semantic resource does
not yield gains in retrofitting vs. concluding that
the resource improves the quality of the vectors it
covers.

4.3 SimLex
We note that our four conditions yield similar
conclusions according to the SL999 evaluation
set. PPDB and WN+ consistently offer strong
improvements, in contrast to FN and FN-ANNO.
This is not surprising, and follows from the de-
sign principles underlying each resource: while
PPDB and WordNet specifically group synonyms,
FrameNet groups words which evoke the same se-
mantic frame. In particular, some frames inten-
tionally contain antonyms. As discussed above,
the FrameNet groupings still appear useful in im-
proving against MT771, MEN3K and RW, which
have been argued to conflate association and simi-
larity (Hill et al., 2015).

4.4 Further analysis
Our most striking finding is that correlation mea-
sures and RMSE occasionally yield opposite con-
clusions regarding the utility of semantic re-
sources. How can the retrofitted data simultane-
ously show a drop in correlation and a gain in
RMSE? To examine this further, we plotted the ef-
fects of retrofitting GloVe with FN-ANNO against
the MT771 benchmark (Figure 5). Vector cosine
similarity (x-axis) is plotted against the human
similarity judgments (y-axis). The left and right
panels compare the vector performance before and
after retrofitting. Each point represents a single
word pair in the MT771 dataset. The dashed line
corresponds to a model which perfectly predicts
the gold standard. Points are color-coded with re-
spect to this line: green points mark word pairs
whose computed cosine similarity moved closer
to the human judgments, while red points indicate
word pairs who moved in the opposite direction.
A small number of blue points indicate predictions
which were unaffected by retrofitting because the
word pairs were not present in the resource.

The color-coding in Figure 5 helps illustrate
how both Spearman correlation (a measure of
goodness) and RMSE (a measure of error) de-
crease. Most of the points are green, which
means that from the perspective of individual word
pairs, the predictions from the retrofitted vectors
are more in line with the gold standard. This

is directly reflected in RMSE. However, while
most of the mass moves closer to the dashed line,
retrofitting increases the scatter of the points, re-
sulting in a worse association between the vector
cosine similarity human similarity judgments.

Three points are labeled in Figure 5 to show the
effect of retrofitting on individual word similar-
ity predictions. The diamond marks the word pair
find & occurrence, which yields the most improve-
ment according to MT771, with its absolute resid-
ual (i.e. distance from the human judgment) drop-
ping 0.25. In comparison, the worst-performing
word pair is occasion & second, marked with an
X, whose residual increases by 0.14. This point
is part of a noticeable band of red points located
near the dotted line. Interestingly, for these points
the predicted scores for the baseline word vectors
were nearly correct, and retrofitting pushed them
to overpredict similarity. The square marks film &
movie, whose residual drops an almost impercep-
tible 0.003.

The reason that retrofitting may lead to a worse
correlation but a better RMSE score stems from
how these measures are computed from the data.
Each word pair contributes independently to the
RMSE score. Whether a word pair improves or
decreases in performance, it is simply tallied onto
the running RMSE score. In this case, it is irrel-
evant whether retrofitting leads to a large increase
in scatter. In contrast, correlation measures are an-
chored to the sample means of the two variables.
After retrofitting, there may be an increase in the
scatter in the predicted cosine similarity values.
Since on average the word pairs will be further
away from the sample mean, there will be a drop
in correlation. Put another way, a word pair’s con-
tribution to the correlation score depends on the
positions of the all of the other word pairs.

The particularly large drop in correlation for
FN-ANNO likely stems from the unusual hetero-
geneity of its groupings. For example, the word
film occurs in the annotation data of 108 distinct
FEs in FrameNet, and is grouped with dozens
of varied words, such as book, movie, but also
DNA and meeting. Each of the 108 retrofitting
adjustments introduces some scatter. In contrast,
the neighbors in other resources can be straight-
forwardly interpreted as related words, and each
word will appear in a small number of groupings.

We note that while it may be instructive to track
the performance of individual word pairs, it is dif-
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Figure 5: Effects of retrofitting GloVe by grouping nouns filling the same frame element in the FrameNet anno-
tation data, considering all word pairs. Vector-computed similarity is plotted against the MT771 gold standard
judgments using the original word vectors (left panel) and the retrofitted vectors (right panel). The dashed line
illustrates a model which exactly predicts the human judgments. Predicted scores which moved closer to that line
are colored green, while points which moved away from the line are colored red. Blue points represent word
pairs which were not present in the resource, and so were unaffected by retrofitting. The changes in Spearman
correlation and RMSE are shown above the right panel. The symbols are discussed in the text.

ficult to pinpoint the exact source of the change.
For instance, in Figure 5 the words correspond-
ing to the square (little change) and the X (worse
change) are paired together, while the word pair
linked to the diamond (best change) are not.

5 Related work

Faruqui et al. (2015) attributed FrameNet’s com-
paratively poor performance to the fact that it
groups words according to abstract concepts, not-
ing that push and grow are in the same frame. Such
an argument might explain why FrameNet does
not yield gains in performance against SL999,
which was designed to capture true similarity
judgments. However, we have shown that con-
clusions on the other similarity benchmarks rest
on the evaluation metric and on the types of word
pairs considered. In the RMSE and “pairs in re-
source” condition, grouping words by FrameNet
frames appears at least as useful as PPDB and
WordNet. Alternatively, FrameNet can be inter-
preted as a useful resource for retrofitting the vec-
tors of the words it contains as lexical units.

Our novel treatment of FrameNet groups nouns
using its collection of sense-annotated sentences.
Although all of the frame elements in these sen-

tences were annotated by hand, the words filling
the FEs are not, adding a component of random-
ness. Especially with more semantically general
frames, frame elements can be realized by a large
number of words. This contrasts with FrameNet
frames, in which the placement of word senses are
painstakingly deliberated, and a particular sense
can only be put into one frame.

PropBank (Bonial et al., 2014) is a large
semantically-annotated corpus. The semantic
roles (“rolesets”) in PropBank are defined with re-
spect to individual verb and noun word senses.
The types of words that fill these roles are pre-
sumably less varied than those that fill the seman-
tically broader FrameNet frame elements. Ad-
ditionally, PropBank is considerably larger than
FrameNet. Consequently, we might predict that
retrofitting word vectors to PropBank would yield
stronger gains in word similarity judgment than to
the FrameNet annotation data. We leave this task
for future research.

Grouping nouns using the FrameNet annota-
tion data led to large drops in correlation against
word similarity benchmarks. However, these same
data yielded large gains in RMSE performance. It
might be inferred that semantic resources which
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have a similar stochastic component may result
lower correlation. The PPDB is automatically
generated, introducing a similar element of ran-
domness, but this is curtailed by its conservative
criteria: paraphrases must be attested as transla-
tion equivalents.

BabelNet (Navigli and Ponzetto, 2012) and
ConceptNet (Speer et al., 2017) are knowledge re-
sources derived from a number of collaboratively-
constructed sources, such as Wikipedia and Wik-
tionary. Though their collaborative nature likely
makes them less accurate than hand-curated re-
sources such as WordNet, they have potential in
improving the quality of word vectors (e.g. Speer
and Chin, 2016). As we observed with FN-ANNO,
RMSE may be a more informative measure of
comparison than correlation in future retrofitting
experiments involving heterogeneous resources.

More generally, there does not seem to be
a strong theoretical reason to prefer correlation-
based measures over residual-based ones. Al-
though the current practice is to report the Spear-
man’s rank correlation coefficient between the
vector cosine similarities and human word similar-
ity judgments, for over a decade the standard was
to report Pearson product-moment correlation co-
efficient. When Resnik (1995) pioneered the tech-
nique of comparing computed measures of simi-
larity with human similarity ratings, he used (Pear-
son) correlation as “one reasonable way to judge
[computational measures of semantic similarity]”.

The switch to Spearman correlation appears
to have occurred in Gabrilovich and Markovitch
(2007), who employed it without comment.
Agirre et al. (2009) did provide a justification,
saying, “In our belief Pearson is less informative,
as the Pearson correlation suffers much when the
scores of two systems are not linearly correlated,
something which happens often due to the differ-
ent nature of the techniques applied.” Unfortu-
nately, Agirre et al. (2009) mischaracterized the
popularity of Spearman correlation by claiming
that all researchers have used Spearman in eval-
uating WordSim-353 dataset (Finkelstein et al.,
2002). This likely stems from a misinterpretation
of Gabrilovich and Markovitch’s Table 4, which
compares their methodology with earlier studies
using Spearman correlation. The latter authors
apparently recomputed word relatedness with the
associated algorithms, as the cited studies report
Pearson correlation values.

Willmott (1981; 1982) specifically argues that
Pearson correlation should not be used to evalu-
ate model performance, and that RMSE is supe-
rior at comparing observed and simulated data.3

However, as far as we know, no previous work has
seriously considered evaluating the performance
of computed word similarity scores using RMSE.
Reliance on Spearman correlation may lead to in-
correct conclusions regarding the quality of word
vectors.

6 Conclusion

Retrofitting distributional word vectors using re-
lational information in semantic resources can
yield improvements in word similarity perfor-
mance. Our fine-grained analysis of the original
retrofitting process shows that 1) the evaluation
metric matters: root-mean-square error (RMSE) is
more sensitive to gains in performance than cor-
relation measures; and 2) coverage matters: im-
provements offered by resources are highly depen-
dent on their coverage of the evaluation bench-
mark. Future attempts to improve word vectors
can only succeed if gains in word vector perfor-
mance are inspected carefully.
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Abstract

Contextual word representations derived from
large-scale neural language models are suc-
cessful across a diverse set of NLP tasks,
suggesting that they encode useful and trans-
ferable features of language. To shed light
on the linguistic knowledge they capture, we
study the representations produced by sev-
eral recent pretrained contextualizers (variants
of ELMo, the OpenAI transformer language
model, and BERT) with a suite of sixteen di-
verse probing tasks. We find that linear mod-
els trained on top of frozen contextual repre-
sentations are competitive with state-of-the-art
task-specific models in many cases, but fail on
tasks requiring fine-grained linguistic knowl-
edge (e.g., conjunct identification). To inves-
tigate the transferability of contextual word
representations, we quantify differences in the
transferability of individual layers within con-
textualizers, especially between recurrent neu-
ral networks (RNNs) and transformers. For in-
stance, higher layers of RNNs are more task-
specific, while transformer layers do not ex-
hibit the same monotonic trend. In addition, to
better understand what makes contextual word
representations transferable, we compare lan-
guage model pretraining with eleven super-
vised pretraining tasks. For any given task,
pretraining on a closely related task yields bet-
ter performance than language model pretrain-
ing (which is better on average) when the pre-
training dataset is fixed. However, language
model pretraining on more data gives the best
results.

1 Introduction

Pretrained word representations (Mikolov et al.,
2013; Pennington et al., 2014) are a key compo-
nent of state-of-the-art neural NLP models. Tra-
ditionally, these word vectors are static—a single

*Work done while at the Allen Institute for Artificial In-
telligence.

Figure 1: An illustration of the probing model setup
used to study the linguistic knowledge within contex-
tual word representations.

vector is assigned to each word. Recent work has
explored contextual word representations (hence-
forth: CWRs), which assign each word a vector
that is a function of the entire input sequence; this
enables them to model the use of words in context.
CWRs are typically the outputs of a neural net-
work (which we call a contextualizer) trained on
tasks with large datasets, such as machine trans-
lation (McCann et al., 2017) and language mod-
eling (Peters et al., 2018a). CWRs are extraordi-
narily effective—using them in place of traditional
static word vectors within the latest models leads
to large gains across a variety of NLP tasks.

The broad success of CWRs indicates that they
encode useful, transferable features of language.
However, their linguistic knowledge and transfer-
ability are not yet well understood.

Recent work has explored the linguistic knowl-
edge captured by language models and neural ma-
chine translation systems, but these studies often
focus on a single phenomenon, e.g., knowledge of
hierarchical syntax (Blevins et al., 2018) or mor-
phology (Belinkov et al., 2017a). We extend prior
work by studying CWRs with a diverse set of six-
teen probing tasks designed to assess a wide array
of phenomena, such as coreference, knowledge of
semantic relations, and entity information, among
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others. The result is a broader view of the linguis-
tic knowledge encoded within CWRs.

With respect to transferability, pretraining con-
textualizers on the language modeling task has
had the most empirical success, but we can also
consider pretraining contextualizers with other su-
pervised objectives and probing their linguistic
knowledge. We examine how the pretraining task
affects the linguistic knowledge learned, consider-
ing twelve pretraining tasks and assessing trans-
ferability to nine target tasks.

Better understanding the linguistic knowledge
and transferability of CWRs is necessary for
their principled enhancement through new en-
coder architectures and pretraining tasks that build
upon their strengths or alleviate their weaknesses
(Linzen, 2018). This paper asks and answers:

1. What features of language do these vectors
capture, and what do they miss? (§4)

2. How and why does transferability vary across
representation layers in contextualizers? (§5)

3. How does the choice of pretraining task affect
the vectors’ learned linguistic knowledge and
transferability? (§6)

We use probing models1 (Shi et al., 2016b;
Adi et al., 2017; Hupkes et al., 2018; Belinkov
and Glass, 2019) to analyze the linguistic infor-
mation within CWRs. Concretely, we generate
features for words from pretrained contextualiz-
ers and train a model to make predictions from
those features alone (Figure 1). If a simple model
can be trained to predict linguistic information
about a word (e.g., its part-of-speech tag) or a pair
of words (e.g., their semantic relation) from the
CWR(s) alone, we can reasonably conclude that the
CWR(s) encode this information.

Our analysis reveals interesting insights such as:

1. Linear models trained on top of frozen CWRs
are competitive with state-of-the-art task-
specific models in many cases, but fail on
tasks requiring fine-grained linguistic knowl-
edge. In these cases, we show that task-
trained contextual features greatly help with
encoding the requisite knowledge.

2. The first layer output of long short-term
memory (LSTM) recurrent neural networks
is consistently the most transferable, whereas
it is the middle layers for transformers.

1Sometimes called auxiliary or diagnostic classifiers.

3. Higher layers in LSTMs are more task-
specific (and thus less general), while the
transformer layers do not exhibit this same
monotonic increase in task-specificity.

4. Language model pretraining yields represen-
tations that are more transferable in general
than eleven other candidate pretraining tasks,
though pretraining on related tasks yields the
strongest results for individual end tasks.

2 Probing Tasks

We construct a suite of sixteen diverse English
probing tasks and use it to better understand the
linguistic knowledge contained within CWRs. In
contrast to previous studies that analyze the prop-
erties and task performance of sentence embed-
dings (Adi et al., 2017; Conneau et al., 2018, in-
ter alia), we specifically focus on understanding
the CWRs of individual or pairs of words. We re-
lease this analysis toolkit to support future work
in probing the contents of representations.2 See
Appendix A for details about task setup.

2.1 Token Labeling
The majority of past work in probing the inter-
nal representations of neural models has exam-
ined various token labeling tasks, where a decision
is made independently for each token (Belinkov
et al., 2017a,b; Blevins et al., 2018, inter alia). We
synthesize these disparate studies and build upon
them by proposing additional probing tasks.

The part-of-speech tagging (POS) task as-
sesses whether CWRs capture basic syntax. We
experiment with two standard datasets: the Penn
Treebank (PTB; Marcus et al., 1993) and the Uni-
versal Dependencies English Web Treebank (UD-
EWT; Silveira et al., 2014).

The CCG supertagging (CCG) task assesses
the vectors’ fine-grained information about the
syntactic roles of words in context. It is con-
sidered “almost parsing” (Bangalore and Joshi,
1999), since a sequence of supertags maps a sen-
tence to a small set of possible parses. We use
CCGbank (Hockenmaier and Steedman, 2007), a
conversion of the PTB into CCG derivations.

The syntactic constituency ancestor tagging
tasks are designed to probe the vectors’ knowledge
of hierarchical syntax. For a given word, the prob-
ing model is trained to predict the constituent la-

2http://nelsonliu.me/papers/
contextual-repr-analysis
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Figure 2: Annotated sentences from the STREUSLE
4.0 corpus, used in the preposition supersense disam-
biguation task. Prepositions are marked by boldface,
immediately followed by their labeled function. If ap-
plicable, ; precedes the preposition’s labeled role.
Figure reproduced from Schneider et al. (2018).

bel of its parent (Parent), grandparent (GParent),
or great-grandparent (GGParent) in the phrase-
structure tree (from the PTB).

In the semantic tagging task (ST), tokens are
assigned labels that reflect their semantic role in
context. These semantic tags assess lexical seman-
tics, and they abstract over redundant POS distinc-
tions and disambiguate useful cases within POS
tags. We use the dataset of Bjerva et al. (2016);
the tagset has since been developed as part of the
Parallel Meaning Bank (Abzianidze et al., 2017).

Preposition supersense disambiguation is the
task of classifying a preposition’s lexical seman-
tic contribution (the function; PS-fxn) and the se-
mantic role or relation it mediates (the role; PS-
role). This task is a specialized kind of word sense
disambiguation, and examines one facet of lexical
semantic knowledge. In contrast to the tagging
tasks above, the model is trained and evaluated
on single-token prepositions (rather than making
a decision for every token in a sequence). We
use the STREUSLE 4.0 corpus (Schneider et al.,
2018); example sentences appear in Figure 2.

The event factuality (EF) task involves la-
beling phrases with the factuality of the events
they describe (Saurı́ and Pustejovsky, 2009, 2012;
de Marneffe et al., 2012). For instance, in the fol-
lowing example reproduced from Rudinger et al.
(2018), “(1a) conveys that the leaving didn’t hap-
pen, while the superficially similar (1b) does not”.

(1) a. Jo didn’t remember to leave.
b. Jo didn’t remember leaving.

We use the Universal Decompositional Semantics
It Happened v2 dataset (Rudinger et al., 2018), and
the model is trained to predict a (non)factuality
value in the range [−3, 3]. Unlike the tagging tasks
above, this task is treated as a regression problem,

where a prediction is made only for tokens corre-
sponding to events (rather than every token in a
sequence). Performance is measured using Pear-
son correlation (r); we report (r× 100) so metrics
for all tasks fall between 0 and 100.

2.2 Segmentation
Several of our probing tasks involve segmentation
using BIO or IO tags. Here the model is trained to
predict labels from only a single word’s CWR.

Syntactic chunking (Chunk) tests whether
CWRs contain notions of spans and boundaries;
the task is to segment text into shallow constituent
chunks. We use the CoNLL 2000 shared task
dataset (Tjong Kim Sang and Buchholz, 2000).

Named entity recognition (NER) examines
whether CWRs encode information about entity
types. We use the CoNLL 2003 shared task dataset
(Tjong Kim Sang and De Meulder, 2003).

Grammatical error detection (GED) is the
task of identifying tokens which need to be edited
in order to produce a grammatically correct sen-
tence. Given that CWRs are extracted from models
trained on large amounts of grammatical text, this
task assesses whether embeddings encode features
that indicate anomalies in their input (in this case,
ungrammaticality). We use the First Certificate in
English (Yannakoudakis et al., 2011) dataset, con-
verted into sequence-labeling format by Rei and
Yannakoudakis (2016).

The conjunct identification (Conj) task chal-
lenges the model to identify the tokens that com-
prise the conjuncts in a coordination construction.
Doing so requires highly specific syntactic knowl-
edge. The data comes from the coordination-
annotated PTB of Ficler and Goldberg (2016).

2.3 Pairwise Relations
We also design probing tasks that examine
whether relationships between words are encoded
in CWRs. In these tasks, given a word pair w1, w2,
we input [w1, w2, w1�w2] into the probing model;
it is trained to predict information about the rela-
tion between the tokens (Belinkov, 2018).

We distinguish between arc prediction and arc
classification tasks. Arc prediction is a binary
classification task, where the model is trained to
identify whether a relation exists between two to-
kens. Arc classification is a multiclass classifica-
tion task, where the model is provided with two
tokens that are linked via some relationship and
trained to identify how they are related.
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For example, in the syntactic dependency arc
prediction task, the model is given the representa-
tions of two tokens (wa, wb) and trained to predict
whether the sentence’s syntactic dependency parse
contains a dependency arc withwa as the head and
wb as the modifier. The syntactic dependency arc
classification task presents the model with the rep-
resentations of two tokens (whead , wmod ), where
wmod is the modifier of whead , and the model is
trained to predict the type of syntactic relation that
link them (the label on that dependency arc). We
use the PTB (converted to UD) and the UD-EWT.

Similarly, semantic dependency arc predic-
tion trains the model to predict whether two to-
kens are connected by a semantic dependency arc,
while the semantic dependency arc classifica-
tion task trains models to classify the semantic re-
lations between tokens. We use the dataset from
the SemEval 2015 shared task (Oepen et al., 2015)
with the DELPH-IN MRS-Derived Semantic De-
pendencies (DM) target representation.

The syntactic and semantic dependency arc pre-
diction and classification tasks are closely related
to state-of-the-art models for semantic and syntac-
tic dependency parsing, which score pairs of CWRs
to make head attachment and arc labeling deci-
sions (Dozat and Manning, 2016, 2018).

To generate negative examples for the depen-
dency arc prediction tasks, we take each positive
example (whead , wmod ) and generate a new neg-
ative example (wrand , wmod ). wrand is a random
token in the sentence that is not the head of wmod .
Thus, the datasets used in these tasks are balanced.

We also consider a coreference arc prediction
task, where the model is trained to predict whether
two entities corefer from their CWRs. We use the
dataset from the CoNLL 2012 shared task (Prad-
han et al., 2012). To generate negative exam-
ples, we follow a similar procedure as the depen-
dency arc prediction tasks: given a positive exam-
ple (wa, wb), where wb occurs after wa and the
two tokens share a coreference cluster, we create
a negative example (wrandom entity , wb), where
wrandom entity is a token that occurs beforewb and
belongs to a different coreference cluster.

3 Models

Probing Model We use a linear model as our
probing model; limiting its capacity enables us to
focus on what information can be easily extracted
from CWRs. See Appendix B for probing model

training hyperparameters and other details.

Contextualizers We study six publicly-
available models for contextualized word
representation in English.

ELMo (Peters et al., 2018a) concatenates
the output of two contextualizers independently
trained on the bidirectional language modeling
(biLM) task. ELMo (original) uses a 2-layer
LSTM for contextualization. We also study two
variations from Peters et al. (2018b): ELMo (4-
layer) uses a 4-layer LSTM, and ELMo (trans-
former) uses a 6-layer transformer (Vaswani et al.,
2017). Each of these models is trained on 800M
tokens of sentence-shuffled newswire text (the 1
Billion Word Benchmark; Chelba et al., 2014).

The OpenAI transformer (Radford et al.,
2018) is a left-to-right 12-layer transformer lan-
guage model trained on 800M tokens of con-
tiguous text from over 7,000 unique unpublished
books (BookCorpus; Zhu et al., 2015).

BERT (Devlin et al., 2018) uses a bidirectional
transformer jointly trained on a masked language
modeling task and a next sentence prediction task.
The model is trained on BookCorpus and the En-
glish Wikipedia, a total of approximately 3300M
tokens. We study BERT (base, cased), which
uses a 12-layer transformer, and BERT (large,
cased), which uses a 24-layer transformer.

4 Pretrained Contextualizer Comparison

To better understand the linguistic knowledge cap-
tured by pretrained contextualizers, we analyze
each of their layers with our set of probing tasks.
These contextualizers differ in many respects, and
it is outside the scope of this work to control for
all differences between them. We focus on prob-
ing the models that are available to us, leaving a
more systematic comparison of training regimes
and model architectures to future work.

4.1 Experimental Setup

Our probing models are trained on the represen-
tations produced by the individual layers of each
contextualizer. We also compare to a linear prob-
ing model trained on noncontextual vectors (300-
dimensional GloVe trained on the cased Common
Crawl; Pennington et al., 2014) to assess the gains
from contextualization.
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Pretrained Representation POS Supersense ID

Avg. CCG PTB EWT Chunk NER ST GED PS-Role PS-Fxn EF

ELMo (original) best layer 81.58 93.31 97.26 95.61 90.04 82.85 93.82 29.37 75.44 84.87 73.20
ELMo (4-layer) best layer 81.58 93.81 97.31 95.60 89.78 82.06 94.18 29.24 74.78 85.96 73.03
ELMo (transformer) best layer 80.97 92.68 97.09 95.13 93.06 81.21 93.78 30.80 72.81 82.24 70.88
OpenAI transformer best layer 75.01 82.69 93.82 91.28 86.06 58.14 87.81 33.10 66.23 76.97 74.03
BERT (base, cased) best layer 84.09 93.67 96.95 95.21 92.64 82.71 93.72 43.30 79.61 87.94 75.11
BERT (large, cased) best layer 85.07 94.28 96.73 95.80 93.64 84.44 93.83 46.46 79.17 90.13 76.25

GloVe (840B.300d) 59.94 71.58 90.49 83.93 62.28 53.22 80.92 14.94 40.79 51.54 49.70

Previous state of the art
(without pretraining) 83.44 94.7 97.96 95.82 95.77 91.38 95.15 39.83 66.89 78.29 77.10

Table 1: Performance of the best layerwise linear probing model for each contextualizer compared against a
GloVe-based linear probing baseline and the previous state of the art. The best contextualizer for each task is
bolded. Results for all layers on all tasks, and papers describing the prior state of the art, are given in Appendix D.

4.2 Results and Discussion

Table 1 compares each contextualizer’s best-
performing probing model with the GloVe base-
line and the previous state of the art for the task
(excluding methods that use pretrained CWRs).3,4

With just a linear model, we can readily extract
much of the information needed for high perfor-
mance on various NLP tasks. In all cases, CWRs
perform significantly better than the noncontex-
tual baseline. Indeed, we often see probing mod-
els rivaling or exceeding the performance of (of-
ten carefully tuned and task-specific) state-of-the-
art models. In particular, the linear probing model
surpasses the published state of the art for gram-
matical error detection and preposition supersense
identification (both role and function).

Comparing the ELMo-based contextualizers,
we see that ELMo (4-layer) and ELMo (original)
are essentially even, though both recurrent mod-
els outperform ELMo (transformer). We also see
that the OpenAI transformer significantly under-
performs the ELMo models and BERT. Given that
it is also the only model trained in a unidirectional
(left-to-right) fashion, this reaffirms that bidirec-
tionality is a crucial component for the highest-
quality contextualizers (Devlin et al., 2018). In ad-
dition, the OpenAI transformer is the only model
trained on lowercased text, which hinders its per-
formance on tasks like NER. BERT significantly
improves over the ELMo and OpenAI models.

Our probing task results indicate that current
methods for CWR do not capture much transfer-

3See Appendix C for references to the previous state of
the art (without pretraining).

4For brevity, in this section we omit probing tasks that
cannot be compared to prior work. See Appendix D for pre-
trained contextualizer performance for all layers and all tasks.

able information about entities and coreference
phenomena in their input (e.g., the NER results
in Table 1 and the coreference arc prediction re-
sults in Appendix D). To alleviate this weakness,
future work could augment pretrained contextual-
izers with explicit entity representations (Ji et al.,
2017; Yang et al., 2017; Bosselut et al., 2017).

Probing Failures While probing models are at
or near state-of-the-art performance across a num-
ber of tasks, they also do not perform as well on
several others, including NER, grammatical error
detection, and conjunct identification. This may
occur because (1) the CWR simply does not en-
code the pertinent information or any predictive
correlates, or (2) the probing model does not have
the capacity necessary to extract the information
or predictive correlates from the vector. In the
former case, learning task-specific contextual fea-
tures might be necessary for encoding the requisite
task-specific information into the CWRs. Learning
task-specific contextual features with a contextual
probing model also helps with (2), but we would
expect the results to be comparable to increasing
the probing model’s capacity.

To better understand the failures of our probing
model, we experiment with (1) a contextual prob-
ing model that uses a task-trained LSTM (unidi-
rectional, 200 hidden units) before the linear out-
put layer (thus adding task-specific contextualiza-
tion) or (2) replacing the linear probing model
with a multilayer perceptron (MLP; adding more
parameters to the probing model: a single 1024d
hidden layer activated by ReLU). These alternate
probing models have nearly the same number of
parameters (LSTM + linear has slightly fewer).

We also compare to a full-featured model to

1077



Probing Model NER GED Conj GGParent

Linear 82.85 29.37 38.72 67.50
MLP (1024d) 87.19 47.45 55.09 78.80
LSTM (200d) + Linear 88.08 48.90 78.21 84.96

BiLSTM (512d)
+ MLP (1024d) 90.05 48.34 87.07 90.38

Table 2: Comparison of different probing models
trained on ELMo (original); best-performing probing
model is bolded. Results for each probing model are
from the highest-performing contextualizer layer. En-
abling probing models to learn task-specific contextual
features (with LSTMs) yields outsized benefits in tasks
requiring highly specific information.

estimate an upper bound on performance for our
probing setup. In this model, the CWRs are in-
puts to a 2-layer BiLSTM with 512 hidden units,
and the output is fed into a MLP with a sin-
gle 1024-dimensional hidden layer activated by a
ReLU to predict a label. A similar model, aug-
mented with a conditional random field (CRF;
Lafferty et al., 2001), achieved state-of-the-art re-
sults on the CoNLL 2003 NER dataset (Peters
et al., 2018a). We remove the CRF, since other
probing models have no global context.

For this experiment, we focus on the ELMo
(original) pretrained contextualizer. Table 2
presents the performance of the best layer within
each alternative probing model on the two tasks
with the largest gap between the linear probing
model and state-of-the-art methods: NER and
grammatical error detection. We also include
great-grandparent prediction and conjunct iden-
tification, two tasks that require highly specific
syntactic knowledge. In all cases, we see that
adding more parameters (either by replacing the
linear model with a MLP, or using a contextual
probing model) leads to significant gains over the
linear probing model. On NER and grammati-
cal error detection, we observe very similar per-
formance between the MLP and LSTM + Lin-
ear models—this indicates that the probing model
simply needed more capacity to extract the nec-
essary information from the CWRs. On con-
junct identification and great-grandparent predic-
tion, two tasks that probe syntactic knowledge un-
likely to be encoded in CWRs, adding parameters
as a task-trained component of our probing model
leads to large gains over simply adding parameters
to the probing model. This indicates that the pre-
trained contextualizers do not capture the informa-

tion necessary for the task, since such information
is learnable by a task-specific contextualizer.

This analysis also reveals insights about con-
textualizer fine-tuning, which seeks to specialize
the CWRs for an end task (Howard and Ruder,
2018; Radford et al., 2018; Devlin et al., 2018).
Our results confirm that task-trained contextual-
ization is important when the end task requires
specific information that may not be captured by
the pretraining task (§4). However, such end-task–
specific contextualization can come from either
fine-tuning CWRs or using fixed output features
as inputs to a task-trained contextualizer; Peters
et al. (2019) begins to explore when each approach
should be applied.

5 Analyzing Layerwise Transferability

We quantify the transferability of CWRs by how
well they can do on the range of probing tasks—
representations that are more transferable will per-
form better than alternatives across tasks. When
analyzing the representations produced by each
layer of pretrained contextualizers, we observe
marked patterns in layerwise transferability (Fig-
ure 3). The first layer of contextualization in recur-
rent models (original and 4-layer ELMo) is con-
sistently the most transferable, even outperform-
ing a scalar mix of layers on most tasks (see Ap-
pendix D for scalar mix results). Schuster et al.
(2019) see the same trend in English dependency
parsing. By contrast, transformer-based contextu-
alizers have no single most-transferable layer; the
best performing layer for each task varies, and is
usually near the middle. Accordingly, a scalar mix
of transformer layers outperforms the best individ-
ual layer on most tasks (see Appendix D).

Pretraining encourages the model to encode
pretraining-task–specific information; they learn
transferable features incidentally. We hypothesize
that this is an inherent trade-off—since these mod-
els used fixed-sized vector representations, task-
specificity comes at the cost of generality and
transferability. To investigate the task-specificity
of the representations generated by each contextu-
alizer layer, we assess how informative each layer
of representation is for the pretraining task, essen-
tially treating it as a probe.

5.1 Experimental Setup

We focus on the ELMo-based models, since the
authors have released code for training their con-
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(a) ELMo (original)
Layer 0

Layer 2

(b) ELMo (4-layer)
Layer 0

Layer 4

(c) ELMo (transformer)
Layer 0

Layer 6

(d) OpenAI transformer
Layer 0

Layer 12

(e) BERT (base, cased)
Layer 0

Layer 12

(f) BERT (large, cased)
Layer 0

Layer 24

Lower Performance Higher Performance

Figure 3: A visualization of layerwise patterns in task
performance. Each column represents a probing task,
and each row represents a contextualizer layer.

textualizers. Furthermore, the ELMo-based mod-
els facilitate a controlled comparison—they only
differ in the contextualizer architecture used.

We evaluate how well CWR features perform
the pretraining task—bidirectional language mod-
eling. Specifically, we take the pretrained repre-
sentations for each layer and relearn the language
model softmax classifiers used to predict the next
and previous token. The ELMo models are trained
on the Billion Word Benchmark, so we retrain
the softmax classifier on similar data to mitigate
any possible effects from domain shift. We split
the held-out portion of the Billion Word Bench-
mark into train (80%, 6.2M tokens) and evalua-
tion (20%, 1.6M tokens) sets and use this data to
retrain and evaluate the softmax classifiers. We
expect that biLM perplexity will be lower when
training the softmax classifiers on representations
from layers that capture more information about
the pretraining task.

5.2 Results and Discussion

Figure 4 presents the performance of softmax clas-
sifiers trained to perform the bidirectional lan-
guage modeling task, given just the CWRs as in-
put. We notice that higher layers in recurrent mod-
els consistently achieve lower perplexities. Inter-

estingly, we see that layers 1 and 2 in the 4-layer
ELMo model have very similar performance—this
warrants further exploration. On the other hand,
the layers of the ELMo (transformer) model do not
exhibit such a monotonic increase. While the top-
most layer is best (which we expected, since this
is the vector originally fed into a softmax classifier
during pretraining), the middle layers show vary-
ing performance. Across all models, the represen-
tations that are better-suited for language model-
ing are also those that exhibit worse probing task
performance (Figure 3), indicating that contextu-
alizer layers trade off between encoding general
and task-specific features.

These results also reveal a difference in the
layerwise behavior of LSTMs and transformers;
moving up the LSTM layers yields more task-
specific representations, but the same does not
hold for transformers. Better understanding the
differences between transformers and LSTMs is
an active area of research (Chen et al., 2018; Tang
et al., 2018), and we leave further exploration of
these observations to future work.

These observations motivate the gradual un-
freezing method of Howard and Ruder (2018),
where the model layers are progressively unfrozen
(starting from the final layer) during the fine-
tuning process. Given our observation that higher-
level LSTM layers are less general (and more pre-
training task-specific), they likely have to be fine-
tuned a bit more in order to make them appropri-
ately task specific. Meanwhile, the base layer of
the LSTM already learns highly transferable fea-
tures, and may not benefit from fine-tuning.

6 Transferring Between Tasks

Successful pretrained contextualizers have used
self-supervised tasks such as bidirectional lan-
guage modeling (Peters et al., 2018a) and next sen-
tence prediction (Devlin et al., 2018), which en-
able the use of large, unannotated text corpora.
However, contextualizers can also be pretrained
on explicitly supervised objectives, as done in
pretrained sentence embedding methods (Con-
neau et al., 2017). To better understand how
the choice of pretraining task affects the linguis-
tic knowledge within and transferability of CWRs,
we compare pretraining on a range of different
explicitly-supervised tasks with bidirectional lan-
guage model pretraining.
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Figure 4: Bidirectional language modeling as a probe:
average of forward and backward perplexity (lower is
better) of each ELMo contextualizer layer. We see a
monotonic decrease in BiLM perplexity when trained
on the outputs of higher LSTM layers, but transformer
layers do not exhibit the same pattern.

6.1 Experimental Setup

To ensure a controlled comparison of different pre-
training tasks, we fix the contextualizer’s archi-
tecture and pretraining dataset. All of our con-
textualizers use the ELMo (original) architecture,
and the training data from each of the pretraining
tasks is taken from the PTB. Each of the (identi-
cal) models thus see the same tokens, but the su-
pervision signal differs.5 We compare to (1) a non-
contextual baseline (GloVe) to assess the effect of
contextualization, (2) a randomly-initialized, un-
trained ELMo (original) baseline to measure the
effect of pretraining, and (3) the ELMo (original)
model pretrained on the Billion Word Benchmark
to examine the effect of training the bidirectional
language model on more data.

6.2 Results and Discussion

Table 3 presents the average target task perfor-
mance of each layer in contextualizers pretrained
on twelve different tasks (biLM and the eleven
tasks from §2 with PTB annotations). Bidirec-
tional language modeling pretraining is the most
effective on average. However, the settings that
achieve the highest performance for individual
target tasks often involve transferring between
related tasks (not shown in Table 3; see Ap-
pendix E). For example, when probing CWRs on

5We omit the OpenAI transformer and BERT from this
comparison, since code for pretraining these contextualizers
is not publicly available.

Pretraining Task Layer Average
Target Task Performance

0 1 2 Mix

CCG 56.70 64.45 63.71 66.06
Chunk 54.27 62.69 63.25 63.96
POS 56.21 63.86 64.15 65.13
Parent 54.57 62.46 61.67 64.31
GParent 55.50 62.94 62.91 64.96
GGParent 54.83 61.10 59.84 63.81
Syn. Arc Prediction 53.63 59.94 58.62 62.43
Syn. Arc Classification 56.15 64.41 63.60 66.07
Sem. Arc Prediction 53.19 54.69 53.04 59.84
Sem. Arc Classification 56.28 62.41 61.47 64.67
Conj 50.24 49.93 48.42 56.92
BiLM 66.53 65.91 65.82 66.49

GloVe (840B.300d) 60.55
Untrained ELMo (original) 52.14 39.26 39.39 54.42

ELMo (original)
(BiLM on 1B Benchmark) 64.40 79.05 77.72 78.90

Table 3: Performance (averaged across target tasks) of
contextualizers pretrained on a variety of tasks.

the syntactic dependency arc classification (EWT)
task, we see the largest gains from pretraining on
the task itself, but with a different dataset (PTB).
However, pretraining on syntactic dependency arc
prediction (PTB), CCG supertagging, chunking,
the ancestor prediction tasks, and semantic depen-
dency arc classification all give better performance
than bidirectional language model pretraining.

Although related task transfer is beneficial, we
naturally see stronger results from training on
more data (the ELMo original BiLM trained on the
Billion Word Benchmark). This indicates that the
transferability of pretrained CWRs relies on pre-
training on large corpora, emphasizing the utility
and importance of self-supervised pretraining.

Furthermore, layer 0 of the BiLM is the highest-
performing single layer among PTB-pretrained
contextualizers. This observation suggests that
lexical information is the source of the language
model’s initial generalizability, since layer 0 is the
output of a character-level convolutional neural
network with no token-level contextual informa-
tion.

7 Related Work

Methodologically, our work is most similar to
Shi et al. (2016b), Adi et al. (2017), and Hupkes
et al. (2018), who use the internal representations
of neural models to predict properties of interest.
Conneau et al. (2018) construct probing tasks to
study the linguistic properties of sentence embed-
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ding methods. We focus on contextual word rep-
resentations, which have achieved state-of-the-art
results on a variety of tasks, and examine a broader
range of linguistic knowledge.

In contemporaneous work, Tenney et al. (2019)
evaluate CoVe (McCann et al., 2017), ELMo (Pe-
ters et al., 2018a), the OpenAI Transformer (Rad-
ford et al., 2018), and BERT (Devlin et al., 2018)
on a variety of sub-sentence linguistic analysis
tasks. Their results also suggest that the aforemen-
tioned pretrained models for contextualized word
representation encode stronger notions of syntax
than higher-level semantics. They also find that
using a scalar mix of output layers is particu-
larly effective in deep transformer-based models,
aligned with our own probing results and our ob-
servation that transformers tend to encode trans-
ferable features in their intermediate layers. Fur-
thermore, they find that ELMo’s performance can-
not be explained by a model with access to only
local context, indicating that ELMo encodes lin-
guistic features from distant tokens.

Several other papers have examined how archi-
tecture design and choice of pretraining task af-
fect the quality of learned CWRs. Peters et al.
(2018b) study how the choice of neural architec-
ture influences the end-task performance and qual-
itative properties of CWRs derived from bidirec-
tional language models (ELMo). Bowman et al.
(2018) compare a variety of pretraining tasks and
explore the the impact of multitask learning.

Prior work has employed a variety of other
methods to study the learned representations in
neural models, such as directly examining the ac-
tivations of individual neurons (Karpathy et al.,
2015; Li et al., 2015; Shi et al., 2016a, in-
ter alia), ablating components of the model and
dataset (Kuncoro et al., 2017; Gaddy et al., 2018;
Khandelwal et al., 2018), or interpreting attention
mechanisms (Bahdanau et al., 2015); see Belinkov
and Glass (2019) for a recent survey. One partic-
ularly relevant line of work involves the construc-
tion of synthetic tasks that a model can only solve
if it captures a particular phenomenon (Linzen
et al., 2016; Jumelet and Hupkes, 2018; Wilcox
et al., 2018; Futrell and Levy, 2019, inter alia).
Zhang and Bowman (2018) compare the syntac-
tic knowledge of language models and neural ma-
chine translation systems. We widen the range of
pretraining tasks and target probing model tasks to
gain a more complete picture. We also focus on a

stronger contextualizer architecture, ELMo (origi-
nal), that has produced state-of-the-art results.

Several studies have sought to intrinsically
evaluate noncontextual word representations with
word similarity tasks, such as analogies (Mikolov
et al., 2013). These methods differ from our ap-
proach in that they require no extra parameters and
directly assess the vectors, while our probing mod-
els must be trained. In this regard, our method is
similar to QVEC (Tsvetkov et al., 2015).

8 Conclusion

We study the linguistic knowledge and trans-
ferability of contextualized word representations
with a suite of sixteen diverse probing tasks. The
features generated by pretrained contextualizers
are sufficient for high performance on a broad set
of tasks. For tasks that require specific informa-
tion not captured by the contextual word represen-
tation, we show that learning task-specific contex-
tual features helps to encode the requisite knowl-
edge. In addition, our analysis of patterns in the
transferability of contextualizer layers shows that
the lowest layer of LSTMs encodes the most trans-
ferable features, while transformers’ middle layers
are most transferable. We find that higher layers in
LSTMs are more task-specific (and thus less gen-
eral), while transformer layers do not exhibit this
same monotonic increase in task-specificity. Prior
work has suggested that higher-level contextual-
izer layers may be expressly encoding higher-level
semantic information. Instead, it seems likely that
certain high-level semantic phenomena are inci-
dentally useful for the contextualizer’s pretrain-
ing task, leading to their presence in higher lay-
ers. Lastly, we find that bidirectional language
model pretraining yields representations that are
more transferable in general than eleven other can-
didate pretraining tasks.
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Appendices
A Probing Task Setup Details

Syntactic Constituency Ancestor Tagging We
remove the top-level ROOT node in each sentence.
For words that do not have a parent, grandparent,
or great-grandparent, we set the label to ”None”.
The example is then treated as any other, and the
probing model is required to predict this ”None”
label during training and evaluation.

Preposition Supersense Disambiguation
Since we focus on the linguistic knowledge
within individual or pairs of CWRs, we train and
evaluate our probing models on only single-word
adpositions.

Conjunct Identification Our probing models
are only trained and evaluated on sentences with
a coordination construction in them.

B Probing Model Training Details

Our probing models are trained with Adam
(Kingma and Ba, 2015), using a learning rate of
0.001. We train for 50 epochs, using early stop-
ping with a patience of 3. Our models are im-
plemented in the AllenNLP framework (Gardner
et al., 2018).

For contextualizers that use subword represen-
tations (e.g., the OpenAI transformer and BERT),
we aggregate subword representations into token
representations by taking a token’s representation
to be the representation of its final subword.

C References to State-of-the-Art
Task-Specific Models (Without
Pretraining)

Task Previous state of the art
(without pretraining)

CCG 94.7 (Lewis et al., 2016)
POS (PTB) 97.96 (Bohnet et al., 2018)
POS (EWT) 95.82 (Yasunaga et al., 2018)
Chunk 95.77 (Hashimoto et al., 2017)
NER 91.38 (Hashimoto et al., 2017)
ST 95.15 (Bjerva et al., 2016)
GED 39.83 (Rei and Sogaard, 2019)
PS-Role 66.89 (Schneider et al., 2018)
PS-Fxn 78.29 (Schneider et al., 2018)
EG 77.10 (Rudinger et al., 2018)

Table 4: Performance of prior state of the art models
(without pretraining) for each task.

Note that the performance reported in this paper
for the preposition supersense identification mod-
els of Schneider et al. (2018) differs from their
published result. Their published result is the ac-
curacy on all adpositions; since we only train and
evaluate our model on single-word adpositions,
the number we report in this paper is the perfor-
mance of the Schneider et al. (2018) model on
only single-word adpositions.
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D Performance of Pretrained Contextualizers on All Tasks

D.1 Token Labeling (ELMo and OpenAI Transformer)

Pretrained Representation POS Supersense ID

CCG PTB EWT Parent GParent GGParent ST PS-Role PS-Fxn EF

ELMo Original, Layer 0 73.43 93.31 89.71 85.23 54.58 41.57 83.99 41.45 52.41 52.49
ELMo Original, Layer 1 93.31 97.26 95.61 95.56 81.61 67.50 93.82 74.12 84.87 73.20
ELMo Original, Layer 2 91.23 96.45 94.52 94.35 76.22 62.32 92.41 75.44 83.11 72.11
ELMo Original, Scalar Mix 92.96 97.19 95.09 95.56 81.56 67.42 93.86 74.56 84.65 72.96

ELMo (4-layer), Layer 0 73.41 93.42 89.30 85.45 55.40 42.22 83.95 40.13 55.26 53.58
ELMo (4-layer), Layer 1 93.81 97.31 95.60 95.70 81.57 67.66 94.18 74.78 85.96 73.03
ELMo (4-layer), Layer 2 92.47 97.09 95.08 95.01 77.08 63.04 93.43 74.12 85.53 70.97
ELMo (4-layer), Layer 3 91.56 96.82 94.56 94.65 75.58 61.04 92.82 74.12 83.55 70.66
ELMo (4-layer), Layer 4 90.67 96.44 93.99 94.24 75.70 61.45 91.90 73.46 83.77 72.59
ELMo (4-layer), Scalar Mix 93.23 97.34 95.14 95.55 81.36 67.47 94.05 76.10 84.65 72.70

ELMo (transformer), Layer 0 73.06 93.27 89.42 85.59 55.03 41.38 83.81 41.45 54.39 53.13
ELMo (transformer), Layer 1 91.66 97.09 94.78 94.43 77.28 62.69 93.78 65.13 80.04 67.19
ELMo (transformer), Layer 2 92.68 96.93 95.13 95.15 81.37 67.39 93.71 69.74 80.26 70.88
ELMo (transformer), Layer 3 92.82 96.97 94.74 95.28 82.16 68.06 93.45 70.61 82.24 70.24
ELMo (transformer), Layer 4 91.86 96.71 94.41 94.97 81.48 67.33 92.82 72.81 82.02 69.97
ELMo (transformer), Layer 5 91.06 96.24 93.85 94.30 79.65 64.92 91.92 69.52 79.82 70.21
ELMo (transformer), Layer 6 90.19 96.33 93.62 93.98 77.40 63.49 91.78 65.57 80.48 70.82
ELMo (transformer), Scalar Mix 93.66 97.35 94.59 95.16 83.38 69.29 94.26 72.59 82.46 71.94

OpenAI transformer, Layer 0 71.58 89.54 87.44 84.50 56.24 46.31 81.18 37.72 48.90 55.03
OpenAI transformer, Layer 1 78.08 93.32 89.93 88.75 63.59 53.28 85.73 43.64 61.40 63.13
OpenAI transformer, Layer 2 78.19 92.71 85.27 88.22 65.85 56.34 85.54 52.41 66.45 65.69
OpenAI transformer, Layer 3 79.53 93.43 89.67 88.73 67.34 58.10 86.17 53.51 70.18 68.39
OpenAI transformer, Layer 4 80.95 93.82 91.28 90.07 69.34 60.74 87.34 58.55 71.27 69.82
OpenAI transformer, Layer 5 82.03 93.82 91.11 90.51 71.41 62.69 87.81 60.75 73.46 70.92
OpenAI transformer, Layer 6 82.38 93.45 88.09 90.32 72.10 63.68 87.46 64.04 74.12 72.08
OpenAI transformer, Layer 7 82.61 93.25 86.50 90.71 72.60 63.69 86.49 65.13 76.32 73.87
OpenAI transformer, Layer 8 81.43 92.10 86.66 91.00 72.66 64.01 86.65 66.23 76.97 73.86
OpenAI transformer, Layer 9 81.73 91.99 86.60 90.84 72.34 63.72 86.19 66.01 76.54 74.03
OpenAI transformer, Layer 10 81.73 92.05 86.37 90.74 71.41 62.45 86.22 63.38 75.88 73.30
OpenAI transformer, Layer 11 81.97 91.64 86.62 90.43 70.48 60.84 85.91 63.16 76.97 71.99
OpenAI transformer, Layer 12 82.69 92.18 90.87 90.89 69.14 58.74 87.43 63.60 75.66 71.34
OpenAI transformer, Scalar Mix 83.94 94.63 92.60 92.08 73.11 64.64 88.73 64.69 79.17 74.25

GloVe (840B.300d) 71.58 90.49 83.93 81.77 54.01 41.21 80.92 40.79 51.54 49.70

Previous state of the art 94.7 97.96 96.73 - - - 95.15 66.89 78.29 77.10

Table 5: Token labeling task performance of a linear probing model trained on top of the ELMo and OpenAI
contextualizers, compared against a GloVe-based probing baseline and the previous state of the art.
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D.2 Token Labeling (BERT)

Pretrained Representation POS Supersense ID

CCG PTB EWT Parent GParent GGParent ST PS-Role PS-Fxn EF

BERT (base, cased), Layer 0 71.45 89.99 86.77 84.41 55.92 46.07 82.25 42.11 54.82 52.70
BERT (base, cased), Layer 1 81.67 93.80 90.58 89.47 62.92 50.93 88.89 50.88 67.76 59.83
BERT (base, cased), Layer 2 88.43 95.76 93.72 92.98 71.73 57.84 92.23 63.60 75.00 64.91
BERT (base, cased), Layer 3 89.77 96.08 94.30 93.92 73.24 58.57 92.85 64.69 78.95 65.58
BERT (base, cased), Layer 4 91.41 96.57 94.58 94.67 76.09 61.17 93.38 66.23 79.17 67.55
BERT (base, cased), Layer 5 92.22 96.68 94.93 95.10 77.79 63.56 93.47 68.20 82.89 69.08
BERT (base, cased), Layer 6 93.14 96.95 95.15 95.46 79.75 65.36 93.72 76.10 84.65 71.26
BERT (base, cased), Layer 7 93.51 96.92 95.12 95.70 80.38 65.96 93.62 77.85 86.40 71.54
BERT (base, cased), Layer 8 93.67 96.80 95.21 95.60 81.04 66.66 93.37 79.61 87.94 73.49
BERT (base, cased), Layer 9 93.51 96.68 94.94 95.64 80.70 66.53 93.18 79.39 86.84 75.11
BERT (base, cased), Layer 10 93.25 96.54 94.51 95.26 79.60 65.49 92.90 79.17 86.18 74.70
BERT (base, cased), Layer 11 92.75 96.40 94.31 95.00 78.50 64.34 92.64 77.41 85.53 75.11
BERT (base, cased), Layer 12 92.21 96.09 93.86 94.55 76.95 62.87 92.34 78.07 84.65 73.77
BERT (base, cased), Scalar Mix 93.78 97.02 95.63 95.83 81.67 67.48 93.85 78.51 85.96 74.88

BERT (large, cased), Layer 0 71.06 89.84 86.81 84.28 55.84 46.17 82.31 38.38 54.61 52.81
BERT (large, cased), Layer 1 79.49 92.58 89.45 88.50 60.96 49.88 87.16 53.51 65.13 59.49
BERT (large, cased), Layer 2 83.30 94.03 91.70 90.48 64.91 51.94 89.47 58.55 71.93 62.49
BERT (large, cased), Layer 3 83.32 94.09 91.92 90.76 64.99 52.26 89.67 58.33 72.81 62.52
BERT (large, cased), Layer 4 88.51 95.61 93.36 93.26 70.99 56.22 92.58 65.35 78.29 65.06
BERT (large, cased), Layer 5 89.69 95.95 94.15 93.94 72.62 57.58 93.05 62.06 76.97 65.79
BERT (large, cased), Layer 6 90.91 96.14 94.35 94.47 75.59 60.80 93.35 62.72 78.51 67.00
BERT (large, cased), Layer 7 91.72 96.30 94.64 94.55 76.35 60.98 93.55 67.98 81.36 66.42
BERT (large, cased), Layer 8 91.56 96.36 94.80 94.61 76.40 61.93 93.50 66.89 80.26 68.56
BERT (large, cased), Layer 9 91.76 96.31 94.86 94.70 75.95 61.60 93.44 66.89 82.02 69.12
BERT (large, cased), Layer 10 91.71 96.27 94.89 94.88 75.84 61.44 93.42 68.64 79.39 69.37
BERT (large, cased), Layer 11 92.01 96.26 94.96 95.10 77.01 62.79 93.39 70.83 81.80 71.12
BERT (large, cased), Layer 12 92.82 96.48 95.27 95.31 78.66 64.51 93.61 74.34 84.21 72.44
BERT (large, cased), Layer 13 93.48 96.73 95.56 95.72 80.51 65.85 93.83 76.54 85.75 72.91
BERT (large, cased), Layer 14 93.85 96.73 95.54 95.98 81.89 67.02 93.81 78.95 87.94 72.72
BERT (large, cased), Layer 15 94.21 96.72 95.80 96.10 82.46 67.53 93.76 79.17 89.25 72.79
BERT (large, cased), Layer 16 94.28 96.67 95.62 96.05 82.78 67.90 93.61 78.73 90.13 74.27
BERT (large, cased), Layer 17 94.13 96.53 95.55 95.92 82.56 67.74 93.45 79.17 87.06 75.52
BERT (large, cased), Layer 18 93.76 96.38 95.45 95.57 81.47 67.11 93.21 79.17 87.06 75.95
BERT (large, cased), Layer 19 93.36 96.25 95.30 95.38 80.47 66.08 93.01 76.10 85.96 76.25
BERT (large, cased), Layer 20 93.06 96.10 94.96 95.20 79.32 64.86 92.78 78.29 87.72 75.92
BERT (large, cased), Layer 21 91.83 95.38 94.05 94.16 76.84 62.43 91.65 74.12 82.89 75.16
BERT (large, cased), Layer 22 89.66 93.88 92.30 92.62 74.73 60.76 89.42 73.90 82.02 74.28
BERT (large, cased), Layer 23 88.70 93.02 91.90 92.36 73.33 59.27 88.92 69.08 80.70 73.54
BERT (large, cased), Layer 24 87.65 92.60 90.84 91.81 71.98 57.95 88.26 69.74 78.73 72.65
BERT (large, cased), Scalar Mix 94.48 97.17 96.05 96.27 83.51 68.90 93.96 78.95 87.06 76.13

Table 6: Token labeling task performance of a linear probing model trained on top of the BERT contextualizers.
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D.3 Segmentation (ELMo and OpenAI Transformer)

Pretrained Representation Chunk NER GED Conj

ELMo Original, Layer 0 70.68 64.39 18.49 15.59
ELMo Original, Layer 1 90.04 82.85 29.37 38.72
ELMo Original, Layer 2 86.47 82.80 26.08 29.08
ELMo Original, Scalar Mix 89.29 82.90 27.54 39.57

ELMo (4-layer), Layer 0 70.57 63.96 8.46 15.15
ELMo (4-layer), Layer 1 89.78 81.04 28.07 36.37
ELMo (4-layer), Layer 2 87.18 80.19 29.24 31.44
ELMo (4-layer), Layer 3 86.20 81.56 28.51 28.57
ELMo (4-layer), Layer 4 85.07 82.06 23.85 26.31
ELMo (4-layer), Scalar Mix 86.67 82.37 30.46 28.42

ELMo (transformer), Layer 0 71.01 64.23 13.25 15.69
ELMo (transformer), Layer 1 91.75 78.51 25.29 26.56
ELMo (transformer), Layer 2 92.18 80.92 28.63 34.99
ELMo (transformer), Layer 3 92.14 80.80 29.16 38.23
ELMo (transformer), Layer 4 91.32 80.47 29.71 38.52
ELMo (transformer), Layer 5 89.18 81.21 30.80 35.49
ELMo (transformer), Layer 6 87.96 79.77 27.20 29.17
ELMo (transformer), Scalar Mix 92.08 81.68 26.56 38.45

OpenAI transformer, Layer 0 66.59 46.29 14.78 16.84
OpenAI transformer, Layer 1 77.87 48.88 19.72 17.59
OpenAI transformer, Layer 2 79.67 52.13 21.59 20.72
OpenAI transformer, Layer 3 80.78 52.40 22.58 22.36
OpenAI transformer, Layer 4 82.95 54.62 25.61 23.04
OpenAI transformer, Layer 5 84.67 56.25 29.69 25.53
OpenAI transformer, Layer 6 85.46 56.46 30.69 27.25
OpenAI transformer, Layer 7 86.06 57.73 33.10 30.68
OpenAI transformer, Layer 8 85.75 56.50 32.17 33.06
OpenAI transformer, Layer 9 85.40 57.31 31.90 32.65
OpenAI transformer, Layer 10 84.52 57.32 32.08 30.27
OpenAI transformer, Layer 11 83.00 56.94 30.22 26.60
OpenAI transformer, Layer 12 82.44 58.14 30.81 25.19
OpenAI transformer, Scalar Mix 87.44 59.39 34.54 31.65

GloVe (840B.300d) 62.28 53.22 14.94 10.53

Previous state of the art 95.77 91.38 34.76 -

Table 7: Segmentation task performance of a linear probing model trained on top of the ELMo and OpenAI
contextualizers, compared against a GloVe-based probing baseline and the previous state of the art.
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D.4 Segmentation (BERT)

Pretrained Representation Chunk NER GED Conj

BERT (base, cased), Layer 0 69.86 53.50 12.63 16.24
BERT (base, cased), Layer 1 75.56 66.94 16.85 21.83
BERT (base, cased), Layer 2 86.64 71.08 22.66 22.87
BERT (base, cased), Layer 3 87.70 73.83 25.80 25.50
BERT (base, cased), Layer 4 90.64 77.28 31.35 29.39
BERT (base, cased), Layer 5 91.21 78.81 32.34 30.58
BERT (base, cased), Layer 6 92.29 80.81 37.85 35.26
BERT (base, cased), Layer 7 92.64 81.50 40.14 35.86
BERT (base, cased), Layer 8 92.11 82.45 42.08 42.26
BERT (base, cased), Layer 9 91.95 82.71 43.20 43.93
BERT (base, cased), Layer 10 91.30 82.66 42.46 43.38
BERT (base, cased), Layer 11 90.71 82.42 43.30 41.35
BERT (base, cased), Layer 12 89.38 80.64 39.87 39.34
BERT (base, cased), Scalar Mix 92.96 82.43 43.22 43.15

BERT (large, cased), Layer 0 70.42 53.95 13.44 16.65
BERT (large, cased), Layer 1 73.98 65.92 16.20 19.58
BERT (large, cased), Layer 2 79.82 67.96 17.26 20.01
BERT (large, cased), Layer 3 79.50 68.82 17.42 21.83
BERT (large, cased), Layer 4 87.49 71.13 24.06 23.21
BERT (large, cased), Layer 5 89.81 72.06 30.27 24.13
BERT (large, cased), Layer 6 89.92 74.30 31.44 26.75
BERT (large, cased), Layer 7 90.39 75.93 33.27 27.74
BERT (large, cased), Layer 8 90.28 76.99 33.34 29.94
BERT (large, cased), Layer 9 90.09 78.87 33.16 30.07
BERT (large, cased), Layer 10 89.92 80.08 33.31 30.17
BERT (large, cased), Layer 11 90.20 81.23 34.49 31.78
BERT (large, cased), Layer 12 91.22 83.00 37.27 34.10
BERT (large, cased), Layer 13 93.04 83.66 40.10 35.04
BERT (large, cased), Layer 14 93.64 84.11 43.11 39.67
BERT (large, cased), Layer 15 93.18 84.21 44.92 43.12
BERT (large, cased), Layer 16 93.14 84.34 45.37 46.54
BERT (large, cased), Layer 17 92.80 84.44 45.60 47.76
BERT (large, cased), Layer 18 91.72 84.03 45.82 47.34
BERT (large, cased), Layer 19 91.48 84.29 46.46 46.00
BERT (large, cased), Layer 20 90.78 84.25 46.07 44.81
BERT (large, cased), Layer 21 87.97 82.36 44.53 41.91
BERT (large, cased), Layer 22 85.19 77.58 43.03 37.49
BERT (large, cased), Layer 23 84.23 77.02 42.00 35.21
BERT (large, cased), Layer 24 83.30 74.83 41.29 34.38
BERT (large, cased), Scalar Mix 93.59 84.98 47.32 45.94

Table 8: Segmentation task performance of a linear probing model trained on top of the BERT contextualizers.
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D.5 Pairwise Relations (ELMo and OpenAI Transformer)

Pretrained Representation
Syntactic Dep.
Arc Prediction

Syntactic Dep.
Arc Classification Semantic Dep.

Arc Prediction
Semantic Dep.
Arc Classification

Coreference
Arc Prediction

PTB EWT PTB EWT

ELMo (original), Layer 0 78.27 77.73 82.05 78.52 70.65 77.48 72.89
ELMo (original), Layer 1 89.04 86.46 96.13 93.01 87.71 93.31 71.33
ELMo (original), Layer 2 88.33 85.34 94.72 91.32 86.44 90.22 68.46
ELMo (original), Scalar Mix 89.30 86.56 95.81 91.69 87.79 93.13 73.24

ELMo (4-layer), Layer 0 78.09 77.57 82.13 77.99 69.96 77.22 73.57
ELMo (4-layer), Layer 1 88.79 86.31 96.20 93.20 87.15 93.27 72.93
ELMo (4-layer), Layer 2 87.33 84.75 95.38 91.87 85.29 90.57 71.78
ELMo (4-layer), Layer 3 86.74 84.17 95.06 91.55 84.44 90.04 70.11
ELMo (4-layer), Layer 4 87.61 85.09 94.14 90.68 85.81 89.45 68.36
ELMo (4-layer), Scalar Mix 88.98 85.94 95.82 91.77 87.39 93.25 73.88

ELMo (transformer), Layer 0 78.10 78.04 81.09 77.67 70.11 77.11 72.50
ELMo (transformer), Layer 1 88.24 85.48 93.62 89.18 85.16 90.66 72.47
ELMo (transformer), Layer 2 88.87 84.72 94.14 89.40 85.97 91.29 73.03
ELMo (transformer), Layer 3 89.01 84.62 94.07 89.17 86.83 90.35 72.62
ELMo (transformer), Layer 4 88.55 85.62 94.14 89.00 86.00 89.04 71.80
ELMo (transformer), Layer 5 88.09 83.23 92.70 88.84 85.79 89.66 71.62
ELMo (transformer), Layer 6 87.22 83.28 92.55 87.13 84.71 87.21 66.35
ELMo (transformer), Scalar Mix 90.74 86.39 96.40 91.06 89.18 94.35 75.52

OpenAI transformer, Layer 0 80.80 79.10 83.35 80.32 76.39 80.50 72.58
OpenAI transformer, Layer 1 81.91 79.99 88.22 84.51 77.70 83.88 75.23
OpenAI transformer, Layer 2 82.56 80.22 89.34 85.99 78.47 85.85 75.77
OpenAI transformer, Layer 3 82.87 81.21 90.89 87.67 78.91 87.76 75.81
OpenAI transformer, Layer 4 83.69 82.07 92.21 89.24 80.51 89.59 75.99
OpenAI transformer, Layer 5 84.53 82.77 93.12 90.34 81.95 90.25 76.05
OpenAI transformer, Layer 6 85.47 83.89 93.71 90.63 83.88 90.99 74.43
OpenAI transformer, Layer 7 86.32 84.15 93.95 90.82 85.15 91.18 74.05
OpenAI transformer, Layer 8 86.84 84.06 94.16 91.02 85.23 90.86 74.20
OpenAI transformer, Layer 9 87.00 84.47 93.95 90.77 85.95 90.85 74.57
OpenAI transformer, Layer 10 86.76 84.28 93.40 90.26 85.17 89.94 73.86
OpenAI transformer, Layer 11 85.84 83.42 92.82 89.07 83.39 88.46 72.03
OpenAI transformer, Layer 12 85.06 83.02 92.37 89.08 81.88 87.47 70.44
OpenAI transformer, Scalar Mix 87.18 85.30 94.51 91.55 86.13 91.55 76.47

GloVe (840B.300d) 74.14 73.94 77.54 72.74 68.94 71.84 72.96

Table 9: Pairwise relation task performance of a linear probing model trained on top of the ELMo and OpenAI
contextualizers, compared against a GloVe-based probing baseline.
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D.6 Pairwise Relations (BERT)

Pretrained Representation
Syntactic Dep.
Arc Prediction

Syntactic Dep.
Arc Classification Semantic Dep.

Arc Prediction
Semantic Dep.
Arc Classification

Coreference
Arc Prediction

PTB EWT PTB EWT

BERT (base, cased), Layer 0 83.00 80.36 83.47 79.15 80.26 80.35 74.93
BERT (base, cased), Layer 1 83.66 81.69 86.92 82.62 80.81 82.69 75.35
BERT (base, cased), Layer 2 84.00 82.66 91.90 88.51 79.34 87.45 75.19
BERT (base, cased), Layer 3 84.12 82.86 92.80 89.49 79.05 88.41 75.83
BERT (base, cased), Layer 4 85.50 84.07 93.91 91.02 81.37 90.20 76.14
BERT (base, cased), Layer 5 86.67 84.69 94.87 92.01 83.41 91.34 76.35
BERT (base, cased), Layer 6 87.98 85.91 95.57 93.01 85.73 92.47 75.95
BERT (base, cased), Layer 7 88.24 86.30 95.65 93.31 85.96 92.75 75.37
BERT (base, cased), Layer 8 88.64 86.49 95.90 93.39 86.59 93.18 76.39
BERT (base, cased), Layer 9 88.76 86.17 95.84 93.32 86.74 92.68 76.62
BERT (base, cased), Layer 10 88.16 85.86 95.42 92.82 86.29 91.79 76.84
BERT (base, cased), Layer 11 87.74 85.40 95.09 92.37 85.83 91.07 76.88
BERT (base, cased), Layer 12 85.93 83.99 94.79 91.70 82.71 90.10 76.78
BERT (base, cased), Scalar Mix 89.06 86.58 95.91 93.10 87.10 93.38 77.88

BERT (large, cased), Layer 0 82.22 79.92 83.57 79.32 79.04 81.25 73.75
BERT (large, cased), Layer 1 81.65 80.04 85.23 80.95 77.97 81.36 73.99
BERT (large, cased), Layer 2 81.84 80.09 87.39 83.80 77.17 82.44 73.89
BERT (large, cased), Layer 3 81.66 80.35 87.36 83.74 76.92 82.91 73.62
BERT (large, cased), Layer 4 83.56 82.17 91.44 88.45 78.43 87.32 72.99
BERT (large, cased), Layer 5 84.24 82.94 92.33 89.62 79.28 88.85 73.34
BERT (large, cased), Layer 6 85.05 83.50 93.75 91.02 80.18 90.14 74.02
BERT (large, cased), Layer 7 85.43 84.03 94.06 91.65 80.64 90.69 74.55
BERT (large, cased), Layer 8 85.41 83.92 94.18 91.66 80.64 90.82 75.92
BERT (large, cased), Layer 9 85.35 83.76 94.11 91.10 80.64 90.62 76.00
BERT (large, cased), Layer 10 85.51 83.92 94.09 91.17 81.51 90.43 76.19
BERT (large, cased), Layer 11 85.91 83.88 94.48 91.73 82.05 91.13 75.86
BERT (large, cased), Layer 12 86.80 85.13 95.03 92.37 83.99 92.08 75.13
BERT (large, cased), Layer 13 87.64 86.00 95.54 93.02 84.91 92.74 74.63
BERT (large, cased), Layer 14 88.62 86.50 95.94 93.62 85.91 93.51 75.16
BERT (large, cased), Layer 15 88.87 86.95 96.02 93.66 86.49 93.86 75.58
BERT (large, cased), Layer 16 89.36 87.25 96.18 93.86 87.79 93.83 75.15
BERT (large, cased), Layer 17 89.62 87.47 96.01 93.88 88.14 93.41 75.93
BERT (large, cased), Layer 18 89.41 87.00 95.82 93.47 87.77 93.00 77.85
BERT (large, cased), Layer 19 88.78 86.60 95.59 92.98 87.16 92.27 80.47
BERT (large, cased), Layer 20 88.24 85.87 95.12 92.47 86.45 91.33 80.94
BERT (large, cased), Layer 21 86.48 84.21 94.21 91.12 83.94 89.42 81.14
BERT (large, cased), Layer 22 85.42 83.24 92.94 90.02 82.01 88.17 80.36
BERT (large, cased), Layer 23 84.69 82.81 92.28 89.47 81.07 87.32 79.64
BERT (large, cased), Layer 24 83.24 81.48 91.07 87.88 78.24 85.98 79.35
BERT (large, cased), Scalar Mix 90.09 87.51 96.15 93.61 88.49 94.25 81.16

Table 10: Pairwise relation task performance of a linear probing model trained on top of the BERT contextualizers.
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E Full Results for Transferring Between Pretraining Tasks

E.1 Token Labeling

Pretrained Representation
Supersense ID

POS (EWT) ST PS-Role PS-Fxn EF

Untrained ELMo (original), Layer 0 77.05 76.09 36.99 48.17 43.08
Untrained ELMo (original), Layer 1 56.03 68.63 16.01 24.71 45.57
Untrained ELMo (original), Layer 2 55.89 68.51 16.01 25.44 46.06
Untrained ELMo (original), Scalar Mix 78.58 82.45 38.23 48.90 47.37

CCG, Layer 0 84.33 79.53 38.38 53.29 47.71
CCG, Layer 1 88.02 87.97 46.27 58.48 57.96
CCG, Layer 2 87.81 87.38 43.79 58.55 57.98
CCG, Scalar Mix 90.44 91.21 50.07 65.57 60.24

Chunk, Layer 0 82.51 78.45 37.06 49.12 38.93
Chunk, Layer 1 87.33 87.42 44.81 59.36 55.66
Chunk, Layer 2 86.61 87.04 39.91 58.11 56.95
Chunk, Scalar Mix 88.62 89.77 44.23 60.01 56.24

PTB (POS), Layer 0 84.58 79.95 37.43 49.49 46.19
PTB (POS), Layer 1 90.53 90.10 42.47 59.80 61.28
PTB (POS), Layer 2 90.45 89.83 44.37 58.92 62.14
PTB (POS), Scalar Mix 90.75 91.13 45.39 60.67 62.77

Parent, Layer 0 81.84 78.47 36.33 49.71 38.35
Parent, Layer 1 87.21 87.36 45.98 58.85 54.45
Parent, Layer 2 86.57 86.18 42.69 58.48 54.58
Parent, Scalar Mix 89.10 90.01 44.88 61.92 55.64

GParent, Layer 0 81.85 78.77 37.06 51.75 40.46
GParent, Layer 1 86.05 86.78 46.86 60.82 55.58
GParent, Layer 2 85.64 86.17 45.25 62.13 55.65
GParent, Scalar Mix 88.08 89.48 48.03 63.38 55.96

GGParent, Layer 0 81.44 77.88 38.74 49.12 42.17
GGParent, Layer 1 83.51 85.23 44.08 57.68 55.77
GGParent, Layer 2 83.17 84.10 39.40 56.29 55.82
GGParent, Scalar Mix 86.18 88.84 44.52 61.62 55.50

Syn. Arc Prediction (PTB), Layer 0 79.97 77.34 36.26 47.15 38.81
Syn. Arc Prediction (PTB), Layer 1 80.67 82.60 40.06 54.61 47.86
Syn. Arc Prediction (PTB), Layer 2 78.83 80.91 34.65 52.12 45.64
Syn. Arc Prediction (PTB), Scalar Mix 85.76 88.13 40.79 54.17 50.91

Syn. Arc Classification (PTB), Layer 0 83.61 79.61 37.21 51.97 42.07
Syn. Arc Classification (PTB), Layer 1 89.28 88.70 47.22 61.11 55.55
Syn. Arc Classification (PTB), Layer 2 88.77 88.12 44.66 58.92 56.16
Syn. Arc Classification (PTB), Scalar Mix 90.18 90.99 48.17 62.21 56.90

Sem. Arc Prediction, Layer 0 78.64 76.95 34.43 49.78 39.64
Sem. Arc Prediction, Layer 1 74.66 74.83 33.92 47.88 36.46
Sem. Arc Prediction, Layer 2 74.06 73.42 30.85 45.39 35.63
Sem. Arc Prediction, Scalar Mix 83.77 85.06 38.45 57.16 48.27

Sem. Arc Classification, Layer 0 83.17 79.17 38.60 51.54 44.79
Sem. Arc Classification, Layer 1 86.45 87.04 44.81 58.19 55.18
Sem. Arc Classification, Layer 2 85.42 85.87 41.45 58.55 52.87
Sem. Arc Classification, Scalar Mix 88.44 90.00 45.03 61.33 56.07

Conj, Layer 0 72.21 73.87 37.43 47.95 36.33
Conj, Layer 1 64.95 68.96 27.70 41.89 42.10
Conj, Layer 2 64.03 67.17 27.56 37.21 40.59
Conj, Scalar Mix 76.96 80.22 36.33 50.66 42.79

BiLM, Layer 0 87.54 90.22 50.88 67.32 59.65
BiLM, Layer 1 86.55 87.19 50.22 67.11 59.32
BiLM, Layer 2 86.49 89.67 49.34 66.01 59.45
BiLM, Scalar Mix 86.76 90.11 50.44 67.32 67.32

ELMo (original), Layer 0 89.71 83.99 41.45 52.41 52.49
ELMo (original), Layer 1 95.61 93.82 74.12 84.87 73.20
ELMo (original), Layer 2 94.52 92.41 75.44 83.11 72.11
ELMo (original), Scalar Mix 95.09 93.86 74.56 84.65 84.65

GloVe (840B.300d) 83.93 80.92 40.79 51.54 49.70

Table 11: Target token labeling task performance of contextualizers pretrained on a variety of different tasks. The
probing model used is linear, and the contextualizer architecture is ELMo (original).

1092



E.2 Segmentation

Pretrained Representation NER GED

Untrained ELMo (original), Layer 0 24.71 0.00
Untrained ELMo (original), Layer 1 0.00 0.00
Untrained ELMo (original), Layer 2 0.00 0.00
Untrained ELMo (original), Scalar Mix 34.28 1.81

CCG, Layer 0 32.30 8.89
CCG, Layer 1 44.01 22.68
CCG, Layer 2 42.45 25.15
CCG, Scalar Mix 49.07 4.52

Chunk, Layer 0 23.47 5.80
Chunk, Layer 1 45.44 5.46
Chunk, Layer 2 43.59 24.11
Chunk, Scalar Mix 46.83 4.30

PTB (POS), Layer 0 32.64 7.87
PTB (POS), Layer 1 52.03 5.80
PTB (POS), Layer 2 52.04 9.76
PTB (POS), Scalar Mix 53.51 3.19

Parent, Layer 0 25.11 6.66
Parent, Layer 1 42.76 6.22
Parent, Layer 2 42.49 8.33
Parent, Scalar Mix 47.06 3.01

GParent, Layer 0 30.39 4.58
GParent, Layer 1 47.67 6.20
GParent, Layer 2 47.87 10.34
GParent, Scalar Mix 50.06 1.71

GGParent, Layer 0 28.57 2.25
GGParent, Layer 1 46.21 4.32
GGParent, Layer 2 45.34 3.74
GGParent, Scalar Mix 48.19 1.54

Syn. Arc Prediction (PTB), Layer 0 26.77 1.82
Syn. Arc Prediction (PTB), Layer 1 43.93 5.94
Syn. Arc Prediction (PTB), Layer 2 41.83 14.50
Syn. Arc Prediction (PTB), Scalar Mix 46.58 1.47

Syn. Arc Classification (PTB), Layer 0 33.10 3.51
Syn. Arc Classification (PTB), Layer 1 50.76 3.92
Syn. Arc Classification (PTB), Layer 2 49.64 5.77
Syn. Arc Classification (PTB), Scalar Mix 53.00 1.27

Sem. Arc Prediction, Layer 0 24.47 1.05
Sem. Arc Prediction, Layer 1 34.47 10.78
Sem. Arc Prediction, Layer 2 31.30 10.77
Sem. Arc Prediction, Scalar Mix 36.97 0.32

Sem. Arc Classification, Layer 0 34.00 5.08
Sem. Arc Classification, Layer 1 48.07 5.39
Sem. Arc Classification, Layer 2 46.67 6.24
Sem. Arc Classification, Scalar Mix 50.80 1.75

Conj, Layer 0 17.15 3.99
Conj, Layer 1 37.61 0.87
Conj, Layer 2 34.78 2.38
Conj, Scalar Mix 40.97 0.33

BiLM, Layer 0 56.05 3.99
BiLM, Layer 1 57.19 1.22
BiLM, Layer 2 57.05 1.03
BiLM, Scalar Mix 58.50 1.29

ELMo (original), Layer 0 64.39 18.49
ELMo (original), Layer 1 82.85 29.37
ELMo (original), Layer 2 82.80 26.08
ELMo (original), Scalar Mix 82.90 27.54

GloVe (840B.300d) 53.22 14.94

Table 12: Target segmentation task performance of contextualizers pretrained on a variety of different tasks. The
probing model used is linear, and the contextualizer architecture is ELMo (original).

1093



E.3 Pairwise Prediction

Pretrained Representation Syn. Arc
Prediction

(EWT)

Syn. Arc
Classification

(EWT)

Coreference
Arc Prediction

Untrained ELMo (original), Layer 0 73.75 66.27 66.25
Untrained ELMo (original), Layer 1 68.40 56.73 62.82
Untrained ELMo (original), Layer 2 68.86 56.62 63.15
Untrained ELMo (original), Scalar Mix 72.24 70.62 69.72

CCG, Layer 0 75.92 69.84 67.84
CCG, Layer 1 84.93 85.59 62.10
CCG, Layer 2 84.45 84.59 59.19
CCG, Scalar Mix 85.44 88.11 70.14

Chunk, Layer 0 76.67 69.72 65.60
Chunk, Layer 1 85.18 86.50 62.74
Chunk, Layer 2 84.80 84.84 60.23
Chunk, Scalar Mix 85.42 87.57 68.92

PTB (POS), Layer 0 76.07 70.32 67.50
PTB (POS), Layer 1 83.97 86.64 63.43
PTB (POS), Layer 2 83.88 86.44 61.61
PTB (POS), Scalar Mix 84.17 87.72 69.61

Parent, Layer 0 76.20 68.99 67.80
Parent, Layer 1 84.93 86.15 62.69
Parent, Layer 2 85.57 85.61 59.10
Parent, Scalar Mix 86.01 87.49 69.34

GParent, Layer 0 76.59 69.51 68.99
GParent, Layer 1 85.96 85.33 60.84
GParent, Layer 2 85.69 84.38 58.76
GParent, Scalar Mix 86.17 87.49 70.24

GGParent, Layer 0 76.28 69.91 69.24
GGParent, Layer 1 85.74 83.45 59.73
GGParent, Layer 2 85.49 82.12 58.89
GGParent, Scalar Mix 86.27 86.57 70.58

Syn. Arc Prediction (PTB), Layer 0 77.04 68.01 68.28
Syn. Arc Prediction (PTB), Layer 1 90.39 81.00 60.29
Syn. Arc Prediction (PTB), Layer 2 90.82 76.50 57.46
Syn. Arc Prediction (PTB), Scalar Mix 91.66 84.18 69.15

Syn. Arc Classification (PTB), Layer 0 76.14 71.80 68.40
Syn. Arc Classification (PTB), Layer 1 86.55 90.04 62.10
Syn. Arc Classification (PTB), Layer 2 87.46 89.35 59.74
Syn. Arc Classification (PTB), Scalar Mix 87.78 90.98 70.00

Sem. Arc Prediction, Layer 0 76.25 67.73 69.44
Sem. Arc Prediction, Layer 1 84.91 73.11 57.62
Sem. Arc Prediction, Layer 2 85.86 69.75 55.91
Sem. Arc Prediction, Scalar Mix 86.37 80.74 69.72

Sem. Arc Classification, Layer 0 75.85 70.12 68.96
Sem. Arc Classification, Layer 1 85.30 86.21 60.25
Sem. Arc Classification, Layer 2 86.10 84.50 58.39
Sem. Arc Classification, Scalar Mix 86.53 87.75 70.36

Conj, Layer 0 72.62 58.40 68.50
Conj, Layer 1 80.84 68.12 58.46
Conj, Layer 2 80.46 64.30 57.89
Conj, Scalar Mix 80.96 73.89 71.96

BiLM, Layer 0 84.27 86.74 71.75
BiLM, Layer 1 86.36 86.86 70.47
BiLM, Layer 2 86.44 86.19 70.14
BiLM, Scalar Mix 86.42 85.93 71.62

ELMo (original), Layer 0 77.73 78.52 72.89
ELMo (original), Layer 1 86.46 93.01 71.33
ELMo (original), Layer 2 85.34 91.32 68.46
ELMo (original), Scalar Mix 86.56 91.69 73.24

GloVe (840B.300d) 73.94 72.74 72.96

Table 13: Target pairwise prediction task performance of contextualizers pretrained on a variety of different tasks.
The probing model used is linear, and the contextualizer architecture is ELMo (original).
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Abstract

We address part-of-speech (POS) induction by
maximizing the mutual information between
the induced label and its context. We focus
on two training objectives that are amenable
to stochastic gradient descent (SGD): a novel
generalization of the classical Brown cluster-
ing objective and a recently proposed varia-
tional lower bound. While both objectives are
subject to noise in gradient updates, we show
through analysis and experiments that the vari-
ational lower bound is robust whereas the gen-
eralized Brown objective is vulnerable. We
obtain strong performance on a multitude of
datasets and languages with a simple architec-
ture that encodes morphology and context.

1 Introduction

We consider information theoretic objectives
for POS induction, an important unsupervised
learning problem in computational linguistics
(Christodoulopoulos et al., 2010). The idea is
to make the induced label syntactically informa-
tive by maximizing its mutual information with
respect to local context. Mutual information has
long been a workhorse in the development of NLP
techniques, for instance the classical Brown clus-
tering algorithm (Brown et al., 1992). But its role
in today’s deep learning paradigm is less clear and
a subject of active investigation (Belghazi et al.,
2018; Oord et al., 2018).

We focus on fully differentiable objectives that
can be plugged into an automatic differentiation
system and efficiently optimized by SGD. Specif-
ically, we investigate two training objectives. The
first is a novel generalization of the Brown cluster-
ing objective obtained by relaxing the hard clus-
tering constraint. The second is a recently pro-
posed variational lower bound on mutual informa-
tion (McAllester, 2018).

A main challenge in optimizing these objectives
is the difficulty of stochastic optimization. Each
objective involves entropy estimation which is a
nonlinear function of all data and does not de-
compose over individual instances. This makes
the gradients estimated on minibatches inconsis-
tent with the true gradient estimated from the en-
tire dataset. To our surprise, in practice we are able
to optimize the variational objective effectively but
not the generalized Brown objective. We analyze
the estimated gradients and show that the incon-
sistency error is only logarithmic in the former but
linear in the latter.

We validate our approach on POS induction by
attaining strong performance on a multitude of
datasets and languages. Our simple architecture
that encodes morphology and context reaches up
to 80.1 many-to-one accuracy on the 45-tag Penn
WSJ dataset and achieves 4.7% absolute improve-
ment to the previous best result on the universal
treebank. Unlike previous works, our model does
not rely on computationally expensive structured
inference or hand-crafted features.

2 Background

2.1 Information Theory

Mutual information. Mutual information be-
tween two random variables measures the amount
of information gained about one variable by ob-
serving the other. Unlike the Pearson correlation
coefficient which only captures the degree of lin-
ear relationship, mutual information captures any
nonlinear statistical dependencies (Kinney and At-
wal, 2014).

Formally, the mutual information between dis-
crete random variables X,Y with a joint distri-
bution p is the KL divergence between the joint
distribution p(x, y) and the product distribution
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p(x)p(y) over X,Y :

I(X,Y ) =
∑

x,y

p(x, y) log
p(x, y)

p(x)p(y)

= E
(x,y)∼p

[
log

p(x, y)

p(x)p(y)

]
(1)

It is thus nonnegative and zero iff X and Y are
independent. We assume that the marginals p(x)
and p(y) are nonzero.

It is insightful to write mutual information in
terms of entropy. The entropy of X is

H(X) = −
∑

x

p(x) log p(x) = E
x∼p

[
log

1

p(x)

]

corresponding to the number of bits for encoding
the behavior of X under p.1 The entropy of X
given the information that Y equals y is

H(X|Y = y) = −
∑

x

p(x|y) log p(x|y)

Taking expectation over Y yields the conditional
entropy of X given Y :

H(X|Y ) =
∑

y

p(y)

(
−
∑

x

p(x|y) log p(x|y)
)

= E
(x,y)∼p

[
log

1

p(x|y)

]
(2)

By manipulating the terms in mutual information,
we can write

I(X,Y ) = E
x∼p

[
log

1

p(x)

]
− E

(x,y)∼p

[
log

1

p(x|y)

]

= H(X)−H(X|Y )

which expresses the amount of information on X
gained by observing Y . SwitchingX and Y shows
that I(X,Y ) = H(Y )−H(Y |X).

Cross entropy. If p and q are full-support dis-
tributions over the same discrete set, the cross en-
tropy between p and q is the asymmetric quantity

H(p, q) = −
∑

x

p(x) log q(x) = E
x∼p

[
log

1

q(x)

]

corresponding to the number of bits for encoding
the behavior of X under p by using q. It is reveal-
ing to write entropy in terms of KL divergence.

1The paper will always assume log base 2 to accommo-
date the bit interpretation.

Multiplying the term inside the log by p(x)/p(x)
we derive

H(p, q) = E
x∼p

[
log

1

p(x)

]
+ E
x∼p

[
log

p(x)

q(x)

]

= H(p) +DKL(p||q)

Thus H(p, q) ≥ H(p) with equality iff p = q.

2.2 Brown Clustering
Our primary inspiration comes from Brown clus-
tering (Brown et al., 1992), a celebrated word clus-
tering technique that had been greatly influential in
unsupervised and semi-supervised NLP long be-
fore continuous representations based on neural
networks were popularized. It finds a clustering
C : V → [m] of the vocabulary V into m classes
by optimizing the mutual information between the
clusters of a random bigram (X,Y ). Given a cor-
pus of N words (x1 . . . xN ), it assumes a uniform
distribution over consecutive word pairs (xi−1, xi)
and optimizes the following empirical objective

max
C:V→[m]

∑

c,c′∈[m]

#(c, c′)
N

log

(
#(c, c′)N
#(c)#(c′)

)
(3)

where #(c, c′) denotes the number of occurrences
of the cluster pair (c, c′) under C. While this op-
timization is intractable, Brown et al. (1992) de-
rive an effective heuristic that 1. initializesmmost
frequent words as singleton clusters and 2. re-
peatedly merges a pair of clusters that yields the
smallest decrease in mutual information. The re-
sulting clusters have been useful in many appli-
cations (Koo et al., 2008; Owoputi et al., 2013)
and has remained a strong baseline for POS in-
duction decades later (Christodoulopoulos et al.,
2010). But the approach is tied to highly nontriv-
ial combinatorial optimization tailored for the spe-
cific problem and difficult to scale/generalize.

3 Objectives

In the remainder of the paper, we assume discrete
random variables (X,Y ) ∈ X×Y with a joint dis-
tribution D that represent naturally co-occurring
observations. In POS induction experiments, we
will set D to be a context-word distribution where
Y is a random word and X is the surrounding
context of Y (thus Y is the vocabulary and X is
the space of all possible contexts). Let m be the
number of labels to induce. We introduce a pair
of trainable classifiers that define conditional la-
bel distributions p(z|x) and q(z|y) for all x ∈ X ,
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y ∈ Y , and z ∈ [m]. For instance, p(·|y) can be
the output of a softmax layer on some transforma-
tion of y.

Our goal is to learn these classifiers without ob-
serving the latent variable z by optimizing an ap-
propriate objective. For training data, we assume
N iid samples (x1, y1) . . . (xN , yN ) ∼ D.

3.1 Generalized Brown Objective
Our first attempt is to maximize the mutual infor-
mation between the predictions of p and q. Intu-
itively, this encourages p and q to agree on some
annotation scheme (up to a permutation of labels),
modeling the dynamics of inter-annotator agree-
ment (Artstein, 2017). It can be seen as a differen-
tiable generalization of the Brown clustering ob-
jective. To this end, define

p(z) = E
x∼D

[p(z|x)] ∀z ∈ [m]

q(z) = E
y∼D

[q(z|y)] ∀z ∈ [m]

The mutual information between the predictions
of p and q on a single sample (x, y) is then

Jmi
x,y =

∑

z,z′
p(z|x)q(z′|y) log p(z|x)q(z

′|y)
p(z)q(z′)

and the objective (to maximize) is

Jmi = E
(x,y)∼D

[
Jmi
x,y

]

Note that this becomes exactly the original Brown
objective (3) if (X,Y ) is defined as a random bi-
gram and p and q are tied and constrained to be a
hard clustering.

Empirical objective. In practice, we work with
the value of empirical mutual information Ĵmi es-
timated from the training data:

p̂(z) =
1

N

N∑

i=1

p(z|xi) ∀z ∈ [m]

q̂(z) =
1

N

N∑

i=1

q(z|yi) ∀z ∈ [m]

Ĵmi
i =

∑

z,z′
p(z|xi)q(z′|yi) log

p(z|xi)q(z′|yi)
p̂(z)q̂(z′)

Ĵmi =
1

N

N∑

i=1

Ĵmi
i (4)

Our task is to maximize (4) by taking gradient
steps at random minibatches. Note, however, that

the objective cannot be written as a sum of lo-
cal objectives because we take log of the esti-
mates q̂(z) and p̂(z) computed from all samples.
This makes the stochastic gradient estimator bi-
ased (i.e., it does not match the gradient of (4)
in expectation) and compromises the correctness
of SGD. This bias is investigated more closely in
Section 4.

3.2 Variational Lower Bound
The second training objective we consider can be
derived in a rather heuristic but helpful manner as
follows. Since X,Y are always drawn together, if
q(z|y) is the target label distribution for the pair
(x, y), then we can train p(z|x) by minimizing the
cross entropy between q and p over samples

H(q, p) = E
(x,y)∼D

[
−
∑

z

q(z|y) log p(z|x)
]

which is minimized to zero at p = q. However,
q is also untrained and needs to be trained along
with p. Thus this loss alone admits trivial solu-
tions such as setting p(1|x) = p(1|y) = 1 for
all (x, y). This undesirable behavior can be pre-
vented by simultaneously maximizing the entropy
of q. Let Z denote a random label from q with dis-
tribution q(z) = E

y∼D
[q(z|y)] (thus Z is a function

of q). The entropy of Z is

H(Z) = −
∑

z

q(z) log q(z)

Putting together, the objective (to maximize) is

Jvar = H(Z)−H(q, p)

Variational interpretation. The reason this ob-
jective is named a variational lower bound is due to
McAllester (2018) who shows the following. Con-
sider the mutual information between Z and the
raw signal X:

I(X,Z) = H(Z)−H(Z|X) (5)

Because Z is drawn from q conditioning on Y ,
which is co-distributed with X , we have a Markov
chain X → Y

q−→ Z. Thus maximizing I(X,Z)
over the choice of q is a reasonable objective that
enforces “predictive coding”: the label predicted
by q from Y must be as informative of X as pos-
sible. It can be seen as a special case of the objec-
tive underlying the information bottleneck method
(Tishby et al., 2000).
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So what is the problem with optimizing (5) di-
rectly? The problem is that the conditional entropy
under the model

H(Z|X) = E
(x,y)∼D
z∼q(·|y)

[
log

1

π(z|x)

]
(6)

involves the posterior probability of z given x

π (z|x) =
∑

yD(x, y)q(z|y)∑
y,zD(x, y)q(z|y)

This conditional marginalization is generally in-
tractable and cannot be approximated by sampling
since the chance of seeing a particular x is small.
However, we can introduce a variational distribu-
tion p(z|x) to model π (z|x). Plugging this into
(6) we observe that

E
(x,y)∼D
z∼q(·|y)

[
log

1

p(z|x)

]
= H(q, p)

Moreover,

E
(x,y)∼D
z∼q(·|y)

[
log

1

p(z|x)

]

= E
(x,y)∼D
z∼q(·|y)

[
log

π (z|x)
π (z|x) p(z|x)

]

= H(Z|X) +DKL(π||p)

Thus H(q, p) is an upper bound on H(Z|X) for
any p with equality iff p matches the true poste-
rior distribution π. This in turn means that Jvar =
H(Z) − H(q, p) is a lower bound on I(X,Z),
hence the name.

Empirical objective. As with the generalized
Brown objective, the variational lower bound can
be estimated from the training data as

Ĥ(Z) = −
∑

z

q̂(z) log q̂(z)

Ĥ(q, p) =
1

N

N∑

i=1

(
−
∑

z

q(z|yi) log p(z|xi)
)

Ĵvar = Ĥ(Z)− Ĥ(q, p) (7)

where q̂(z) is defined as in Section 3.1. Our task
is again to maximize this empirical objective (7)
by taking gradient steps at random minibatches.
Once again, it cannot be written as a sum of local
objectives because the entropy term involves log
of q̂(z) computed from all samples. Thus it is not
clear if stochastic optimization will be effective.

4 Analysis

The discussion of the two objectives in the pre-
vious section is incomplete because the stochastic
gradient estimator is biased under both objectives.
In this section, we formalize this issue and analyze
the bias.

4.1 Setting

Let B1 . . . BK be a partition of the N training
examples (x1, y1) . . . (xN , yN ) into K (iid) mini-
batches. For simplicity, assume |Bk| = M for all
k andN =MK. We will adopt the same notation
in Section 3 for p̂(z) and q̂(z) estimated from all
N samples. Define analogous estimates based on
the k-th minibatch by

p̂k(z) =
1

M

∑

x∈Bk
p(z|x) ∀z ∈ [m]

q̂k(z) =
1

M

∑

y∈Bk
q(z|y) ∀z ∈ [m]

If lN denotes an objective function computed from
all N samples in the training data and lk denotes
the same objective computed fromBk, a condition
on the correctness of SGD is that the gradient of
lk (with respect to model parameters) is consistent
with the gradient of lN on average:

∇lN =
1

K

K∑

k=1

∇lk + ε (8)

where ε denotes the bias of the stochastic gradi-
ent estimator. In particular, any loss of the form
lN = (1/K)

∑
k lk that decomposes over inde-

pendent minibatches (e.g., the cross-entropy loss
for supervised classification) satisfies (8) with ε =
0. The bias is nonzero for the unsupervised ob-
jectives considered in this work due to the issues
discussed in Section 3.

4.2 Result

The following theorem precisely quantifies the
bias for the empirical losses associated with the
variational bound and the generalized Brown ob-
jectives. We only show the result with the gradi-
ent with respect to q, but the result with the gradi-
ent with respect to p is analogous and omitted for
brevity.

Theorem 4.1. Assume the setting in Section 4.1
and the gradient is taken with respect to the pa-
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rameters of q. For lN = −Ĵvar defined in (7),

ε =
1

K

K∑

k=1

∑

z

log
q̂(z)

q̂k(z)
∇q̂k(z)

On the other hand, for lN = −Ĵmi defined in (4),

ε =
1

N

K∑

k=1

∑

z,z′

(
εk(z, z

′)∇q̂k(z′)

+ log
p̂(z)q̂(z′)
p̂k(z)q̂k(z′)

∑

(x,y)∈Bk
p(z|x)∇q(z′|y)

)

where

εk(z, z
′) =

1

K

N∑

i=1

p(z|xi)q(z′|yi)
q̂(z′)

−
∑

(x,y)∈Bk

p(z|x)q(z′|y)
q̂k(z′)

A proof can be found in the appendix. We see
that both biases go to zero as p̂k and q̂k approach
p̂ and q̂. However, the bias is logarithmic in the
ratio q̂(z)/q̂k(z) for the variational lower bound
but roughly linear in the difference between 1

q̂(z′)

and 1
q̂k(z′)

for the generalized Brown objective. In
this sense, the variational lower bound is exponen-
tially more robust to noise in minibatch estimates
than the generalized Brown objective. This is con-
firmed in experiments: we are able to optimize
Ĵvar with minibatches as small as 80 examples
but unable to optimize Ĵmi unless minibatches are
prohibitively large.

5 Experiments

We demonstrate the effectiveness of our train-
ing objectives on the task of POS induction.
The goal of this task is to induce the correct
POS tag for a given word in context (Merialdo,
1994). As typical in unsupervised tasks, eval-
uating the quality of induced labels is challeng-
ing; see Christodoulopoulos et al. (2010) for an
in-depth discussion. To avoid complications, we
follow a standard practice (Berg-Kirkpatrick et al.,
2010; Ammar et al., 2014; Lin et al., 2015; Stratos
et al., 2016) and adopt the following setting for all
compared methods.

• We use many-to-one accuracy as a primary
evaluation metric. That is, we map each in-
duced label to the most frequently coinciding

ground-truth POS tag in the annotated data
and report the resulting accuracy. We also use
the V-measure (Rosenberg and Hirschberg,
2007) when comparing with CRF autoen-
coders to be consistent with reported results
(Ammar et al., 2014; Lin et al., 2015).

• We use the number of ground-truth POS tags
as the value of m (i.e., number of labels to
induce). This is a data-dependent quantity,
for instance 45 in the Penn WSJ and 12 in the
universal treebank. Fixing the number of tags
this way obviates many evaluation issues.

• Model-specific hyperparameters are tuned on
the English Penn WSJ dataset. This config-
uration is then fixed and used for all other
datasets: 10 languages in the universal tree-
bank2 and 7 languages from CoNLL-X and
CoNLL 2007.

5.1 Setting
We setD to be a uniform distribution over context-
word pairs in the training corpus. Given N sam-
ples (x1, y1) . . . (xN , yN ) ∼ D, we optimize the
variational objective (7) or the generalized Brown
objective (4) by taking gradient steps at random
minibatches. This gives us conditional label distri-
butions p(z|x) and q(z|y) for all contexts x, words
y, and labels z. At test time, we use

z∗ = argmax
z

q(z|y)

as the induced label of word y. We experimented
with different inference methods such as taking
argmaxz p(z|x)q(z|y) but did not find it helpful.

5.2 Definition of (X,Y )

Let V denote the vocabulary. We assume an inte-
gerH ≥ 1 that specifies the width of local context.
Given random word y ∈ V , we set x ∈ V 2H to be
an ordered list of H left and H right words of y.
For example, with H = 2, a typical context-target
pair (x, y) ∼ D may look like

x = (“had”, “these”, “in”, “my”)

y = “keys”

We find this simple fixed-window definition of ob-
served variables to be the best inductive bias for
POS induction. The correct label can be inferred
from either x or y in many cases: in the above
example, we can infer that the correct POS tag is
plural noun by looking at the target or the context.

2https://github.com/ryanmcd/uni-dep-tb
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5.3 Architecture

We use the following simple architecture to pa-
rameterize the label distribution p(·|x) condi-
tioned on context x ∈ V H and the label distri-
bution q(·|y) conditioned on word y ∈ V .

Context architecture. The parameters of p are
word embeddings ew ∈ Rd for all w ∈ V and
matrices Wj ∈ Rm×d for all j = 1 . . . 2H . Given
2H ordered contextual words x = (wj)

2H
j=1, we

define

p (·|x) = softmax




2H∑

j=1

Wjewj




Word architecture. The parameters of q are
the same word embeddings ew ∈ Rd shared
with p, character embeddings ec ∈ Rd/2 for
all distinct characters c, two single-layer LSTMs
with input/output dimension d/2, and matrices
Wc,Ww ∈ Rm×d. Given the word y with char-
acter sequence c1 . . . cT , we define

(f1 . . . fT ) = LSTMf (ec1 . . . ecT )

(b1 . . . bT ) = LSTMb(ecT . . . ec1)

q(·|y) = softmax
(
Wc

[
fT
bT

]
+Wwey

)

The overall architecture is illustrated in Figure 1.
Our hyperparameters are the embedding dimen-
sion d = 200, the context width H = 2, the learn-
ing rate of the Adam optimizer r = 0.001, and the
minibatch size B = 80.3 Their values are tuned
on the 45-tag Penn WSJ dataset to maximize ac-
curacy.

5.4 Baselines

We focus on comparing with the following models
which are some of the strongest baselines in the
literature we are aware of. Berg-Kirkpatrick et al.
(2010) extend a standard hidden Markov Model
(HMM) to incorporate linguistic features. Stratos
et al. (2016) develop a factorization-based algo-
rithm for learning a constrained HMM. Ammar
et al. (2014) propose a CRF autoencoder that re-
constructs words from a structured label sequence.
Lin et al. (2015) extend Ammar et al. (2014) by
switching a categorical reconstruction distribution
with a Gaussian distribution. In addition to these

3An implementation is available at: https://
github.com/karlstratos/mmi-tagger.

I had these keys in my pocket

k e y s

BiLSTM

mutual information

Figure 1: Architecture illustrated on the example text
“had these keys in my” with target Y = “keys”.

baselines, we also report results with Brown clus-
tering (Brown et al., 1992), the Baum-Welch algo-
rithm (Baum and Petrie, 1966), and k-means clus-
tering of 300-dimensional GloVe vectors (Pen-
nington et al., 2014).

5.5 Results

The 45-tag Penn WSJ dataset. The 45-tag
Penn WSJ dataset is a corpus of around one mil-
lion words each tagged with one of m = 45 tags.
It is used to optimize hyperparameter values for
all compared methods. Table 1 shows the aver-
age accuracy over 10 random restarts with the best
hyperparameter configurations; standard deviation
is given in parentheses (except for deterministic
methods Stratos et al. (2016) and Brown cluster-
ing).

Our model trained with the variational objective
(7) outperforms all baselines.4 We also observe
that our model trained with the generalized Brown
objective (4) does not work. We have found that
unless the minibatch size is as large as 10,000 the
gradient steps do not effectively increase the true
data-wide mutual information (4). This supports
our bias analysis in Section 4. While it may be
possible to develop techniques to resolve the dif-
ficulty, for instance keeping a moving average of
estimates to stabilize estimation, we leave this as
future work and focus on the variational objective
in the remainder of the paper.

Table 2 shows ablation experiments on our best
4 We remark that Tran et al. (2016) report a single number

79.1 with a neuralized HMM. We also note that the concur-
rent work by He et al. (2018) obtains 80.8 by using word
embeddings carefully pretrained on one billion words.
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Method Accuracy
Variational Ĵvar (7) 78.1 (±0.8)

Generalized Brown Ĵmi (4) 48.8 (±0.9)

Berg-Kirkpatrick et al. (2010) 74.9 (±1.5)
Stratos et al. (2016) 67.7
Brown et al. (1992) 65.6
Baum-Welch 62.6 (±1.1)
k-MEANS 32.6 (±0.7)

Table 1: Many-to-one accuracy on the 45-tag Penn
WSJ with the best hyperparameter configurations. The
average accuracy over 10 random restarts is reported
and the standard deviation is given in parentheses (ex-
cept for deterministic methods).

Configuration Accuracy
Best 80.1
H = 3 75.9
H = 1 75.9

Sentence-level batching 72.4
GloVe initialization 67.6

No character encoding 65.6

Table 2: Ablation of the best model on Penn WSJ.

model (accuracy 80.1) to better understand the
sources of its strong performance. Context size
H = 2 is a sizable improvement over H = 3
or H = 1. Random sampling is significantly
more effective than sentence-level batching (i.e.,
each minibatch is the set of context-word pairs
within a single sentence as done in McAllester
(2018)). GloVe initialization of word embeddings
ew is harmful. As expected for POS tagging, mor-
phological modeling with LSTMs gives the largest
improvement.

While it may be surprising that GloVe initial-
ization is harmful, it is well known that pretrained
word embeddings do not necessarily capture syn-
tactic relationships (as evident in the poor perfor-
mance of k-means clustering). Consider the top
ten nearest neighbors of the word “made” under
GloVe embeddings (840B.300d, within PTB vo-
cab) shown in Table 3. The neighbors are clearly
not in the same syntactic category. The embed-
dings can be made more syntactic by controlling
the context window. But we found it much more
effective (and simpler) to start from randomly ini-
tialized embeddings and let the objective induce
appropriate representations.

Cosine Similarity Nearest Neighbor
0.7426 making
0.7113 make
0.6851 that
0.6613 they
0.6584 been
0.6574 would
0.6533 brought
0.6521 had
0.6514 came
0.6494 but
0.6486 even

Table 3: Nearest neighbors of “made” under GloVe em-
beddings (840B.300d, within PTB vocab).

The 12-tag universal treebank. The universal
treebank v2.0 is a corpus in ten languages tagged
with m = 12 universal POS tags (McDonald
et al., 2013). We use this corpus to be compati-
ble with existing results. Table 4 shows results on
the dataset, using the same setting in the experi-
ments on the Penn WSJ dataset. Our model signif-
icantly outperforms the previous state-of-the-art,
achieving an absolute gain of 4.7 over Stratos et al.
(2016) in average accuracy.

Comparison with CRF autoencoders. Table 5
shows a direct comparison with CRF autoencoders
(Ammar et al., 2014; Lin et al., 2015) in many-
to-one accuracy and the V-measure. We com-
pare against their reported numbers by running
our model once on the same datasets using the
same setting in the experiments on the Penn WSJ
dataset. The data consists of the training portion
of CoNLL-X and CoNLL 2007 labeled with 12
universal tags. Our model is competitive with all
baselines.

6 Related Work

Information theory, in particular mutual infor-
mation, has played a prominent role in NLP
(Church and Hanks, 1990; Brown et al., 1992).
It has intimate connections to the represen-
tation learning capabilities of neural networks
(Tishby and Zaslavsky, 2015) and underlies many
celebrated modern approaches to unsupervised
learning such as generative adversarial networks
(GANs) (Goodfellow et al., 2014).

There is a recent burst of effort in learning
continuous representations by optimizing various
lower bounds on mutual information (Belghazi
et al., 2018; Oord et al., 2018; Hjelm et al.,
2018). These representations are typically eval-
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Method de en es fr id it ja ko pt-br sv Mean

Variational Ĵvar (7) (±1.5)
75.4

(±1.7)
73.1

(±1.0)
73.1

(±2.9)
70.4

(±1.5)
73.6

(±3.3)
67.4

(±0.4)
77.9

(±1.2)
65.6

(±2.3)
70.7

(±1.5)
67.1 71.4

Stratos et al. 63.4 71.4 74.3 71.9 67.3 60.2 69.4 61.8 65.8 61.0 66.7

Berg-Kirkpatrick et al. (±1.8)
67.5

(±3.5)
62.4

(±3.1)
67.1

(±4.5)
62.1

(±3.9)
61.3

(±2.9)
52.9

(±2.9)
78.2

(±3.6)
60.5

(±2.2)
63.2

(±2.5)
56.7 63.2

Brown et al. 60.0 62.9 67.4 66.4 59.3 66.1 60.3 47.5 67.4 61.9 61.9

Baum-Welch (±4.8)
45.5

(±3.4)
59.8

(±2.2)
60.6

(±3.6)
60.1

(±3.1)
49.6

(±2.6)
51.5

(±2.1)
59.5

(±0.6)
51.7

(±3.7)
59.5

(±3.0)
42.4 54.0

Table 4: Many-to-one accuracy on the 12-tag universal treebank dataset. We use the same setting in Table 1. All
models use a fixed hyperparameter configuration optimized on the 45-tag Penn WSJ.

Metric Method Arabic Basque Danish Greek Hungarian Italian Turkish Mean
M2O Variational Ĵvar (7) 74.3 70.4 71.7 66.1 61.2 67.4 64.2 67.9

Ammar et al. 69.1 68.1 60.9 63.5 57.1 60.4 60.4 62.8
Berg-Kirkpatrick et al. 66.8 66.2 60.0 60.2 56.8 64.1 62.0 62.3

Baum-Welch 49.7 44.9 42.4 39.2 45.2 39.3 52.7 44.7

VM Variational Ĵvar (7) 56.9 43.6 56.0 56.3 47.9 53.3 38.5 50.4
Lin et al. 50.5 51.7 51.3 50.0 55.9 46.3 43.1 49.8

Ammar et al. 49.1 41.1 46.1 49.1 41.1 43.1 35.0 43.5
Berg-Kirkpatrick et al. 33.8 33.4 41.1 40.9 39.0 46.6 31.6 38.8

Baum-Welch 15.3 8.2 11.1 9.6 10.1 9.9 11.6 10.8

Table 5: Comparison with the reported results with CRF autoencoders in many-to-one accuracy (M2O) and the
V-measure (VM).

uated on extrinsic tasks as features. In contrast,
we learn discrete representations by optimizing
a novel generalization of the Brown clustering
objective (Brown et al., 1992) and a variational
lower bound on mutual information proposed by
McAllester (2018). We focus on intrinsic evalu-
ation of these representations on POS induction.
Extrinsic evaluation of these representations in
downstream tasks is an important future direction.

The issue of biased stochastic gradient estima-
tors is a common challenge in unsupervised learn-
ing (e.g., see Wang et al., 2015). This arises
mainly because the objective involves a nonlin-
ear transformation of all samples in a training
dataset, for instance the whitening constraints in
deep canonical correlation analysis (CCA) (An-
drew et al., 2013). In this work, the problem arises
because of entropy. This issue is not considered
in the original work of McAllester (2018) and the
error analysis we present in Section 4 is novel.
Our finding is that the feasibility of stochastic opti-
mization greatly depends on the size of the bias in
gradient estimates, as we are able to effectively op-
timize the variational objective while not the gen-
eralized Brown objective.

Our POS induction system has some practi-
cal advantages over previous approaches. Many
rely on computationally expensive structured in-
ference or pre-optimized features (or both). For

instance, Tran et al. (2016) need to calculate for-
ward/backward messages and is limited to trun-
cated sequences by memory constraints. Berg-
Kirkpatrick et al. (2010) rely on extensively hand-
engineered linguistic features. Ammar et al.
(2014), Lin et al. (2015), and He et al. (2018) rely
on carefully pretrained lexical representations like
Brown clusters and word embeddings. In con-
trast, the model presented in this work requires
no expensive structured computation or feature
engineering and uses word/character embeddings
trained from scratch. It is easy to implement using
a standard neural network library and outperforms
these previous works in many cases.
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A Proof of Theorem 4.1

We first analyze the variational loss

Ĥ(q, p)− Ĥ(Z)

Note that the cross entropy term decomposes over
samples and causes no bias. Thus we focus on the
negative entropy term

−Ĥ(Z) =
∑

z

q̂(z) log q̂(z)

whose gradient with respect to q is
∑

z

(1 + log q̂(z))∇q̂(z)

=
1

K

K∑

k=1

∑

z

(1 + log q̂(z))∇q̂k(z) (9)

where we expand∇q̂(z) by the identity

∇q̂(z) = 1

N

N∑

i=1

∇q(z|yi) =
1

K

K∑

k=1

∇q̂k(z)

(10)

In contrast, the gradient of the negative entropy
term averaged over minibatches is

1

K

K∑

k=1

∑

z

(1 + log q̂k(z))∇q̂k(z) (11)

Hence the difference between (9) and (11) is

1

K

K∑

k=1

∑

z

log
q̂(z)

q̂k(z)
∇q̂k(z)

This shows the first result. Now we analyze the
generalized Brown loss

1

N

N∑

i=1

∑

z,z′
p(z|xi)q(z′|yi) log

p̂(z)q̂(z′)
p(z|xi)q(z′|yi)

When we expand the log fraction, we see that the
denominator decomposes over samples and causes
no bias. Thus we focus on the numerator term

1

N

∑

z,z′
log
(
p̂(z)q̂(z′)

) N∑

i=1

p(z|xi)q(z′|yi)

By the product rule, its gradient with respect to q
is a sum of two terms. The first term is (using (10)
again)

1

N

K∑

k=1

∑

z,z′

(
1

K

N∑

i=1

p(z|xi)q(z′|yi)
q̂(z′)

)
∇q̂k(z′)

(12)

The second term is (as a sum over batches)

1

N

K∑

k=1

∑

z,z′
log
(
p̂(z)q̂(z′)

) ∑

(x,y)∈Bk

p(z|x)∇q(z′|y) (13)

In contrast, the numerator term estimated as an av-
erage over minibatches is

1

N

K∑

k=1

∑

z,z′
log
(
p̂k(z)q̂k(z

′)
) ∑

(x,y)∈Bk

p(z|x)q(z′|y)

and the two terms of its gradient with respect to q
(corresponding to (12) and (13)) are

1

N

K∑

k=1

∑

z,z′


 ∑

(x,y)∈Bk

p(z|x)q(z′|y)
q̂k(z′)


∇q̂k(z′) (14)

1

N

K∑

k=1

∑

z,z′
log
(
p̂k(z)q̂k(z

′)
) ∑

(x,y)∈Bk

p(z|xi)∇q(z′|y)

(15)

Thus the difference between (12) and (14) is

1

N

K∑

k=1

∑

z,z′
εk(z, z

′)∇q̂k(z′)

where

εk(z, z
′) =

1

K

N∑

i=1

p(z|xi)q(z′|yi)
q̂(z′)

−
∑

(x,y)∈Bk

p(z|x)q(z′|y)
q̂k(z′)

The difference between (13) and (15) is

1

N

K∑

k=1

∑

z,z′
log

p̂(z)q̂(z′)

p̂k(z)q̂k(z′)

∑

(x,y)∈Bk

p(z|x)∇q(z′|y)

Adding these differences gives the second result.
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Abstract
Recurrent neural network grammars (RNNG)
are generative models of language which
jointly model syntax and surface structure by
incrementally generating a syntax tree and
sentence in a top-down, left-to-right order.
Supervised RNNGs achieve strong language
modeling and parsing performance, but re-
quire an annotated corpus of parse trees. In
this work, we experiment with unsupervised
learning of RNNGs. Since directly marginal-
izing over the space of latent trees is in-
tractable, we instead apply amortized varia-
tional inference. To maximize the evidence
lower bound, we develop an inference net-
work parameterized as a neural CRF con-
stituency parser. On language modeling, unsu-
pervised RNNGs perform as well their super-
vised counterparts on benchmarks in English
and Chinese. On constituency grammar in-
duction, they are competitive with recent neu-
ral language models that induce tree structures
from words through attention mechanisms.

1 Introduction
Recurrent neural network grammars (RNNGs)

(Dyer et al., 2016) model sentences by first gen-
erating a nested, hierarchical syntactic structure
which is used to construct a context representation
to be conditioned upon for upcoming words. Su-
pervised RNNGs have been shown to outperform
standard sequential language models, achieve ex-
cellent results on parsing (Dyer et al., 2016; Kun-
coro et al., 2017), better encode syntactic proper-
ties of language (Kuncoro et al., 2018), and cor-
relate with electrophysiological responses in the
human brain (Hale et al., 2018). However, these
all require annotated syntactic trees for training.
In this work, we explore unsupervised learning of
recurrent neural network grammars for language
modeling and grammar induction.

Work done while the first author was an intern at DeepMind.
Code available at https://github.com/harvardnlp/urnng

The standard setup for unsupervised structure
learning is to define a generative model pθ(x, z)
over observed data x (e.g. sentence) and unob-
served structure z (e.g. parse tree, part-of-speech
sequence), and maximize the log marginal like-
lihood log pθ(x) = log

∑
z pθ(x, z). Success-

ful approaches to unsupervised parsing have made
strong conditional independence assumptions (e.g.
context-freeness) and employed auxiliary objec-
tives (Klein and Manning, 2002) or priors (John-
son et al., 2007). These strategies imbue the learn-
ing process with inductive biases that guide the
model to discover meaningful structures while al-
lowing tractable algorithms for marginalization;
however, they come at the expense of language
modeling performance, particularly compared to
sequential neural models that make no indepen-
dence assumptions.

Like RNN language models, RNNGs make no
independence assumptions. Instead they encode
structural bias through operations that compose
linguistic constituents. The lack of independence
assumptions contributes to the strong language
modeling performance of RNNGs, but make unsu-
pervised learning challenging. First, marginaliza-
tion is intractable. Second, the biases imposed by
the RNNG are relatively weak compared to those
imposed by models like PCFGs. There is little
pressure for non-trivial tree structure to emerge
during unsupervised RNNG (URNNG) learning.

In this work, we explore a technique for han-
dling intractable marginalization while also inject-
ing inductive bias. Specifically we employ amor-
tized variational inference (Kingma and Welling,
2014; Rezende et al., 2014; Mnih and Gregor,
2014) with a structured inference network. Varia-
tional inference lets us tractably optimize a lower
bound on the log marginal likelihood, while em-
ploying a structured inference network encour-
ages non-trivial structure. In particular, a con-
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ditional random field (CRF) constituency parser
(Finkel et al., 2008; Durrett and Klein, 2015),
which makes significant independence assump-
tions, acts as a guide on the generative model
to learn meaningful trees through regularizing the
posterior (Ganchev et al., 2010).

We experiment with URNNGs on English and
Chinese and observe that they perform well as
language models compared to their supervised
counterparts and standard neural LMs. In terms
of grammar induction, they are competitive with
recently-proposed neural architectures that dis-
cover tree-like structures through gated attention
(Shen et al., 2018). Our results, along with other
recent work on joint language modeling/structure
learning with deep networks (Shen et al., 2018,
2019; Wiseman et al., 2018; Kawakami et al.,
2018), suggest that it is possible learn generative
models of language that model the underlying data
well (i.e. assign high likelihood to held-out data)
and at the same time induce meaningful linguistic
structure.

2 Unsupervised Recurrent Neural
Network Grammars

We use x = [x1, . . . , xT ] to denote a sentence of
length T , and z ∈ ZT to denote an unlabeled bi-
nary parse tree over a sequence of length T , repre-
sented as a a binary vector of length 2T − 1. Here
0 and 1 correspond to SHIFT and REDUCE actions,
explained below.1 Figure 1 presents an overview
of our approach.

2.1 Generative Model
An RNNG defines a joint probability distribu-
tion pθ(x, z) over sentences x and parse trees
z. We consider a simplified version of the orig-
inal RNNG (Dyer et al., 2016) by ignoring con-
stituent labels and only considering binary trees.
The RNNG utilizes an RNN to parameterize a
stack data structure (Dyer et al., 2015) of partially-
completed constituents to incrementally build the
parse tree while generating terminals. Using the
current stack representation, the model samples
an action (SHIFT or REDUCE): SHIFT generates
a terminal symbol, i.e. word, and shifts it onto
the stack,2 REDUCE pops the last two elements off
the stack, composes them, and shifts the composed

1The cardinality of ZT ⊂ {0, 1}2T−1 is given by the
(T − 1)-th Catalan number, |ZT | = (2T−2)!

T !(T−1)!
.

2A better name for SHIFT would be GENERATE (as in
Dyer et al. (2016)), but we use SHIFT to emphasize similarity
with the shift-reduce parsing.

Figure 1: Overview of our approach. The inference
network qφ(z |x) (left) is a CRF parser which pro-
duces a distribution over binary trees (shown in dotted
box). Bij are random variables for existence of a con-
stituent spanning i-th and j-th words, whose potentials
are the output from a bidirectional LSTM (the global
factor ensures that the distribution is only over valid bi-
nary trees). The generative model pθ(x, z) (right) is an
RNNG which consists of a stack LSTM (from which
actions/words are predicted) and a tree LSTM (to ob-
tain constituent representations upon REDUCE). Train-
ing involves sampling a binary tree from qφ(z |x), con-
verting it to a sequence of shift/reduce actions, and op-
timizing the log joint likelihood log pθ(x, z).
representation onto the stack.

Formally, let S = [(0,0)] be the initial stack.
Each item of the stack will be a pair, where the first
element is the hidden state of the stack LSTM, and
the second element is an input vector, described
below. We use top(S) to refer to the top pair in
the stack. The push and pop operations are de-
fined imperatively in the usual way. At each time
step, the next action zt (SHIFT or REDUCE) is sam-
pled from a Bernoulli distribution parameterized
in terms of the current stack representation. Let-
ting (hprev,gprev) = top(S), we have

zt ∼ Bernoulli(pt), pt = σ(w>hprev + b).

Subsequent generation depend on zt:

• If zt = 0 (SHIFT), the model first generates a
terminal symbol via sampling from a categori-
cal distribution whose parameters come from an
affine transformation and a softmax,

x ∼ softmax(Whprev + b).

Then the generated terminal is shifted onto the
stack using a stack LSTM,

hnext = LSTM(ex,hprev),

push(S, (hnext, ex)),

where ex is the word embedding for x.
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• If zt = 1 (REDUCE), we pop the last two ele-
ments off the stack,

(hr,gr) = pop(S), (hl,gl) = pop(S),

and obtain a new representation that combines
the left/right constituent representations using a
tree LSTM (Tai et al., 2015; Zhu et al., 2015),

gnew = TreeLSTM(gl,gr).

Note that we use gl and gr to obtain the new
representation instead of hl and hr.3 We then
update the stack using gnew,

(hprev,gprev) = top(S),

hnew = LSTM(gnew,hprev),

push(S, (hnew,gnew)).

The generation process continues until an end-of-
sentence symbol is generated. The parameters θ of
the generative model are w, b,W,b, and the pa-
rameters of the stack/tree LSTMs. For a sentence
x = [x1, . . . , xT ] of length T , the binary parse tree
is given by the binary vector z = [z1, . . . , z2T−1].4

The joint log likelihood decomposes as a sum of
terminal/action log likelihoods,

log pθ(x, z) =
T∑

t=1

log pθ(xt |x<t, z<n(t))
︸ ︷︷ ︸

log pθ(x | z)

+

2T−1∑

j=1

log pθ(zj |x<m(j), z<j)

︸ ︷︷ ︸
log pθ(z |x<z)

, (1)

where z<n(t) refers to all actions before generating
the t-th word, and similarly x<m(j) refers to all
words generated before taking the j-th action. For
brevity, from here on we will use log pθ(x | z) to
refer to the first term (terminal log likelihood) and
log pθ(z |x<z) to refer to the second term (action
log likelihood) in the above decomposition.5

3The update equations for the tree LSTM (and the stack
LSTM) also involve cell states in addition to the hidden
states. To reduce notational clutter we do not explicitly show
the cell states and instead subsume them into g. If one (or
both) of the inputs to the tree LSTM is a word embedding,
the associated cell state is taken to be zero. See Tai et al.
(2015) for the exact parameterization.

4As it stands, the support of z is {0, 1}2T−1, all binary
vectors of length 2T − 1. To restrict our distribution to ZT
(binary vectors which describe valid trees), we constrain zt to
be valid at each time step, which amounts to deterministically
choosing zt = 0 (SHIFT) if there are fewer than two elements
(not counting the initial zero tuple) on the stack.

5The action log likelihood is the sum of log conditional
priors, which is obviously different from the unconditional
log prior log pθ(z) = log

∑
x pθ(x, z).

In the supervised case where ground-truth z
is available, we can straightforwardly perform
gradient-based optimization to maximize the joint
log likelihood log pθ(x, z). In the unsupervised
case, the standard approach is to maximize the log
marginal likelihood,

log pθ(x) = log
∑

z′∈ZT
pθ(x, z

′).

However this summation is intractable be-
cause zt fully depends on all previous actions
[z1, . . . , zt−1]. Even if this summation were
tractable, it is not clear that meaningful latent
structures would emerge given the lack of explicit
independence assumptions in the RNNG (e.g. it is
clearly not context-free). We handle these issues
with amortized variational inference.

2.2 Amortized Variational Inference
Amortized variational inference (Kingma and
Welling, 2014) defines a trainable inference net-
work φ that parameterizes qφ(z |x), a variational
posterior distribution, in this case over parse trees
z given the sentence x. This distribution is used to
form an evidence lower bound (ELBO) on the log
marginal likelihood,

ELBO(θ, φ;x) = Eqφ(z |x)
[
log

pθ(x, z)

qφ(z |x)

]
.

We maximize the ELBO with respect to both
model parameters θ and inference network param-
eters φ. The ELBO is still intractable to calculate
exactly, but this formulation will allow us to ob-
tain unbiased gradient estimators based on Monte
Carlo sampling.

Observe that rearranging the ELBO gives the
following optimization problem,

max
θ,φ

log pθ(x)−KL[qφ(z |x) ‖ pθ(z |x)].

Thus, φ is trained to match the variational poste-
rior qφ(z |x) to the true posterior pθ(z |x), but θ is
also trained to match the true posterior to the vari-
ational posterior. Indeed, there is some evidence to
suggest that generative models trained with amor-
tized variational inference (i.e. variational autoen-
coders) learn posterior distributions that are close
to the variational family (Cremer et al., 2018).

We can use this to our advantage with an in-
ference network that injects inductive bias. We
propose to do this by using a context-free model
for the inference network, in particular, a neural
CRF parser (Durrett and Klein, 2015). This choice
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can seen as a form of posterior regularization that
limits posterior flexibility of the overly powerful
RNNG generative model.6,7

The parameterization of span scores is similar to
recent works (Wang and Chang, 2016; Stern et al.,
2017; Kitaev and Klein, 2018): we add position
embeddings to word embeddings and run a bidi-
rectional LSTM over the input representations to
obtain the forward [

−→
h 1, . . . ,

−→
h T ] and backward

[
←−
h 1, . . . ,

←−
h T ] hidden states. The score sij ∈ R

for a constituent spanning xi to xj is given by,

sij = MLP([
−→
h j+1 −

−→
h i;
←−
h i−1 −

←−
h j ]).

Letting B be the binary matrix representation of a
tree (Bij = 1 means there is a constituent span-
ning xi and xj), the CRF parser defines a distri-
bution over binary trees via the Gibbs distribution,

qφ(B |x) =
1

ZT (x)
exp

(∑

i≤j
Bijsij

)
,

where ZT (x) is the partition function,

ZT (x) =
∑

B′∈BT
exp

(∑

i≤j
B′ijsij

)
,

and φ denotes the parameters of the inference net-
work (i.e. the bidirectional LSTM and the MLP).
Calculating ZT (x) requires a summation over an
exponentially-sized set BT ⊂ {0, 1}T×T , the set
of all binary trees over a length T sequence. How-
ever we can perform the summation in O(T 3) us-
ing the inside algorithm (Baker, 1979), shown in

6While it has a similar goal, this formulation differs the
from posterior regularization as formulated by Ganchev et al.
(2010), which constrains the distributional family via linear
constraints on posterior expectations. In our case, the condi-
tional independence assumptions in the CRF lead to a curved
exponential family where the vector of natural parameters has
fewer dimensions than the vector of sufficient statistics of the
full exponential family. This curved exponential family is a
subset of the marginal polytope of the full exponential fam-
ily, but it is an intersection of both linear and nonlinear man-
ifolds, and therefore cannot be characterized through linear
constraints over posterior expectations.

7In preliminary experiments, we also attempted to learn
latent trees with a transition-based parser (which does not
make explicit independence assumptions) that looks at the en-
tire sentence. However we found that under this setup, the in-
ference network degenerated into a local minimum whereby
it always generated left-branching trees despite various opti-
mization strategies. Williams et al. (2018) observe a similar
phenomenon in the context of learning latent trees for classi-
fication tasks. However Li et al. (2019) find that it is possible
use a transition-based parser as the inference network for de-
pendency grammar induction, if the inference network is con-
strained via posterior regularization (Ganchev et al., 2010)
based on universal syntactic rules (Naseem et al., 2010).

Algorithm 1 Inside algorithm for calculating ZT (x)

1: procedure INSIDE(s) . scores sij for i ≤ j
2: for i := 1 to T do . length-1 spans
3: β[i, i] = sii

4: for ` := 1 to T − 1 do . span length
5: for i := 1 to T − ` do . span start
6: j = i+ ` . span end
7: β[i, j] =

∑j−1
k=i sij · β[i, k] · β[k + 1, j]

8: return β[1, T ] . return partition function ZT (x)

Algorithm 1. This computation is itself differen-
tiable and amenable to gradient-based optimiza-
tion. Finally, letting f : BT → ZT be the bijec-
tion between the binary tree matrix representation
and a sequence of SHIFT/REDUCE actions, the in-
ference network defines a distribution over ZT via
qφ(z |x) , qφ(f−1(z) |x).
2.3 Optimization
For optimization, we use the following variant of
the ELBO,

Eqφ(z |x)[log pθ(x, z)] +H[qφ(z |x)],
where H[qφ(z |x)] = Eqφ(z |x)[− log qφ(z |x)] is
the entropy of the variational posterior. A Monte
Carlo estimate for the gradient with respect to θ is

∇θ ELBO(θ, φ;x) ≈ 1

K

K∑

k=1

∇θ log pθ(x, z(k)),

with samples z(1), . . . , z(K) from qφ(z |x). Sam-
pling uses the intermediate values calculated dur-
ing the inside algorithm to sample split points re-
cursively (Goodman, 1998; Finkel et al., 2006),
as shown in Algorithm 2. The gradient with re-
spect to φ involves two parts. The entropy term
H[qφ(z |x)] can be calculated exactly in O(T 3),
again using the intermediate values from the in-
side algorithm (see Algorithm 3).8 Since each
step of this dynamic program is differentiable, we
can obtain the gradient ∇φH[qφ(z |x)] using au-
tomatic differentation.9 An estimator for the gra-
dient with respect to Eqφ(z |x)[log pθ(x, z)] is ob-
tained via the score function gradient estimator
(Glynn, 1987; Williams, 1992),
∇φEqφ(z |x)[log pθ(x, z)]

= Eqφ(z |x)[log pθ(x, z)∇φ log qφ(z |x)]

≈ 1

K

K∑

k=1

log pθ(x, z
(k))∇φ log qφ(z(k) |x).

8We adapt the algorithm for calculating tree entropy in
PCFGs from Hwa (2000) to the CRF case.

9∇φH[qφ(z |x)] can also be computed using the inside-
outside algorithm and a second-order expectation semir-
ing (Li and Eisner, 2009), which has the same asymptotic
runtime complexity but generally better constants.
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Algorithm 2 Top-down sampling a tree from qφ(z |x)
1: procedure SAMPLE(β) . β from running INSIDE(s)
2: B = 0 . binary matrix representation of tree
3: Q = [(1, T )] . queue of constituents
4: while Q is not empty do
5: (i, j) = pop(Q)

6: τ =
∑j−1
k=i β[i, k] · β[k + 1, j]

7: for k := i to j − 1 do . get distribution over splits
8: wk = (β[i, k] · β[k + 1, j])/τ

9: k ∼ Cat([wi, . . . , wj−1]) . sample a split point
10: Bi,k = 1, Bk+1,j = 1 . update B
11: if k > i then . if left child has width > 1
12: push(Q, (i, k)) . add to queue
13: if k + 1 < j then . if right child has width > 1
14: push(Q, (k + 1, j)) . add to queue
15: z = f(B) . f : BT → ZT maps matrix represen-

tation of tree to sequence of actions.
16: return z

The above estimator is unbiased but typically suf-
fers from high variance. To reduce variance, we
use a control variate derived from an average of
the other samples’ joint likelihoods (Mnih and
Rezende, 2016), yielding the following estimator,

1

K

K∑

k=1

(log pθ(x, z
(k))− r(k))∇φ log qφ(z(k) |x),

where r(k) = 1
K−1

∑
j 6=k log pθ(x, z

(j)). This
control variate worked better than alternatives
such as estimates of baselines from an auxiliary
network (Mnih and Gregor, 2014; Deng et al.,
2018) or a language model (Yin et al., 2018).

3 Experimental Setup
3.1 Data
For English we use the Penn Treebank (Marcus
et al., 1993, PTB) with splits and preprocessing
from Dyer et al. (2016) which retains punctu-
ation and replaces singleton words with Berke-
ley parser’s mapping rules, resulting in a vocab-
ulary of 23,815 word types.10 Notably this is
much larger than the standard PTB LM setup from
Mikolov et al. (2010) which uses 10K types.11

Also different from the LM setup, we model each
sentence separately instead of carrying informa-
tion across sentence boundaries, as the RNNG is
a generative model of sentences. Hence our per-
plexity numbers are not comparable to the PTB
LM results (Melis et al., 2018; Merity et al., 2018;
Yang et al., 2018).

Since the PTB is rather small, and since the
URNNG does not require annotation, we also test
our approach on a subset of the one billion word

10https://github.com/clab/rnng
11Both versions of the PTB data can be obtained from http:

//demo.clab.cs.cmu.edu/cdyer/ptb-lm.tar.gz.

Algorithm 3 Calculating the tree entropy H[qφ(z |x)]
1: procedure ENTROPY(β) . β from running INSIDE(s)
2: for i := 1 to T do . initialize entropy table
3: H[i, i] = 0

4: for l := 1 to T − 1 do . span length
5: for i := 1 to T − l do . span start
6: j = i+ l . span end
7: τ =

∑j−1
u=i β[i, u] · β[u+ 1, j]

8: for u := i to j − 1 do
9: wu = (β[i, u] · β[u+ 1, j])/τ

10: H[i, j] =
∑j−1
u=i(H[i, u] +H[u+ 1, j]

11: − logwu) · wu
12: return H[1, T ] . return tree entropy H[qφ(z |x)]

corpus (Chelba et al., 2013). We randomly sam-
ple 1M sentences for training and 2K sentences
for validation/test, and limit the vocabulary to 30K
word types. While still a subset of the full corpus
(which has 30M sentences), this dataset is two or-
ders of magnitude larger than PTB. Experiments
on Chinese utilize version 5.1 of the Chinese Penn
Treebank (CTB) (Xue et al., 2005), with the same
splits as in Chen and Manning (2014). Singleton
words are replaced with a single 〈UNK〉 token, re-
sulting in a vocabulary of 17,489 word types.

3.2 Training and Hyperparameters
The stack LSTM has two layers with input/hidden
size equal to 650 and dropout of 0.5. The tree
LSTM also has 650 units. The inference network
uses a one-layer bidirectional LSTM with 256 hid-
den units, and the MLP (to produce span scores
sij for i ≤ j) has a single hidden layer with a
ReLU nonlinearity followed by layer normaliza-
tion (Ba et al., 2016) and dropout of 0.5. We share
word embeddings between the generative model
and the inference network, and also tie weights
between the input/output word embeddings (Press
and Wolf, 2016).

Optimization of the model itself required stan-
dard techniques for avoiding posterior collapse in
VAEs.12 We warm-up the ELBO objective by
linearly annealing (per batch) the weight on the
conditional prior log pθ(z |x<z) and the entropy
H[qφ(z |x)] from 0 to 1 over the first two epochs
(see equation (1) for definition of log pθ(z |x<z)).
This is analogous to KL-annealing in VAEs with
continuous latent variables (Bowman et al., 2016;
Sønderby et al., 2016). We train for 18 epochs
(enough for convergence for all models) with a
batch size of 16 and K = 8 samples for the Monte
Carlo gradient estimators. The generative model is
optimized with SGD with learning rate equal to 1,

12Posterior collapse in our context means that qφ(z |x) al-
ways produced trivial (always left or right branching) trees.
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except for the affine layer that produces a distribu-
tion over the actions, which has learning rate 0.1.
Gradients of the generative model are clipped at
5. The inference network is optimized with Adam
(Kingma and Ba, 2015) with learning rate 0.0001,
β1 = 0.9, β2 = 0.999, and gradient clipping at
1. As Adam converges significantly faster than
SGD (even with a much lower learning rate), we
stop training the inference network after the first
two epochs. Initial model parameters are sampled
from U [−0.1, 0.1]. The learning rate starts decay-
ing by a factor of 2 each epoch after the first epoch
at which validation performance does not improve,
but this learning rate decay is not triggered for
the first eight epochs to ensure adequate training.
We use the same hyperparameters/training setup
for both PTB and CTB. For experiments on (the
subset of) the one billion word corpus, we use a
smaller dropout rate of 0.1. The baseline RNNLM
also uses the smaller dropout rate.

All models are trained with an end-of-sentence
token, but for perplexity calculation these tokens
are not counted to be comparable to prior work
(Dyer et al., 2016; Kuncoro et al., 2017; Buys and
Blunsom, 2018). To be more precise, the inference
network does not make use of the end-of-sentence
token to produce parse trees, but the generative
model is trained to generate the end-of-sentence
token after the final REDUCE operation.

3.3 Baselines
We compare the unsupervised RNNG (URNNG)
against several baselines: (1) RNNLM, a standard
RNN language model whose size is the same as
URNNG’s stack LSTM; (2) Parsing Reading Pre-
dict Network (PRPN) (Shen et al., 2018), a neu-
ral language model that uses gated attention lay-
ers to embed soft tree-like structures into a neu-
ral network (and among the current state-of-the-art
in grammar induction from words on the full cor-
pus); (3) RNNG with trivial trees (left branching,
right branching, random); (4) supervised RNNG
trained on unlabeled, binarized gold trees.13 Note
that the supervised RNNG also trains a discrim-
inative parser qφ(z |x) (alongside the generative
model pθ(x, z)) in order to sample parse forests
for perplexity evaluation (i.e. importance sam-
pling). This discriminative parser has the same ar-

13We use right branching binarization—Matsuzaki et al.
(2005) find that differences between various binarization
schemes have marginal impact. Our supervised RNNG
therefore differs the original RNNG, which trains on non-
binarized trees and does not ignore constituent labels.

PTB CTB
Model PPL F1 PPL F1

RNNLM 93.2 – 201.3 –
PRPN (default) 126.2 32.9 290.9 32.9
PRPN (tuned) 96.7 41.2 216.0 36.1
Left Branching Trees 100.9 10.3 223.6 12.4
Right Branching Trees 93.3 34.8 203.5 20.6
Random Trees 113.2 17.0 209.1 17.4
URNNG 90.6 40.7 195.7 29.1

RNNG 88.7 68.1 193.1 52.3
RNNG→ URNNG 85.9 67.7 181.1 51.9

Oracle Binary Trees – 82.5 – 88.6

Table 1: Language modeling perplexity (PPL) and
grammar induction F1 scores on English (PTB) and
Chinese (CTB) for the different models. Note that our
PTB setup from Dyer et al. (2016) differs consider-
ably from the usual language modeling setup (Mikolov
et al., 2010) since we model each sentence indepen-
dently and use a much larger vocabulary (see §3.1).
chitecture as URNNG’s inference network. For all
models, we perform early stopping based on vali-
dation perplexity.

4 Results and Discussion
4.1 Language Modeling
Table 1 shows perplexity for the different models
on PTB/CTB. As a language model URNNG out-
performs an RNNLM and is competitive with the
supervised RNNG.14 The left branching baseline
performs poorly, implying that the strong perfor-
mance of URNNG/RNNG is not simply due to
the additional depth afforded by the tree LSTM
composition function (a left branching tree, which
always performs REDUCE when possible, is the
“deepest” model). The right branching baseline
is essentially equivalent to an RNNLM and hence
performs similarly. We found PRPN with de-
fault hyperparameters (which obtains a perplex-
ity of 62.0 in the PTB setup from Mikolov et al.
(2010)) to not perform well, but tuning hyperpa-
rameters improves performance.15 The supervised
RNNG performs well as a language model, despite
being trained on the joint (rather than marginal)
likelihood objective.16 This indicates that explicit

14For RNNG and URNNG we estimate the log
marginal likelihood (and hence, perplexity) with
K = 1000 importance-weighted samples, log pθ(x) ≈
log
(

1
K

∑K
k=1

log p(x,z(k))

qφ(z
(k) |x)

)
. During evaluation only, we

also flatten qφ(z |x) by dividing span scores sij by a
temperature term 2.0 before feeding it to the CRF.

15Using the code from https://github.com/yikangshen/
PRPN, we tuned model size, initialization, dropout, learning
rate, and use of batch normalization.

16RNNG is trained to maximize log pθ(x, z) while
URNNG is trained to maximize (a lower bound on) the lan-
guage modeling objective log pθ(x).
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Figure 2: Perplexity of the different models grouped by
sentence length on PTB.
modeling of syntax helps generalization even with
richly-parameterized neural models. Encouraged
by these observations, we also experiment with
a hybrid approach where we train a supervised
RNNG first and continue fine-tuning the model
(including the inference network) on the URNNG
objective (RNNG→ URNNG in Table 1).17 This
approach results in nontrivial perplexity improve-
ments, and suggests that it is potentially possi-
ble to improve language models with supervision
on parsed data. In Figure 2 we show perplexity
by sentence length. We find that a standard lan-
guage model (RNNLM) is better at modeling short
sentences, but underperforms models that explic-
itly take into account structure (RNNG/URNNG)
when the sentence length is greater than 10. Ta-
ble 2 (top) compares our results against prior work
on this version of the PTB, and Table 2 (bot-
tom) shows the results on a 1M sentence sub-
set of the one billion word corpus, which is two
orders of magnitude larger than PTB. On this
larger dataset URNNG still improves upon the
RNNLM. We also trained an RNNG (and RNNG
→URNNG) on this dataset by parsing the training
set with the self-attentive parser from Kitaev and
Klein (2018).18 These models improve upon the
RNNLM but not the URNNG, potentially high-
lighting the limitations of using predicted trees for
supervising RNNGs.

4.2 Grammar Induction
Table 1 also shows the F1 scores for grammar
induction. Note that we induce latent trees di-
rectly from words on the full dataset.19 For
RNNG/URNNG we obtain the highest scoring

17We fine-tune for 10 epochs and use a smaller learning
rate of 0.1 for the generative model.

18To parse the training set we use the benepar en2
model from https://github.com/nikitakit/self-attentive-parser,
which obtains an F1 score of 95.17 on the PTB test set.

19Past work on grammar induction usually train/evaluate
on short sentences and also assume access to gold POS tags
(Klein and Manning, 2002; Smith and Eisner, 2004; Bod,
2006). However more recent works do train directly words
(Jin et al., 2018; Shen et al., 2018; Drozdov et al., 2019).

PTB PPL

KN 5-gram (Dyer et al., 2016) 169.3
RNNLM (Dyer et al., 2016) 113.4
Original RNNG (Dyer et al., 2016) 102.4
Stack-only RNNG (Kuncoro et al., 2017) 101.2
Gated-Attention RNNG (Kuncoro et al., 2017) 100.9
Generative Dep. Parser (Buys and Blunsom, 2015) 138.6
RNNLM (Buys and Blunsom, 2018) 100.7
Sup. Syntactic NLM (Buys and Blunsom, 2018) 107.6
Unsup. Syntactic NLM (Buys and Blunsom, 2018) 125.2
PRPN† (Shen et al., 2018) 96.7
This work:

RNNLM 93.2
URNNG 90.6
RNNG 88.7
RNNG→ URNNG 85.9

1M Sentences PPL

PRPN† (Shen et al., 2018) 77.7
RNNLM 77.4
URNNG 71.8
RNNG‡ 72.9
RNNG‡→ URNNG 72.0

Table 2: (Top) Comparison of this work as a language
model against prior works on sentence-level PTB with
preprocessing from Dyer et al. (2016). Note that pre-
vious versions of RNNG differ from ours in terms of
parameterization and model size. (Bottom) Results on
a subset (1M sentences) of the one billion word corpus.
PRPN† is the model from Shen et al. (2018), whose hy-
perparameters were tuned by us. RNNG‡ is trained on
predicted parse trees from Kitaev and Klein (2018).
tree from qφ(z |x) through the Viterbi inside (i.e.
CKY) algorithm. We calculate unlabeled F1 using
evalb, which ignores punctuation and discards
trivial spans (width-one and sentence spans).20

Since we compare F1 against the original, non-
binarized trees (per convention), F1 scores of
models using oracle binarized trees constitute the
upper bounds.

We confirm the replication study of Htut et al.
(2018) and find that PRPN is a strong model for
grammar induction. URNNG performs on par
with PRPN on English but PRPN does better on
Chinese; both outperform right branching base-
lines. Table 3 further analyzes the learned trees
and shows the F1 score of URNNG trees against

20Available at https://nlp.cs.nyu.edu/evalb/. We evaluate
with COLLINS.prm parameter file and LABELED option
equal to 0. We observe that the setup for grammar induction
varies widely across different papers: lexicalized vs. unlex-
icalized; use of punctuation vs. not; separation of train/test
sets; counting sentence-level spans for evaluation vs. ig-
noring them; use of additional data; length cutoff for train-
ing/evaluation; corpus-level F1 vs. sentence-level F1; and,
more. In our survey of twenty or so papers, almost no two
papers were identical in their setup. Such variation makes
it difficult to meaningfully compare models across papers.
Hence, we report grammar induction results mainly for the
models and baselines considered in the present work.
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Tree PTB CTB

Gold 40.7 29.1
Left 9.2 8.4
Right 68.3 51.2
Self 92.3 87.3
RNNG 55.4 47.1
PRPN 41.0 47.2

Label URNNG PRPN

SBAR 74.8% 28.9%
NP 39.5% 63.9%
VP 76.6% 27.3%
PP 55.8% 55.1%
ADJP 33.9% 42.5%
ADVP 50.4% 45.1%

Table 3: (Left) F1 scores of URNNG against other
trees. “Self” refers to another URNNG trained with
a different random seed. (Right) Recall of constituents
by label for URNNG and PRPN. Recall for a particular
label is the fraction of ground truth constituents of that
label that were identified by the model.

F1 +PP

PRPN-UP‡ 39.8 45.4
PRPN-LM‡ 42.8 42.4
ON-LSTM‡ (Shen et al., 2019) 49.4 −
DIORA‡ (Drozdov et al., 2019) 49.6 56.2
PRPN (tuned) 49.0 49.9
URNNG 52.4 52.4

Table 4: PTB F1 scores using the same evaluation
setup as Drozdov et al. (2019), which evaluates against
binarized trees, counts punctuation and trivial spans,
and uses sentence-level F1. +PP indicates a post-
processing heuristic which directly attaches trailing
punctuation to the root. This does not change URNNG
results since it learns to do so anyway. Results with ‡

are copied from Table 1 of Drozdov et al. (2019).
other trees (left), and the recall of URNNG/PRPN
trees against ground truth constituents (right). We
find that trees induced by URNNG and PRPN
are quite different; URNNG is more sensitive to
SBAR and VP, while PRPN is better at identifying
NP. While left as future work, this naturally sug-
gests a hybrid approach wherein the intersection
of constituents from URNNG and PRPN is used to
create a corpus of partially annotated trees, which
can be used to guide another model, e.g. via poste-
rior regularization (Ganchev et al., 2010) or semi-
supervision (Hwa, 1999). Finally, Table 4 com-
pares our results using the same evaluation setup
as in Drozdov et al. (2019), which differs consid-
erably from our setup.

4.3 Distributional Metrics
Table 5 shows some standard metrics related
to the learned generative model/inference net-
work. The “reconstruction” perplexity based on
Eqφ(z |x)[log pθ(x | z)] is much lower than regular
perplexity, and further, the Kullback-Leibler diver-
gence between the conditional prior and the varia-
tional posterior, given by

Eqφ(z |x)
[
log

qφ(z |x)
pθ(z |x<z)

]
,

PTB CTB
RNNG URNNG RNNG URNNG

PPL 88.7 90.6 193.1 195.7
Recon. PPL 74.6 73.4 183.4 151.9
KL 7.10 6.13 11.11 8.91
Prior Entropy 7.65 9.61 9.48 15.13
Post. Entropy 1.56 2.28 6.23 5.75
Unif. Entropy 26.07 26.07 30.17 30.17

Table 5: Metrics related to the generative
model/inference network for RNNG/URNNG.
For the supervised RNNG we take the “inference
network” to be the discriminative parser trained
alongside the generative model (see §3.3). Re-
con. PPL is the reconstruction perplexity based on
Eqφ(z |x)[log pθ(x | z)], and KL is the Kullback-Leibler
divergence. Prior entropy is the entropy of the con-
ditional prior pθ(z |x<z), and uniform entropy is the
entropy of the uniform distribution over binary trees.
is highly nonzero. (See equation (1) for definitions
of log pθ(x | z) and log pθ(z |x<z)). This indi-
cates that the latent space is being used in a mean-
ingful way and that there is no posterior collapse
(Bowman et al., 2016). As expected, the entropy
of the variational posterior is much lower than the
entropy of the conditional prior, but there is still
some uncertainty in the posterior.

4.4 Syntactic Evaluation
We perform a syntactic evaluation of the differ-
ent models based on the setup from Marvin and
Linzen (2018): the model is given two mini-
mally different sentences, one grammatical and
one ungrammatical, and must identify the gram-
matical sentence by assigning it higher probabil-
ity.21 Table 6 shows the accuracy results. Overall
the supervised RNNG significantly outperforms
the other models, indicating opportunities for fur-
ther work in unsupervised modeling. While the
URNNG does slightly outperform an RNNLM,
the distribution of errors made from both models
are similar, and thus it is not clear whether the out-
performance is simply due to better perplexity or
learning different structural biases.

4.5 Limitations
There are several limitations to our approach.
For one, the URNNG takes considerably more
time/memory to train than a standard language
model due to the O(T 3) dynamic program in
the inference network, multiple samples to obtain
low-variance gradient estimators, and dynamic
computation graphs that make efficient batching

21We modify the publicly available dataset from https://
github.com/BeckyMarvin/LM syneval to only keep sentence
pairs that did not have any unknown words with respect to our
vocabulary, resulting in 80K sentence pairs for evaluation.
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RNNLM PRPN RNNG URNNG

PPL 93.2 96.7 88.7 90.6

Overall 62.5% 61.9% 69.3% 64.6%
Subj. 63.5% 63.7% 89.4% 67.2%
Obj. Rel. 62.6% 61.0% 67.6% 65.7%
Refl. 60.7% 68.8% 57.3% 60.5%
NPI 58.7% 39.5% 46.8% 55.0%

Table 6: Syntactic evaluation based on the setup from
Marvin and Linzen (2018). Subj. is subject-verb agree-
ment in sentential complement, across prepositional
phrase/subjective relative clause, and VP coordination;
Obj. Rel. refers to subject-verb agreement in/across an
objective relative clause; Refl. refers to reflexive pro-
noun agreement with antecedent; NPI is negative po-
larity items.
nontrivial. The model is sensitive to hyperparam-
eters and required various optimization strategies
(e.g. separate optimizers for the inference network
and the generative model) to avoid posterior col-
lapse. Finally, the URNNG also seemed to rely
heavily on punctuation to identify constituents and
we were unable to improve upon a right-branching
baseline when training the URNNG on a version
of PTB where punctuation is removed.22

5 Related Work
There has been much work on incorporating tree
structures into deep models for syntax-aware lan-
guage modeling, both for unconditional (Emami
and Jelinek, 2005; Buys and Blunsom, 2015; Dyer
et al., 2016) and conditional (Yin and Neubig,
2017; Alvarez-Melis and Jaakkola, 2017; Rabi-
novich et al., 2017; Aharoni and Goldberg, 2017;
Eriguchi et al., 2017; Wang et al., 2018; Gu et al.,
2018) cases. These approaches generally rely on
annotated parse trees during training and maxi-
mizes the joint likelihood of sentence-tree pairs.
Prior work on combining language modeling and
unsupervised tree learning typically embed soft,
tree-like structures as hidden layers of a deep net-
work (Cho et al., 2014; Chung et al., 2017; Shen
et al., 2018, 2019). In contrast, Buys and Blun-
som (2018) make Markov assumptions and per-
form exact marginalization over latent dependency

22Many prior works that induce trees directly from words
often employ additional heuristics based on punctuation
(Seginer, 2007; Ponvert et al., 2011; Spitkovsky et al., 2013;
Parikh et al., 2014), as punctuation (e.g. comma) is usu-
ally a reliable signal for start/end of constituent spans. The
URNNG still has to learn to rely on punctuation, similar to
recent works such as depth-bounded PCFGs (Jin et al., 2018)
and DIORA (Drozdov et al., 2019). In contrast, PRPN (Shen
et al., 2018) and Ordered Neurons (Shen et al., 2019) induce
trees by directly training on corpus without punctuation. We
also reiterate that punctuation is used during training but ig-
nored during evaluation (except in Table 4).

trees. Our work is also related to the recent line
of work on learning latent trees as part of a deep
model through supervision on other tasks, typ-
ically via differentiable structured hidden layers
(Kim et al., 2017; Bradbury and Socher, 2017; Liu
and Lapata, 2018; Tran and Bisk, 2018; Peng et al.,
2018; Niculae et al., 2018; Liu et al., 2018), policy
gradient-based approaches (Yogatama et al., 2017;
Williams et al., 2018; Havrylov et al., 2019), or
differentiable relaxations (Choi et al., 2018; Mail-
lard and Clark, 2018).

The variational approximation uses amortized
inference (Kingma and Welling, 2014; Mnih and
Gregor, 2014; Rezende et al., 2014), in which an
inference network is used to obtain the variational
posterior for each observed x. Since our inference
network is structured (i.e., a CRF), it is also re-
lated to CRF autoencoders (Ammar et al., 2014)
and structured VAEs (Johnson et al., 2016; Krish-
nan et al., 2017), which have been used previously
for unsupervised (Cai et al., 2017; Drozdov et al.,
2019; Li et al., 2019) and semi-supervised (Yin
et al., 2018; Corro and Titov, 2019) parsing.

6 Conclusion
It is an open question as to whether explicit mod-
eling of syntax significantly helps neural mod-
els. Strubell et al. (2018) find that supervising
intermediate attention layers with syntactic heads
improves semantic role labeling, while Shi et al.
(2018) observe that for text classification, syntac-
tic trees only have marginal impact. Our work sug-
gests that at least for language modeling, incorpo-
rating syntax either via explicit supervision or as
latent variables does provide useful inductive bi-
ases and improves performance.

Finally, in modeling child language acquisition,
the complex interaction of the parser and the gram-
matical knowledge being acquired is the object
of much investigation (Trueswell and Gleitman,
2007); our work shows that apparently grammati-
cal constraints can emerge from the interaction of
a constrained parser and a more general grammar
learner, which is an intriguing but underexplored
hypothesis for explaining human linguistic biases.
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Abstract
There has been considerable attention devoted
to models that learn to jointly infer an ex-
pression’s syntactic structure and its seman-
tics. Yet, Nangia and Bowman (2018) has re-
cently shown that the current best systems fail
to learn the correct parsing strategy on math-
ematical expressions generated from a sim-
ple context-free grammar. In this work, we
present a recursive model inspired by Choi
et al. (2018) that reaches near perfect accu-
racy on this task. Our model is composed
of two separated modules for syntax and se-
mantics. They are cooperatively trained with
standard continuous and discrete optimisation
schemes. Our model does not require any lin-
guistic structure for supervision, and its re-
cursive nature allows for out-of-domain gen-
eralisation. Additionally, our approach per-
forms competitively on several natural lan-
guage tasks, such as Natural Language Infer-
ence and Sentiment Analysis.

1 Introduction

Standard linguistic theories propose that natural
language is structured as nested constituents or-
ganised in the form of a tree (Partee et al., 1990).
However, most popular models, such as the Long
Sort-Term Memory network (LSTM) (Hochreiter
and Schmidhuber, 1997), process text without im-
posing a grammatical structure. To bridge this gap
between theory and practice models that process
linguistic expressions in a tree-structured manner
have been considered in recent work (Socher et al.,
2013; Tai et al., 2015; Zhu et al., 2015; Bowman
et al., 2016). These tree-based models explicitly
require access to the syntactic structure for the
text, which is not entirely satisfactory.

Indeed, parse tree level supervision requires a
significant amount of annotations from expert lin-

∗Work done while the author was an intern at Facebook
AI Research.

guists. These trees have been annotated with dif-
ferent goals in mind than the tasks we are using
them for. Such discrepancy may result in a de-
terioration of the performance of models relying
on them. Recently, several attempts were made
to learn these models without explicit supervi-
sion for the parser (Yogatama et al., 2016; Mail-
lard et al., 2017; Choi et al., 2018). However,
Williams et al. (2018a) has recently shown that the
structures learned by these models cannot be as-
cribed to discovering meaningful syntactic struc-
ture. These models even fail to learn the simple
context-free grammar of nested mathematical op-
erations (Nangia and Bowman, 2018).

In this work, we present an extension of Choi
et al. (2018), that successfully learns these simple
grammars while preserving competitive perfor-
mance on several standard linguistic tasks. Con-
trary to previous work, our model makes a clear
distinction between the parser and the composi-
tional function. These two modules are trained
with different algorithms, cooperating to build a
semantic representation that optimises the objec-
tive function. The parser’s goal is to generate
a tree structure for the sentence. The composi-
tional function follows this structure to produce
the sentence representation. Our model contains
a continuous component, the compositional func-
tion, and a discrete one, the parser. The whole
system is trained end-to-end with a mix of rein-
forcement learning and gradient descent. Droz-
dov and Bowman (2017) has noticed the difficulty
of mixing these two optimisation schemes without
one dominating the other. This typically leads to
the “coadaptation problem” where the parser sim-
ply follows the compositional function and fails to
produce meaningful syntactic structures. In this
work, we show that this pitfall can be avoided
by synchronising the learning paces of the two
optimisation schemes. This is achieved by com-
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bining several recent advances in reinforcement
learning. First, we use input-dependent control
variates to reduce the variance of our gradient esti-
mates (Ross, 1997). Then, we apply multiple gra-
dient steps to the parser’s policy while controlling
for its learning pace using the Proximal Policy Op-
timization (PPO) of Schulman et al. (2017). The
code for our model is publicly available1.

2 Preliminaries

In this section, we present existing works on Re-
cursive Neural Networks and their training in the
absence of supervision on the syntactic structures.

2.1 Recursive Neural Networks

A Recursive Neural Network (RvNN) has
its architecture defined by a directed acyclic
graph (DAG) given alongside with an input se-
quence (Goller and Kuchler, 1996). RvNNs are
commonly used in NLP to generate sentence rep-
resentation that leverages available syntactic infor-
mation, such as a constituency or a dependency
parse trees (Socher et al., 2011).

Given an input sequence and its associ-
ated DAG, a RvNN processes the sequence by ap-
plying a transformation to the representations of
the tokens lying on the lowest levels of the DAG.
This transformation, or compositional function,
merges these representations into representations
for the nodes on the next level of the DAG. This
process is repeated recursively along the graph
structure until the top-level nodes are reached. In
this work, we assume that the compositional func-
tion is the same for every node in the graph.

Tree-LSTM. We focus on a specific type
of RvNNs, the tree-based long short-term memory
network (Tree-LSTM) of Tai et al. (2015) and Zhu
et al. (2015). Its compositional function general-
izes the LSTM cell of Hochreiter and Schmidhu-
ber (1997) to tree-structured topologies, i.e.,
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cp = z� i+ cl � fl + cr � fr,

hp = tanh(cp)� o,

1https://github.com/facebookresearch/
latent-treelstm

where σ and tanh are the sigmoid and hyperbolic
tangent functions. Tree-LSTM cell is differen-
tiable with respect to its recursion matrix R, bias b
and its input. The gradients of a Tree-LSTM can
thus be computed with backpropagation through
structure (BPTS) (Goller and Kuchler, 1996).

2.2 Learning with RvNNs

A tree-based RvNN is a function fθ parameter-
ized by a d dimensional vector θ that predicts an
output y given an input x and a tree t. Given a
dataset D of N triplets (x, t, y), the parameters of
the RvNN are learned with the following minimi-
sation problem:

min
θ∈Rd

1

N

∑

(x,t,y)∈D
`(fθ(x, t), y), (1)

where ` is a logistic regression function. These
models need an externally provided parsing tree
for each input sentence during both training and
evaluation. Alternatives, such as the shift-reduce-
based SPINN model of Bowman et al. (2016),
learn an internal parser from the given trees. While
these solutions do not need external trees during
evaluation, they still require tree level annotations
for training. More recent work has focused on
learning a latent parser with no direct supervision.

2.3 Latent tree models

Latent tree models aim at jointly learning the com-
positional function fθ and a parser without super-
vision on the syntactic structures (Yogatama et al.,
2016; Maillard et al., 2017; Choi et al., 2018). The
latent parser is defined as a parametric probabil-
ity distribution over trees conditioned on the in-
put sequence. The parameters of this tree distribu-
tion pφ(.|x) are represented by a vector φ. Given
a dataset D of pairs of input sequences x and out-
puts y, the parameters θ and φ are jointly learned
by minimising the following objective function:

min
θ,φ
L(θ, φ) = 1

N

∑

(x,y)

`(Eφ[fθ(x, t)], y), (2)

where Eφ is the expectation with respect to
the pφ(.|x) distribution. Directly minimising this
objective function is often difficult due to ex-
pensive marginalisation of the unobserved trees.
Hence, when ` is a convex function (e.g. cross
entropy of an exponential family) usually an up-
per bound of Eq. (2) can be derived by applying
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Jensen’s inequality:

L̂(θ, φ) = 1

N

∑

(x,y)

Eφ[`(fθ(x, t), y)]. (3)

Learning a distribution over a set of discrete items
involves a discrete optimisation scheme. For ex-
ample, the RL-SPINN model of Yogatama et al.
(2016) uses a mix of gradient descent for θ
and REINFORCE for φ (Williams et al., 2018a).
Drozdov and Bowman (2017) has recently ob-
served that this optimisation strategy tends to pro-
duce poor parsers, e.g., parsers that only generate
left-branching trees. The effect, called the coad-
aptation issue, is caused by both bias in the pars-
ing strategy and a difference in convergence paces
of continuous and discrete optimisers. Typically,
the parameters θ are learned more rapidly than φ.
This limits the exploration of the search space to
parsing strategies similar to those found at the be-
ginning of the training.

2.3.1 Gumbel Tree-LSTM

In their Gumbel Tree-LSTM model, Choi et al.
(2018) propose an alternative parsing strategy to
avoid the coadaptation issue. Their parser incre-
mentally merges a pair of consecutive constituents
until a single one remains. This strategy reduces
the bias towards certain tree configurations ob-
served with RL-SPINN.

Each word i of the input sequence is represented
by an embedding vector. A leaf transformation
maps this vector to pair of vectors r0i=(h0

i , c
0
i ).

We considered three types of leaf transforma-
tions: affine transformation, LSTM and bidirec-
tional LSTM. The resulting representations form
the initial states of the Tree-LSTM. In the ab-
sence of supervision, the tree is built in a bottom-
up fashion by recursively merging consecutive
constituents (i, i + 1) based on merge-candidate
scores. On each level k of the bottom-up deriva-
tion, the merge-candidate score of the pair (i, i+1)
is computed as follow:

sk(i) = 〈q,Tree-LSTM(rki , rki+1)〉,

where q is a trainable query vector and rki is
the constituent representation at position i after k
mergings. We merge a pair (i∗, i∗ + 1) sam-
pled from the Categorical distribution built on the
merge-candidate scores. The representations of

the constituents are then updated as follow:

rk+1
i =





rki , i < i∗,

Tree-LSTM(rki , r
k
i+1) i = i∗,

rki+1 i > i∗.

This procedure is repeated until one constituent re-
mains. Its hidden state is the input sentence rep-
resentation. This procedure is non-differentiable.
Choi et al. (2018) use an approximation based on
the Gumbel-Softmax distribution (Maddison et al.,
2016; Jang et al., 2016) and the reparametrization
trick (Kingma and Welling, 2013).

This relaxation makes the problem differen-
tiable at the cost of a bias in the gradient esti-
mates (Jang et al., 2016). This difference between
the real objective function and their approxima-
tion could explain why their method cannot re-
cover simple context-free grammars (Nangia and
Bowman, 2018). We investigate this question by
proposing an alternative optimisation scheme that
directly aims for the correct objective function.

3 Our model

We consider the problem defined in Eq. (3) to
jointly learn a composition function and an in-
ternal parser. Our model is composed of the
parser of Choi et al. (2018) and the Tree-LSTM
for the composition function. As suggested in past
work (Mnih et al., 2016; Schulman et al., 2017),
we added an entropy H over the tree distribution
to the objective function:

min
θ, φ
L̂(θ, φ)− λ

∑

x

H(t | x), (4)

where λ > 0. This regulariser improves explo-
ration by preventing early convergence to a subop-
timal deterministic parsing strategy. The new ob-
jective function is differentiable with respect to θ,
but not φ, the parameters of the parser. Learning θ
follows the same procedure with BPTS as if the
tree would be externally given.

In the rest of this section, we discuss the opti-
mization of the parser and a cooperative training
strategy to reduce the coadaptation issue.

3.1 Unbiased gradient estimation
We cast the training of the parser as a reinforce-
ment learning problem. The parser is an agent
whose reward function is the negative of the loss
function defined in Eq. (3). Its action space is the
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space of binary trees. The agent’s policy is a prob-
ability distribution over binary trees that decom-
poses as a sequence of K merging actions:

pφ(t|x) =
K∏

k=0

πφ(a
i
k|rk), (5)

where rk = (rk0, . . . , r
k
K−k). The loss func-

tion is optimised with respect to φ with REIN-
FORCE (Williams, 1992). REINFORCE requires
a considerable number of random samples to ob-
tain a gradient estimate with a reasonable level
of variance. This number is positively correlated
with the size of the search space, which is expo-
nentially large in the case of binary trees. We con-
sider several extensions of REINFORCE to cir-
cumvent this problem.

Variance reduction. An alternative solution to
increasing the number of samples is the control
variates method (Ross, 1997). It takes advantage
of random variables with known expected values
and positive correlation with the quantity whose
expectation is tried to be estimated. Given an
input-output pair (x, y) and tree t sampled from
pφ(t|x) , let’s define the random variable G as:

G(t) = `(fθ(x, t), y)
∂log pφ(t|x)

∂φ
. (6)

According to REINFORCE, calculating the gra-
dient with respect to φ for the pair (x, y) is then
equivalent to determining the unknown mean of
the random variable G(t)2. Let’s assume there
is a control variate, i.e., a random variable b(t)
that positively correlates with G and has known
expected value with respect to pφ(.|x). Given N
samples of the G(t) and the control variate b(t),
the new gradient estimator is:

GCV = Epφ(t|x)[b(t)]+
1

N

[
N∑

i=1

(G(ti)− b(ti))
]
.

A popular control variate, or baseline, used in
REINFORCE is the moving average of recent
rewards multiplied by the score function (Ross,
1997):

b(t) = c∇φ log pφ(t|x).
It has a zero mean under the pφ(.|x) distribution
and it positively correlates with G(t).

2Note that while we are computing the gradients using
`, we could also directly optimise the parser with respect to
downstream accuracy.

Surrogate loss. REINFORCE often is imple-
mented via a surrogate loss defined as follow:

Êt [rφ(t)`(fθ(x, t), y)] , (7)

where Êt is the empirical average over a finite
batch of samples and rφ(t) =

pφ(t|x)
pφold (t|x)

is the prob-
ability ratio with φold standing for the parameters
before the update.

Input-dependent baseline. The moving aver-
age baseline cannot detect changes in rewards
caused by structural differences in the inputs. In
our case, a long arithmetic expression is much
harder to parse than a short one, systematically
leading to their lower rewards. This structural dif-
ferences in the rewards aggravate the credit as-
signment problem by encouraging REINFORCE
to discard actions sampled for longer sequences
even though there might be some subsequences of
actions that produce correct parsing subtrees.

A solution is to make the baseline input-
dependent. In particular, we use the self-critical
training (SCT) baseline of Rennie et al. (2017),
defined as:

b(t, x) = cθ,φ(x)∇φ log pφ(t | x),

where cθ,φ is the reward obtained with the policy
used at test time, i.e., t̂ = argmax pφ(t|x). This
control variate has a zero mean under the pφ(t|x)
distribution and correlates positively with the gra-
dients. Computing the argmax of a policy among
all possible binary trees has exponential complex-
ity. We replace it with a simpler greedy decoding,
i.e, a tree t is selected by following a sequence of
greedy actions âk:

âk = argmaxπφ(ak | r̂k).

This approximation is very efficient and comput-
ing the baseline requires only one additional for-
ward pass.

Gradient normalization. We empirically ob-
serve significant fluctuations in the gradient
norms. This creates instability that can not be
reduced by additive terms, such as the input-
dependent baselines. A solution is to divide the
gradients by a coarse approximation of their norm,
e.g., a running estimate of the reward standard de-
viation (Mnih and Gregor, 2014). This trick en-
sures that the rewards remain approximately in the
unit ball, making the learning process less sensi-
tive to steep changes in the loss.
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3.2 Synchronizing syntax and semantics
learning with PPO

The gradients of the loss function from the Eq. (4)
are calculated using two different schemes, BPST
for the composition function parameters θ and RE-
INFORCE for the parser parameters φ. Then, both
are updated with SGD. The estimate of the gradi-
ent with respect to φ has higher variance compared
to the estimate with respect to θ. Hence, using
the same learning rate schedule does not necessar-
ily correspond to the same real pace of learning.
It is φ parameters that are harder to optimise, so
to improve training stability and convergence it is
reasonable to aim for such updates that does not
change the policy too much or too little. A simple
yet effective solution is the Proximal Policy Opti-
mization (PPO) of Schulman et al. (2017). It con-
siders the next surrogate loss:

Êt
[
max

{
rφ(t)` (fθ(x, t), y) , r

c
φ(t)` (fθ(x, t), y)

}]
,

Where rcφ(t) = clip (rφ(t), 1− ε, 1 + ε) and ε
is a real number in (0; 0.5]. The first argument
of the max is the surrogate loss for REINFORCE.
The clipped ratio in the second argument disincen-
tivises the optimiser from performing updates re-
sulting in large tree probability changes. With this,
the policy parameters can be optimised with re-
peated K steps of SGD to ensure a similar “pace”
of learning between the parser and the composi-
tional function.

4 Related work

Besides the works mentioned in Sec. 2 and Sec. 3,
there is a vast literature on learning latent parsers.
Early connectionist work in inferring context-free
grammars proposed stack-augmented models and
relied on explicit supervision on the strings that
belonged to the target language and those that did
not (Giles et al., 1989; Sun, 1990; Das et al., 1992;
Mozer and Das, 1992). More recently, new stack-
augmented models were shown to learn latent
grammars from positive evidence alone (Joulin
and Mikolov, 2015). In parallel to these, other sta-
tistical approaches were proposed to automatically
induce grammars from unparsed text (Sampson,
1986; Magerman and Marcus, 1990; Carroll and
Charniak, 1992; Brill, 1993; Klein and Manning,
2002). Our work departs from these approaches
in that we aim at learning a latent grammar in the
context of performing some given task.

Socher et al. (2011) uses a surrogate auto-
encoder objective to search for a constituency
structure, merging nodes greedily based on the re-
construction loss. Maillard et al. (2017) defines
a relaxation of a CYK-like chart parser that is
trained for a particular task. A similar idea is in-
troduced in Le and Zuidema (2015) where an au-
tomatic parser prunes the chart to reduce the over-
all complexity of the algorithm. Another strat-
egy, similar in nature, has been recently proposed
by Corro and Titov (2018), where Gumbel noise
is used with differentiable dynamic programming
to generate dependency trees. In contrast, Yo-
gatama et al. (2016) learns a Shift-Reduce parser
using reinforcement learning. Maillard and Clark
(2018) further proposes a beam search strategy to
overcome learning trivial trees. On a different
vein, Vlad Niculae (2018) proposes a quadratic
penalty term over the posterior distribution of non-
projective dependency trees to enforce sparsity of
the relaxation. Finally, there is a large body of
work in Reinforcement Learning that aims at dis-
covering how to combine elementary modules to
solve complex tasks (Singh, 1992; Chang et al.,
2018; Sahni et al., 2017). Due to the limited space,
we will not discuss them in further details.

5 Experiments

We conducted experiments on three different
tasks: evaluating mathematical expressions on
the ListOps dataset (Nangia and Bowman, 2018),
sentiment analysis on the SST dataset (Socher
et al., 2013) and natural language inference task
on the SNLI (Bowman et al., 2015) and MultiNLI
(Williams et al., 2018b) datasets.

Technical details. For ListOps, we follow the
experimental protocol of Nangia and Bowman
(2018), i.e., a 128 dimensional model and a ten-
way softmax classifier. However, we replace their
multi-layer perceptron (MLP) by a linear classi-
fier. The validation set is composed of 1k ex-
amples randomly selected from the training set.
For SST and NLI, we follow the setup of Choi
et al. (2018): we initialise the word vectors with
GloVe300D (Pennington et al., 2014) and train
an MLP classifier on the sentence representations.
The hyperparameters are selected on the valida-
tion set using 5 random seeds for each configura-
tion. Our hyperparameters are the learning rate,
weight decay, the regularisation parameter λ, the
leaf transformations, variance reduction hyperpa-
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No baseline Moving average Self critical

No PPO PPO No PPO PPO No PPO PPO

min 61.7 61.4 61.7 59.4 63.7 98.2
max 70.1 76.6 74.3 96.0 64.1 99.6
mean± std 66.2 ±3.2 66.5 ±5.9 65.5 ± 4.7 67.5 ±14.3 64.0 ±0.1 99.2 ±0.5

Table 1: Accuracy on ListOps test set for our model with three different baselines, with and without PPO. We use
K = 15 for PPO.

Model Accuracy

LSTM* 71.5±1.5
RL-SPINN* 60.7±2.6
Gumbel Tree-LSTM* 57.6±2.9

Ours 99.2±0.5

Table 2: Accuracy on the ListOps dataset. All models
have 128 dimensions. Results for models with * are
taken from Nangia and Bowman (2018).

rameters and the number of updatesK in PPO. We
use an adadelta optimizer (Zeiler, 2012).

5.1 ListOps

The ListOps dataset probes the syntax learning
ability of latent tree models (Nangia and Bow-
man, 2018). It is designed to have a single cor-
rect parsing strategy that a model must learn in
order to succeed. It is composed of prefix arith-
metic expressions and the goal is to predict the
numerical output associated with the evaluation
of the expression. The sequences are made of
integers in [0, 9] and 4 operations: MIN, MAX,
MED and SUM MOD. The output is an integer
in the range [0, 9]. For example, the expression
[MIN 2 [MAX 0 1] [MIN 6 3 ] 5 ] is
mapped to the output 1. The ListOps task is thus
a sequence classification problem with 10 classes.
There are 90k training examples and 10k test ex-
amples. It is worth mentioning that the underly-
ing semantic of operations and symbols is not pro-
vided. In other words, a model has to infer from
examples that [MIN 0 1] = 0.

As shown in Table 2, the current leading la-
tent tree models are unable to learn the correct
parsing strategy on ListOps (Nangia and Bowman,
2018). They even achieve performance worse than
purely sequential recurrent networks. On the other
hand, our model achieves near perfect accuracy on

this task, suggesting that our model is able to dis-
cover the correct parsing strategy. Our model dif-
fers in several ways from the Gumbel Tree-LSTM
of Choi et al. (2018) that could explain this gap
in performance. In the rest of this section, we per-
form an ablation study on our model to understand
the importance of each of these differences.

Impact of the baseline and PPO. We report the
impact of our design choices on the performance
in Table 1. Our model without baseline nor PPO
is vanilla REINFORCE. The baselines only im-
prove performance when PPO is used. Further-
more, these ablated models without PPO perform
on-par with the RL-SPINN model (see Table 2).
This confirms our expectations for models that fail
to synchronise syntax and semantics learning.

Interestingly, using PPO has a positive impact
on both baselines, but accuracy remains low with
the moving average baseline. The reduction of
variance induced by the SCT baseline leads to a
near-perfect recovery of the good parsing strategy
in all five experiments. This shows the importance
of this baseline for the stability of our approach.

Sensitivity to hyperparameters. Our model is
relatively robust to hyperparameters changes when
we use the SCT baseline and PPO. For example,
changing the leaf transformation or dimensionality
of the model has a minor impact on performance.
However, we have observed that the choice of the
optimiser has a significant impact. For example,
the average performance drops to 73.0% if we re-
place Adadelta by Adam (Kingma and Ba, 2014).
Yet, the maximum value out of 5 runs remains rel-
atively high, 99.0%.

Untied parameters. As opposed to previous
work, the parameters of the parser and the compo-
sition function are not tied in our model. Without
this separation between syntax and semantics, it
would be impossible to update one module with-
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Figure 1: Blue crosses depict an average accuracy
of five models on the test examples that have lengths
within certain range. Black circles illustrate individual
models.

out changing the other. The gradient direction is
then dominated by the low variance signal from
the semantic component, making it hard to learn
the parser. We confirmed experimentally that our
model with tied parameters fails to find the correct
parser and its accuracy drops to 64.7%.

Extrapolation and Grammaticality. Recursive
models have the potential to generalise to any se-
quence length. Our model was trained with se-
quences of length up to 130 tokens. We test the
ability of the model to generalise to longer se-
quences by generating additional expressions of
lengths 200 to 1000. As shown in Fig.1, our
model has a little loss in accuracy as the length
increases to ten times the maximum length seen
during training.

On the other hand, we notice that final represen-
tations produced by the parser are very similar to
each other. Indeed, the cosine similarity between
these vectors for the test set has a mean value of
0.998 with a standard deviation of 0.002. There
are two possible explanations for this observation:
either our model assigns similar representations to
valid expressions, or it produces a trivial uninfor-
mative representation regardless of the expression.
To verify which explanation is correct, we gener-
ate ungrammatical expressions by removing either
one operation token or one closing bracket sym-
bol for each sequence in the test set. As shown in
Figure 2, in contrast to grammatical expressions,
ungrammatical ones tend to be very different from
each other: “Happy families are all alike; every
unhappy family is unhappy in its own way.” The
only exception, marked by a mode near 1, come

Figure 2: The distributions of cosine similarity for el-
ements from the different sets of mathematical expres-
sions. A logarithmic scale is used for y-axis.

from ungrammatical expressions that represent in-
complete expressions because of missing a clos-
ing bracket at the end. This kind of sequences
were seen by the parser during training and they
indeed have to be represented by the same vec-
tor. These observations show that our model does
not produce a trivial representation, but identifies
the rules and constraints of the grammar. More-
over, vectors for grammatical sequences are so dif-
ferent from vectors for ungrammatical ones that
you can tell them apart with 99.99% accuracy by
simply measuring their cosine similarity to a ran-
domly chosen grammatical vector from the train-
ing set. Interestingly, we have not observed a sim-
ilar signal from the vectors generated by the com-
position function. Even learning a naive classifier
between grammatical and ungrammatical expres-
sions on top of these representations achieves an
accuracy of only 75%. This suggests that most of
the syntactic information is captured by the parser,
not the composition function.

5.2 Natural Language Inference

We next evaluate our model on natural language
inference using the Stanford Natural Language
Inference (SNLI) (Bowman et al., 2015) and
MultiNLI (Williams et al., 2018b) datasets. Nat-
ural language inference consists in predicting the
relationship between two sentences which can be
either entailment, contradiction, or neutral. The
task can be formulated as a three-way classifica-
tion problem. The results are shown in Tables
3 and 4. When training the model on MultiNLI
dataset we augment the training data with the
SNLI data and use matched versions of the de-
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Model Dim. Acc.

Yogatama et al. (2016) 100 80.5
Maillard et al. (2017) 100 81.6
Choi et al. (2018) 100 82.6
Ours 100 84.3±0.3

Bowman et al. (2016) 300 83.2
Munkhdalai and Yu (2017) 300 84.6
Choi et al. (2018) 300 85.6
Choi et al. (2018)† 300 83.7
Choi et al. (2018)* 300 84.9± 0.1
Ours 300 85.1±0.2

Chen et al. (2017) 600 85.5
Choi et al. (2018) 600 86.0
Ours 600 84.6±0.2

Table 3: Results on SNLI. *: publicly available code
and hyperparameter optimization was used to obtain re-
sults. †: results are taken from Williams et al. (2018a)

Model Dim. Acc.

LSTM† 300 69.1
SPINN† 300 67.5
RL-SPINN† 300 67.4
Gumbel Tree-LSTM† 300 69.5

Ours 300 70.7±0.3

Table 4: Results on MultiNLI. †: results are taken from
Williams et al. (2018a).

velopment and test sets. Surprisingly, two out of
four models for MultiNLI task collapsed to left-
branching parsing strategies. This collapse can be
explained by the absence of the entropy regularisa-
tion and the small number of PPO updates K = 1,
which were determined to be optimal via hyper-
parameter optimisation. As with ListOps, using
an Adadelta optimizer significantly improves the
training of the model.

5.3 Sentiment Analysis
We evaluate our model on a sentiment classifica-
tion task using the Stanford Sentiment Treebank
(SST) of Socher et al. (2013). All sentences in
SST are represented as binary parse trees, and each
subtree of a parse tree is annotated with the corre-
sponding sentiment score. There are two versions
of the dataset, with either binary labels, “negative”
or “positive”, (SST-2) or five labels, representing
fine-grained sentiments (SST-5). As shown in Ta-

SST-2 SST-5

Sequential sentence representation
Radford et al. (2017) 91.8 52.9
McCann et al. (2017) 90.3 53.7
Peters et al. (2018) - 54.7

RvNN based models with external tree
Socher et al. (2013) 85.4 45.7
Tai et al. (2015) 88.0 51.0
Munkhdalai and Yu (2017) 89.3 53.1
Looks et al. (2017) 89.4 52.3

RvNN based models with latent tree
Yogatama et al. (2016) 86.5 -
Choi et al. (2018) 90.7 53.7
Choi et al. (2018)∗ 90.3±0.5 51.6±0.8

Ours 90.2±0.2 51.5±0.4

Table 5: Accuracy results of models on the SST. All
the numbers are from Choi et al. (2018) but ∗ where
we used their publicly available code and performed
hyperparameter optimization.

ble 5, our results are in line with previous work,
confirming the benefits of using latent syntactic
parse trees instead of the predefined syntax.

We noticed that all models trained on NLI or
sentiment analysis tasks have parsing policies with
relatively high entropy. This indicates that the al-
gorithm does not prefer any specific grammar. In-
deed, generated trees are very similar to balanced
ones. This result is in line with Shi et al. (2018)
where they observe that binary balanced tree en-
coder gets the best results on most classification
tasks.

We also compare with state-of-the-art
sequence-based models. For the most part,
these models are pre-trained on larger datasets
and fine-tuned on these tasks. Nonetheless, they
outperform recursive models by a significant
margin. Performance on these datasets is more
impacted by pre-training than by learning the
syntax. It would be interesting to see if a similar
pre-training would also improve the performance
of recursive models with latent tree learning.

6 Conclusion

In this paper, we have introduced a novel model
for learning latent tree parsers. Our approach re-
lies on a separation between syntax and semantics.
This allows dedicated optimisation schemes for
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each module. In particular, we found that it is im-
portant to have an unbiased estimator of the parser
gradients and to allow multiple gradient steps with
PPO. When tested on a CFG, our learned parser
generalises to sequences of any length and dis-
tinguishes grammatical from ungrammatical ex-
pressions by forming meaningful representations
for well-formed expressions. For natural language
tasks, instead, the model prefers to fall back to
trivial strategies, in line with what was previously
observed by Shi et al. (2018). Additionally, our
approach performs competitively on several real
natural language tasks. In the future, we would
like to explore further relaxation-based techniques
for learning the parser, such as REBAR (Tucker
et al., 2017) or ReLAX (Grathwohl et al., 2017).
Finally, we plan to look into applying recursive ap-
proaches to language modelling as a pre-training
step and measure if it has the same impact on
downstream tasks as sequential models.
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Abstract

We introduce deep inside-outside recursive
autoencoders (DIORA), a fully-unsupervised
method for discovering syntax that simulta-
neously learns representations for constituents
within the induced tree. Our approach pre-
dicts each word in an input sentence condi-
tioned on the rest of the sentence and uses
inside-outside dynamic programming to con-
sider all possible binary trees over the sen-
tence. At test time the CKY algorithm extracts
the highest scoring parse. DIORA achieves a
new state-of-the-art F1 in unsupervised binary
constituency parsing (unlabeled) in two bench-
mark datasets, WSJ and MultiNLI.

1 Introduction

Syntactic parse trees are useful for downstream
tasks such as relation extraction (Gamallo et al.,
2012), semantic role labeling (Sutton and Mc-
Callum, 2005; He et al., 2018), machine trans-
lation (Aharoni and Goldberg, 2017; Eriguchi
et al., 2017; Zaremoodi and Haffari, 2018), and
text classification (Li and Roth, 2006; Tai et al.,
2015). Traditionally, supervised parsers trained
on datasets such as the Penn Treebank (Marcus
et al., 1993) are used to obtain syntactic trees.
However, the treebanks used to train these su-
pervised parsers are typically small and restricted
to the newswire domain. Unfortunately, models
trained on newswire treebanks tend to perform
considerably worse when applied to new types of
data, and creating new domain specific treebanks
with syntactic annotations is expensive and time-
consuming.

Motivated by the desire to address the limita-
tions of supervised parsing and by the success of
large-scale unsupervised modeling such as ELMo
and BERT (Peters et al., 2018a; Devlin et al.,

∗Equal contribution, randomly ordered.

Under the current circumstances he says their scenario no longer seems unrealistic

Figure 1: An unlabeled binary constituency parse from
DIORA matching the ground truth.

2019), we propose a new deep learning method
of unsupervised parser training that can extract
both shallow parses (i.e., noun phrases or entities)
and full syntactic trees from any domain or lan-
guage automatically without requiring any labeled
training data. In addition to producing parses,
our model simultaneously builds representations
for internal constituents that reflect syntactic and
semantic regularities which can be leveraged by
downstream tasks.

Our model builds on existing work developing
latent tree chart parsers (Socher et al., 2011b; Le
and Zuidema, 2015; Yogatama et al., 2017; Mail-
lard et al., 2017; Choi et al., 2018). These meth-
ods produce representations for all internal nodes
in the tree (cells in the chart), each generated as
a soft weighting over all possible sub-trees (§2).
Unfortunately, they still require sentence-level an-
notations during training, as they are all trained to
optimize a downstream task, typically natural lan-
guage inference.

To address these limitations, we present deep
inside-outside recursive autoencoders (DIORA)
which enable unsupervised discovery and repre-
sentation of constituents without requiring any su-
pervised training data. DIORA incorporates the
inside-outside algorithm (Baker, 1979; Lari and
Young, 1990) into a latent tree chart parser. The
bottom-up inside step calculates a representation
for all possible constituents within a binary tree
over the input sentence. This step is equivalent
to the forward-pass of previous latent tree chart
parsers (Maillard et al., 2017). These inside repre-
sentations only encode the current subtree, ignor-

1129



0.7 ⋅ + 0.3 ⋅

The cat drinks The cat drinks

(a) Inside Pass (b) Outside Pass

The cat drinks The cat drinks

e(i, j) e(i, j)a(i, j) a(i, j) b(i, j)

i0
j0 i1

j1
i0

j0

ā(k)

b̄(k)

Figure 2: The illustrated inside and outside pass of DIORA operating over an input of length three, ‘the cat drinks’.
a) The inside pass: The inside vector ā(k) for the phrase ‘the cat drinks’ is a weighted average of the compositions
for the two possible segmentations - ((the cat), drinks) and (the, (cat drinks)). The scalar weights come from a
learned compatibility function. b) The outside pass: The outside vector b̄(k) for the phrase ‘the cat’ is a function
of the outside vector of its parent ‘the cat drinks’ and the inside vector of its sibling ‘drinks’.

ing all outside context. Thus, we perform an addi-
tional top-down outside calculation for each node
in the tree, providing external context into the sub-
tree representations in each chart cell. The model
is then trained with the objective that the outside
representations of the leaf cells should reconstruct
the corresponding leaf input word, analogous to
masked language model (Devlin et al., 2019) pre-
training, except by using dynamic programming
we predict every word from a completely un-
masked context. The single most likely tree can be
recovered using the CKY algorithm and compati-
bility scores between constituents. Previous work
either predict trees that are not well aligned with
known treebanks (Yogatama et al., 2017; Choi
et al., 2018), or has no mechanism for explicitly
modeling phrases, requiring a complex procedure
to extract syntactic structures (Shen et al., 2018).

To probe different properties of our model, we
run experiments on unsupervised parsing, seg-
ment recall, and phrase representations. DIORA
achieves multiple new state-of-the-art results for
unsupervised constituency parsing (absolute im-
provements of 13.7%, 11.5%, and 7.8% on WSJ,
WSJ-40, and MultiNLI), has a greater recall on
more constituent types than a strong baseline, and
produces meaningful phrase representations.

2 DIORA: Deep Inside-Outside
Recursive Autoencoders

Our goal is to design a model and unsupervised
training procedure that learns structure from raw
text. The design of DIORA is based on our
hypothesis is that the most effective compres-
sion of a sentence will be derived from following

the true syntactic structure of the underlying in-
put. Our approach builds on previous latent tree
chart parsers which are augmented with the inside-
outside algorithm (Baker, 1979; Lari and Young,
1990) and trained to reproduce each input word
from its outside context. Based on our hypothe-
sis, loosely inspired by the linguistic “substitution
principle” (Frege, 1960), the model will best re-
construct the input by discovering and exploiting
syntactic regularities of the text.

The inside pass of our method recursively com-
presses the input sequence, at each step inputting
the vector representations of the two children into
a composition function (§2.1.1) that outputs an in-
side vector representation of the parent. This pro-
cess continues up to the root of the tree, eventu-
ally yielding a single vector representing the en-
tire sentence (Figure 2a). This is loosely analo-
gous to the compression step of an autoencoder
and equivalent to existing latent tree chart parsers
forward pass (Maillard et al., 2017). Follow-
ing this, we initiate the outside pass of our algo-
rithm with a generic (root) representation that is
learned as a separate parameter. As the outside
step of the inside-outside algorithm (Figure 2b),
we unfold until finally producing representations
of the leaf nodes. These leaves are then optimized
to reconstruct the input sentence as done in an
autoencoder-based deep neural network.

2.1 Filling the Chart with Inside-Outside
Each inside representation is the root of a particu-
larly sub-tree, and that representation is generated
by considering only the descendant constituents
within that sub-tree, ignoring any outside context.
After the inside representations are calculated, we
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perform a top-down outside pass to compute out-
side representations. The outside representations
are encoded by looking at only the context of a
given sub-tree. Once the chart is filled, each con-
stituent k (cell in the chart) is associated with an
inside vector ā(k), an outside vector b̄(k), inside
compatibility score ē(k) and outside compatibility
score f̄(k).

The input to our model is a sentence x made up
of T tokens, x0, x1, ..., xT−1. Each token xi has a
corresponding pre-trained embedded vector vi.

2.1.1 Inside Pass
For each pair of neighboring constituents i and
j 1, we compute a compatibility score and a com-
position vector. The score and vector that repre-
sent a particular span k are computed using a soft
weighting over all possible pairs of constituents,
that together fully cover the span (we refer to this
set of constituent pairs as {k}).

Vectors for spans of length 1 are initialized as a
non-linear transformation 2 of the embedded input
vi, and the scores associated with these spans are
set to 0:




x
o
u


 =




σ
σ

tanh


 (Uψvk + b)

ā(k) = o + tanh(x⊙ u)

ē(k) = 0

Higher levels of the chart are computed as a
weighted summation of constituent pairs:

ā(k) =
∑

i,j∈{k}
e(i, j) a(i, j)

ē(k) =
∑

i,j∈{k}
e(i, j) ê(i, j)

The compatibility function ê is meant to pro-
duce a score for how likely a pair of neighboring
cells are to be merged. We implement this as a
bilinear function of the vectors from neighboring
spans, using a learned parameter matrix S. We ad-
ditionally add the individual scores from each two
merging cells. Intuitively, these individual scores
correspond to how likely each of the cells would

1The symbols i, j, and k are identifiers of spans from the
input x. The symbol i∗ identifies a token from the set of
negative examples {x∗}.

2This function shares its bias term b with Composeα, al-
though Uψ is not tied to any other weights.

exist in the final binary tree independently. The
formula for the compatibility function (and its nor-
malized form e) is defined as follows:

e(i, j) =
exp(ê(i, j))∑

î,ĵ∈{k}
exp(ê(̂i, ĵ))

ê(i, j) = φ(ā(i), ā(j); Sα) + ē(i) + ē(j)

Where the bilinear projection φ is defined as:

φ(u, v; W ) = u⊤Wv

For the composition function a we used either a
TreeLSTM (Tai et al., 2015) or a 2-layer MLP
(see Appendix A.2 for more precise definitions
on both methods). In order for the remainder
of equations to remain agnostic to the choice of
composition function, we refer to the function as
Compose, which produces a hidden state vector h
and, in the case of TreeLSTM, a cell state vector
c, resulting in:

a(i, j) = Composeα(ā(i), ā(j))

2.1.2 Outside Pass
The outside computation is similar to the inside
pass (depicted in Figure 2b).

The root node of the outside chart is learned
as a bias. Descendant cells are predicted using a
disambiguation over the possible outside contexts.
Each component of the context consists of a sib-
ling cell from the inside chart and a parent cell
from the outside chart.

The function f is analogous to the function e.
It is normalized over constituent pairs i, j for the
span k, and is used to disambiguate among the
many outside contexts. The function b generates a
phrase representation for the missing sibling cell.
Equations for the outside computation follow:

b̄(k) =
∑

i,j∈{k}
f(i, j) b(i, j)

f̄(k) =
∑

i,j∈{k}
f(i, j) f̂(i, j)

b(i, j) = Composeβ(ā(i), b̄(j))

f̂(i, j) = φ(ā(i), b̄(j); Sβ) + ē(i) + f̄(j)

In the majority of our experiments, the
Compose used in b shares parameters with a used
in the inside pass, as do the compatibility func-
tions ê and f̂ (see §3.4 for results on the effects of
parameter sharing).
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2.2 Training Objective
To train our model we use an autoencoder-like lan-
guage modeling objective. In a standard autoen-
coder, the entire input x is compressed into a sin-
gle lower dimensional representation. This repre-
sentation, z, is then decompressed and trained to
reconstruct x. In our model, we never condition
the reconstruction of x on a single z because the
root’s outside representation is initialized with a
bias rather than the root’s own inside vector. In-
stead, we reconstruct x conditioned on the many
sub-tree roots, each of which is only a compres-
sion of a subset of the input.

To approximate this reconstruction we use a
max-margin loss considering a set {x∗} of N neg-
ative examples that are sampled according to their
frequency from the vocabulary (further details in
Appendix A.1). The terminal outside vector b̄(i)
is trained to predict its original input vi.

The per-instance loss function is described in
Equation 1:

Lx =
T−1∑

i=0

N−1∑

i∗=0

max(0, 1− b̄(i) · ā(i)

+ b̄(i) · ā(i∗)) (1)

The max-margin loss does not provide a gradi-
ent if the predicted vector is closer to its ground
truth than the negative example by a margin
greater than 1. For that reason, we also experi-
mented with an objective based on cross-entropy,
described in Equation 2:

Z∗ =
N−1∑

i∗=0

exp(b̄(i) · ā(i∗))

Lx = −
T−1∑

i=0

log
exp(b̄(i) · ā(i))

exp(b̄(i) · ā(i)) + Z∗ (2)

2.3 DIORA CKY Parsing
To obtain a parse with DIORA, we populate an
inside and outside chart using the input sentence.
We can extract the maximum scoring parse based
on our single grammar rule using the CKY proce-
dure (Kasami, 1966; Younger, 1967). The steps
for this procedure are described in Algorithm 1
and its runtime complexity in Appendix A.4.

3 Experiments

To evaluate the effectiveness of DIORA, we run
experiments on unsupervised parsing, unsuper-

Algorithm 1 Parsing with DIORA

1: procedure CKY(chart)
Initialize terminal values.

2: for each k ∈ chart | SIZE(k) = 1 do
3: xk ← 0

Calculate a maximum score for each span,
and record a backpointer.

4: for each k ∈ chart do
5: xk ← max

i,j∈{k}
[xi + xj + e(i, j)]

6: πik, π
j
k ← arg max

i,j∈{k}
[xi + xj + e(i, j)]

Backtrack to get the maximal tree.
7: procedure BACKTRACK(k)
8: if SIZE(k) = 1 then
9: return k

10: i← BACKTRACK(πik)
11: j ← BACKTRACK(πjk)
12: return (i, j)
13: return BACKTRACK(k ← root)

vised segment recall, and phrase similarity. The
model has been implemented in PyTorch (Team,
2018) and the code is published online.3 For train-
ing details, see Appendix A.1.

3.1 Unsupervised Parsing

We first evaluate how well our model predicts a
full unlabeled constituency parse. We look at
two data sets used in prior work (Htut et al.,
2018), The Wall Street Journal (WSJ) section of
Penn Treebank (Marcus et al., 1993), and the au-
tomatic parses from MultiNLI (Williams et al.,
2018b). WSJ has gold human-annotated parses
and MultiNLI contains automatic parses derived
from a supervised parser (Manning et al., 2014).

In addition to PRPN (Shen et al., 2018),4

we compare our model to deterministically con-
structed left branching, right branching, balanced,
and random trees. We also compare to ON-LSTM
(Shen et al., 2019), an extension of the PRPN
model, RL-SPINN (Yogatama et al., 2017), an
unsupervised shift-reduce parser, and ST-Gumbel
(Choi et al., 2018), an unsupervised chart parser.
The latter two of these models are trained to pre-
dict the downstream task of natural language in-
ference (NLI).

3https://github.com/iesl/diora
4We consider the PRPN models using LM stopping crite-

ria, which outperformed UP.
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3.1.1 Binarized WSJ and MultiNLI results
For the full WSJ test set and MultiNLI datasets
we follow the experimental setup of previous work
(Williams et al., 2018a). We binarize target trees
using Stanford CoreNLP (Manning et al., 2014)
and do not remove punctuation (experiments in
§3.1.2 do remove punctuation).

Latent tree models have been shown to perform
particularly poorly on attachments at the begin-
ning and end of the sequence (Williams et al.,
2018a). To address this, we incorporate a post-
processing heuristic (denoted as +PP in result
tables)5. This heuristic simply attaches trailing
punctuation to the root of the tree, regardless of
its predicted attachment.

In Table 1, we see that DIORA+PP achieves
the highest average and maximum F1 from five
random restarts. This model achieves a mean F1
7 points higher than ON-LSTM and an increase
of over 6.5 max F1 points. We also see that
DIORA exhibits much less variance between ran-
dom seeds than ON-LSTM. Additionally, we find
that PRPN-UP and DIORA benefit much more
from the +PP heuristic than PRPN-LM. This is
consistent with qualitative analysis showing that
DIORA and PRPN-UP incorrectly attach trailing
punctuation much more often than PRPN-LM.

On the MultiNLI dataset, PRPN-LM is the top
performing model without using the +PP heuris-
tic while DIORA matches PRPN-UP (Table 2. Us-
ing the heuristic, DIORA greatly surpasses both
variants of PRPN. However, it is worth noting that
this is not a gold standard evaluation and instead
evaluates a model’s ability to replicate the output
of a trained parser (Manning et al., 2014). A sec-
ond caveat is that SNLI (Bowman et al., 2015)
and MultiNLI contain several non-newswire do-
mains. Syntactic parsers often suffer significant
performance drops when predicting outside of the
newswire domain that the models were trained on.

3.1.2 WSJ-10 and WSJ-40 results
We also compare our models to two subsets of the
WSJ dataset that were used in previous unsuper-
vised parsing evaluations. WSJ-10 and WSJ-40
contain sentences up to length 10 and 40 respec-
tively after punctuation removal. We do not bi-
narize either of these two splits in order to com-
pare to previous work (see Appendix A.3 for more

5We did not have access to predictions or an implementa-
tion of the concurrent ON-LSTM model and therefore could
not apply the +PP heuristic.

Model F1µ F1max δ

LB 13.1 13.1 12.4
RB 16.5 16.5 12.4
Random 21.4 21.4 5.3
Balanced 21.3 21.3 4.6
RL-SPINN† 13.2 13.2 -
ST-Gumbel - GRU† 22.8 ±1.6 25.0 -

PRPN-UP 38.3 ±0.5 39.8 5.9
PRPN-LM 35.0 ±5.4 42.8 6.2
ON-LSTM 47.7 ±1.5 49.4 5.6
DIORA 48.9 ±0.5 49.6 8.0

PRPN-UP+PP - 45.2 6.7
PRPN-LM+PP - 42.4 6.3
DIORA+PP 55.7 ±0.4 56.2 8.5

Table 1: Full WSJ (test set) unsupervised unlabeled bi-
nary constituency parsing including punctuation. † in-
dicates trained to optimize NLI task. Mean and max
are calculated over five random restarts. PRPN F1 was
calculated using the parse trees and results provided by
Htut et al. (2018). The depth (δ) is the average tree
height. +PP refers to post-processing heuristic that at-
taches trailing punctuation to the root of the tree. The
top F1 value in each column is bolded.

Model F1median F1max δ

Random 27.0 27.0 4.4
Balanced 21.3 21.3 3.9

PRPN-UP 48.6 - 4.9
PRPN-LM 50.4 - 5.1
DIORA 51.2 53.3 6.4

PRPN-UP+PP - 54.8 5.2
PRPN-LM+PP - 50.4 5.1
DIORA+PP 59.0 59.1 6.7

Table 2: NLI unsupervised unlabeled binary con-
stituency parsing comparing to CoreNLP predicted
parses. PRPN F1 was calculated using the parse trees
and results provided by Htut et al. (2018). F1 median
and max are calculated over five random seeds and the
top F1 value in each column is bolded. Note that we
use median rather than mean in order to compare with
previous work.

details on WSJ split differences). Not binarizing
the target trees sets an upper-bound on the perfor-
mance of our models, denoted as UB in Table 3.

We compare against previous notable models
for this task: CCM (Klein and Manning, 2002)
uses the EM algorithm to learn probable nested
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bracketings over a sentence using gold or induced
part-of-speech tags, and PRLG (Ponvert et al.,
2011) performs constituent parsing through con-
secutive rounds of sentence chunking.

In Table 3, we see that DIORA outperforms the
previous state of the art for WSJ-40, PRLG, in
max F1. The WSJ-10 split has been difficult for la-
tent tree parsers such as DIORA, PRPN, and ON-
LSTM, none of which (including our model) are
able to improve upon previous non-neural meth-
ods. However, when we compare trends between
WSJ-10 and WSJ-40, we see that DIORA does a
better job at extending to longer sequences.

3.2 Unsupervised Phrase Segmentation
In many scenarios, one is only concerned with ex-
tracting particular constituent phrases rather than
a full parse. Common use cases would be iden-
tifying entities, noun phrases, or verb phrases for
downstream analysis. To get an idea of how well
our model can perform on phrase segmentation,
we consider the maximum recall of spans in our
predicted parse tree. We leave methods for cut-
ting the tree to future work and instead consider
the maximum recall of our model which serves as
an upper bound on its performance. Recall here is
the percentage of labeled constituents that appear
in our predicted tree relative to the total number
of constituents in the gold tree. These scores are
separated by type and presented in Table 4.

In Table 4 we see the breakdown of constituent
recall across the 10 most common types. DIORA
achieves the highest recall across the most types
and is the only model to perform effectively
on verb-phrases. Interestingly, DIORA performs
worse than PRPN-LM at prepositional phrases.

3.3 Phrase Similarity
One of the goals of DIORA is to learn meaningful
representations for spans of text. Most language
modeling methods focus only on explicitly model-
ing token representations and rely on ad-hoc post-
processing to generate representations for longer
spans, typically relying on simple arithmetic func-
tions of the individual tokens.

To evaluate our model’s learned phrase repre-
sentations, we look at the similarity between spans
of the same type within labeled phrase datasets.
We look at two datasets. CoNLL 2000 (Tjong
Kim Sang and Buchholz, 2000) is a shallow pars-
ing dataset containing spans of noun phrases, verb
phrases, etc. CoNLL 2012 (Pradhan et al., 2012)

WSJ-10 WSJ-40
Model F1µ F1max F1µ F1max
UB 87.8 87.8 85.7 85.7
LB 28.7 28.7 12.0 12.0
RB 61.7 61.7 40.7 40.7

CCM† - 63.2 - -
CCMgold† - 71.9 - 33.7
PRLG † - 72.1 - 54.6

PRPNNLI 66.3 ±0.8 68.5 - -
PRPN‡ 70.5 ±0.4 71.3 - 52.4
ON-LSTM‡ 65.1 ±1.7 66.8 - -
DIORA 67.7 ±0.7 68.5 60.6 ±0.2 60.9

Table 3: WSJ-10 and WSJ-40 unsupervised non-binary
unlabeled constituency parsing with punctuation re-
moved. † indicates that the model predicts a full, non-
binary parse with additional resources. ‡ indicates
model was trained on WSJ data and PRPNNLI was
trained on MultiNLI data. CCM uses predicted POS
tags while CCMgold uses gold POS tags. PRPN F1 was
calculated using the parse trees and results provided by
Htut et al. (2018). LB and RB are the left and right-
branching baselines. UB is the upper bound attainable
by a model that produces binary trees.

is a named entity dataset containing 19 different
entity types.

For each of the labeled spans with length greater
than one, we first generate its phrase representa-
tion. We then calculate its cosine similarity to all
other labeled spans. We then calculate if the label
for that query span matches the labels for each of
the K most similar other spans in the dataset. In
Table 5 we report precision@K for both datasets
and various values of K.

The first baseline we compare against produces
phrase representations from averaging context-
insensitive (CI) ELMo vectors of individual to-
kens with the span. The second uses sentence-
insensitive (SI) ELMo vectors, running the full
ELMo over only the relevant tokens and ignor-
ing the rest of the sentence. We also look at
ELMo’s output when given the entire sentence.
When analyzing our baselines that run the full
ELMo, we follow the procedure described in (Pe-
ters et al., 2018b) and represent phrases as a func-
tion of its first and last hidden state. We extract
these states from the final ELMo layer (3rd BiL-
STM) as these consistently gave the best perfor-
mance among other options. For DIORA, we use
the concatenation of the inside and outside repre-
sentations ([ā; b̄]).
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Label Count DIORA P-UP P-LM

NP 297,872 0.767 0.687 0.598
VP 168,605 0.628 0.393 0.316
PP 116,338 0.595 0.497 0.602
S 87,714 0.798 0.639 0.657
SBAR 24,743 0.613 0.403 0.554
ADJP 12,263 0.604 0.342 0.360
QP 11,441 0.801 0.336 0.545
ADVP 5,817 0.693 0.392 0.500
PRN 2,971 0.546 0.127 0.144
SINV 2,563 0.926 0.904 0.932

Table 4: Segment recall from WSJ separated by phrase
type. The 10 most frequent phrase types are shown
above, and the highest value in each row is bolded. P-
UP=PRNP-UP, P-LM=PRPN-LM

For CoNLL 2000, we find that our model out-
performs all baselines for all values of K. This
demonstrates DIORA’s ability to capture and rep-
resent syntactic information within phrases. For
CoNLL 2012, we find that DIORA outperforms
both ELMoCI and ELMoSI while ELMo per-
forms best overall. ELMoCI is surprisingly ef-
fective on this dataset even though it performed
more poorly on CoNLL 2000. These results in-
dicate that DIORA is capturing syntax quite well,
but still has room to improve on more fine-grained
semantic representations.

3.4 Impact of Modeling Choices
To test the impact of our modeling choices, we
compared the performance of two different losses
and four different composition functions on the
full WSJ validation set. The losses were covered
in Equations 1 (Margin) and 2 (Softmax). The
two primary methods of composition we consid-
ered were TreeLSTM (Tai et al., 2015) and MLP
(a 2-hidden layer neural network). In addition, we
experimented with a simple kernel of the MLP in-
put [x; y; x ⊙ y; x − y] and with a setting where
both the inside and outside parameters are shared.

The results are shown in Table 6. We see
that MLP composition consistently performs bet-
ter than with TreeLSTM, that MLP benefits from
the Softmax loss, and that the best performance
comes from sharing parameters. All other exper-
imental results use this highly performant setting
unless otherwise specified.

The convoy of about 100 vehicles was the first to make deliveries to the capital in about 10 days

The court ruled that the news media did n't reveal Twiggy 's problems at the time

Figure 3: DIORA can match the ground truth exactly.

Ferro also said it would cancel the unused portion of a 1987 buy-back  plan for administrative reasons

Ferro also said it would cancel the unused portion of a 1987 buy-back  plan for administrative reasons

In the stands people waved ANC flags wore ANC T-shirts sang ANC songs and chanted ANC slogans

In the stands people waved ANC flags wore ANC T-shirts sang ANC songs and chanted ANC slogans

Figure 4: At times, DIORA exhibits contrary behav-
ior to the ground truth inevitably leading to some error.
DIORA’s output is shown above the ground truth.6

The following month the company put itself up for sale

The following month the company put itself up for sale

He added that the U.S. has cut off aid to some rebel units when it was determined that those units broke the cease-fire

He added that the U.S. has cut off aid to some rebel units when it was determined that those units broke the cease-fire

We simply do n't agree with that or the findings of their investigation

We simply do n't agree with that or the findings of their investigation

Figure 5: DIORA often groups verbs and particles
(top), sometimes exactly as the ground truth (mid-
dle). Occasionally, errors are particle-like (bottom).
DIORA’s output is shown above the ground truth.6

6Ground truth parses are binarized unless otherwise spec-
ified. All examples of DIORA parses are already binary.
Some punctuation has been removed for easier readability.
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CoNLL 2000 CoNLL 2012
Model Dim P@1 P@10 P@100 P@1 P@10 P@100

Random 800 0.684 0.683 0.680 0.137 0.133 0.135
ELMoCI 1024 0.962 0.955 0.957 0.708 0.643 0.544
ELMoSI 4096 0.970 0.964 0.955 0.660 0.624 0.533
ELMo 4096 0.987 0.983 0.974 0.896 0.847 0.716

DIORAIn/Out 800 0.990 0.985 0.979 0.860 0.796 0.646

Table 5: P@1, P@10, and P@100 for labeled chunks from CoNLL-2000 and CoNLL 2012 datasets. For all
metrics, higher is better. The top value in each column is bolded. Diora uses the concatenation of the inside and
outside vector at each cell which performed better than either in isolation.

3.5 Qualitative Results

Looking at our model’s output, we see that some
trees are an exact replication of the binarized
ground truth (Fig. 3), or very close (Fig. 4). For
future work we intend to explore common patterns
in DIORA’s learned structure, although some pat-
terns are already recognizable, such as the affinity
to group particles and verbs (Fig. 5).

4 Related Work

Latent Tree Learning A brief survey of neural la-
tent tree learning models was covered in (Williams
et al., 2018a). The first positive result for neural la-
tent tree parsing was shown in (Htut et al., 2018),
which used a language modeling objective. The
model in (Liu et al., 2018) uses an inside chart and
an outside procedure to calculate marginal proba-
bilities in order to align spans between sentences
in entailment.

F1µ
Composition Loss ∅ +PP

TreeLSTM Margin 49.9 53.1
TreeLSTM Softmax 52.0 52.9

MLP Margin 49.7 54.4
MLP Softmax 52.6 55.5

MLPKernel Softmax 51.8 54.8
MLPShared Softmax 50.8 56.7

Table 6: F1 for different model variants on the binary
WSJ validation set with included punctuation. The bi-
nary trees are as-is (∅) or modified according to the
post-processing heuristic (+PP ). The mean F1 is
shown across three random seeds.

Neural Inside-Outside Parsers The Inside-
Outside Recursive Neural Network (IORNN) (Le
and Zuidema, 2014) is closest to ours. It is a
graph-based dependency parser that uses beam
search and can reliably find accurate parses when
retaining a k-best list. In contrast, our model
produces the most likely parse given the learned
compatibility of the constituents. The Neural
CRF Parser (Durrett and Klein, 2015), similar to
DIORA, performs exact inference on the structure
of a sentence, although requires a set of gram-
mar rules and labeled parse trees during training.
DIORA, like Liu et al. (2018), has a single gram-
mar rule that applies to any pair of constituents and
does not use structural supervision.

Learning from Raw Text Unsupervised learn-
ing of syntactic structure has been an active re-
search area (Brill et al., 1990), including for un-
supervised segmentation (Ando and Lee, 2000;
Goldwater et al., 2009; Ponvert et al., 2011)
and unsupervised dependency parsing (Spitkovsky
et al., 2013). Some models exploit the availabil-
ity of parallel corpora in multiple languages (Das
and Petrov, 2011; Cohen et al., 2011). Others have
shown that dependency parsing can be used for un-
supervised constituency parsing (Spitkovsky et al.,
2013; Klein and Manning, 2004), or that it’s ef-
fective to prune a random subset of possible trees
(Bod, 2006). These approaches aren’t necessar-
ily orthogonal to DIORA. For instance, our model
may benefit when combined with an unsupervised
dependency parser.

5 Conclusion

In this work we presented DIORA, an unsuper-
vised method for inducing syntactic trees and rep-
resentations of constituent spans. We showed

1136



inside-outside representations constructed with a
latent tree chart parser and trained with an autoen-
coder language modeling objective learns syntac-
tic structure of language effectively. In exper-
iments on unsupervised parsing, chunking, and
phrase representations we show our model is
comparable to or outperforms previous methods,
achieving the state-of-the-art performance on un-
supervised unlabeled constituency parsing for the
full WSJ (with punctuation), WSJ-40, and NLI
datasets. We also show our model obtains higher
segment recall than a comparable model and out-
performs strong baselines on phrase representa-
tions on a chunking dataset.

While the current model seems to focus pri-
marily on syntax, future work can improve the
model’s ability to capture fine-grained semantics.
Potential avenues include training larger mod-
els over much larger corpora, extra unsupervised
or weakly-supervised phrase classification objec-
tives, and other modeling enhancements. We are
also eager to apply DIORA to other domains and
languages which do not have rich linguistically an-
notated training sets.
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A Appendices

A.1 Training Details

Training Data. Sentences of length ≤ 20 from the
SNLI and MultiNLI training sets.
Optimization. We train our model using stochas-
tic gradient descent with the Adam optimization
algorithm (Kingma and Ba, 2014). Cells were
normalized to have magnitude of 1, following
Socher et al. (2011a). For instance, ā(k) :=
ā(k)/ ‖ā(k)‖2. Gradients are clipped to a maxi-
mum L2-norm of 5.
Hyperparameters. Chosen using grid search over
cell-dimension {400D, 800D} and learning rate
{2, 4, 8, 10, 20} · 10−4.
Early Stopping. Using unlabeled parsing F1
against the binarized WSJ validation set.

Vocabulary. The model is trained in an open-
vocabulary setting using pre-trained context-
insensitive character embeddings. The embedder
is taken from ELMo (Peters et al., 2018a).
Batching. Batches were constructed such that they
contained sentences of uniform length. Using
batch size 128 for 400D and 64 for 800D.
Sampling. N negatives are sampled for each
batch. All experiments use N = 100.
Training Steps. 1M parameter updates, taking 3
days using 4x Nvidia 1080ti.

A.2 Composition and Input Transform
TreeLSTM. The TreeLSTM (Tai et al., 2015)
function produces a hidden state vector h and cell
state vector c given two input vectors hi and hj .
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c = ci ⊙ fi + cj ⊙ fj + x⊙ u

h = o + tanh(c)

The constant ω is set to 1 for the inside, 0 for
the outside. U and b are learned.

MLP. MLP (Multi-Layer Perceptron) is a deep
non-linear composition with the following form:

h = W1 (W0 〈hi, hj〉+ b) + b1

The operator 〈hi, hj〉 is a concatenation [hi; hj ].
For the MLPKernel 〈hi, hj〉 is more involved to
support further interaction between the two input
vectors [hi; hj ; hi ⊙ hj ; hi − hj ]. The variables
W0, W1, b, b1 are learned and c is unused.

A.3 Reproducing Parsing Results
In Table 7, we’ve organized a reference for cre-
ating various splits of the WSJ for the purpose
of evaluating unsupervised parsing. Some splits
use only the test set (section 23), others use all of
the training, validation, and test data. Optionally,
punctuation is stripped and sentences greater than
a specified length are ignored. Predictions can be
compared to the full parse trees in the annotated
data, or to a binarized version. The PARSEVAL
specification calculated bracketing F1 considering
all spans, although some previous work diverts
from PARSEVAL and ignores spans that are triv-
ially correct (ones over the entire sentence).
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WSJ WSJ-10 WSJ-40

Split Test All Test
w/ Punctuation Yes No No
Max Length ∞ 10 40
Binarized Yes No No
Trivial Spans Yes No No

Table 7: Settings for unlabeled binary bracketing eval-
uation for different splits of the WSJ corpus.

A.4 Runtime Complexity
The runtime complexities for DIORA’s methods
are shown in Table 8. The parallel column rep-
resents the complexity when the values for all
constituent pairs are computed simultaneously, as-
suming that these computations are independent
and do not depend on values that have yet to be
computed. Linear complexity is theoretically fea-
sible depending on batch size, input length, and
number of computational cores. In practice, one
might experience super-linear performance.

Although both the inside pass and outside pass
have an upper bound of n3 operations, the outside
pass will have more operations than the inside pass
for sentences of length > 1.

As a point of reference, our implementation
computes the loss over the entire WSJ corpus in
5 minutes 30 seconds at a rate of 3,500 words per
second using a single GPU.

Method Serial Parallel

Inside Pass O(n3) O(n)

Outside Pass O(n3) O(n)

Training Objective O(n ·N) O(n)

CKY O(n3) O(n)

Table 8: Runtime complexity for methods associated
with DIORA in terms of sentence length n and number
of negative examples per token N . Each column rep-
resents the complexity when the values for each con-
stituent are computed serially or in parallel.

A.5 Parse Trees
Examples of parse trees derived from the compat-
ibility scores are shown in Figures 6 and 7. Some
punctuation has been removed for readability.
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Figure 6: Examples where DIORA achieves 100% re-
call compared with the raw (n-ary) ground truth, but
less than 100% accuracy on the binarized ground truth.
DIORA’s output is shown above the ground truth.
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Figure 7: DIORA can perform close to the ground truth even on long sentences. In this figure, n-ary trees are
shown for the ground truth. DIORA’s output is shown above the ground truth.
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Abstract

Traditional language models are unable to ef-
ficiently model entity names observed in text.
All but the most popular named entities appear
infrequently in text providing insufficient con-
text. Recent efforts have recognized that con-
text can be generalized between entity names
that share the same type (e.g., person or loca-
tion) and have equipped language models with
access to an external knowledge base (KB).
Our Knowledge-Augmented Language Model
(KALM) continues this line of work by aug-
menting a traditional model with a KB. Un-
like previous methods, however, we train with
an end-to-end predictive objective optimizing
the perplexity of text. We do not require
any additional information such as named en-
tity tags. In addition to improving language
modeling performance, KALM learns to rec-
ognize named entities in an entirely unsuper-
vised way by using entity type information la-
tent in the model. On a Named Entity Recog-
nition (NER) task, KALM achieves perfor-
mance comparable with state-of-the-art super-
vised models. Our work demonstrates that
named entities (and possibly other types of
world knowledge) can be modeled success-
fully using predictive learning and training on
large corpora of text without any additional in-
formation.

1 Introduction

Language modeling is a form of unsupervised
learning that allows language properties to be
learned from large amounts of unlabeled text. As
components, language models are useful for many
Natural Language Processing (NLP) tasks such as
generation (Parvez et al., 2018) and machine trans-
lation (Bahdanau et al., 2014). Additionally, the
form of predictive learning that language model-
ing uses is useful to acquire text representations
that can be used successfully to improve a number

of downstream NLP tasks (Peters et al., 2018; De-
vlin et al., 2018). In fact, models pre-trained with
a predictive objective have provided a new state-
of-the-art by a large margin.

Current language models are unable to encode
and decode factual knowledge such as the infor-
mation about entities and their relations. Names
of entities are an open class. While classes of
named entities (e.g., person or location) occur fre-
quently, each individual name (e.g, Atherton or
Zhouzhuang) may be observed infrequently even
in a very large corpus of text. As a result, language
models learn to represent accurately only the most
popular named entities. In the presence of external
knowledge about named entities, language models
should be able to learn to generalize across entity
classes. For example, knowing that Alice is a name
used to refer to a person should give ample infor-
mation about the context in which the word may
occur (e.g., Bob visited Alice).

In this work, we propose Knowledge Aug-
mented Language Model (KALM), a language
model with access to information available in a
KB. Unlike previous work, we make no assump-
tions about the availability of additional compo-
nents (such as Named Entity Taggers) or annota-
tions. Instead, we enhance a traditional LM with a
gating mechanism that controls whether a particu-
lar word is modeled as a general word or as a ref-
erence to an entity. We train the model end-to-end
with only the traditional predictive language mod-
eling perplexity objective. As a result, our system
can model named entities in text more accurately
as demonstrated by reduced perplexities compared
to traditional LM baselines. In addition, KALM
learns to recognize named entities completely un-
supervised by interpreting the predictions of the
gating mechanism at test time. In fact, KALM
learns an unsupervised named entity tagger that ri-
vals in accuracy supervised counterparts.
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KALM works by providing a language model
with the option to generate words from a set of
entities from a database. An individual word can
either come from a general word dictionary as in
traditional language model or be generated as a
name of an entity from a database. Entities in the
database are partitioned by type. The decision of
whether the word is a general term or a named en-
tity from a given type is controlled by a gating
mechanism conditioned on the context observed
so far. Thus, KALM learns to predict whether the
context observed is indicative of a named entity of
a given type and what tokens are likely to be enti-
ties of a given type.

The gating mechanism at the core of KALM
is similar to attention in Neural Machine Trans-
lation (Bahdanau et al., 2014). As in translation,
the gating mechanism allows the LM to represent
additional latent information that is useful for the
end task of modeling language. The gating mech-
anism (in our case entity type prediction) is la-
tent and learned in an end-to-end manner to max-
imize the probability of observed text. Experi-
ments with named entity recognition show that the
latent mechanism learns the information that we
expect while LM experiments show that it is ben-
eficial for the overall language modeling task.

This paper makes the following contributions:

• Our model, KALM, achieves a new state-
of-the art for Language Modeling on several
benchmarks as measured by perplexity.

• We learn a named entity recognizer without
any explicit supervision by using only plain
text. Our unsupervised named entity recog-
nizer achieves a performance on par with the
state-of-the supervised methods.

• We demonstrate that predictive learning com-
bined with a gating mechanism can be uti-
lized efficiently for generative training of
deep learning systems beyond representation
pre-training.

2 Related Work

Our work draws inspiration from Ahn et al.
(2016), who propose to predict whether the word
to generate has an underlying fact or not. Their
model can generate knowledge-related words by
copying from the description of the predicted fact.
While theoretically interesting, their model func-

tions only in a very constrained setting as it re-
quires extra information: a shortlist of candidate
entities that are mentioned in the text.

Several efforts successfully extend LMs with
entities from a knowledge base and their types,
but require that entity models are trained sepa-
rately from supervised entity labels. Parvez et al.
(2018) and Xin et al. (2018) explicitly model the
type of the next word in addition to the word itself.
In particular, Parvez et al. (2018) use two LSTM-
based language models, an entity type model and
an entity composite (entity type) model. Xin
et al. (2018) use a similarly purposed entity typ-
ing module and a LM-enhancement module. In-
stead of entity type generation, Gu et al. (2018)
propose to explicitly decompose word genera-
tion into sememe (a semantic language unit of
meaning) generation and sense generation, but re-
quires sememe labels.Yang et al. (2016) propose
a pointer-network LM that can point to a 1-D or
2-D database record during inference. At each
time step, the model decides whether to point to
the database or the general vocabulary.

Unsupervised predictive learning has been
proven effective in improving text understanding.
ELMo (Peters et al., 2018) and BERT (Devlin
et al., 2018) used different unsupervised objectives
to pre-train text models which have advanced the
state-of-the-art for many NLP tasks. Similar to
these approaches KALM is trained end-to-end us-
ing a predictive objective on large corpus of text.

Most unsupervised NER models are rule-based
(Collins and Singer, 1999; Etzioni et al., 2005;
Nadeau et al., 2006) and require feature engi-
neering or parallel corpora (Munro and Manning,
2012). Yang and Mitchell (2017) incorporate a KB
to the CRF-biLSTM model (Lample et al., 2016)
by embedding triples from a KB obtained using
TransE (Bordes et al., 2013). Peters et al. (2017)
add pre-trained language model embeddings as
knowledge to the input of a CRF-biLSTM model,
while still requiring labels in training.

To the best of our knowledge, KALM is the first
unsupervised neural NER approach. As we dis-
cuss in Section 5.4, KALM achieves results com-
parable to supervised CRF-biLSTM models.

3 Knowledge-Augmented Language
Model

KALM extends a traditional, RNN-based neural
LM. As in traditional LM, KALM predicts prob-
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abilities of words from a vocabulary Vg, but it
can also generate words that are names of entities
of a specific type. Each entity type has a sepa-
rate vocabulary {V1, ..., VK} collected from a KB.
KALM learns to predict from context whether to
expect an entity from a given type and generalizes
over entity types.

3.1 RNN language model

At its core, a language model predicts a distribu-
tion for a word yt+1 given previously observed
words ct := [y1, ..., yt−1, yt]. Models are trained
by maximizing the likelihood of the observed next
word. In an LSTM LM, the probability of a word,
P (yt+1|ct), is modeled from the hidden state of an
LSTM (Hochreiter and Schmidhuber, 1997):

P (yt+1 = i|ct) =
exp(W p

i,: · ht)
|Vg |∑
w=1

exp(W p
w,: · ht)

(1)

ht,γt = lstm(ht−1,γt−1,yt) (2)

where lstm refers to the LSTM step function and
hi, γi and yi are the hidden, memory and input
vectors, respectively. W p is a projection layer that
converts LSTM hidden states into logits that have
the size of the vocabulary |Vg|.

3.2 Knowledge-Augmented Language Model

KALM builds upon the LSTM LM by adding
type-specific entity vocabularies V1, V2, ..., VK in
addition to the general vocabulary Vg. Type vocab-
ularies are extracted from the entities of specific
type in a KB. For a given word, KALM computes
a probability that the word represents an entity of
that type by using a type-specific projection matrix
{W p,j |j = 0, ...,K}. The model also computes
the probability that the next word represents dif-
ferent entity types given the context observed so
far. The overall probability of a word is given by
the weighted sum of the type probabilities and the
probability of the word under the give type.

More precisely, let τi be a latent variable denot-
ing the type of word i. We decompose the proba-
bility in Equation 1 using the type τt+1:

P (yt+1|ct) =
K∑

j=0

P (yt+1, τt+1 = j|ct)

=

K∑

j=0

P (yt+1|τt+1 = j, ct)

·P (τt+1 = j|ct) (3)

Where P (yt+1|τt+1, ct) is a distribution of en-
tity words of type τt+1. As in a general LM,
it is computed by projecting the hidden state of
the LSTM and normalizing through softmax (eq.
4). The type-specific projection matrix W p,j is
learned during training.

We maintain a type embedding matrix W e and
use it in a similar manner to compute the probabil-
ity that the next word has a given type P (τt+1|ct)
(eq. 5). The only difference is that we use an ex-
tra projection matrix,W h to project ht into lower
dimensions. Figure 1a illustrates visually the ar-
chitecture of KALM.

P (yt+1 = i|τt+1 = j, ct) =
exp(W p,j

i,: · ht)
|Vj |∑
w=1

exp(W p,j
w,: · ht)

(4)

P (τt+1 = j|ct) =
exp(W e

j,: · (W h · ht))
K∑
k=0

exp(W e
k,: · (W h · ht))

(5)

3.3 Type representation as input
In the base KALM model the input for word yt
consists of its embedding vector yt. We enhance
the base model by adding as inputs the embedding
of the type of the previous word. As type informa-
tion is latent, we represent it as the weighted sum
of the type embeddings weighted by the predicted
probabilities:

νt+1 =

K∑

j=0

P (τt+1 = j|ct) ·W e
j,: (6)

ỹt+1 = [yt+1;νt+1] (7)

P (τt+1 = j|ct) is computed using Equation 5 and
ej is the type embedding vector.
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(a) Basic model architecture of KALM.
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(b) Adding type representation as input to KALM.

Figure 1: KALM’s architectures

Adding type information as input serves two
purposes: in the forward direction, it allows
KALM to model context more precisely based on
predicted entity types. During back propagation,
it allows us to learn latent types more accurately
based on subsequent context. The model enhanced
with type input is illustrated in Figure 1b.

4 Unsupervised NER

The type distribution that KALM learns is latent,
but we can output it at test time and use it to pre-
dict whether a given word refers to an entity or a
general word. We compute P (τt+1|ct) using eq. 5
and use the most likely entity type as the named
entity tag for the corresponding word yt+1.

This straightforward approach, however, pre-
dicts the type based solely on the left context of the
tag being predicted. In the following two subsec-
tions, we discuss extensions to KALM that allow
it to utilize the right context and the word being
predicted itself.

4.1 Bidirectional LM
While we cannot use a bidirectional LSTM for
generation, we can use one for NER, since the en-
tire sentence is known.

For each word, KALM generates the hidden
vectors hl,t and hr,t representing context coming

from left and right directions, as shown in Equa-
tions 8 and 9.

hl,t,γl,t = lstml(hl,t−1,γl,t−1, [yl,t;νl,t]) (8)

hr,t,γr,t = lstmr(hr,t+1,γr,t+1, [yr,t;νr,t])

(9)

We concatenate the hidden vectors from the two
directions to form an overall context vectorht, and
generate the final type distribution using Equation
5.

Training the bidirectional model requires that
we initialize the hidden and cell states from both
ends of a sentence. Suppose the length of a sen-
tence is n. The the cross entropy loss is computed
for only the n−2 symbols in the middle. Similarly,
we compute only the types of the n − 2 symbols
in the middle during inference.

4.2 Current word information

Even bidirectional context is insufficient to predict
the word type by itself. Consider the following
example: Our computer models indicate Edouard
is going to 1 The missing word can be either
a location (e.g., London), or a general word (e.g.,
quit). In an NER task we observe the underlined
words: Our computer models indicate Edouard is
going to London. In order to learn predictively, we
cannot base the type prediction on the current to-
ken. Instead, we can use a prior type information
P (τt|yt), pre-computed from entity popularity in-
formation available in many KBs. We incorpo-
rate the prior information P (τt|yt) in two different
ways described in the two following subsections.

4.2.1 Decoding with type prior
We incorporate the type prior P (τt|yt) directly by
combining it linearly with the predicted type:

P (τt|cl, cr, yt) =
P (yt|τt, cl, cr)
2P (yt|cl, cr)

· P (τt|cl, cr)

+
P (cl, cr|τt, yt)
2P (cl, cr|yt)

· P (τt|yt)

=α · P (τt|cl, cr)
+ β · P (τt|yt) (10)

The coefficients α and β are free parameters and
are tuned on a small amount of withheld data.

1All the examples are selected from the CoNLL 2003
training set.
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4.2.2 Training with type priors
An alternative for incorporating the pre-computed
P (τt|yt) is to use it during training to regularize
the type distribution. We use the following op-
timization criterion to compute the loss for each
word:

L =H(P (yi|cl, cr), P (ŷi|cl, cr))
+ λ · ||KL(P (τi|cl, cr), P (τi|yi))||2 (11)

where ŷi is the actual word, H(.) is the cross en-
tropy function, and KL(.) measures the KL di-
vergence between two distributions. A hyper-
parameter λ (tuned on validation data) controls
the relative contribution of the two loss terms.
The new loss forces the learned type distribu-
tion, P (τi|cl, cr), to be close to the expected dis-
tribution P (τi|yi) given the information in the
database. This loss is specifically tailored to help
with unsupervised NER.

5 Experiments

We evaluate KALM on two tasks: language mod-
eling and NER. We use two datasets: Recipe used
only for LM evaluation and CoNLL 2003 used for
both the LM and NER evaluations.

5.1 Data

Recipe The recipe dataset2 is composed of
95, 786 recipes, We follow the same preprocess-
ing steps as in Parvez et al. (2018) and divide the
crawled dataset into training, validation and test-
ing. A typical sentence after preprocessing looks
like the following: “in a large mixing bowl com-
bine the butter sugar and the egg yolks”. The en-
tities in the recipe KB are recipe ingredients. The
8 supported entity types are dairy, drinks, fruits,
grains, proteins, seasonings, sides, and vegeta-
bles. In the sample sentence above, the entity
names are butter, sugar, egg and yolks, typed as
dairy, seasonings, proteins and proteins, respec-
tively.

CoNLL 2003 Introduced in Tjong Kim Sang
and De Meulder (2003), the CoNLL 2003 dataset
is composed of news articles. It contains text and
named entity labels in English, Spanish, German
and Dutch. We experiment only with the English
version. We follow the CoNLL labels and sep-
arate the KB into four entity types: LOC (loca-

2Crawled from http://www.ffts.com/recipes.
htm

tion), MISC (miscellaneous), ORG (organization),
and PER (person).

Statistics about the recipe and the CoNLL 2003
dataset are presented in Table 1.

train valid test
#sent 61302 15326 19158
#tok 7223474 1814810 2267797

train valid test
#sent 14986 3465 3683
#tok 204566 51577 46665

Table 1: Statistics of recipe and CoNLL 2003 datasets

The information about the entities in each of
the KBs is shown in Table 2. The recipe KB is
provided along with the recipe dataset3 as a con-
glomeration of typed ingredients. The KB used by
CoNLL 2003 is extracted from WikiText-2. We
filtered the entities which are not belonging to the
4 types of CoNLL 2003 task.

type dairy drinks fruits grains
#entities 80 84 110 158

type proteins seasonings sides vegetables
#entities 316 180 140 156

type LOC MISC ORG PER
#entity words 1503 1211 3005 5404

Table 2: Statistics of recipe and CoNLL 2003 KBs

5.2 Implementation details
We implement KALM by extending the AWD-
LSTM4 language model in the following ways:

Vocabulary We use the entity words in Ta-
ble 2 to form V1, ..., VK We extract 51, 677 gen-
eral words in the recipe dataset, and 17, 907 gen-
eral words in CoNLL 2003 to form V0. Identical
words that fall under different entity types, such
as Washington in George Washington and Wash-
ington D.C., share the same input embeddings.

Model The model has an embedding layer
of 400 dimensions, LSTM cell and hidden states
of 1, 150 dimensions, and 3 stacked LSTM layers.
We scale the final LSTM’s hidden and cell states
to 400 dimensions, and share weights between
the projection layer W p and the word embedding
layer. Each entity type in the knowledge base is
represented by a trainable 100-dimensional em-
bedding vector. When concatenating the weighted

3The KB can be found in https://github.com/
uclanlp/NamedEntityLanguageModel

4https://github.com/salesforce/
awd-lstm-lm
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average of the type embeddings to the input, we
expand the input dimension of the first LSTM
layer to 500. All trainable parameters are initial-
ized uniformly randomly between −0.1 and 0.1,
except for the bias terms in the decoder linear
layer, which are initialized to 0.

For regularization, we adopt the techniques in
AWD-LSTM, and use an LSTM weight dropout
rate of 0, an LSTM first-layers locked dropout
rate of 0.3, an LSTM last-layer locked dropout
rate of 0.4, an embedding Bernoulli dropout rate
of 0.1, and an embedding locked dropout rate of
0.65. Also, we impose L2 penalty on LSTM pre-
dropout weights with coefficient 1, and L2 penalty
on LSTM dropout weights with coefficient 2, both
added to the cross entropy loss.

Optimization We use the same loss penalty,
dropout schemes, and averaged SGD (ASGD) as
in Merity et al. (2017). The initial ASGD learn-
ing rate is 10, weight decay rate is 1.2 × 10−6,
non-monotone trigger for ASGD is set to 5, and
gradient clipping happens at 0.25. The models are
trained until the validation set performance starts
to decrease.

5.3 Language modeling

First, we test how good KALM is as a language
model compared to two baselines.

5.3.1 Baselines
• AWD-LSTM (Merity et al., 2017) is the

state-of-the-art word-level language model as
measured on WikiText-2 and Penn Treebank.
It uses ASGD optimization, a new dropout
scheme and novel penalty terms in the loss
function to improve over vanilla LSTM LMs.

• Named-entity LM (NE-LM) (Parvez
et al., 2018) consists of a type model
that outputs P (τi+1|τi, τi−1, ...) and
an entity composite model that outputs
P (yi+1|{yi, τi}, {yi−1, τi−1}, ...). The type
model is trained on corpora with entity type
labels, whereas the entity composite model
has an input for words and another input for
the corresponding types, and so needs to be
trained on both the labeled corpus and the
unlabeled version of the same corpus. At
inference time, a joint inference heuristic
aggregates type model and entity composite
model predictions into a word prediction.
Since both models require type labels as

input, each generation step of NE-LM
requires not only the previously generated
words [yi, yi−1, ...], but also the type labels
for these words [τi, τi−1, ...].

5.3.2 Results
For language modeling we report word prediction
perplexity on the recipe dataset and CoNLL 2003.
Perplexity is defined as the following.

PP = e
−

N∑
t=1

1
N

logP (yt)

= N

√√√√
N∏

t=1

1

P (yt)
(12)

We use publicly available implementations to pro-
duce the two baseline results. We also compare
the language models in the bidirectional setting,
which the reference implementations do not sup-
port. In that setting, we transform both models in
NE-LM to be bidirectional.

Discussion Table 3 shows that KALM out-
performs the two baselines in both unidirectional
and bidirectional settings on both datasets. The
improvement relative to NE-LM is larger in the
unidirectional setting compared to the bidirec-
tional setting. We conjecture that this is because in
that setting NE-LM trains a bidirectional NER in a
supervised way. The improvement relative to NE-
LM is larger on CoNLL 2003 than on the recipe
dataset. We believe that the inference heuristic
used by NE-LM is tuned specifically to recipes
and is less suitable to the CoNLL setting.

We also find that training KALM on more unla-
beled data further reduces the perplexity (see Table
4), and study how the quality of the KB affects the
perplexity. We discuss both these results in Sec-
tion 5.4.

5.4 NER
In this section, we evaluate KALM in NER against
two supervised baselines.

5.4.1 Baselines
We train two supervised models for NER on the
CoNLL 2003 dataset: a biLSTM and a CRF-
biLSTM. We replicate the hyperparameters used
by Lample et al. (2016), who demonstrate the
state-of-the-art performance on this dataset. We
use a word-level model, and 100 dimensional
pretrained GloVe embeddings (Pennington et al.,
2014) for initialization. We train for 50 epochs, at
which point the models converge.
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model
unidirectional bidirectional

validation test validation test

Recipe
AWD-LSTM 3.14 2.99 1.98 2

NE-LM 2.96 2.24 1.85 1.73
KALM 2.75 2.20 1.85 1.71

CoNLL 2003
AWD-LSTM 5.48 5.94 4.85 5.3

NE-LM 5.67 5.77 4.68 4.94
KALM 5.36 5.43 4.64 4.74

Table 3: Language modeling results on the recipe and CoNLL 2003 datasets

5.4.2 Results
We evaluate the unsupervised KALM model under
the following configurations:

• Basic: bidirectional model with aggregated
type embeddings fed to the input at the next
time step;

• With type priors: using P (τt|yt) in the two
ways described in Section 4.2;

• Extra data: Since KALM is unsupervised,
we can train it on extra data. We use the
WikiText-2 corpus in addition to the original
CoNLL training data.

WikiText-2 is a standard language modeling
dataset released with Merity et al. (2016). It con-
tains Wikipedia articles from a wide range of top-
ics. In contrast, the CoNLL 2003 corpus con-
sists of news articles. Table 4 show statistics
about the raw / characer level WikiText-2 and the
CoNLL 2003 corpora. Despite the domain mis-
match between the WikiText and CoNLL corpora,
the WikiText coverage of the entity words that ex-
ist in the CoNLL dataset is high. Specifically,
most of the person, location and organization en-
tity words that appear in CoNLL either have a
Wikipedia section, or are mentioned in a Wiki ar-
ticle. Therefore, we expect that the addition of
WikiText can guide the unsupervised NER model
to learn better entity type regularities. Indeed, the
result presented in the rightmost column of Table
4 shows that when adding WikiText-2 to CoNLL
2003, the perplexity for the KALM model for the
news text of CoNLL 2003 is decreased: from 4.69
down to 2.29.

We show NER results in Table 5. The table lists
the F1 score for each entity types, as well as the
overall F1 score.

Discussion Even the basic KALM model
learns context well – it achieves an overall F1

score of 0.72 for NER. This illustrates that KALM
has learned to model entity classes entirely from
surrounding context. Adding prior information as
to whether a word represents different entity types
helps to bring the F1 score to 0.76.

The strength of an unsupervised model is that
it can be trained on large corpora. Adding the
Wikitext-2 corpus improves the NER score of
KALM to 0.84.

To give a sense of how the unsupervised mod-
els compare with the supervised model with re-
spect to training data size, we trained biLSTM and
CRF-biLSTM on a randomly sampled subset of
the training data of successively decreasing sizes.
The resulting F1 scores are shown in Figure 2.

Our best model scores 0.86, same as a CRF-
biLSTM trained on around 40% of the training
data. It is less than 0.03 behind the best supervised
CRF-biLSTM. The best KALM model almost al-
ways scores higher than biLSTM without the CRF
loss.

Lastly, we perform an ablation experiment to
gauge how sensitive KALM is to the quality of
the knowledge base. Previous studies (Liu et al.,
2016; Zhang et al., 2012) have shown that the
amount of knowledge retrieved from KBs can im-
pact the performance of NLP models such as rela-
tion extraction systems substantially. In this ex-
periment, we deliberately corrupt the entity vo-
cabularies V0, ..., VK−1 by moving a certain per-
centage of randomly selected entity words from
Vi to the general vocabulary Vg. Figure 3 shows
language modeling perplexities on the validation
set, and NER F1 scores on the test set as a func-
tion of the corruption percentage. The language
modeling performance stops reacting to KB cor-
ruption beyond a certain extent, whereas the NER
performance keeps dropping as the number of en-
tities removed from V1, V2, ... increases. This re-
sult shows the importance of the quality of the KB
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entity unique entity size LM
ratio ratio ratio perplexity

92.80% 82.56% 2.62 2.29 : 4.69

Table 4: Characterization of WikiText-2 relative to CoNLL 2003 training set. Entities extracted from WikiText
cover 92.80% of the entities in CoNLL 2003 overall, and cover 82.56% of the unique entities. WikiText’s size is
2.62 times as large. And adding WikiText to CoNLL training reduces the perplexity from 4.69 to 2.29.

LOC MISC ORG PER overall

unsupervised

basic0 0.75 0.67 0.64 0.83 0.72
+P (τ |y) in dec1 0.81 0.67 0.65 0.88 0.76
+wiki-concat2 0.83 0.83 0.76 0.95 0.84

+wiki-concat+P (τ |y) in dec3 0.84 0.84 0.77 0.96 0.86

supervised
biLSTM 0.88 0.71 0.81 0.95 0.86

CRF-biLSTM 0.90 0.76 0.84 0.95 0.89

Table 5: Results of KALM (above the double line in the table) and supervised NER models (under the double
line). Superscript annotations: 0: The basic bidirectional KALM with type embedding features as described in
Section 4.1. 1: Adding P (τ |y) in decoding, as described in Section 4.2.1, where α and β are tuned to be 0.4 and
0.6. 2: The basic model trained on CoNLL 2003 concatenated with WikiText-2. 3: Adding (τ |y) in decoding, with
the model trained on CoNLL 2003 concatenated with WikiText-2.
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Figure 2: Unsupervised v.s. supervised NER
trained on different portions of training data
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6 Conclusion

We propose Knowledge Augmented Language
Model (KALM), which extends a traditional RNN
LM with information from a Knowledge Base. We
show that real-world knowledge can be used suc-
cessfully for natural language understanding by
using a probabilistic extension. The latent type in-
formation is trained end-to-end using a predictive
objective without any supervision. We show that
the latent type information that the model learns
can be used for a high-accuracy NER system.
We believe that this modeling paradigm opens the
door for end-to-end deep learning systems that can
be enhanced with latent modeling capabilities and
trained in a predictive manner end-to-end. In ways
this is similar to the attention mechanism in ma-
chine translation where an alignment mechanism
is added and trained latently against the overall
translation perplexity objective. As with our NER
tags, machine translation alignments are empiri-
cally observed to be of high quality.

In future work, we look to model other types
of world knowledge beyond named entities using
predictive learning and training on large corpora of
text without additional information, and to make
KALM more robust against corrupted entities.
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Abstract

Syntax has been demonstrated highly effec-
tive in neural machine translation (NMT). Pre-
vious NMT models integrate syntax by rep-
resenting 1-best tree outputs from a well-
trained parsing system, e.g., the representa-
tive Tree-RNN and Tree-Linearization meth-
ods, which may suffer from error propaga-
tion. In this work, we propose a novel method
to integrate source-side syntax implicitly for
NMT. The basic idea is to use the interme-
diate hidden representations of a well-trained
end-to-end dependency parser, which are re-
ferred to as syntax-aware word representations
(SAWRs). Then, we simply concatenate such
SAWRs with ordinary word embeddings to en-
hance basic NMT models. The method can be
straightforwardly integrated into the widely-
used sequence-to-sequence (Seq2Seq) NMT
models. We start with a representative RNN-
based Seq2Seq baseline system, and test the
effectiveness of our proposed method on two
benchmark datasets of the Chinese-English
and English-Vietnamese translation tasks, re-
spectively. Experimental results show that the
proposed approach is able to bring significant
BLEU score improvements on the two datasets
compared with the baseline, 1.74 points for
Chinese-English translation and 0.80 point for
English-Vietnamese translation, respectively.
In addition, the approach also outperforms
the explicit Tree-RNN and Tree-Linearization
methods.

1 Introduction

In the past few years, neural machine transla-
tion (NMT) has drawn increasing interests due to
its simplicity and promising performance (Bah-
danau et al., 2014; Jean et al., 2015; Luong and
Manning, 2015; Luong et al., 2015; Shen et al.,
2016; Vaswani et al., 2017). The widely used

∗Corresponding author.

教育 是 现代 文明 的 基石
Education is modern civilization ’s cornerstone

top

root
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• An example of input dependency tree.
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教育

是

现代
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基石

Encoder

o1

o2

o3

o4

o5

o6

Decoder

head=1, top

head=0, root

head=4, amod

head=6, assmod

head=4, assm

head=2, attr

• SAWRs, where the encoder outputs are used as inputs for
NMT similar to source-side word embeddings.

Figure 1: An example to illustrate our method of en-
coding source dependency syntax, where the English
translation is “Education is the cornerstone of modern
civilization” for the source Chinese input.

sequence-to-sequence (Seq2Seq) framework com-
bined with attention mechanism achieves signif-
icant improvement over the traditional statistical
machine translation (SMT) models on a variety
of language pairs, such as Chinese-English (Shi
et al., 2016; Mi et al., 2016; Vaswani et al., 2017;
Cheng et al., 2018). Under an encoder-decoder ar-
chitecture, the Seq2Seq framework first encodes
the source sentence into a sequence of hidden vec-
tors, and then incrementally predicts the target
sentence (Cho et al., 2014a).

Recently, inspired by the success of syntax-
based SMT (Williams et al., 2016), researchers
propose a range of interesting approaches for ex-
ploiting syntax information in NMT models, as
syntactic trees could offer long-distance relations
in sentences (Shi et al., 2016; Wu et al., 2017b; Li
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et al., 2017; Bastings et al., 2017; Hashimoto and
Tsuruoka, 2017).

As a straightforward method, tree-structured re-
current neural network (Tree-RNN) can elegantly
model the source-side syntax and globally en-
code the whole trees. Eriguchi et al. (2016),
Chen et al. (2017a) and Yang et al. (2017) show
that Tree-RNN can effectively integrate syntax-
oriented trees into Seq2Seq NMT models.

Regardless of the effectiveness of Tree-RNN,
we find that it suffers from a severe low-efficiency
problem because of the heterogeneity of different
syntax trees, which leads to increasing difficul-
ties for batch computation compared with sequen-
tial inputs. Even with deliberate batching method
of Neubig et al. (2017), our preliminary experi-
ments show that Tree-RNN with gated recurrent
unit (GRU) can lead to nearly four times slower
performance when it is integrated into a classical
Seq2Seq system.

To solve the problem, Tree-Linearization is a
good alternative for syntax encoding. The main
idea is to linearize syntax trees into sequential
symbols, and then exploit the resulting sequences
as inputs for NMT. Li et al. (2017) propose a
depth-first method to traverse a constituent tree,
converting it into a sequence of symbols mixed
with sentential words and syntax labels. Similarly,
Wu et al. (2017b) combine several strategies of
tree traversing for dependency syntax integration.

In this work, we present an implicit syntax en-
coding method for NMT, enhancing NMT models
by syntax-aware word representations (SAWRs).
Figure 1 illustrates the basic idea, where trees are
modeled indirectly by sequential vectors extracted
from an encoder-decoder dependency parser. On
the one hand, the method avoids the structural het-
erogeneity and thus can be integrated efficiently,
and on the other hand, it does not require discrete
1-best tree outputs, alleviating the error propaga-
tion problem induced from syntax parsers. Con-
cretely, the vector outputs are extracted from the
encoding outputs of the encoder-decoder depen-
dency parser. As shown in Figure 1, the encoding
outputs, denoted as o = o1 · · ·o6, are then inte-
grated into Seq2Seq NMT models by directly con-
catenated with the source input word embeddings
after a linear projection.

We start with a Seq2Seq baseline with attention
mechanism (Bahdanau et al., 2014) for study, fol-
lowing previous studies of the same research line,

and then integrate source dependency syntax by
SAWRs. We conduct experiments on Chinese-
English and English-Vietnamese translation tasks,
respectively. The results show that our method is
very effective in source syntax integration. With
source dependency syntax, the performances of
Chinese-English and English-Vietnamese trans-
lation can be significantly boosted by 1.74
BLEU points and 0.80 BLEU points, respec-
tively. We also compare the method with the
representative Tree-RNN and Tree-Linearization
approaches of syntax integration, finding that
our method is able to achieve larger improve-
ments than the two approaches for both tasks.
All the codes are released publicly available at
https://github.com/zhangmeishan/SYN4NMT un-
der Apache License 2.0.

2 Baseline

We take the simple yet effective Seq2Seq model
with attention mechanism proposed by Luong
et al. (2015) as our baseline. Under the stan-
dard encoder-decoder architecture, an encoder
first maps the source-language input sentence into
a sequence of hidden vectors, and a decoder then
incrementally predicts the target output sentence.
In particular, we should notice that several recent
models (Vaswani et al., 2017; Zheng et al., 2017;
Cheng et al., 2018) which have been shown to
be more powerful can also serve as our baseline,
since these models focus on very different aspects
of NMT, which could be potentially complemen-
tary with our focus of syntax integration. We will
demonstrate it by experimental analysis as well.

2.1 Encoder
In the encoder part, a single-layer bi-directional
recurrent neural network (Bi-RNN) is employed
to encode the sentence in order to capture fea-
tures from the current word and the unbounded
left and right contextual words. Given a source-
language input sentence x = x1 · · ·xn and its em-
bedding sequence ex1 · · · exn , the Bi-RNN pro-
duces an encoding sequence of dense vectors h =
h1 · · ·hi · · ·hn:

hi =
−→
h i ⊕

←−
h i,

−→
h i = rnnL(exi ,

−→
h i−1)

←−
h i = rnnR(exi ,

←−
h i+1)

(1)

where rnnL/R can be either GRU (Cho et al.,
2014b) or LSTM. We use GRU all through this
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paper for efficiency following Chen et al. (2017a).

2.2 Decoder

The decoder part incrementally predicts the target
word sequence y = y1 · · · ym, whose translation
probability is defined as follows:

p(y|x) =
m∏

j=1

p(yj |y1 · · · yj−1,h). (2)

The training objective is to maximize the proba-
bility of the reference translation. During evalu-
ation, we aim to search for a target sentence with
the highest probability for a given source sentence.

The probability of the j-th target word is com-
puted by a two-layer feed-forward neural network:

p(yj |y1 · · · yj−1,h) = g(sj−1, cj), (3)

where sj−1 = rnntgt(eyj−1 ⊕ cj−1, sj−2) is the
output of a left-to-right RNN over the predicted
words, and the cj /cj−1 is the weighted sum over
the encoding sequence h of the source sentence
via the attention mechanism, which is computed
as follows:

cj =
n∑

k=1

αj,khk

αj,k =
exp(βj,k)∑n
l=1 exp(βj,l)

βj,l = sT
j−1W

ahl

(4)

where W a is the model parameter in attention.

3 Our Method

Syntax information has been demonstrated to be
valuable for NMT. Previously, there were two rep-
resentative approaches to encode syntax into an
NMT model. The first approach directly repre-
sents an input syntax tree by Tree-RNN, and then
uses the Tree-RNN outputs as additional encoder
inputs for NMT. The second approach models
source syntax trees indirectly by first converting
a hierarchical tree into a sequence of symbols, and
then use the symbols as inputs for NMT. The sec-
ond method is referred to as Tree-Linearization
here.

Tree-RNN is able to represent the syntax struc-
tures fully and comprehensively. However, be-
cause of the heterogeneity of different syntax
trees, this approach suffers serious inefficiency

encoder

decoder

input

embedding

projection

Bi-RNN

⊕⊕⊕

decoder

parser output translation output

encoder

Figure 2: The framework of the SAWR approach,
where the left part shows the encoder-decoder of a su-
pervised dependency parsing model and the right part
shows the NMT encoder-decoder.

problem as the increased difficulty of batch com-
putation for GPU neural computation. The second
approach exploits an alternative sequence to sub-
stitute the original trees, which solves the ineffi-
ciency problem. But it may bring loss of syntax
information because the hierarchical tree structure
is no longer maintained in the new representation,
which could be potentially useful for NMT.

Both the two syntax integration approaches are
based on discrete 1-best outputs of a supervised
dependency parser, which may suffer from the er-
ror propagation problem. Incorrect syntax trees as
inputs for NMT may produce erroneous outputs,
leading to inappropriate translation results. In or-
der to alleviate the problem, we present a novel
method not using the discrete parsing outputs.

We focus on supervised dependency parsing
models which can be formalized as an encoder-
decoder architecture, and exploit the encoder out-
puts as the inputs for our Seq2Seq NMT model.
The encoder outputs are sequences of dense vec-
tors aligning with the source sentential words, as
shown in Figure 1, and thus they could be eas-
ily combined with the encoder part of our NMT
model. We refer to this method as SAWR for
brief. Our approach takes the implicit hidden out-
puts from a supervised parser as inputs for NMT,
which greatly reduces the direct influence brought
from discrete 1-best parser outputs.

Figure 2 shows the framework of SAWR. Con-
cretely, we first project the encoder outputs of a
dependency parsing model into a sequence of vec-
tors by a feed-forward linear layer, as shown by
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the projection module in Figure 2:

si = Woi + b (5)

where o=o1 · · ·on is the encoder output of a
parsing model, W and b are model parameters.
Then we concatenate the resulting vectors with the
source embeddings as inputs for the baseline Bi-
RNN Encoder. Thus the encoder process can be
formalized as follows:

h = Bi-RNN
(
ex1 ⊕ s1, · · · , exn ⊕ sn

)
. (6)

Noticeably, the SAWR method can be regarded
as an adaption of joint learning as well. We
can train both dependency parsing and machine
translation model parameters concurrently. In this
work, we focus on the machine translation task
and do not involve the training objective of de-
pendency parsing. However, we can still fine-
tune model parameters of the encoder part of de-
pendency parsing by back-propagating the train-
ing losses of NMT into this part as well.

Actually, SAWRs are also similar to the ELMO
embeddings (Peters et al., 2018). ELMO learns
context word representations by using language
model as objective, while SAWRs learn syntax-
aware word representations by using dependency
parsing as objective. On the other hand, compared
with the Tree-RNN and Tree-Linearization meth-
ods which encode syntax trees by neural networks
directly, SAWRs are less sensitive to the output
syntax trees. Thus the SAWR method can alleviate
the error propagation problem.

4 Experiments

4.1 Settings
Data. We conduct experiments on the Chinese-
English and English-Vietnamese translation tasks,
respectively. For Chinese-English, we use the par-
allel training data from the publicly available LDC
corpora,1 with 28.3M Chinese words and 34.5M
English words, respectively, consisting of 1.25M
sentence pairs, and test model performances on
the NIST datasets, using NIST MT02 as the de-
velopment data, and MT03-06 as test datasets. For
English-Vietnamese, we use the standard IWSLT
2015 dataset,2 which consists of about 133K sen-
tence pairs, and evaluate our models by exploiting

1LDC2002E18, LDC2003E07, LDC2003E14, Hansards
portion of LDC2004T07, LDC2004T08 and LDC2005T06.

2https://nlp.stanford.edu/projects/nmt/

the TED tst2012 and tst2013 as the development
and test datasets, respectively.

For the source side sentences, we construct vo-
cabularies of the most frequent 50K words, while
for the target side sentences, we apply byte-pair
encodings (BPE) (Sennrich et al., 2016) with 32K
merges to obtain subword units, and construct the
target vocabularies by the most frequent 32K sub-
words. During training, we use only the sentence
pairs whose source and target lengths both are no
longer than 50 and 150 for Chinese-English and
English-Vietnamese translations, respectively.

Evaluation. We use the case insensitive 4-
gram BLEU score as the main evaluation met-
rics (Papineni et al., 2002), and adopt the script
multi-bleu.perl in the Mose toolkit.3 Sig-
nificance tests are conducted based on the best-
BLEU results for each approach by using boot-
strap resampling (Koehn, 2004).

Alternatively, in order to compare the effective-
ness of our model with other syntax integration
methods, we implement a Tree-RNN approach
and a Tree-Linearization approach, respectively:

• Tree-RNN: We build a one-layer bi-
directional Tree-RNN with GRU over
input word embeddings, producing syntax-
enhanced word representations, which are
then fed into the encoder of NMT as basic
inputs. The method is similar to the model
proposed by Chen et al. (2017a).

• Tree-Linearization: We first convert depen-
dency trees into constituent trees (Sun and
Wan, 2013), and then feed it into the NMT
model proposed by Li et al. (2017).

Hyperparameters. We set the dimension sizes
of all hidden neural layers to 1024, except the in-
put layers for RNNs (i.e. input word embeddings
and the projection layer of SAWR), which are set
to 512. We initialize all model parameters by ran-
dom uniform distribution between [−0.1, 0.1]. We
apply dropout on the output layer of word transla-
tion with a ratio of 0.5.

We adopt the Adam algorithm (Kingma and Ba,
2014) for parameter optimization, with the initial
learning rate of 5 × 10−4, the gradient clipping
threshold of 5, and the mini-batch size of 80. Dur-
ing translation, we employ beam search for decod-
ing with the beam size of 5.

3http://www.statmt.org/moses
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System MT03 MT04 MT05 MT06 Average/∆
Baseline 36.44 39.35 36.26 36.32 37.09
SAWR 38.42 40.60 38.27 38.04 38.83/+1.74

Tree-RNN 38.12 40.35 37.86 37.32 38.41/+1.32
Tree-Linearization 37.95 40.24 37.64 37.44 38.32/+1.23

Previous Work
Chen et al. (2017a) 35.64 36.63 34.35 30.57 34.30/+2.59

Li et al. (2017) 34.9 38.6 35.5 35.6 36.15/+1.45
Chen et al. (2017b) 35.91 38.73 34.18 33.76 35.65/+1.52

Table 1: Final results of Chinese-English translation. All syntax-integrated approaches are significantly better than
the baseline system (p < 0.05).

Source-Side Parsing. We employ the state-of-
the-art BiAffine dependency parser recently pro-
posed by Dozat and Manning (2016) to obtain
the source-side dependency syntax information.
The BiAffine parser can also be understood as an
encoder-decoder model, where the encoder part is
a three-layer bi-directional LSTM over the input
words, and the decoder uses BiAffine operations to
score all candidate dependency arcs and finds the
highest-scoring trees via dynamic programming.

For Chinese-English translation, we train the
dependency parser on Chinese Treebank 7.0 with
Stanford dependencies,4 using 50K random sen-
tences as the training data and the remaining as
the test data. The parser achieves 81.02% pars-
ing accuracy (labeled attached score, LAS) on the
test dataset. For English-Vietnamese translation,
we train the dependency parser on English WSJ
corpus, following the same data split as Dozat and
Manning (2016), and obtaining a LAS of 93.84%
on the test dataset.5

4.2 Speed Comparison

All our experiments are run on a single GPU
NVIDIA TITAN Xp. We report the averaged
one-epoch training time on the Chinese-English
translation dataset (consuming all 125M sentence
pairs) as follows:

Baseline 105 min
SAWR 142 min

Tree-RNN 498 min
Tree-Linearization 137 min

4https://nlp.stanford.edu/software/stanford-
dependencies.shtml

5For simplicity, we use only words as inputs for both Chi-
nese and English dependency parsing, avoiding the influences
brought by other inputs, such as automatic POS tags.

The SAWR system spends averaged 142 minutes,6

37 minutes slower than the baseline model. The
Tree-Linearization spends averaged 137 minutes
per epoch, which is the fastest syntax integration
method. Our SAWR approach spends 5 more min-
utes than Tree-Linearization, appropriate 3.5% of
the total spend time per epoch, which could be
negligible. The Tree-RNN model spends 498 min-
utes per epoch, nearly four times slower than the
baseline model.7 According to the results, we can
conclude that the Tree-RNN model is highly inef-
ficient for encoding dependency syntax, whereas
the SAWR and Tree-Linearization are almost as
efficient as the baseline Seq2Seq system.

4.3 Main Results

4.3.1 Chinese-English Translation
Table 1 shows the main results of all approaches
on Chinese-English datasets. Considering the ef-
fect of random initialization, we train three indi-
vidual models for each approach, and use the av-
eraged BLEU scores for fair comparisons.

According to the results, we can see that all
syntax-integrated approaches can bring significant
improvements over the baseline system, which de-
notes that syntax is highly effective for Chinese-
English machine translation. In addition, the pro-
posed SAWR approach obtains the largest BLEU
improvements, averaged ∆ = 1.74 BLEU points
better than the baseline system. The Tree-RNN
and Tree-Linearization approaches bring improve-

6We exclude the time consumed by the encoder part of
the dependency parsing model for fair comparisons, as other
methods require to perform parsing in an offline way.

7The Tree-RNN model is implemented with deliberate
batching motivated by Neubig et al. (2017), without which
the model is intolerably slow, reaching about 1,900 minutes
per epoch.
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System tst 2013 / ∆

Baseline 28.29
SAWR 29.09/+0.80

Tree-RNN 28.51/+0.22
Tree-Linearization 28.93/+0.64

Table 2: Final Results on the IWSLT 2015 English-
Vietnamese translation task. Only SAWR is signifi-
cantly better than the baseline system (p < 0.05).

ments of averaged ∆ = 1.32 and ∆ = 1.23 BLEU
points, respectively. The results show that our im-
plicit syntax-aware encoding method is better than
Tree-RNN and Tree-Linearization.

We compare our NMT models with other state-
of-the-art methods as well. The results are just
for reference since experimental details could be
very different. In particular, we list the relative im-
provements over the corresponding baseline mod-
els by integrating syntax structures, which are cal-
culated according to their papers. All these studies
exploit lower baselines compared with our mod-
els. The Tree-RNN and Tree-Linearization are es-
sentially similar to Chen et al. (2017a) and Li et al.
(2017), respectively. As shown, our approaches
can still obtain large improvements based on a
stronger baseline.

4.3.2 English-Vietnamese Translation

Table 2 shows the final results on the IWSLT 2015
English-Vietnamese translation task. The over-
all tendency is similar to that of Chinese-English
translation. The syntax information can boost the
translation performances by using any of the three
approaches. The SAWR approach gives the best
translation performance, significantly outperform
the baseline system by ∆ = 0.80 BLEU points.
While although the other two approaches bring
better performances, the improvements are not
significant. The results demonstrate the advantage
of the proposed implicit SAWR approach. By not
using the 1-best parser outputs, our approach can
reduce the error propagation problem, thus bring
larger improvements with syntax.

In particular, we find that the increases of BLEU
scores are smaller than that of Chinese-English
translation by integrating syntactic features. The
averaged BLEU increases are 0.55 for English-
Vietnamese and 1.43 for Chinese-English. The
possible reason may be due to that the source En-
glish sentences are more grammatically rigorous

Parser MT03 MT04 MT05 MT06 Average
no Tune 38.42 40.60 38.27 38.04 38.83

Tune 37.33 39.45 36.93 37.03 37.69

Table 3: The influence of fine-tuning parser parameters
in the SAWR system.

than Chinese sentences. For example, the English
functional words such as “of” and “‘s” which indi-
cate the possessive relationship, should be always
kept in sentences by standard, while their Chinese
correspondence “的” may be omitted in sentences.

4.4 Analysis
In this section, we conduct analysis on Chinese-
English translation from different aspects to bet-
ter understand the SAWR approach of integrating
source-side dependency syntax for NMT.

4.4.1 Fine-Tuning Syntax-Oriented Inputs
The SAWR approach directly uses the encoder
outputs of a dependency parser as extra inputs
for NMT. In the above experiments, we keep the
parser model parameters fixed, letting them unin-
fluenced from NMT optimization. Actually, this
part can be further fine tuned along with the NMT
learning, by treating them as one kind model pa-
rameters. Thus there arises a question that whether
fine-tuning the parser model parameters can bring
better performance.

As an interesting attempt, we can simultane-
ously fine tune the parameters of both the parser
and the Seq2Seq NMT model during training. Fig-
ure 3 shows the results. We can see that fine-tuning
decreases the average BLEU score by 38.83 −
37.69 = 1.14 significantly. This may be because
that fine-tuning disorders the representation ability
of the parser and makes its function more overlap-
ping with other network components. This further
demonstrates that pretrained syntax-aware word
representations are helpful for NMT.

4.4.2 Alignment Study
Alignment quality is an important metric to il-
lustrate and evaluate machine translation outputs.
Here we study how syntax features influence the
alignment results for NMT. We approximate the
alignment scores by the attention probabilities as
shown in Equation 4.8 For better understanding

8We aim to offer an intuitive interpretation by a carefully-
selected example. In fact, the alignment computation method
here may be problematic (Koehn and Knowles, 2017).
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System MT03 MT04 MT05 MT06 Average/∆
Baseline×3 40.90 43.25 40.64 40.16 41.24
SAWR×3 41.94 44.59 41.91 41.97 42.60/+1.36

Tree-RNN×3 42.03 44.15 41.50 41.41 42.27/+1.03
Tree-Linearization×3 41.74 44.23 41.32 41.44 42.18/+0.94

Hybrid 42.72 45.14 42.38 42.15 43.10/+1.86

Table 4: Ensemble performances, where the Hybrid model denotes SAWR + Tree-RNN + Tree-Linearization.

System ... 现代
(modern)

... 的
(’s)

...

Baseline

SAWR

Tree-RNN

Tree-Linearization

Figure 3: Alignments for the baseline and syntax-
integrated systems, where the same example in Figure
1 is analyzed and the target English word is “of”.

the effectiveness of syntax, we choose the target-
side English word “of” for comparison, which is a
grammatical functional word.

Figure 3 shows the alignment probability dis-
tributions returned by different approaches. Intu-
itively, this word should be aligned with the Chi-
nese word “的(de)”. But according to the results,
we can see that only the SAWR model distributes
a high attention score to it, which is consistent
with our intuition. The other three models are all
aligned to the source word “现代 (modern)” with
high confidence over 85%. The possible reason
for “of” being aligned to “现代 (modern)” could
be due to that “of modern” is a high-frequency col-
location in the training corpora.

4.4.3 Ensemble Study
Here we perform model ensembles to examine
the divergences of the three syntax-integration
approaches (Zhou et al., 2017b; Denkowski
and Neubig, 2017). Intuitively, the hetero-
approach ensemble which combines three NMT
models of different methods should obtain bet-
ter performances than homo-approach ensembles
which combine three NMT models of the same
method, since NMT models of different syntax-
integrations approaches have larger divergences.

Table 4 shows the results. First, we can see
that ensemble is one effective technique to im-
prove the translation performances. More impor-

(0,10] (11,20] (21,30] (31,40] (41,50] >50

30

34

38

42

B
L

E
U

Baseline SAWR
Tree-RNN Tree-Linearization

Figure 4: The effect of source input length.

tantly, the results show that the heterogeneous en-
semble achieves averaged BLEU improvements
by 43.10 − 41.24 = 1.86 points, better than the
gains achieved by all three homo-approach ensem-
bles, denoting that the three approaches could be
mutually complementary in representing depen-
dency syntax, and the resulting models of the three
approaches are highly diverse.

4.4.4 Analysis by Source Sentence Length
Intuitively, by introducing the source syntax into
the NMT model, relations between long-distance
words are explicitly modeled by dependency trees,
thus we can expect that models enhanced by
source syntax are able to bring better translations
for longer sentences. Figure 4 shows the perfor-
mances of the baseline and all syntax-enriched
models in terms of source sentence lengths, where
we bin all the MT03-MT06 sentences by their
lengths into six intervals. The results show that
the BLEU scores are improved significantly when
source sentential lengths are over 10, which con-
firms our intuition.

4.4.5 Effect of Parsing Performance
Finally, we examine how the performance of the
dependency parser influences the final transla-
tion quality. While the full dependency parser is
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System MT03 MT04 MT05 MT06 Average/∆
Transformer 40.45 42.76 40.09 39.67 40.74

SAWR 41.63 43.60 41.68 40.21 41.78/+1.04
Tree-RNN 41.24 43.38 41.04 40.02 41.42/+0.68

Tree-Linearization 41.12 43.02 41.04 39.86 41.26/+0.52

Table 5: Final results based on the transformer. Only the SAWR results are significantly better (p < 0.05).

SAWR Tree-RNN Tree-Linearization Baseline

36

37

38

39

B
L

E
U

50K(81.02) 30K(79.43) 10K(73.69) 5K(70.61)

Figure 5: The effect of dependency parsing perfor-
mances on our proposed approaches.

trained on 50K sentences, we retrain three weaker
dependency parsers on 30K, 10K and 5K sen-
tences, respectively. Figure 5 shows the NMT
BLEU scores and the parsing accuracies. It is clear
that the parsing accuracy directly influences the
translation quality, indicating the effectiveness and
importance of exploiting syntactic information.

4.4.6 Transformer as Baseline
Here we conduct experiments based on the trans-
former NMT model (Vaswani et al., 2017),
which is a stronger baseline, to further ver-
ify the effectiveness of our proposed method.
This also demonstrates that the proposed SAWR
method does not limit to a certain NMT base-
line. Concretely, we extend the bottom word rep-
resentations by incorporating syntactic encodings
s=s1 · · · sn (shown in Equation 5) into them, and
then feed them into the transformer encoder by
a linear projection layer to align with the input
dimension. We implement Tree-RNN and Tree-
Linearization for Transformer in a similar way,
only adapting the source input word representing.
We adopt a widely-used setting with 8 heads, 6
layers and the hidden dimension size of 512.

Table 5 shows the results. As shown, the trans-
former results are indeed much better than RNN-
based baseline. The BLEU scores show an aver-
age increase of 40.74−37.09 = 3.65. In addition,
we can see that syntax information can still give

positive influences based on the transformer. The
SAWR approach can also outperform the base-
line system significantly. Particularly, we find that
our SAWR approach is much more effective than
the Tree-RNN and Tree-Linearization approaches.
The results further demonstrate the effectiveness
of SAWRs in syntax integration for NMT.

5 Related Work

By explicitly expressing the structural connections
between words and phrases, syntax trees been
demonstrated helpful in SMT (Liu et al., 2006;
Cowan et al., 2006; Marton and Resnik, 2008;
Xie et al., 2011; Li et al., 2013; Williams et al.,
2016). Although the representative Seq2Seq NMT
models are able to capture latent long-distance re-
lations by using neural network structures such
GRU and LSTM (Sutskever et al., 2014; Wu et al.,
2016), recent studies show that explicitly integrat-
ing syntax trees into NMT models can bring fur-
ther gains (Sennrich and Haddow, 2016; Shi et al.,
2016; Zhou et al., 2017a; Wu et al., 2017a; Aha-
roni and Goldberg, 2017). Under the NMT setting,
the exploration of syntax trees could be more flex-
ible, because of the strong capabilities of neural
network in representing arbitrary structures.

Recursive neural networks based on LSTM or
GRU have been one natural method to model syn-
tax trees (Zhu et al., 2015; Tai et al., 2015; Li et al.,
2015; Zhang et al., 2016; Teng and Zhang, 2016;
Miwa and Bansal, 2016; Kokkinos and Potami-
anos, 2017), which are capable of representing the
entire trees globally. Eriguchi et al. (2016) present
the first work to apply a bottom-up Tree-LSTM
for NMT. The major drawback is that its bottom-
up composing strategy is insufficient for bottom
nodes. Thus bi-directional extensions have been
suggested (Chen et al., 2017a; Yang et al., 2017).
Since Tree-RNN suffers serious inefficiency prob-
lem, Li et al. (2017) suggest a Tree-Linearization
alternative, which converts constituent trees into a
sequence of symbols mixed with words and syn-
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tactic tags. The method is as effective as Tree-
RNN approaches yet more effective. Noticeably,
all these studies focus on constituent trees.

There have been several studies for NMT us-
ing dependency syntax. Hashimoto and Tsuruoka
(2017) propose to combine the head information
with sequential words together as source encoder
inputs, where their input trees are latent depen-
dency graphs. Recently, there are several studies
by using convolutional neural structures to repre-
sent source dependency trees, where tree nodes are
modeled individually (Chen et al., 2017b; Bast-
ings et al., 2017). Wu et al. (2017b) build a syn-
tax enhanced encoder by multiple Bi-RNNs over
several different word sequences based on differ-
ent traversing orders over dependency trees, i.e.,
the original sequential order and several tree-based
orders. All these methods require certain extra ef-
forts to encode the source dependency syntax over
a baseline Seq2Seq NMT.

6 Conclusion

We proposed a novel syntax integration method,
SAWR, to incorporate source dependency-based
syntax for NMT. It encodes dependency syntax
implicitly, not requiring discrete syntax trees as
inputs. Experiments showed that the method can
bring significantly better performances for both
Chinese-English and English-Vietnamese transla-
tion tasks. In addition, we compared the method
with two approaches based on Tree-RNN and
Tree-Linearization, which has been previously ex-
ploited for syntax integration, finding that our
method is more effective and meanwhile very ef-
ficient. We conducted several experimental analy-
ses to study our proposed methods deeper.
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Abstract
Current state-of-the-art NMT systems use
large neural networks that are not only slow
to train, but also often require many heuristics
and optimization tricks, such as specialized
learning rate schedules and large batch sizes.
This is undesirable as it requires extensive hy-
perparameter tuning. In this paper, we propose
a curriculum learning framework for NMT that
reduces training time, reduces the need for spe-
cialized heuristics or large batch sizes, and re-
sults in overall better performance. Our frame-
work consists of a principled way of deciding
which training samples are shown to the model
at different times during training, based on the
estimated difficulty of a sample and the cur-
rent competence of the model. Filtering train-
ing samples in this manner prevents the model
from getting stuck in bad local optima, mak-
ing it converge faster and reach a better solu-
tion than the common approach of uniformly
sampling training examples. Furthermore, the
proposed method can be easily applied to ex-
isting NMT models by simply modifying their
input data pipelines. We show that our frame-
work can help improve the training time and
the performance of both recurrent neural net-
work models and Transformers, achieving up
to a 70% decrease in training time, while at the
same time obtaining accuracy improvements
of up to 2.2 BLEU.

1 Introduction

Neural Machine Translation (NMT; Kalchbrenner
and Blunsom (2013); Bahdanau et al. (2015)) now
represents the state-of-the-art adapted in most ma-
chine translation systems (Wu et al., 2016; Crego
et al., 2016; Bojar et al., 2017a), largely due to
its ability to benefit from end-to-end training on
massive amounts of data. In particular, recently-
introduced self-attentional Transformer architec-
tures (Vaswani et al., 2017) are rapidly becoming
the de-facto standard in NMT, having demonstrated

CURRICULUM LEARNING

DIFFICULTY

Use sample only if:
difficulty(sample) ≤ competence(model)

COMPETENCE

MODELTRAINER
DATA

SA
M
PL
E

M
O
D
EL
STATE

Figure 1: Overview of the proposed curriculum learn-
ing framework. During training, difficulty of each train-
ing sample is estimated and a decision whether to use it
is made based on the current competence of the model.

both superior performance and training speed com-
pared to previous architectures using recurrent neu-
ral networks (RNNs; (Kalchbrenner and Blunsom,
2013; Sutskever et al., 2014)). However, large scale
NMT systems are often hard to train, requiring
complicated heuristics which can be both time-
consuming and expensive to tune. This is espe-
cially true for Transformers which, when carefully
tuned, have been shown to consistently outperform
RNNs (Popel and Bojar, 2018), but on the other
hand, also rely on a number of heuristics such as
specialized learning rates and large-batch training.

In this paper, we attempt to tackle this problem
by proposing a curriculum learning framework
for training NMT systems that reduces training
time, reduces the need for specialized heuristics
or large batch sizes, and results in overall better
performance. It allows us to train both RNNs and,
perhaps more importantly, Transformers, with rel-
ative ease. Our proposed method is based on the
idea of teaching algorithms in a similar manner
as humans, from easy concepts to more difficult
ones. This idea can be traced back to the work
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of Elman (1993) and Krueger and Dayan (2009).
The main motivation is that training algorithms
can perform better if training data is presented in
a specific order, starting from easy examples and
moving on to more difficult ones, as the learner
becomes more competent. In the case of machine
learning, it can also be thought of as a means to
avoid getting stuck in bad local optima early on in
training. An overview of the proposed framework
is shown in Figure 1.

Notably, we are not the first to examine cur-
riculum learning for NMT, although other related
works have met with mixed success. Kocmi and
Bojar (2017) explore impact of several curriculum
heuristics on training a translation system for a sin-
gle epoch, presenting the training examples in an
easy-to-hard order based on sentence length and
vocabulary frequency. However, their strategy in-
troduces all training samples during the first epoch,
and how this affects learning in following epochs
is not clear, with official evaluation results (Bo-
jar et al., 2017b) indicating that final performance
may indeed be hurt with this strategy. Contempo-
raneously to our work, Zhang et al. (2018) further
propose to split the training samples into a prede-
fined number of bins (5, in their case), based on
various difficulty metrics. A manually designed
curriculum schedule then specifies the bins from
which the model samples training examples. Ex-
periments demonstrate that benefits of curriculum
learning are highly sensitive to several hyperparam-
eters (e.g., learning rate, number of iterations spent
in each phase, etc.), and largely provide benefits
in convergence speed as opposed to final model
accuracy.

In contrast to these previous approaches, we de-
fine a continuous curriculum learning method (in-
stead of a discretized regime) with only one tunable
hyperparameter (the duration of curriculum learn-
ing). Furthermore, as opposed to previous work
which only focuses on RNNs, we also experiment
with Transformers, which are notoriously hard to
train (Popel and Bojar, 2018). Finally, unlike any
of the work described above, we show that our
curriculum approach helps not only in terms of
convergence speed, but also in terms of the learned
model performance. In summary, our method has
the following desirable features:

1. Abstract: It is a novel, generic, and extensible
formulation of curriculum learning. A number
of previous heuristic-based approaches, such as

that of Kocmi and Bojar (2017), can be formu-
lated as special cases of our framework.

2. Simple: It can be applied to existing NMT sys-
tems with only a small modification to their
training data pipelines.

3. Automatic: It does not require any tuning other
than picking the value of a single parameter,
which is the length of the curriculum (i.e., for
how many steps to use curriculum learning, be-
fore easing into normal training).

4. Efficient: It reduces training time by up to 70%,
whereas contemporaneous work of Zhang et al.
(2018) reports reductions of up to 46%.

5. Improved Performance: It improves the per-
formance of the learned models by up to 2.2
BLEU points, where the best setting reported
by Zhang et al. (2018) achieves gains of up 1.55
BLEU after careful tuning.

In the next section, we introduce our proposed cur-
riculum learning framework.

2 Proposed Method

We propose competence-based curriculum learn-
ing, a training framework based on the idea that
training algorithms can perform better if training
data is presented in a way that picks examples ap-
propriate for the model’s current competence. More
specifically, we define the following two concepts
that are central to our framework:

Difficulty: A value that represents the difficulty
of a training sample and that may depend on the
current state of the learner. For example, sentence
length is an intuitive difficulty metric for natural
language processing tasks. The only constraint is
that difficulty scores are comparable across differ-
ent training samples (i.e., the training samples can
be ranked according to their difficulty).

Competence: A value between 0 and 1 that rep-
resents the progress of a learner during its training.
It is defined as a function of the learner’s state.
More specifically, we define the competence, c(t)
at time t (measured in terms of training steps), of
a learner as the proportion of training data it is al-
lowed to use at that time. The training examples are
ranked according to their difficulty and the learner
is only allowed to use the top c(t) portion of them
at time t.
Using these two concepts, we propose Algorithm 1
(a high-level overview is shown in Figure 1, an ex-
ample visualization of the first two steps is shown
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Thank you very much! 4
Barack Obama loves ... 13
My name is ... 6
What did she say ... 123

Sentence Length

Thank you very much! 0.01
Barack Obama loves ... 0.15
My name is ... 0.03
What did she say ... 0.95

Sentence Difficulty

Figure 2: Example visualization of the preprocessing sequence used in the proposed algorithm. The histogram
shown is that of sentence lengths from the WMT-16 En)De dataset used in our experiments. Here sentence lengths
represent an example difficulty scoring function, d. “CDF” stands for the empirical “cumulative density function”
obtained from the histogram on the left plot.

Difficulty
Step 1000

Competence

Competence at current stepSample uniformly from
blue region

Step 10000

Figure 3: Example illustration of the training data
“filtering” performed by our curriculum learning algo-
rithm. At each training step: (i) the current competence
of the model is computed, and (ii) a batch of training
examples is sampled uniformly from all training ex-
amples whose difficulty is lower than that competence.
In this example, we are using the sentence length dif-
ficulty heuristic shown in Equation 1, along with the
square root competence model shown in Equation 7.

in Figure 2, and an example of the interaction be-
tween difficulty and competence is shown in Fig-
ure 3).

Note that, at each training step, we are not chang-
ing the relative probability of each training sample
under the input data distribution, but we are rather
constraining the domain of that distribution, based
on the current competence of the learner. Even-
tually, once the competence becomes 1, the train-
ing process becomes equivalent to that without us-
ing a curriculum, with the main difference that the
learner should now be more capable to learn from
the more difficult examples. Given the dependence
of this algorithm on the specific choices of the dif-
ficulty scoring function, d, and the competence
function, c, we now describe our instantiations for
training NMT models.

Algorithm 1: Competence-based curricu-
lum learning algorithm.

Input: Dataset, D = {si}Mi=1, consisting of M
samples, model trainer, T , that takes as input
batches of training data to use at each step,
difficulty scoring function, d, and competence
function, c.

1 Compute the difficulty, d(si), for each si ∈ D.
2 Compute the cumulative density function (CDF) of

the difficulty scores. This results in one difficulty
CDF score per sample, d̄(si) ∈ [0, 1]. Illustrated in
Figure 2.

3 for training step t = 1, . . . do
4 Compute the model competence, c(t).
5 Sample a data batch, Bt, uniformly from all

si ∈ D, such that d̄(si) ≤ c(t). Illustrated in
Figure 3.

6 Invoke the trainer, T , using Bt as input.
Output: Trained model.

2.1 Difficulty Metrics

There are many possible ways of defining the dif-
ficulty of translating a sentence. We consider two
heuristics inspired by what we, as humans, may
consider difficult when translating, and by fac-
tors which can negatively impact the optimiza-
tion algorithms used when training NMT mod-
els. In the rest of this section we denote our
training corpus as a collection of M sentences,
{si}Mi=1, where each sentence is a sequence of
words. si = {wi0, . . . , wiNi}.

Sentence Length: We argue that it is harder to
translate longer sentences, as longer sentences re-
quire being able to translate their component parts,
which often consist of short sentences. Further-
more, longer sentences are intuitively harder to
translate due to the propagation of errors made
early on when generating the target language sen-
tence. Therefore, a simple way to define the dif-
ficulty of a sentence si = {wi0, . . . , wiNi} is as
follows:

dlength(si) , Ni. (1)
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Note that we can compute this difficulty metric on
either the source language sentence or the target
language sentence. We only consider the source
sentence in this paper 1.

Word Rarity: Another aspect of language that
can affect the difficulty of translation is the fre-
quency with which words appear. For example, hu-
mans may find rare words hard to translate because
we rarely ever see them and it may be hard to recall
their meaning. The same can be true for NMT mod-
els where: (i) the statistical strength of the training
examples containing rare words is low and thus the
model needs to keep revisiting such words in order
to learn robust representations for them, and (ii)
the gradients of the rare word embeddings tend to
have high variance; they are overestimates of the
true gradients in the few occasions where they are
non-zero, and underestimates otherwise. This sug-
gests that using word frequencies may be a helpful
difficulty heuristic. Given a corpus of sentences,
{si}Mi=1, we define relative word frequencies as:

p̂(wj) ,
1

Ntotal

M∑

i=1

Ni∑

k=1

1wik=wj
, (2)

where j = 1, . . . , #{unique words in corpus} and
1condition is the indicator function which is equal
to 1 if its condition is satisfied and 0 otherwise.
Next we need to decide how to aggregate the rel-
ative word frequencies of all words in a sentence
to obtain a single difficulty score for that sentence.
Previous research has proposed various pooling op-
erations, such as minimum, maximum, and average
(Zhang et al., 2018), but they show that they do not
work well in practice. We propose a different ap-
proach. Ultimately, what might be most important
is the overall likelihood of a sentence as that con-
tains information about both word frequency and,
implicitly, sentence length. An approximation to
this likelihood is the product of the unigram prob-
abilities, which is related to previous work in the
area of active learning (Settles and Craven, 2008).
This product can be thought of as an approximate
language model (assuming words are sampled in-
dependently) and also implicitly incorporates in-

1NMT models typically first pick up information about
producing sentences of correct length. It can be argued that
presenting only short sentences first may lead to learning a
strong bias for the sentence lengths. In our experiments, we
did not observe this to be an issue as the models kept im-
proving and predicting sentences of correct length, throughout
training.

formation about the sentence length that was pro-
posed earlier (longer sentence scores are products
over more terms in [0, 1] and are thus likely to be
smaller). We thus propose the following difficulty
heuristic:

drarity(si) , −
Ni∑

k=1

log p̂(wik), (3)

where we use logarithms of word probabilities to
prevent numerical errors. Note that negation is
used because we define less likely (i.e., more rare)
sentences as more difficult.

These are just two examples of difficulty metrics,
and it is easy to conceive of other metrics such as
the occurrence of homographs (Liu et al., 2018) or
context-sensitive words (Bawden et al., 2018), the
examination of which we leave for future work.

2.2 Competence Functions

For this paper, we propose two simple functional
forms for c(t) and justify them with some intuition.
More sophisticated strategies that depend on the
loss function, the loss gradient, or on the learner’s
performance on held-out data, are possible, but we
do not consider them in this paper.

Linear: This is a simple way to define c(t).
Given an initial value c0 , c(0) ≥ 0 and a slope
parameter r, we define:

c(t) , min (1, tr + c0) . (4)

In this case, new training examples are constantly
being introduced during the training process, with a
constant rate r (as a proportion of the total number
of available training examples). Note that we can
also define r = (1− c0)/T , where T denotes the
time after which the learner is fully competent,
which results in:

clinear(t) , min

(
1, t

1− c0
T

+ c0

)
. (5)

Root: In the case of the linear form, the same
number of new and more difficult, examples are
added to the training set, at all times t. However,
as the training data grows in size, it gets less likely
that any single data example will be sampled in a
training batch. Thus, given that the newly added
examples are less likely to be sampled, we propose
to reduce the number of new training examples per
unit time as training progresses to give the learner
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sufficient time to assimilate their information con-
tent. More specifically, we define the rate in which
new examples are added as inversely proportional
to the current training data size:

dc(t)

dt
=

P

c(t)
, (6)

for some constant P ≥ 0. Solving this simple
differential equation, we obtain:
∫
c(t)dc(t) =

∫
Pdt⇒ c(t) =

√
2Pt+D,

for some constants P and D. Then, we consider
the following constraint: c0 , c(0) =

√
D ⇒

D = c20. Finally, we also have that c(T ) = 1 ⇒
P = (1− c20)/2T , where T denotes the time after
which the learner is fully competent. This, along
with the constraint that c(t) ∈ [0, 1] for all t ≥ 0,
results in the following definition:

csqrt(t) , min

(
1,

√
t
1− c20
T

+ c20

)
. (7)

In our experiments, we refer to this specific for-
mulation as the “square root” competence model.
If we want to make the curve sharper, meaning
that even more time is spent per sample added later
on in training, then we can consider the following
more general form, for p ≥ 1:

croot-p(t) , min

(
1,

p

√
t
1− cp0
T

+ cp0

)
. (8)

We observed that best performance is obtained
when p = 2 and then, as we increase p, perfor-
mance converges to that obtained when training
without a curriculum. Plots of the competence
functions we presented are shown in Figure 4.

2.3 Scalability
Our method can be easily used in large-scale NMT
systems. This is because it mainly consists of a
preprocessing step of the training data that com-
putes the difficulty scores. The implementation we
are releasing with this paper computes these scores
in an efficient manner by building a graph describ-
ing their dependencies, as well as whether they
are sentence-level scores (e.g., sentence length),
or corpus-level (e.g., CDF), and using that graph
to optimize their execution. Using only 8GB of
memory, we can process up to 20k sentences per
second when computing sentence rarity scores, and
up to 150k sentences per second when computing
sentence length scores.
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Figure 4: Plots of various competence functions with
c0 = 0.01 (initial competence value) and T = 1, 000
(total duration of the curriculum learning phase).

3 Experiments

For our experiments, we use three of the most com-
monly used datasets in NMT, that range from a
small benchmark dataset to a large-scale dataset
with millions of sentences. Statistics about the
datasets are shown in Table 1. We perform experi-
ments using both RNNs and Transformers. For the
RNN experiments we use a bidirectional LSTM
for the encoder, and an LSTM with the attention
model of Bahdanau et al. (2015) for the decoder.
The number of layers of the encoder and the de-
coder are equal. We use a 2-layer encoder and
a 2-layer decoder for all experiments on IWSLT
datasets, and a 4-layer encoder and a 4-layer de-
coder for all experiments on the WMT dataset, due
to the dataset’s significantly larger size. For the
Transformer experiments we use the BASE model
proposed by Vaswani et al. (2017). It consists of
a 6-layer encoder and decoder, using 8 attention
heads, and 2,048 units for the feed-forward layers.
The multi-head attention keys and values depth is
set to the word embedding size. The word embed-
ding size is 512 for all experiments. Furthermore,
for the Transformer experiments on the two smaller
datasets we do not use any learning rate schedule,
and for the experiments on the largest dataset we
use the default Transformer schedule. A detailed
discussion on learning rate schedules for Trans-
formers is provided near the end of this section.
All of our experiments were conducted on a ma-
chine with a single Nvidia V100 GPU, and 24 GBs
of system memory.

During training, we use a label smoothing factor
of 0.1 (Wu et al., 2016) and the AMSGrad opti-
mizer (Reddi et al., 2018) with its default parame-
ters in TensorFlow, and a batch size of 5,120 tokens
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Dataset # Train # Dev # Test
IWSLT-15 En)Vi 133k 768 1268
IWSLT-16 Fr)En 224k 1080 1133

WMT-16 En)De 4.5m 3003 2999

Table 1: Number of parallel sentences in each dataset.
“k” stands for “thousand” and “m” stands for “million”.

(due to GPU memory constraints). During infer-
ence, we employ beam search with a beam size of
10 and the length normalization scheme of Wu et al.
(2016).2

Curriculum Hyperparameters. We set the ini-
tial competence c0 to 0.01, in all experiments. This
means that all models start training using the 1%
easiest training examples. The curriculum length
T is effectively the only hyperparameter that we
need to set for our curriculum methods. In each
experiment, we set T in the following manner: we
train the baseline model without using any curricu-
lum and we compute the number of training steps
it takes to reach approximately 90% of its final
BLEU score. We then set T to this value. This
results in T being set to 5,000 for the RNN ex-
periments on the IWSLT datasets, and 20,000 for
the corresponding Transformer experiments. For
WMT, we set T to 20,000 and 50,000 for RNNs
and Transformers, respectively. Furthermore, we
use the following notation and abbreviations when
presenting our results:
– Plain: Trained without using any curriculum.
– SL: Curriculum with sentence length difficulty.
– SR: Curriculum with sentence rarity difficulty.
– Linear: Curriculum with the linear competence

shown in Equation 5.
– Sqrt: Curriculum with the square root compe-

tence shown in Equation 7.

Data Preprocessing. Our experiments are per-
formed using the machine translation library re-
leased by Platanios et al. (2018). We use the same
data preprocessing approach the authors used in
their experiments. While training, we consider sen-
tences up to length 200. Similar to them, for the
IWSLT-15 experiments we use a per-language vo-
cabulary which contains the 20,000 most frequently

2We emphasize that we did not run experiments with other
architectures or configurations, and thus our baseline archi-
tectures were not chosen because they were favorable to our
method, but rather because they were frequently mentioned in
existing literature.
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Figure 5: Plots illustrating the performance of various
models on the test set, as training progresses. Blue
lines represent the baseline methods when no curricu-
lum is used, and red lines represent the same mod-
els when different versions of our curriculum learning
framework are used to train them. The vertical lines
represent the step in which the models attain the BLEU
score that the baseline models attain at convergence.

occurring words, while ignoring words that appear
less than 5 times in the whole corpus. For the
IWSLT-16 and WMT-16 experiments we use a byte-
pair encoding (BPE) vocabulary (Sennrich et al.,
2016) trained using 32,000 merge operations, simi-
lar to the original Transformer paper by Vaswani
et al. (2017).

Results. We present a summary of our results in
Table 2 and we also show complete learning curves
for all methods in Figure 5. The evaluation metrics
we use are the test set BLEU score and the time it
takes for the models using curriculum learning to
obtain the BLEU score that the baseline models at-
tain at convergence. We observe that Transformers
consistently benefit from our curriculum learning
approach, achieving gains of up to 2 BLEU, and
reductions in training time of up to 70%. RNNs
also benefit, but to a lesser extent. This is con-
sistent with our motivation for this paper, which

1167



RNN TRANSFORMER

Plain
SL Curriculum SR Curriculum

Plain Plain*
SL Curriculum SR Curriculum

clinear csqrt clinear csqrt clinear csqrt clinear csqrt

B
L

E
U

En)Vi 26.27 26.57 27.23 26.72 26.87 28.06 29.77 29.14 29.57 29.03 29.81
Fr)En 31.15 31.88 31.92 31.39 31.57 34.05 34.88 34.98 35.47 35.30 35.83
En)De 26.53 26.55 26.54 26.62 26.62 – 27.95 28.71 29.28 29.93 30.16

Ti
m

e

En)Vi 1.00 0.64 0.61 0.71 0.57 1.00 1.00 0.44 0.33 0.35 0.31
Fr)En 1.00 1.00 0.93 1.10 0.73 1.00 1.00 0.49 0.44 0.42 0.39
En)De 1.00 0.86 0.89 1.00 0.83 – 1.00 0.58 0.55 0.55 0.55

Table 2: Summary of experimental results. For each method and dataset, we present the test set BLEU score of
the best model based on validation set performance. We also show the relative time required to obtain the BLEU
score of the best performing baseline model. For example, if an RNN gets to 26.27 BLEU in 10, 000 steps and
the SL curriculum gets to the same BLEU in 3, 000 steps, then the plain model gets a score of 1.0 and the SL
curriculum receives a score of 3, 000/10, 000 = 0.3. “Plain” stands for the model trained without a curriculum
and, for Transformers, “Plain*” stands for the model trained using the learning rate schedule shown in Equation 9.

stems from the observation that training RNNs is
easier and more robust than training Transformers.
Furthermore, the square root competence model
consistently outperforms the linear model, which
fits well with our intuition and motivation for in-
troducing it. Regarding the difficulty heuristics,
sentence length and sentence rarity both result in
similar performance.

We also observe that, for the two small datasets,
RNNs converge faster than Transformers in terms
of both the number of training iterations and the
overall training time. This is contrary to other re-
sults in the machine translation community (e.g.,
Vaswani et al., 2017), but could be explained by the
fact that we are not using any learning rate sched-
ule for training Transformers. However, they never
manage to outperform Transformers in terms of
test BLEU score of the final model. Furthermore,
to the best of our knowledge, for IWSLT-15 we
achieve state-of-the-art performance. The highest
previously reported result was 29.03 BLEU (Pla-
tanios et al., 2018), in a multi-lingual setting. Using
our curriculum learning approach we are able to
achieve a BLEU score of 29.81 for this dataset.

Overall, we have shown that our curriculum
learning approach consistently outperforms mod-
els trained without any curriculum, in both limited
data settings and large-scale settings.

Learning Rate Schedule. In all of our IWSLT
experiments so far, we use the default AMSGrad
learning rate of 0.001 and intentionally avoid using
any learning rate schedules. However, Transform-
ers are not generally trained without a learning rate

schedule, due to their instability. Such schedules
typically use a warm-up phase, which means that
the learning rate starts at a very low value and keeps
increasing until the end of the warm-up period, af-
ter which a decay rate is typically used. In order
to show that our curriculum learning approach can
act as a principled alternative to such highly tuned
learning rate schedules, we now present the results
we obtain when training our Transformers using
the following learning rate schedule:

lr(t) , d−0.5embedding min
(
t−0.5, t · T−1.5warmup

)
, (9)

where t is the current training step, dembedding is the
word embeddings size, and Twarmup is the number
of warmup steps and is set to 10,000 in these exper-
iments. This schedule was proposed in the original
Transformer paper (Vaswani et al., 2017), and was
tuned for the WMT dataset.

The results obtained when using this learning
rate schedule are also shown in table 2, under
the name “Plain*”. In both cases, our curricu-
lum learning approach obtains a better model in
about 70% less training time. This is very impor-
tant, especially when applying Transformers in new
datasets, because such learning rate heuristics of-
ten require careful tuning. This tuning can be both
very expensive and time consuming, often resulting
in very complex mathematical expressions, with
no clear motivation or intuitive explanation (Chen
et al., 2018). Our curriculum learning approach
achieves better results, in significantly less time,
while only requiring one parameter (the length of
the curriculum).

Note that even without using any learning rate
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schedule, our curriculum methods were able to
achieve performance comparable to the “Plain*” in
about twice as many training steps. “Plain” was
not able to achieve a BLEU score above 2.00 even
after fives times as many training steps, at which
point we stopped these experiments.

Implementation and Reproducibility. We are
releasing an implementation of our proposed
method and experiments built on top of the ma-
chine translation library released by Platanios
et al. (2018), using TensorFlow Scala (Platanios,
2018), and is available at https://github.com/
eaplatanios/symphony-mt. Furthermore, all ex-
periments can be run on a machine with a single
Nvidia V100 GPU, and 24 GBs of system memory.
Our most expensive experiments — the ones using
Transformers on the WMT-16 dataset — take about
2 days to complete, which would cost about $125
on a cloud computing service such as Google Cloud
or Amazon Web Services, thus making our results
reproducible, even by independent researchers.

4 Related work

The idea of teaching algorithms in a similar man-
ner as humans, from easy concepts to more dif-
ficult ones, has existed for a long time (Elman,
1993; Krueger and Dayan, 2009). Machine learn-
ing models are typically trained using stochastic
gradient descent methods, by uniformly sampling
mini-batches from the pool of training examples,
and using them to compute updates for the model
parameters. Deep neural networks, such as RNNs
and Transformers, have highly non-convex loss
functions. This makes them prone to getting stuck
in saddle points or bad local minima during train-
ing, often resulting in long training times and bad
generalization performance. Bengio et al. (2009)
propose a curriculum learning approach that aims
to address these issues by changing the mini-batch
sampling strategy. They propose starting with a
distribution that puts more weight on easy samples,
and gradually increase the probability of more dif-
ficult samples as training progresses, eventually
converging to a uniform distribution. They demon-
strate empirically that such curriculum approaches
indeed help decrease training times and sometimes
even improve generalization.

Perhaps the earliest attempt to apply curriculum
learning in MT was made by Zou et al. (2013). The
authors employed a curriculum learning method
to learn Chinese-English bilingual word embed-

dings, which were subsequently used in the context
of phrase-based machine translation. They split
the word vocabulary in 5 separate groups based on
word frequency, and learned separate word embed-
dings for each of these groups in parallel. Then,
they merged the 5 different learned embeddings
and continued training using the full vocabulary.
While this approach makes use of some of the ideas
behind curriculum learning, it does not directly fol-
low the original definition introduced by Bengio
et al. (2009). Moreover, their model required 19
days to train. There have also been a couple of
attempts to apply curriculum learning in NMT that
were discussed in section 1.

There also exists some relevant work in areas
other than curriculum learning. Zhang et al. (2016)
propose training neural networks for NMT by fo-
cusing on hard examples, rather than easy ones.
They report improvements in BLEU score, while
only using the hardest 80% training examples in
their corpus. This approach is more similar to
boosting by Schapire (1999), rather than curricu-
lum learning, and it does not help speed up the
training process; it rather focuses on improving
the performance of the trained model. The fact
that hard examples are used instead of easy ones
is interesting because it is somewhat contradictory
to that of curriculum learning. Also, in contrast
to curriculum learning, no ordering of the training
examples is considered.

Perhaps another related area is that of active
learning, where the goal is to develop methods that
request for specific training examples. Haffari et al.
(2009), Bloodgood and Callison-Burch (2010), and
Ambati (2012) all propose methods to solicit train-
ing examples for MT systems, based on the occur-
rence frequency of n-grams in the training corpus.
The main idea is that if an n-gram is very rare in the
training corpus, then it is difficult to learn to trans-
late sentences in which it appears. This is related
to our sentence rarity difficulty metric and points
out an interesting connection between curriculum
learning and active learning.

Regarding training Transformer networks,
Shazeer and Stern (2018) perform a thorough ex-
perimental evaluation of Transformers, when using
different optimization configurations. They show
that a significantly higher level of performance can
be reached by not using momentum during opti-
mization, as long as a carefully chosen learning
rate schedule is used. Such learning rate sched-
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ules are often hard to tune because of the multiple
seemingly arbitrary terms they often contain. Fur-
thermore, Popel and Bojar (2018) show that, when
using Transformers, increasing the batch size re-
sults in a better model at convergence. We believe
this is indicative of very noisy gradients when start-
ing to train Transformers and that higher batch sizes
help increase the signal-to-noise ratio. We show
that our proposed curriculum learning method of-
fers a more principled and robust way to tackle
this problem. Using our approach, we are able to
train Transformers to state-of-the-art performance,
using small batch sizes and without the need for pe-
culiar learning rate schedules, which are typically
necessary.

5 Conclusion and Future Work

We have presented a novel competence-based cur-
riculum learning approach for training neural ma-
chine translation models. Our resulting framework
is able to boost performance of existing NMT sys-
tems, while at the same time significantly reduc-
ing their training time. It differs from previous
approaches in that it does not depend on multi-
ple hyperparameters that can be hard to tune, and
it does not depend on a manually designed dis-
cretized training regime. We define the notions of
competence, for a learner, and difficulty, for the
training examples, and propose a way to filter train-
ing data based on these two quantities. Perhaps
most interestingly, we show that our method makes
training Transformers faster and more reliable, but
has a much smaller effect in training RNNs.

In the future, we are mainly interested in: (i) ex-
ploring more difficulty heuristics, such as measures
of alignment between the source and target sen-
tences (Kocmi and Bojar, 2017), sentence length
discrepancies, or even using a pre-trained language
model to score sentences, which would act as a
more robust replacement of our sentence rarity
heuristic, and (ii) exploring more sophisticated
competence metrics that may depend on the loss
function, the loss gradient, or on the learner’s per-
formance on held-out data. Furthermore, it would
be interesting to explore applications of curricu-
lum learning to multilingual machine translation
(e.g., it may be easier to start with high-resource
languages and move to low-resource ones later on).
We would also like to explore the usefulness of our
framework in more general machine learning tasks,
outside of NMT.
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Abstract

The overreliance on large parallel corpora sig-
nificantly limits the applicability of machine
translation systems to the majority of lan-
guage pairs. Back-translation has been dom-
inantly used in previous approaches for un-
supervised neural machine translation, where
pseudo sentence pairs are generated to train
the models with a reconstruction loss. How-
ever, the pseudo sentences are usually of low
quality as translation errors accumulate dur-
ing training. To avoid this fundamental is-
sue, we propose an alternative but more effec-
tive approach, extract-edit, to extract and then
edit real sentences from the target monolingual
corpora. Furthermore, we introduce a com-
parative translation loss to evaluate the trans-
lated target sentences and thus train the un-
supervised translation systems. Experiments
show that the proposed approach consistently
outperforms the previous state-of-the-art un-
supervised machine translation systems across
two benchmarks (English-French and English-
German) and two low-resource language pairs
(English-Romanian and English-Russian) by
more than 2 (up to 3.63) BLEU points.

1 Introduction

Promising results have been achieved in Neu-
ral Machine Translation (NMT) by representation
learning (Cho et al., 2014b; Sutskever et al., 2014).
But recent studies (Koehn and Knowles, 2017; Is-
abelle et al., 2017; Sennrich, 2017) highlight the
overreliance of current NMT systems on large par-
allel corpora. In real-world cases, the majority of
language pairs have very little parallel data, so the
models need to leverage monolingual data to ad-
dress this challenge (Gulcehre et al., 2015; Zhang
and Zong, 2016; He et al., 2016; Yang et al., 2018).

While many studies have explored how to
use the monolingual data to improve transla-
tion performance with limited supervision, lat-

Source Language Space Target Language Space

s-t Translation

t-s Translation
Reconstruction 

Loss

Comparative 
Translation 

Loss

source 
sentences 

s-t Translation

Extract and Edit

(a) Extract-Edit

(b) Back-Translation

target 
sentences 

translated 
sentences 

by t-s

translated 
sentences 

by s-t

Figure 1: The comparison between two approaches of
unsupervised NMT, extract-edit and back-translation.
When training the source-to-target (s-t) translation
model, instead of using the t-s back-translated sen-
tences to train the model, we directly set the extracted-
edited sentences as pivotal points to guide the training.

est approaches (Lample et al., 2018a; Artetxe
et al., 2018; Lample et al., 2018b) focus on the
fully unsupervised scenario. Back-translation has
been dominantly used in these approaches, where
pseudo sentence pairs are generated to train the
translation systems with a reconstruction loss.
However, it is inefficient because the generated
pseudo sentence pairs are usually of low qual-
ity. During the dual learning of back-translation,
the errors could easily accumulate and thus the
learned target language distribution would gradu-
ally deviate from the real target distribution. This
critical drawback hinders the further development
of the unsupervised NMT systems.

An alternative solution is to extract real paral-
lel sentences from comparable monolingual cor-
pora, and then use them to train the NMT systems.
Recently, neural-based methods (Chu et al., 2016;
Grover and Mitra, 2017; Grégoire and Langlais,
2018) aim to select potential parallel sentences
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from monolingual corpora in the same domain.
However, these neural models need to be trained
on a large parallel dataset first, which is not appli-
cable to language pairs with limited supervision.

In this paper, we propose a radically different
approach for unsupervised NMT—extract-edit, a
powerful alternative to back-translation (see Fig-
ure 1). Specifically, to train the source-to-target
translation model, we first extract potential par-
allel sentence candidates in the target language
space given a source language sentence. Since
it cannot be guaranteed that there always exist
potential parallel sentence pairs in monolingual
corpora, we further propose a simple but effec-
tive editing mechanism to revise the extracted sen-
tences, making them aligned with the source lan-
guage sentence. Then a comparative translation
loss is introduced to evaluate the translated sen-
tence based on the extracted-and-edited ones and
train the translation model. Compared to back-
translation, extract-edit avoids the distribution de-
viation issue by extracting and editing real sen-
tences from the target language space. Those
extracted-and-edited sentences serve as pivotal
points in the target language space to guide the un-
supervised learning. Thus, the learned target lan-
guage distribution could be closer to the real one.
The extract-edit model and the translation model,
the two major parts of our method, can be jointly
trained in a fully unsupervised way.

Empirical results on popular benchmarks show
that exact-edit consistently outperforms the state-
of-the-art unsupervised NMT system (Lample
et al., 2018b) with back-translation across four dif-
ferent languages pairs. In summary, our main con-
tributions are three-fold1:

• We propose a more effective alternative
paradigm to back-translation, extract-edit, to
train the unsupervised NMT systems with po-
tentially real sentence pairs;

• We introduce a comparative translation loss
for unsupervised learning, which optimizes
the translated sentence by maximizing its
relative similarity with the source sentence
among the extracted-and-edited pairs;

• Our method advances the previous state-of-
the-art NMT systems across four different

1The source code can be found in this repos-
itory: https://github.com/jiaweiw/
Extract-Edit-Unsupervised-NMT

language pairs under monolingual corpora
only scenario.

2 Background

Without parallel sentence pairs as constraints on
mapping language spaces, training NMT systems
is an ill-posed problem because there are many
potential mapping solutions. Nevertheless, some
promising methods have been proposed in this
field (Lample et al., 2018a; Artetxe et al., 2018;
Lample et al., 2018b). The main technical pro-
tocol of these approaches can be summarized as
three steps: Initialization, Language Modeling,
and Back-Translation. In this section, we mainly
introduce the three steps and the crucial settings
that we have followed in our work.

In the remainder of the paper, we denote the
space of source and target languages by S and T ,
respectively. enc and dec refer to the encoder and
decoder models in the sequence-to-sequence sys-
tems. Vs→t stands for the composition of enc in
the source language and dec in the target language,
which can be viewed as the source-to-target trans-
lation system.

Initialization Given the ill-posed nature of the
unsupervised NMT task, a suitable initialization
method can help model the natural priors over
the mapping of two language spaces we expect to
reach. There are mainly two initialization meth-
ods: (1) bilingual dictionary inference (Conneau
et al., 2018; Artetxe et al., 2018; Lample et al.,
2018a) and (2) byte-pair encoding (BPE) (Sen-
nrich et al., 2016b; Lample et al., 2018b). As
shown in Lample et al. (2018b), the inferred bilin-
gual dictionary can provide a rough word-by-word
alignment of semantics, and the BPE can reduce
the vocabulary size and eliminate the presence of
unknown words in the output results.

In our extract-edit approach, to extract poten-
tial parallel sentence pairs, we need to compare the
semantic similarity of sentences between two lan-
guages first. A proper initialization can also help
align the semantic spaces and extract potential par-
allel pairs within them. Thus, following the previ-
ous methods, we use the inferred bilingual dictio-
nary as described in Conneau et al. (2018) for un-
related language pairs and the shared BPE in Lam-
ple et al. (2018b) as initialization for related ones.

Language Modeling After a proper initializa-
tion, given large amounts of monolingual data, we
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Figure 2: The overview of our unsupervised NMT model based on the extract-edit approach. Given a source
sentence, (a) the top-k potential parallel sentences of the target language are extracted via nearest neighbor search.
(b) The extracted sentences are further edited with the source sentence. (c) The evaluation network evaluates the
translated sentence and the extracted-and-edited sentences based on their similarities with the source sentence.
Note that (1) all the encoders share the same parameters (same for decoders); (2) the decoding processes are non-
differentiable, so the language modeling loss and the comparative translation loss are used to train the learning
modules before and after the decoding processes, respectively.

can train language models on both source and tar-
get languages. These models express a data-driven
prior about the composition of sentences in each
language. In NMT, language modeling is accom-
plished via denosing autoencoding, by minimiz-
ing:

Llm(θenc, θdec) =Ex∼S [− log Vs→s(x|C(x))]+
Ey∼T [− log Vt→t(y|C(y))]

(1)

where C is a noise model with some words
dropped and swapped, θenc and θdec are the learn-
able parameters of enc and dec. Vs→s and Vt→t
are the encoder-decoder language models on the
source and target sides, respectively.

In our extract-edit approach, we follow simi-
lar settings and adopt the noise model proposed
by Lample et al. (2018a). Note that the param-
eters of all enc are shared (same for dec) in our
framework to ensure a strong alignment and map-
ping between two languages. This sharing opera-
tion is essential for both the translation model and
the extract-edit model. Thus, we use enc to repre-
sent encoders in source language modeling encS
and in target language modeling encT (same for
dec).

Back-Translation Back-translation (Sennrich
et al., 2016b) has been dominantly used in prior

work to train the unsupervised NMT system. It
couples the source-to-target translation model
with a backward target-to-source model and trains
the whole system with a reconstruction loss. This
can be viewed as converting the unsupervised
problem into a supervised scenario by generating
pseudo language pairs (He et al., 2016).

Despite the popularity of back-translation in the
previous methods (Lample et al., 2018a; Artetxe
et al., 2018; Lample et al., 2018b), we argue that
it suffers from the low-quality pseudo language
pairs. Thus, in this work, we propose a new
paradigm, extract-edit, to address this issue by
extracting and editing potential real parallel sen-
tences. Below we describe our approach in details.

3 Extract-Edit

The overview of our extract-edit approach is
shown in Figure 2. We first extract and edit real
sentences from the target language space accord-
ing to their similarities with the source sentence.
These extracted-and-edited sentences serve as piv-
otal points in the target language space, which lo-
cate a probable region where the real target sen-
tence could be. Then we introduce a comparative
translation loss to evaluate the translated sentence
and train the system. Basically, the comparative
translation loss encourages the translated sentence
to approximate the real sentence by maximizing its
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relative similarity with the source sentence com-
pared to the extracted-and-edited sentences. As a
result, we manage to minimize the deviation of the
learned target language distribution and the map-
ping noises between two language spaces.

3.1 Extract

Most existing methods in comparable corpora
mining introduce two encoders to represent sen-
tences of two languages separately, and then use
another network to measure the similarity (Chu
et al., 2016; Grover and Mitra, 2017; Grégoire
and Langlais, 2018). However, owing to the
shared encoders and decoders in language mod-
eling, the semantic spaces of two languages are
already strongly connected in our scenario.

Therefore, to avoid extra computation re-
sources, we directly use the enc in language mod-
eling to obtain sentence embeddings for two lan-
guages. As shown in Figure 2 (a), for a given
source sentence s, we use the nearest neighbor
search based on L2 distance to find top-k real
sentences from the target language space (k is a
hyper-parameter decided empirically). The sen-
tence embeddings used for searching are com-
puted based on the shared encoder enc. The rea-
son to choose top-k sentences rather than top-1 is
to keep a high recall rate and obtain more related
samples from the target language space. Finally,
given the source sentence s, we denote M as a set
of the k potential parallel target sentences:

M = {t| min
1,··· ,k

(||es − et||), t ∈ T }, (2)

where es and et are sentence embeddings encoded
by the shared encoder enc.

3.2 Edit

Even though the extracted sentences could serve
as pivotal points to guide NMT, there is no guar-
antee that there always exists a parallel sentence in
the target corpus. Thus, in order to make it closer
to the real paired sentence in the target language
space, we propose an editing mechanism to revise
the extracted target sentence t ∈ M based on the
semantics of the source sentence s. As described
in Figure 2 (b), we employ a maxpooling layer to
reserve the more significant features between the
source sentence embedding es and the extracted
sentence embedding et (t ∈ M ), and then decode

it into a new sentence t′:

M ′ = {t′|t′ = dec(maxpooling(es, et)), t ∈M},
(3)

where M ′ is the set of the extracted-and-edited
sentences. Based on the semantic information of
the source sentence s, we can further improve
the extracted results with this editing mechanism.
Unlike other studies using the editing to gener-
ate more structural sentences (Guu et al., 2018;
Hashimoto et al., 2018), here the revised sentences
are designed to serve as better pivotal points in the
target language space to guide the translation pro-
cedure. This can also be viewed as adding con-
straints when aligning the two language spaces.

3.3 Evaluate
Given a source sentence s, we can translate it as t∗

using the source-to-target translation model Ps→t.
Meanwhile, a set M ′ of k sentences can also be
generated by the extract-edit approach described
above. Although the M ′ may contain potential
parallel sentences t′ for s, we cannot directly use
(s, t′) as ground-truth sentence pairs to train the
translation model Vs→t because the NMT system
is sensitive to noises (Cho et al., 2014a; Cheng
et al., 2018). The rough operation like this will
result in sub-optimal translation performance.

Therefore, in order to assess the quality of the
translated sentence t∗ and train the translation
model Vs→t, we introduce an evaluation network
R for evaluating the relative similarities between
the source and target sentences among all sentence
pairs. The evaluation network R is a multilayer
perceptron; it takes the target sentence embedding
et and source sentence embedding es as inputs,
and converts them into the joint embedding space
as rt and rs. So the similarity

α(t|s) = cosine(rt, rs) =
rt · rs
||rt||||rs||

. (4)

Then, a softmax-like formulation is used to com-
pute the ranking score for the translated sentence
t∗ given the extracted-and-edited sentence set M ′:

P (t∗|s,M ′) = exp(λα(t∗|s))∑
t′∈M ′∪{t∗} exp(λα(t

′|s)) , (5)

where the hyper-parameter λ is similar to the in-
verse temperature of the softmax function. Lower
λ encourages the model to treat all extracted-
edited sentences equally, while higher λ highlights
the importance of sentences with higher-score.
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3.4 Learning
Comparative Translation As introduced
above, the ranking score calculates the relative
similarity between the < s, t∗ > pair and all
the extracted-and-edited pairs < s, t′ >. As-
suming we have a good evaluation network R
with θR denoting its parameters, we further
introduce the comparative translation loss Lcom
for unsupervised machine translation:

Lcom(θenc|θR) = −E(logP (t∗ = Vs→t(s)|s,M ′)),
(6)

where θenc is the parameters of the shared encoder
enc. Basically, the translation model is trying to
minimize the relative distance of the translated
sentence t∗ to the source sentence s compared
to the top-k extracted-and-edited sentences in the
target language space. Intuitively, we view the
top-k extracted-and-edited sentences as the anchor
points to locate a probable region in the target lan-
guage space, and iteratively improve the source-
to-target mapping via the comparative learning
scheme.

Combined with the language modeling con-
straints as described in Equation 1, the final loss
function for training the the translation model
Vs→t is defined as:

Ls→t(θenc, θdec|θR) =ωlmLlm(θenc, θdec)+
ωcomLcom(θenc|θR),

(7)

where ωlm and ωcom are hyper-parameters weigh-
ing the importance of the language modeling and
the comparative learning.

Adversarial Objective Meanwhile, we need to
learn a good evaluation network R to transform
sentence embedding of the shared encoder into the
comparable space. The evaluation network R is
also shared by two languages to ensure a strong
connection between two language spaces. Inspired
by adversarial learning (Goodfellow et al., 2014),
we can view our translation system as a “genera-
tor” that learns to generate a good translation with
a higher similarity score than the extracted-and-
edited sentences, and the evaluation network R as
a “discriminator” that learns to rank the extracted-
and-edited sentences (real sentences in the target
language space) higher than the translated sen-
tences. Thus, we have the following objective
function for the evaluation network R:

LR(θR) = −Et′∈M ′(logP (t
′ |s,M ′)). (8)

Algorithm 1: The algorithm of our unsuper-
vised NMT system with extract-edit approach.

1 Given two monolingual corpora, source S and target T ;
2 Initialization as in Section 2;
3 Language Modeling as in Section 2 to obtain the

initialized translation model V (0)
s→t = enc(0) ◦ dec(0);

4 for n← 1 to N do
5 Given a source sentence s;
6 Extract the top-k target sentences as the set M ;
7 Edit the sentences in M to obtain the set M ′;
8 Update the evaluation network

R : θR ← argminLR;
9 Update the shared encoder and decoder R:

θenc, θdec ← argminLs→t;
10 Update the translation model:

V
(n+1)
s→t = enc(n) ◦ dec(n);

11 return V (N+1)
s→t = enc(N) ◦ dec(N).

Based on Equation 7 and 8, the final adversarial
objective is defined as

min
θenc,θdec

max
θR
L(θenc, θdec, θR)

= −LR(θR) + Ls→t(θenc, θdec|θR),
(9)

where the translation model Vs→t and the eval-
uation network R play the two-player mini-max
game. We evenly alternately update between the
encoder-decoder translation model and the evalu-
ation network. The detailed training procedure is
described in Algorithm 1.

3.5 Model Selection
In the fully unsupervised setting, we do not have
access to parallel sentence pairs. Thus, we need
to find a criterion correlated with the translation
quality to select hyper-parameters. For a neural
translation model Vs→t, we propose the following
criterion Ds→t to tune the hyper-parameters:

Ds→t = Es∈S [E(logP (t∗|s,M ′))], (10)

where t∗ = Vs→t(s). Basically, we choose the
hyper-parameters with the maximum expectation
of the ranking scores of all translated sentences.

4 Experiments

4.1 Datasets
We consider four language pairs: English-French
(en-fr), English-German (en-de), English-Russian
(en-ru) and English-Romanian (en-ro) for evalu-
ation. For a fair comparison, we use the same
corpora as in Lample et al. (2018b) for these lan-
guages for fair comparison. For English, French,
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Model en→fr fr→en en→de de→en

LSTM Cell

Lample et al. (2018b) 24.28 (+0.00) 23.74 (+0.00) 14.71 (+0.00) 19.60 (+0.00)
Ours (Top-1 Extract) 24.43 (+0.15) 23.90 (+0.16) 14.54 (−0.17) 19.49 (−0.11)
Ours (Top-1 Extract + Edit) 24.54 (+0.26) 24.08 (+0.34) 14.63 (−0.08) 19.57 (−0.03)
Ours (Top-10 Extract) 26.12 (+1.84) 25.83 (+2.09) 17.01 (+2.30) 21.40 (+1.80)
Ours (Top-10 Extract + Edit) 26.97 (+2.69) 26.66 (+2.92) 17.48 (+2.77) 21.93 (+2.33)

Transformer Cell

Lample et al. (2018b) 25.14 (+0.00) 24.18 (+0.00) 17.16 (+0.00) 21.00(+0.00)
Ours (Top-1 Extract) 25.30 (+0.16) 24.23 (+0.05) 17.12 (−0.04) 21.06 (+0.06)
Ours (Top-1 Extract + Edit) 25.44 (+0.30) 24.36 (+0.18) 17.14 (−0.02) 21.10 (+0.10)
Ours (Top-10 Extract) 26.91 (+1.77) 25.64 (+1.46) 19.11 (+1.95) 22.84 (+1.84)
Ours (Top-10 Extract + Edit) 27.56 (+2.42) 26.90 (+2.72) 19.55 (+2.39) 23.29 (+2.29)

Model en→ro ro→en en→ru ru→en

LSTM Cell

Lample et al. (2018b) 19.65 (+0.00) 18.52 (+0.00) 6.24 (+0.00) 7.83 (+0.00)
Ours (Top-1 Extract) 19.73 (+0.08) 18.56 (+0.04) 6.32 (+0.08) 7.99 (+0.16)
Ours (Top-1 Extract + Edit) 19.81 (+0.16) 18.69 (+0.17) 6.44 (+0.20) 8.12 (+0.29)
Ours (Top-10 Extract) 21.57 (+1.92) 20.32 (+1.80) 8.87 (+2.63) 9.76 (+1.93)
Ours (Top-10 Extract + Edit) 22.08 (+2.43) 20.83 (+2.31) 9.35 (+3.11) 10.21 (+2.38)

Transformer Cell

Lample et al. (2018b) 21.18 (+0.00) 19.44 (+0.00) 7.98 (+0.00) 9.09 (+0.00)
Ours (Top-1 Extract) 21.15 (−0.03) 19.52 (+0.08) 8.03 (+0.05) 9.20 (+0.11)
Ours (Top-1 Extract + Edit) 21.23 (+0.05) 19.59 (+0.15) 8.16 (+0.18) 9.28 (+0.19)
Ours (Top-10 Extract) 23.04 (+1.86) 21.43 (+1.99) 10.24 (+2.26) 12.29 (+3.20)
Ours (Top-10 Extract + Edit) 23.31 (+2.13) 21.60 (+2.16) 11.07 (+3.09) 12.72 (+3.63)

Table 1: The experimental results on all four language pairs and directions. The results are evaluated with BLEU
metric on newstest 2014 for en↔frand newstest 2016 for en↔de, en↔ro and en↔ru. The (+) and (−) stand for
performance gains and loss separately compared with baseline models with the same NMT cells.

German and Russian, all the available sentences
are used from the WMT monolingual News Crawl
datasets from years 2007 through 2017. As for Ro-
manian, we combine the News Crawl dataset and
WMT’16 monolingual dataset. The translation re-
sults are evaluated on newstest 2014 for en-fr, and
newstest 2016 for en-de, en-ro and en-ru.

4.2 Implementation Details

We follow previous methods (Koehn et al., 2007;
Lample et al., 2018b) to initialize our models.

Initialization We use Moses scripts (Koehn
et al., 2007) for tokenization. While the system re-
quires cross-lingual BPE embeddings to initialize
the shared lookup table for related languages, we
set the number of BPE codes as 60, 000. Follow-
ing the previous preprocessing protocol (Lample
et al., 2018b), the embeddings are then generated
using fastText (Bojanowski et al., 2017) with an
embedding dimension of 512, a context window
of size 5 and 10 negative samples.

Model Structure In this work, the NMT mod-
els can be built upon long short-term memory
(LSTM) (Hochreiter and Schmidhuber, 1997) and
Transformer (Vaswani et al., 2017) cells. For
LSTM cells, both the encoder and decoder have
3 layers. As for Transformer, we use 4 lay-
ers both in the encoder and the decoder. As for
both LSTM and Transformer, all encoder param-
eters are shared across two languages. Similarly,
we share all decoder parameters across two lan-
guages. Both two model structure are optimized
using Adam (Kingma and Ba, 2014) with a batch
size of 32. The rate for LSTM cell is 0.0003 while
Transformer’s is set as 0.0001. The weights in
Equation 7 are ωlm = ωext = 1. The λ for cal-
culating ranking scores is 0.5. As for the evalu-
ation network R, we use a multilayer perceptron
with two hidden layers of size 512. For efficient
nearest neighbor search in the extracting step, we
use the open-source Faiss library (Johnson et al.,
2017)2. We calculate the similarity of sentences in

2https://github.com/facebookresearch/
faiss
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each episode instead of each batch for computa-
tional efficiency. At decoding time, sentences are
generated using greedy decoding.

4.3 Results and Analysis

In this study, we aim to validate the effective-
ness of extract-edit versus back-translation for un-
supervised neural machine translation (NMT), so
we set the unsupervised NMT method in Lam-
ple et al. (2018b) as the baseline because it cur-
rently achieves the state-of-the-art performance on
all language pairs.3 The overall translation re-
sults across four language pairs are shown in Ta-
ble 1. In most of the cases, our proposed extract-
edit approach can outperform the baseline mod-
els trained with back-translation. Our full mod-
els (LSTM/Transformer + Top-10 Extract + Edit)
achieve more than 2 BLEU points improvement
consistently across all the language pairs. Espe-
cially, on the ru → en translation with the Trans-
former cell, our full model surpasses the baseline
score by 3.63 BLEU points. These results validate
the effectiveness of our approach and indicate that
the proposed extract-edit learning framework can
learn a better mapping and alignment between lan-
guage spaces than back-translation.

However, if extracting only top-1 target sen-
tence in our approach, the performances are not al-
ways improved (e.g., en→ de, de→ en, and en→
ro). Besides, Top-10 Extract + Edit models con-
sistently outperforms Top-1 Extract + Edit. This is
because more extracted-and-edited sentences lead
to a higher recall, so more useful information will
be used to guarantee the translation quality. The
comparative translation loss can avoid the model
suffering from the noise while taking advantage of
more information. In other words, it is more likely
to project the source sentence into the probable re-
gion in the target language space with more sen-
tences serving as the anchor points, and the com-
parative learning scheme iteratively approximates
towards more accurate target points. This high-
lights the importance of the extraction number k,
which we further discuss next.

4.4 Ablation Study

3Note that for a fair comparison, we are not including the
results of the unsupervised phrase-based statistical machine
translation system (PBSMT). But theoretically, our extract-
edit learning framework can be generalized to other types of
machine translation systems such as PBSMT.

Figure 3: The effect of the number k of the extracted
sentences in our approach on en→fr translation.

The Effect of Extraction Number k As shown
in Table 1, the number k of the extracted-and-
edited sentences plays a vital role in our approach.
Thus for a more intuitive overview of its impact,
we further train and evaluate multiple models with
k = 1, 3, 5, 8, 10 on en → fr translation task.
The detailed results are shown in Figure 3. This
study shows that the translation performance of
our approach is indeed improving as k increases.
Because as we analyze above, larger k ensure a
higher recall and thus more critical semantic in-
formation can be utilized to assist the translation.
Besides, the diversity of extracted-and-edited sen-
tences can potentially provide a more accurate lo-
calization of the probable region where the target
sentence should be. Although we can infer that the
models would perform even better with k > 10
from Figure 3, more computational resources will
be required for that and we already observe a de-
celerated growth of BLEU scores from k = 8 to
k = 10. Therefore, in this paper, we set k = 10
for the full models.

The Quality of Extraction Model In this sec-
tion, we quantitatively evaluate the unsupervised
extraction part of our model and compare it with
the state-of-the-art supervised extraction model.
Following Grégoire and Langlais (2018), we train
a fully supervised parallel pair extraction model,
where two Bi-LSTMs are implemented to encode
sentences of two languages, and a feed-forward
network is followed to culminate in a sigmoid
output layer. The model is trained with around
500, 000 English-French parallel sentence pairs
sampled from Europarl corpus (Koehn, 2005). As
for our unsupervised extraction model, we directly
use the jointly trained extraction part in our frame-
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Noise Model Hits@1 Hits@3 Hits@5 Hits@8 Hits@10 Hits@15 Hits@20

0% Supervised (Upperbound) 67.3 80.7 89.9 94.5 97.1 98.7 99.3
Unsupervised (Ours) 52.2 54.6 68.8 80.2 89.1 91.8 93.3

50% Supervised (Upperbound) 64.8 78.0 86.8 91.3 95.6 97.4 99.0
Unsupervised (Ours) 46.9 49.7 62.1 73.4 83.2 87.6 89.2

90% Supervised (Upperbound) 63.7 76.4 84.2 89.1 93.8 96.5 98.1
Unsupervised (Ours) 41.5 46.8 58.0 69.3 77.2 83.9 87.8

Table 2: The experimental results of parallel sentence mining on the newstest 2012 en→ fr translation dataset with
different levels of added sentence noises. Metric: The percentage of Hits@k.

Cell Learning BLEU

LSTM MLE Loss 12.40
Comparative Loss 24.54

Transformer MLE Loss 14.15
Comparative Loss 25.44

Table 3: The performance of the unsupervised NMT
systems with different learning objectives on en → fr
newstest 2014.

work to extract the potential parallel sentences
based on the scores computed by Equation 4. For
evaluation, we sample 1, 000 parallel sentences
from the newstest 2014 corpus and create three
test sets with a noise ratio 0%, 50%, and 90% to
simulate noisy real-world data. We report Hits@k
results, which shows the percentage of the golden
parallel sentences appear within the top-k place.

The detailed results are shown in Table 2. Al-
though our extraction model structure is different
from the supervised extraction model, it can still
give us a good insight into the upperbound and
gap of performance. We can observe a noticeable
gap between unsupervised and supervised meth-
ods, but the gap is narrowing as the rank increases.
Meanwhile, in our unsupervised method, the per-
formance grows quickly when k ≤ 10. From Ta-
ble 2 we also notice that k = 10 is a sweet point,
where the accuracy is high and the computational
cost is relatively acceptable.

The Effect of Comparative Translation Fi-
nally, we aim to roughly evaluate the effect of
the proposed comparable translation loss in our
model. Thus, we compare our model with a two-
staged NMT system, where we extract and edit the
parallel pairs and retrain the NMT system with the
standard maximum likelihood estimation (MLE)
loss in a supervised way (by taking the extracted-
and-edited sentences as the ground-truth targets).
We compare the performance on the en→ fr new-

stest 2014 dataset, and the results are shown in Ta-
ble 3. We can observe that with the MLE loss,
the translation performance will drop nearly 50%.
The results indirectly reflect that the NMT sys-
tems are sensitive to noises in the training datasets.
Meanwhile, it demonstrates by treating extracted-
edit sentences as pivotal points instead of ground
truth, our proposed comparative translation loss
can avoid the NMT model suffers from the noise.

4.5 Discussion

Although our extract-edit approach can achieve
better performance than the back-translation
mechanism, it is still worth mentioning that our
approach has more strict constraints on the do-
mains of the source and target corpus. The extract-
edit approach will work well when there is infor-
mation overlap in the two language spaces. When
there is little overlap in terms of domains, it will
be much harder to find a good cluster of initial
candidates, which may also complicate the edit-
ing process. As for the back-translation mecha-
nism, it requires less overlap in terms of the lan-
guage spaces because the language priors can be
learnt in any domains. However, the corpus with
matching domains can be easily obtained nowa-
days (e.g., Wikipedia and the news articles), which
makes our extract-edit approach still widely appli-
cable.

5 Related Work

Unsupervised NMT The current NMT sys-
tems (Sutskever et al., 2014; Cho et al., 2014a;
Bahdanau et al., 2015; Gehring et al., 2017;
Vaswani et al., 2017) are known to easily over-
fit and result in an inferior performance when
the training data is limited (Koehn and Knowles,
2017; Isabelle et al., 2017; Sennrich, 2017). Many
research efforts have been spent on how to uti-
lize the monolingual data to improve the NMT
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system when only limited supervision is avail-
able (Gulcehre et al., 2015; Sennrich et al., 2016a;
He et al., 2016; Zhang and Zong, 2016; Yang et al.,
2018). Recently, Lample et al. (2018a); Artetxe
et al. (2018); Lample et al. (2018b) make en-
couraging progress on unsupervised NMT struc-
ture mainly based on initialization, denoising lan-
guage modeling, and back-translation. However,
all these unsupervised models are based on the
back-translation learning framework to generate
pseudo language pairs for training. Our work
leverages the information from real target lan-
guage sentences.

Comparable Corpora Mining Comparable
corpora mining aims at extracting parallel sen-
tences from comparable monolingual corpora
such as news stories written on the same topic
in different languages. Most of the previous
methods align the documents based on metadata
and then extract parallel sentences using human-
defined features (Munteanu and Marcu, 2002,
2006; Hewavitharana and Vogel, 2011). Recent
neural-based methods (Chu et al., 2016; Grover
and Mitra, 2017; Grégoire and Langlais, 2018)
learn to identify parallel sentences in the semantic
spaces. However, these methods require large
amounts of parallel sentence pairs to train the
systems first and then test the performance on
raw comparable corpora, which does not apply
to languages with limited resources. Instead, we
explore the corpora mining in an unsupervised
fashion and propose a joint training framework
with machine translation.

Retrieval-Augmented Text Generation Our
work is also related to the recent work on apply-
ing retrieval mechanisms to augment text genera-
tion, such as image captioning (Kuznetsova et al.,
2013; Mason and Charniak, 2014), dialogue gen-
eration (Song et al., 2016; Yan et al., 2016; Wu
et al., 2018) and style transfer (Lin et al., 2017;
Li et al., 2018). Some editing-based models (Guu
et al., 2018; Hashimoto et al., 2018) are proposed
to further enhance the retrieved text. Recent work
in machine translation (Gu et al., 2018) augments
an NMT model with sentence pairs retrieved by an
off-the-shelf search engine. However, these meth-
ods are two-staged with supervised retrieval first.
In our work, the extracted-edited sentences are not
directly used as the ground truth to train the trans-
lation model. Instead, we view these sentences as

pivotal points in the target language space and fur-
ther we propose a comparative translation loss to
train the system in a fully unsupervised way.

6 Conclusion

In this paper, we propose an extract-edit approach,
an effective alternative to the widely-used back-
translation in unsupervised NMT. Instead of gen-
erating pseudo language pairs to train the systems
with the reconstruction loss, we design a com-
parative translation loss that leverages real sen-
tences in the target language space. Empirically,
our method advances the previous state-of-the-art
NMT systems across four language pairs using the
monolingual corpora only. Theoretically, we be-
lieve the extract-edit learning framework can be
generalized to other types of unsupervised ma-
chine translation systems and even some other un-
supervised learning tasks.

Acknowledgments

The authors would like to thank the anonymous re-
viewers for their thoughtful comments. The work
was supported by the Facebook Low Resource
Neural Machine Translation Research Award. The
authors are solely responsible for the contents of
the paper, and the opinions expressed in this publi-
cation do not reflect those of the funding agencies.

References

Mikel Artetxe, Gorka Labaka, Eneko Agirre, and
Kyunghyun Cho. 2018. Unsupervised neural ma-
chine translation. In Proceedings of the 6th Inter-
national Conference on Learning Representations
(ICLR).

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Ben-
gio. 2015. Neural machine translation by jointly
learning to align and translate. Proceedings of the
4th International Conference for Learning Repre-
sentations (ICLR).

Piotr Bojanowski, Edouard Grave, Armand Joulin,
and Tomas Mikolov. 2017. Enriching word vec-
tors with subword information. Transactions of the
Association of Computational Linguistics (TACL),
5(1):135–146.

Yong Cheng, Zhaopeng Tu, Fandong Meng, Junjie
Zhai, and Yang Liu. 2018. Towards robust neural
machine translation. In Proceedings of the 56th An-
nual Meeting of the Association for Computational
Linguistics (ACL).

1181



Kyunghyun Cho, Bart van Merrienboer, Dzmitry Bah-
danau, and Yoshua Bengio. 2014a. On the proper-
ties of neural machine translation: Encoder–decoder
approaches. In Proceedings of SSST-8, Eighth Work-
shop on Syntax, Semantics and Structure in Statisti-
cal Translation, pages 103–111.

Kyunghyun Cho, Bart van Merrienboer, Caglar Gul-
cehre, Dzmitry Bahdanau, Fethi Bougares, Holger
Schwenk, and Yoshua Bengio. 2014b. Learning
phrase representations using rnn encoder–decoder
for statistical machine translation. In Proceedings of
the 2014 Conference on Empirical Methods in Nat-
ural Language Processing (EMNLP), pages 1724–
1734.

Chenhui Chu, Raj Dabre, and Sadao Kurohashi. 2016.
Parallel sentence extraction from comparable cor-
pora with neural network features. In Proceedings
of 9th Language Resources and Evaluation Confer-
ence (LREC).

Alexis Conneau, Guillaume Lample, Marc’Aurelio
Ranzato, Ludovic Denoyer, and Hervé Jégou. 2018.
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Abstract

Generalization and reliability of multilingual
translation often highly depend on the amount
of available parallel data for each language
pair of interest. In this paper, we focus on
zero-shot generalization—a challenging setup
that tests models on translation directions they
have not been optimized for at training time.
To solve the problem, we (i) reformulate mul-
tilingual translation as probabilistic inference,
(ii) define the notion of zero-shot consistency
and show why standard training often results
in models unsuitable for zero-shot tasks, and
(iii) introduce a consistent agreement-based
training method that encourages the model to
produce equivalent translations of parallel sen-
tences in auxiliary languages. We test our mul-
tilingual NMT models on multiple public zero-
shot translation benchmarks (IWSLT17, UN
corpus, Europarl) and show that agreement-
based learning often results in 2-3 BLEU zero-
shot improvement over strong baselines with-
out any loss in performance on supervised
translation directions.

1 Introduction

Machine translation (MT) has made remarkable
advances with the advent of deep learning ap-
proaches (Bojar et al., 2016; Wu et al., 2016; Crego
et al., 2016; Junczys-Dowmunt et al., 2016). The
progress was largely driven by the encoder-decoder
framework (Sutskever et al., 2014; Cho et al., 2014)
and typically supplemented with an attention mech-
anism (Bahdanau et al., 2014; Luong et al., 2015b).

Compared to the traditional phrase-based sys-
tems (Koehn, 2009), neural machine translation
(NMT) requires large amounts of data in order
to reach high performance (Koehn and Knowles,
2017). Using NMT in a multilingual setting exacer-
bates the problem by the fact that given k languages

∗Work done at Google.

EnDe

En Fr

parallel data

FrDe FrEnLoss(           ,           ) agreement on Fr

DeEn DeFr
Loss(           ,           )agreement on De

Figure 1: Agreement-based training of a multilingual NMT.
At training time, given English-French (En ↔ Fr) and
English-German (En↔ De) parallel sentences, the model not
only is trained to translate between the pair but also to agree
on translations into a third language.

translating between all pairs would require O(k2)
parallel training corpora (and O(k2) models).

In an effort to address the problem, different
multilingual NMT approaches have been proposed
recently. Luong et al. (2015a); Firat et al. (2016a)
proposed to use O(k) encoders/decoders that are
then intermixed to translate between language pairs.
Johnson et al. (2016) proposed to use a single
model and prepend special symbols to the source
text to indicate the target language, which has
later been extended to other text preprocessing ap-
proaches (Ha et al., 2017) as well as language-
conditional parameter generation for encoders and
decoders of a single model (Platanios et al., 2018).

Johnson et al. (2016) also show that a single
multilingual system could potentially enable zero-
shot translation, i.e., it can translate between lan-
guage pairs not seen in training. For example,
given 3 languages—German (De), English (En),
and French (Fr)—and training parallel data only
for (De, En) and (En, Fr), at test time, the system
could additionally translate between (De, Fr).

Zero-shot translation is an important problem.
Solving the problem could significantly improve
data efficiency—a single multilingual model would
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be able to generalize and translate between any of
the O(k2) language pairs after being trained only
on O(k) parallel corpora. However, performance
on zero-shot tasks is often unstable and signifi-
cantly lags behind the supervised directions. More-
over, attempts to improve zero-shot performance
by fine-tuning (Firat et al., 2016b; Sestorain et al.,
2018) may negatively impact other directions.

In this work, we take a different approach and
aim to improve the training procedure of Johnson
et al. (2016). First, we analyze multilingual transla-
tion problem from a probabilistic perspective and
define the notion of zero-shot consistency that gives
insights as to why the vanilla training method may
not yield models with good zero-shot performance.
Next, we propose a novel training objective and a
modified learning algorithm that achieves consis-
tency via agreement-based learning (Liang et al.,
2006, 2008) and improves zero-shot translation.
Our training procedure encourages the model to
produce equivalent translations of parallel train-
ing sentences into an auxiliary language (Figure 1)
and is provably zero-shot consistent. In addition,
we make a simple change to the neural decoder to
make the agreement losses fully differentiable.

We conduct experiments on IWSLT17 (Mauro
et al., 2017), UN corpus (Ziemski et al., 2016), and
Europarl (Koehn, 2017), carefully removing com-
plete pivots from the training corpora. Agreement-
based learning results in up to +3 BLEU zero-shot
improvement over the baseline, compares favorably
(up to +2.4 BLEU) to other approaches in the lit-
erature (Cheng et al., 2017; Sestorain et al., 2018),
is competitive with pivoting, and does not lose in
performance on supervised directions.

2 Related work

A simple (and yet effective) baseline for zero-shot
translation is pivoting that chain-translates, first to
a pivot language, then to a target (Cohn and Lapata,
2007; Wu and Wang, 2007; Utiyama and Isahara,
2007). Despite being a pipeline, pivoting gets better
as the supervised models improve, which makes it a
strong baseline in the zero-shot setting. Cheng et al.
(2017) proposed a joint pivoting learning strategy
that leads to further improvements.

Lu et al. (2018) and Arivazhagan et al. (2018)
proposed different techniques to obtain “neural in-
terlingual” representations that are passed to the
decoder. Sestorain et al. (2018) proposed another
fine-tuning technique that uses dual learning (He

et al., 2016), where a language model is used to pro-
vide a signal for fine-tuning zero-shot directions.

Another family of approaches is based on distil-
lation (Hinton et al., 2014; Kim and Rush, 2016).
Along these lines, Firat et al. (2016b) proposed to
fine tune a multilingual model to a specified zero-
shot-direction with pseudo-parallel data and Chen
et al. (2017) proposed a teacher-student framework.
While this can yield solid performance improve-
ments, it also adds multi-staging overhead and
often does not preserve performance of a single
model on the supervised directions. We note that
our approach (and agreement-based learning in gen-
eral) is somewhat similar to distillation at train-
ing time, which has been explored for large-scale
single-task prediction problems (Anil et al., 2018).

A setting harder than zero-shot is that of fully
unsupervised translation (Ravi and Knight, 2011;
Artetxe et al., 2017; Lample et al., 2017, 2018) in
which no parallel data is available for training. The
ideas proposed in these works (e.g., bilingual dictio-
naries (Conneau et al., 2017), backtranslation (Sen-
nrich et al., 2015a) and language models (He et al.,
2016)) are complementary to our approach, which
encourages agreement among different translation
directions in the zero-shot multilingual setting.

3 Background

We start by establishing more formal notation and
briefly reviewing some background on encoder-
decoder multilingual machine translation from a
probabilistic perspective.

3.1 Notation
Languages. We assume that we are given a col-
lection of k languages, L1, . . . , Lk, that share a
common vocabulary, V . A language, Li, is defined
by the marginal probability P (xi) it assigns to sen-
tences (i.e., sequences of tokens from the vocab-
ulary), denoted xi := (x1, . . . , xl), where l is the
length of the sequence. All languages together de-
fine a joint probability distribution, P (x1, . . . ,xk),
over k-tuples of equivalent sentences.

Corpora. While each sentence may have an
equivalent representation in all languages, we as-
sume that we have access to only partial sets of
equivalent sentences, which form corpora. In
this work, we consider bilingual corpora, denoted
Cij , that contain pairs of sentences sampled from
P (xi,xj) and monolingual corpora, denoted Ci,
that contain sentences sampled from P (xi).
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Figure 2: Translation graph: Languages (nodes), parallel
corpora (solid edges), and zero-shot directions (dotted edges).

Translation. Finally, we define a translation task
from language Li to Lj as learning to model the
conditional distribution P (xj | xi). The set of k
languages along with translation tasks can be rep-
resented as a directed graph G(V, E) with a set of
k nodes, V , that represent languages and edges, E ,
that indicate translation directions. We further dis-
tinguish between two disjoint subsets of edges: (i)
supervised edges, Es, for which we have parallel
data, and (ii) zero-shot edges, E0, that correspond
to zero-shot translation tasks. Figure 2 presents an
example translation graph with supervised edges
(En ↔ Es, En ↔ Fr, En ↔ Ru) and zero-shot
edges (Es↔ Fr, Es↔ Ru, Fr↔ Ru). We will
use this graph as our running example.

3.2 Encoder-decoder framework
First, consider a purely bilingual setting, where we
learn to translate from a source language, Ls, to
a target language, Lt. We can train a translation
model by optimizing the conditional log-likelihood
of the bilingual data under the model:

θ̂ := argmaxθ
∑
Cst

logPθ (xt | xs) (1)

where θ̂ are the estimated parameters of the model.
The encoder-decoder framework introduces a

latent sequence, u, and represents the model as:

Pθ (xt | xs) = Pdec
θ (xt | u = f encθ (xs)) (2)

where f encθ (xs) is the encoder that maps a source
sequence to a sequence of latent representations, u,
and the decoder defines Pdec

θ (xt | u).1 Note that u
is usually deterministic with respect to xs and ac-
curate representation of the conditional distribution
highly depends on the decoder. In neural machine
translation, the exact forms of encoder and decoder
are specified using RNNs (Sutskever et al., 2014),

1Slightly abusing the notation, we use θ to denote all pa-
rameters of the model: embeddings, encoder, and decoder.

CNNs (Gehring et al., 2016), and attention (Bah-
danau et al., 2014; Vaswani et al., 2017) as building
blocks. The decoding distribution, Pdec

θ (xt | u), is
typically modeled autoregressively.

3.3 Multilingual neural machine translation
In the multilingual setting, we would like to learn
to translate in all directions having access to only
few parallel bilingual corpora. In other words,
we would like to learn a collection of models,
{Pθ (xj | xi)}i,j∈E . We can assume that models
are independent and choose to learn them by maxi-
mizing the following objective:

Lind(θ) =
∑

i,j∈Es

∑

(xi,xj)∈Cij
logPθ (xj | xi) (3)

In the statistics literature, this estimation approach
is called maximum composite likelihood (Besag,
1975; Lindsay, 1988) as it composes the objec-
tive out of (sometimes weighted) terms that rep-
resent conditional sub-likelihoods (in our exam-
ple, Pθ (xj | xi)). Composite likelihoods are easy
to construct and tractable to optimize as they do
not require representing the full likelihood, which
would involve integrating out variables unobserved
in the data (see Appendix A.1).

Johnson et al. (2016) proposed to train a multi-
lingual NMT systems by optimizing a composite
likelihood objective (3) while representing all con-
ditional distributions, Pθ (xj | xi), with a shared
encoder and decoder and using language tags, lt,
to distinguish between translation directions:

P (xt | xs) = Pdec
θ (xt | ust = f encθ (xs, lt)) (4)

This approach has numerous advantages includ-
ing: (a) simplicity of training and the architecture
(by slightly changing the training data, we con-
vert a bilingual NMT into a multilingual one), (b)
sharing parameters of the model between differ-
ent translation tasks that may lead to better and
more robust representations. Johnson et al. (2016)
also show that resulting models seem to exhibit
some degree of zero-shot generalization enabled
by parameter sharing. However, since we lack data
for zero-shot directions, composite likelihood (3)
misses the terms that correspond to the zero-shot
models, and hence has no statistical guarantees for
performance on zero-shot tasks.2

2In fact, since the objective (3) assumes that the models are
independent, plausible zero-shot performance would be more
indicative of the limited capacity of the model or artifacts in
the data (e.g., presence of multi-parallel sentences) rather than
zero-shot generalization.
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4 Zero-shot generalization & consistency

Multilingual MT systems can be evaluated in terms
of zero-shot performance, or quality of translation
along the directions they have not been optimized
for (e.g., due to lack of data). We formally define
zero-shot generalization via consistency.

Definition 1 (Expected Zero-shot Consistency)
Let Es and E0 be supervised and zero-shot tasks,
respectively. Let `(·) be a non-negative loss
function and M be a model with maximum
expected supervised loss bounded by some ε > 0 :

max
(i,j)∈Es

Exi,xj [`(M)] < ε

We callM zero-shot consistent with respect to `(·)
if for some κ(ε) > 0

max
(i,j)∈E0

Exi,xj [`(M)] < κ(ε),

where κ(ε)→ 0 as ε→ 0.

In other words, we say that a machine translation
system is zero-shot consistent if low error on super-
vised tasks implies a low error on zero-shot tasks
in expectation (i.e., the system generalizes). We
also note that our notion of consistency somewhat
resembles error bounds in the domain adaptation
literature (Ben-David et al., 2010).

In practice, it is attractive to have MT systems
that are guaranteed to exhibit zero-shot general-
ization since the access to parallel data is always
limited and training is computationally expensive.
While the training method of Johnson et al. (2016)
does not have guarantees, we show that our pro-
posed approach is provably zero-shot consistent.

5 Approach

We propose a new training objective for multilin-
gual NMT architectures with shared encoders and
decoders that avoids the limitations of pure com-
posite likelihoods. Our method is based on the idea
of agreement-based learning initially proposed for
learning consistent alignments in phrase-based sta-
tistical machine translation (SMT) systems (Liang
et al., 2006, 2008). In terms of the final objective
function, the method ends up being reminiscent of
distillation (Kim and Rush, 2016), but suitable for
joint multilingual training.

5.1 Agreement-based likelihood
To introduce agreement-based objective, we use the
graph from Figure 2 that defines translation tasks
between 4 languages (En, Es, Fr, Ru). In particu-
lar, consider the composite likelihood objective (3)
for a pair of En− Fr sentences, (xEn,xFr):

LindEnFr(θ) (5)

= log [Pθ (xFr | xEn)Pθ (xEn | xFr)]

= log


 ∑

z′Es,z
′
Ru

Pθ
(
xFr, z

′
Es, z

′
Ru | xEn

)
×

∑

z′′Es,z
′′
Ru

Pθ
(
xEn, z

′′
Es, z

′′
Ru | xFr

)



where we introduced latent translations into Span-
ish (Es) and Russian (Ru) and marginalized them
out (by virtually summing over all sequences in
the corresponding languages). Again, note that this
objective assumes independence of En→ Fr and
Fr→ En models.

Following Liang et al. (2008), we propose
to tie together the single prime and the double
prime latent variables, zEs and zRu, to encourage
agreement between Pθ (xEn, zEs, zRu | xFr) and
Pθ (xFr, zEs, zRu | xEn) on the latent translations.
We interchange the sum and the product operations
inside the log in (5), denote z := (zEs, zRu) to
simplify notation, and arrive at the following new
objective function:

LagreeEnFr(θ) := (6)

log
∑

z

Pθ (xFr, z | xEn)Pθ (xEn, z | xFr)

Next, we factorize each term as:

P (x, z | y) = P (x | z,y)Pθ (z | y)

Assuming Pθ (xFr | z,xEn) ≈ Pθ (xFr | xEn),3
the objective (6) decomposes into two terms:

LagreeEnFr(θ) (7)

≈ logPθ (xFr | xEn) + logPθ (xEn | xFr)︸ ︷︷ ︸
composite likelihood terms

+

log
∑

z

Pθ (z | xEn)Pθ (z | xFr)
︸ ︷︷ ︸

agreement term

3This means that it is sufficient to condition on a sentence
in one of the languages to determine probability of a transla-
tion in any other language.
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We call the expression given in (7) agreement-
based likelihood. Intuitively, this objective is
the likelihood of observing parallel sentences
(xEn,xFr) and having sub-models Pθ (z | xEn)
and Pθ (z | xFr) agree on all translations into Es
and Ru at the same time.

Lower bound. Summation in the agreement
term over z (i.e., over possible translations into Es
and Ru in our case) is intractable. Switching back
from z to (zEs, zRu) notation and using Jensen’s
inequality, we lower bound it with cross-entropy:4

log
∑

z

Pθ (z | xEn)Pθ (z | xFr)

≥EzEs|xEn [logPθ (zEs | xFr)] + (8)

EzRu|xEn [logPθ (zRu | xFr)]

We can estimate the expectations in the lower
bound on the agreement terms by sampling zEs ∼
Pθ (zEs | xEn) and zRu ∼ Pθ (zRu | xEn). In prac-
tice, instead of sampling we use greedy, continuous
decoding (with a fixed maximum sequence length)
that also makes zEs and zRu differentiable with
respect to parameters of the model.

5.2 Consistency by agreement

We argue that models produced by maximizing
agreement-based likelihood (7) are zero-shot con-
sistent. Informally, consider again our running
example from Figure 2. Given a pair of paral-
lel sentences in (En,Fr), agreement loss encour-
ages translations from En to {Es,Ru} and trans-
lations from Fr to {Es,Ru} to coincide. Note
that En → {Es,Fr,Ru} are supervised direc-
tions. Therefore, agreement ensures that transla-
tions along the zero-shot edges in the graph match
supervised translations. Formally, we state it as:

Theorem 2 (Agreement Zero-shot Consistency)
Let L1, L2, and L3 be a collection of languages
with L1 ↔ L2 and L2 ↔ L3 be supervised while
L1 ↔ L3 be a zero-shot direction. Let Pθ (xj | xi)
be sub-models represented by a multilingual MT
system. If the expected agreement-based loss,
Ex1,x2,x3 [Lagree12 (θ) + Lagree23 (θ)], is bounded by
some ε > 0, then, under some mild technical
assumptions on the true distribution of the
equivalent translations, the zero-shot cross-entropy

4Note that expectations in (8) are conditional on xEn. Sym-
metrically, we can have a lower bound with expectations con-
ditional on xFr. In practice, we symmetrize the objective.

Algorithm 1 Agreement-based M-NMT training
input Architecture (GNMT), agreement coefficient (γ)
1: Initialize: θ ← θ0
2: while not (converged or step limit reached) do
3: Get a mini-batch of parallel src-tgt pairs, (Xs,Xt)
4: Supervised loss: Lsup(θ)← log Pθ (Xt | Xs)
5: Auxiliary languages: La ∼ Unif({1, . . . , k})
6: Auxiliary translations:

Za←s ← Decode (Za | fenc
θ (Xs, La))

Za←t ← Decode (Za | fenc
θ (Xt, La))

7: Agreement log-probabilities:
`ta←s ← log Pθ (Za←s | Xt)
`sa←t ← log Pθ (Za←t | Xs)

8: Apply stop-gradients to supervised `ta←s and `sa←t
9: Total loss: Ltotal(θ)← Lsup(θ) + γ(`ta←s + `sa←t)

10: Update: θ ← optimizer update(Ltotal, θ)
11: end while
output θ

loss is bounded as follows:

Ex1,x3 [− logPθ (x3 | x1)] ≤ κ(ε)

where κ(ε)→ 0 as ε→ 0.

For discussion of the assumptions and details on
the proof of the bound, see Appendix A.2. Note
that Theorem 2 is straightforward to extend from
triplets of languages to arbitrary connected graphs,
as given in the following corollary.

Corollary 3 Agreement-based learning yields zero
shot consistent MT models (with respect to the cross
entropy loss) for arbitrary translation graphs as
long as supervised directions span the graph.

Alternative ways to ensure consistency. Note
that there are other ways to ensure zero-shot con-
sistency, e.g., by fine-tuning or post-processing a
trained multilingual model. For instance, pivot-
ing through an intermediate language is also zero-
shot consistent, but the proof requires stronger
assumptions about the quality of the supervised
source-pivot model.5 Similarly, using model dis-
tillation (Kim and Rush, 2016; Chen et al., 2017)
would be also provably consistent under the same
assumptions as given in Theorem 2, but for a sin-
gle, pre-selected zero-shot direction. Note that our
proposed agreement-based learning framework is
provably consistent for all zero-shot directions and
does not require any post-processing. For discus-
sion of the alternative approaches and consistency
proof for pivoting, see Appendix A.3.

5Intuitively, we have to assume that source-pivot model
does not assign high probabilities to unlikely translations as
the pivot-target model may react to those unpredictably.
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Figure 3: A. Computation graph for the encoder. The representations depend on the input sequence and the target language tag.
B. Computation graph for the agreement loss. First, encode source and target sequences with the auxiliary language tags. Next,
decode zEs from both xEn and xFr using continuous greedy decoder. Finally, evaluate log probabilities, log Pθ (zEs(xEn) | xFr)
and log Pθ (zEs(xFr) | xEn), and compute a sample estimate of the agreement loss.

5.3 Agreement-based learning algorithm

Having derived a new objective function (7), we
can now learn consistent multilingual NMT models
using stochastic gradient method with a couple of
extra tricks (Algorithm 1). The computation graph
for the agreement loss is given in Figure 3.

Subsampling auxiliary languages. Computing
agreement over all languages for each pair of sen-
tences at training time would be quite computa-
tionally expensive (to agree on k translations, we
would need to encode-decode the source and target
sequences k times each). However, since the agree-
ment lower bound is a sum over expectations (8),
we can approximate it by subsampling: at each
training step (and for each sample in the mini-
batch), we pick an auxiliary language uniformly at
random and compute stochastic approximation of
the agreement lower bound (8) for that language
only. This stochastic approximation is simple, unbi-
ased, and reduces per step computational overhead
for the agreement term from O(k) to O(1).6

Overview of the agreement loss computation.
Given a pair of parallel sentences, xEn and xFr, and
an auxiliary language, say Es, an estimate of the
lower bound on the agreement term (8) is computed
as follows. First, we concatenate Es language tags
to both xEn and xFr and encode the sequences so
that both can be translated into Es (the encoding

6In practice, note that there is still a constant factor over-
head due to extra encoding-decoding steps to/from auxiliary
languages, which is about ×4 when training on a single GPU.
Parallelizing the model across multiple GPUs would easily
compensate this overhead.

process is depicted in Figure 3A). Next, we decode
each of the encoded sentences and obtain auxiliary
translations, zEs(xEn) and zEs(xFr), depicted as
blue blocks in Figure 3B. Note that we now can
treat pairs (xFr, zEs(xEn)) and (xEn, zEs(xFr)) as
new parallel data for En→ Es and Fr→ Es.

Finally, using these pairs, we can compute two
log-probability terms (Figure 3B):

logPθ (zEs(xFr) | xEn)
logPθ (zEs(xEn) | xFr)

(9)

using encoding-decoding with teacher forcing
(same way as typically done for the supervised
directions). Crucially, note that zEs(xEn) corre-
sponds to a supervised direction, En→ Es, while
zEs(xFr) corresponds to zero-shot, Fr→ Es. We
want each of the components to (i) improve the
zero-shot direction while (ii) minimally affecting
the supervised direction. To achieve (i), we use con-
tinuous decoding, and for (ii) we use stop-gradient-
based protection of the supervised directions. Both
techniques are described below.

Greedy continuous decoding. In order to make
zEs(xEn) and zEs(xFr) differentiable with respect
to θ (hence, continuous decoding), at each decod-
ing step t, we treat the output of the RNN, ht, as
the key and use dot-product attention over the em-
bedding vocabulary, V, to construct ztEs:

ztEs := softmax
{
(ht)>V

}
V (10)

In other words, auxiliary translations, zEs(xEn)
and zEs(xFr), are fixed length sequences of differ-
entiable embeddings computed in a greedy fashion.
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Protecting supervised directions. Algorithm 1
scales agreement losses by a small coefficient γ.
We found experimentally that training could be
sensitive to this hyperparameter since the agree-
ment loss also affects the supervised sub-models.
For example, agreement of En→ Es (supervised)
and Fr → Es (zero-shot) may push the former
towards a worse translation, especially at the be-
ginning of training. To stabilize training, we apply
the stop gradient operator to the log probabil-
ities and samples produced by the supervised sub-
models before computing the agreement terms (9),
to zero-out the corresponding gradient updates.

6 Experiments

We evaluate agreement-based training against base-
lines from the literature on three public datasets
that have multi-parallel evaluation data that allows
assessing zero-shot performance. We report results
in terms of the BLEU score (Papineni et al., 2002)
that was computed using mteval-v13a.perl.

6.1 Datasets
UN corpus. Following the setup introduced in
Sestorain et al. (2018), we use two datasets,
UNcorpus-1 and UNcorpus-2, derived from the
United Nations Parallel Corpus (Ziemski et al.,
2016). UNcorpus-1 consists of data in 3 languages,
En, Es, Fr, where UNcorpus-2 has Ru as the 4th
language. For training, we use parallel corpora
between En and the rest of the languages, each
about 1M sentences, sub-sampled from the official
training data in a way that ensures no multi-parallel
training data. The dev and test sets contain 4,000
sentences and are all multi-parallel.

Europarl v77. We consider the following lan-
guages: De, En, Es, Fr. For training, we use
parallel data between En and the rest of the lan-
guages (about 1M sentences per corpus), prepro-
cessed to avoid multi-parallel sentences, as was
also done by Cheng et al. (2017) and Chen et al.
(2017) and described below. The dev and test sets
contain 2,000 multi-parallel sentences.

IWSLT178. We use data from the official mul-
tilingual task: 5 languages (De, En, It, Nl,
Ro), 20 translation tasks of which 4 zero-shot
(De ↔ Nl and It ↔ Ro) and the rest 16 su-
pervised. Note that this dataset has a significant

7http://www.statmt.org/europarl/
8https://sites.google.com/site/

iwsltevaluation2017/TED-tasks

overlap between parallel corpora in the supervised
directions (up to 100K sentence pairs per direc-
tion). This implicitly makes the dataset multi-
parallel and defeats the purpose of zero-shot eval-
uation (Dabre et al., 2017). To avoid spurious ef-
fects, we also derived IWSLT17? dataset from the
original one by restricting supervised data to only
En ↔ {De,Nl,It,Ro} and removing overlap-
ping pivoting sentences. We report results on both
the official and preprocessed datasets.

Preprocessing. To properly evaluate systems in
terms of zero-shot generalization, we preprocess
Europarl and IWSLT? to avoid multi-lingual paral-
lel sentences of the form source-pivot-target, where
source-target is a zero-shot direction. To do so, we
follow Cheng et al. (2017); Chen et al. (2017) and
randomly split the overlapping pivot sentences of
the original source-pivot and pivot-target corpora
into two parts and merge them separately with the
non-overlapping parts for each pair. Along with
each parallel training sentence, we save informa-
tion about source and target tags, after which all
the data is combined and shuffled. Finally, we use a
shared multilingual subword vocabulary (Sennrich
et al., 2015b) on the training data (with 32K merge
ops), separately for each dataset. Data statistics are
provided in Appendix A.5.

6.2 Training and evaluation
Additional details on the hyperparameters can be
found in Appendix A.4.

Models. We use a smaller version of the GNMT
architecture (Wu et al., 2016) in all our experiments:
512-dimensional embeddings (separate for source
and target sides), 2 bidirectional LSTM layers of
512 units each for encoding, and GNMT-style, 4-
layer, 512-unit LSMT decoder with residual con-
nections from the 2nd layer onward.

Training. We trained the above model using the
standard method of Johnson et al. (2016) and us-
ing our proposed agreement-based training (Algo-
rithm 1). In both cases, the model was optimized
using Adafactor (Shazeer and Stern, 2018) on a
machine with 4 P100 GPUs for up to 500K steps,
with early stopping on the dev set.

Evaluation. We focus our evaluation mainly on
zero-shot performance of the following methods:
(a) Basic, which stands for directly evaluating
a multilingual GNMT model after standard train-
ing (Johnson et al., 2016).
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Sestorain et al. (2018)† Our baselines

PBSMT NMT-0 Dual-0 Basic Pivot Agree

En→ Es 61.26 51.93 — 56.58 56.58 56.36
En→ Fr 50.09 40.56 — 44.27 44.27 44.80
Es→ En 59.89 51.58 — 55.70 55.70 55.24
Fr→ En 52.22 43.33 — 46.46 46.46 46.17

Supervised (avg.) 55.87 46.85 — 50.75 50.75 50.64

Es→ Fr 52.44 20.29 36.68 34.75 38.10 37.54
Fr→ Es 49.79 19.01 39.19 37.67 40.84 40.02

Zero-shot (avg.) 51.11 19.69 37.93 36.21 39.47 38.78
†Source: https://openreview.net/forum?id=ByecAoAqK7.

Table 1: Results on UNCorpus-1.

Sestorain et al. (2018) Our baselines

PBSMT NMT-0 Dual-0 Basic Pivot Agree

En→ Es 61.26 47.51 44.30 55.15 55.15 54.30
En→ Fr 50.09 36.70 34.34 43.42 43.42 42.57
En→ Ru 43.25 30.45 29.47 36.26 36.26 35.89
Es→ En 59.89 48.56 45.55 54.35 54.35 54.33
Fr→ En 52.22 40.75 37.75 45.55 45.55 45.87
Ru→ En 52.59 39.35 37.96 45.52 45.52 44.67

Supervised (avg.) 53.22 40.55 36.74 46.71 46.71 46.27

Es→ Fr 52.44 25.85 34.51 34.73 35.93 36.02
Fr→ Es 49.79 22.68 37.71 38.20 39.51 39.94
Es→ Ru 39.69 9.36 24.55 26.29 27.15 28.08
Ru→ Es 49.61 26.26 33.23 33.43 37.17 35.01
Fr→ Ru 36.48 9.35 22.76 23.88 24.99 25.13
Ru→ Fr 43.37 22.43 26.49 28.52 30.06 29.53

Zero-shot (avg.) 45.23 26.26 29.88 30.84 32.47 32.29

Table 2: Results on UNCorpus-2.

(b) Pivot, which performs pivoting-based infer-
ence using a multilingual GNMT model (after stan-
dard training); often regarded as gold-standard.
(c) Agree, which applies a multilingual GNMT
model trained with agreement losses directly to
zero-shot directions.

To ensure a fair comparison in terms of model
capacity, all the techniques above use the same
multilingual GNMT architecture described in the
previous section. All other results provided in the
tables are as reported in the literature.

Implementation. All our methods were imple-
mented using TensorFlow (Abadi et al., 2016) on
top of tensor2tensor library (Vaswani et al., 2018).
Our code will be made publicly available.9

6.3 Results on UN Corpus and Europarl

UN Corpus. Tables 1 and 2 show results on
the UNCorpus datasets. Our approach consis-
tently outperforms Basic and Dual-0, despite
the latter being trained with additional monolin-
gual data (Sestorain et al., 2018). We see that mod-
els trained with agreement perform comparably to
Pivot, outperforming it in some cases, e.g., when
the target is Russian, perhaps because it is quite

9www.cs.cmu.edu/˜mshediva/code/

Previous work Our baselines

Soft‡ Distill† Basic Pivot Agree

En→ Es — — 34.69 34.69 33.80
En→ De — — 23.06 23.06 22.44
En→ Fr 31.40 — 33.87 33.87 32.55
Es→ En 31.96 — 34.77 34.77 34.53
De→ En 26.55 — 29.06 29.06 29.07
Fr→ En — — 33.67 33.67 33.30

Supervised (avg.) — — 31.52 31.52 30.95

Es→ De — — 18.23 20.14 20.70
De→ Es — — 20.28 26.50 22.45
Es→ Fr 30.57 33.86 27.99 32.56 30.94
Fr→ Es — — 27.12 32.96 29.91
De→ Fr 23.79 27.03 21.36 25.67 24.45
Fr→ De — — 18.57 19.86 19.15

Zero-shot (avg.) — — 22.25 26.28 24.60
†Soft pivoting (Cheng et al., 2017). ‡Distillation (Chen et al., 2017).

Table 3: Zero-shot results on Europarl. Note that Soft and
Distill are not multilingual systems.

Previous work Our baselines

SOTA† CPG‡ Basic Pivot Agree

Supervised (avg.) 24.10 19.75 24.63 24.63 23.97
Zero-shot (avg.) 20.55 11.69 19.86 19.26 20.58

†Table 2 from Dabre et al. (2017). ‡Table 2 from Platanios et al. (2018).

Table 4: Results on the official IWSLT17 multilingual task.

Basic Pivot Agree

Supervised (avg.) 28.72 28.72 29.17
Zero-shot (avg.) 12.61 17.68 15.23

Table 5: Results on our proposed IWSLT17?.

different linguistically from the English pivot.
Furthermore, unlike Dual-0, Agree main-

tains high performance in the supervised directions
(within 1 BLEU point compared to Basic), indi-
cating that our agreement-based approach is effec-
tive as a part of a single multilingual system.

Europarl. Table 3 shows the results on the Eu-
roparl corpus. On this dataset, our approach con-
sistently outperforms Basic by 2-3 BLEU points
but lags a bit behind Pivot on average (except on
Es→ De where it is better). Cheng et al. (2017)10

and Chen et al. (2017) have reported zero-resource
results on a subset of these directions and our ap-
proach outperforms the former but not the latter
on these pairs. Note that both Cheng et al. (2017)
and Chen et al. (2017) train separate models for
each language pair and the approach of Chen et al.
(2017) would require training O(k2) models to en-
compass all the pairs. In contrast, we use a single
multilingual architecture which has more limited
model capacity (although in theory, our approach
is also compatible with using separate models for
each direction).

10We only show their best zero-resource result in the table
since some of their methods require direct parallel data.
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Figure 4: BLEU on the dev set for Agree and the baselines
trained on smaller subsets of the Europarl corpus.

6.4 Analysis of IWSLT17 zero-shot tasks

Table 4 presents results on the original IWSLT17
task. We note that because of the large amount
of data overlap and presence of many supervised
translation pairs (16) the vanilla training method
(Johnson et al., 2016) achieves very high zero shot
performance, even outperforming Pivot. While
our approach gives small gains over these baselines,
we believe the dataset’s pecularities make it not
reliable for evaluating zero-shot generalization.

On the other hand, on our proposed preprocessed
IWSLT17? that eliminates the overlap and reduces
the number of supervised directions (8), there is a
considerable gap between the supervised and zero-
shot performance of Basic. Agree performs bet-
ter than Basic and is slightly worse than Pivot.

6.5 Small data regime

To better understand the dynamics of different
methods in the small data regime, we also trained
all our methods on subsets of the Europarl for 200K
steps and evaluated on the dev set. The training
set size varied from 50 to 450K parallel sentences.
From Figure 4, Basic tends to perform extremely
poorly while Agree is the most robust (also in
terms of variance across zero-shot directions). We
see that Agree generally upper-bounds Pivot,
except for the (Es,Fr) pair, perhaps due to fewer
cascading errors along these directions.

7 Conclusion

In this work, we studied zero-shot generalization in
the context of multilingual neural machine transla-
tion. First, we introduced the concept of zero-shot

consistency that implies generalization. Next, we
proposed a provably consistent agreement-based
learning approach for zero-shot translation. Empiri-
cal results on three datasets showed that agreement-
based learning results in up to +3 BLEU zero-shot
improvement over the Johnson et al. (2016) base-
line, compares favorably to other approaches in
the literature (Cheng et al., 2017; Sestorain et al.,
2018), is competitive with pivoting, and does not
lose in performance on supervised directions.

We believe that the theory and methodology be-
hind agreement-based learning could be useful be-
yond translation, especially in multi-modal settings.
For instance, it could be applied to tasks such as
cross-lingual natural language inference (Conneau
et al., 2018), style-transfer (Shen et al., 2017; Fu
et al., 2017; Prabhumoye et al., 2018), or multi-
lingual image or video captioning. Another in-
teresting future direction would be to explore dif-
ferent hand-engineered or learned data representa-
tions, which one could use to encourage models
to agree on during training (e.g., make translation
models agree on latent semantic parses, summaries,
or potentially other data representations available
at training time).
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A Appendices

A.1 Complete likelihood
Given a set of conditional models, {Pθ (xj | xi)},
we can write out the full likelihood over equivalent
translations, (x1, . . . ,xk), as follows:

Pθ (x1, . . . ,xk) :=
1

Z

∏

i,j∈E
Pθ (xj | xi) (11)

where Z :=
∑

x1,...,xk

∏
i,j∈E Pθ (xj | xi) is the

normalizing constant and E denotes all edges in the
graph (Figure 5). Given only bilingual parallel cor-
pora, Cij for i, j ∈ Es, we can observe only certain
pairs of variables. Therefore, the log-likelihood of
the data can be written as:

L(θ) :=
∑

i,j∈Es

∑

xi,xj∈Cij
log
∑

z

Pθ (x1, . . . ,xk)

(12)

Here, the outer sum iterates over available corpora.
The middle sum iterates over parallel sentences in
a corpus. The most inner sum marginalizes out
unobservable sequences, denoted z := {xl}l 6=i,j ,
which are sentences equivalent under this model to
xi and xj in languages other than Li and Lj . Note
that due to the inner-most summation, computing
the log-likelihood is intractable.

We claim the following.

Claim 4 Maximizing the full log-likelihood yields
zero-shot consistent models (Definition 1).

Proof. To better understand why this is the case,
let us consider example in Figure 5 and compute
the log-likelihood of (x1,x2):

logPθ (x1,x2)

= log
∑

x3,x4

Pθ (x1,x2,x3,x4)

∝ logPθ (x1 | x2) + logPθ (x2 | x1)+

log
∑

x3,x4

Pθ (x1 | x3)Pθ (x3 | x1)×

Pθ (x2 | x3)Pθ (x3 | x2)×
Pθ (x1 | x4)Pθ (x4 | x1)×
Pθ (x2 | x4)Pθ (x4 | x2)×
Pθ (x3 | x4)Pθ (x4 | x3)

Note that the terms that encourage agreement on
the translation into L3 are colored in green (simi-
larly, terms that encourage agreement on the trans-
lation into L4 are colored in blue). Since all other
terms are probabilities and bounded by 1, we have:

L1

L2 L3

L4

C12 C13

C 1
4

Figure 5: Probabilistic graphical model for a multilingual
system with four languages (L1, L2, L3, L4). Variables can
only be observed only in pairs (shaded in the graph).

logPθ (x1,x2) + logZ

≤ logPθ (x1 | x2) + logPθ (x2 | x1)+

log
∑

x3,x4

Pθ (x3 | x1)Pθ (x3 | x2)×

Pθ (x4 | x1)Pθ (x4 | x2)

≡Lagree(θ)
In other words, the full log likelihood lower-
bounds the agreement objective (up to a constant
logZ). Since optimizing for agreement leads to
consistency (Theorem 2), and maximizing the
full likelihood would necessarily improve the
agreement, the claim follows.

Remark 5 Note that the other terms in the full
likelihood also have a non-trivial purpose: (a)
the terms Pθ (x1 | x3), Pθ (x1 | x4), Pθ (x2 | x3),
Pθ (x2 | x4), encourage the model to correctly re-
construct x1 and x2 when back-translating from
unobserved languages, L3 and L4, and (b) terms
Pθ (x3 | x4), Pθ (x4 | x3) enforce consistency be-
tween the latent representations. In other words,
full likelihood accounts for a combination of agree-
ment, back-translation, and latent consistency.

A.2 Proof of agreement consistency
The statement of Theorem 2 mentions an assump-
tion on the true distribution of the equivalent trans-
lations. The assumption is as follows.

Assumption 6 Let P (xi | xj ,xk) be the ground
truth conditional distribution that specifies the
probability of xi to be a translation of xj and xk
into language Li, given that (xj ,xk) are correct
translations of each other in languages Lj and Lk,
respectively. We assume:

0 ≤ δ ≤ Exk|xi,xj [P (xi | xj ,xk)] ≤ ξ ≤ 1
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This assumption means that, even though there
might be multiple equivalent translations, there
must be not too many of them (implied by the
δ lower bound) and none of them must be much
more preferable than the rest (implied by the ξ up-
per bound). Given this assumption, we can prove
the following simple lemma.

Lemma 7 Let Li → Lj be one of the supervised
directions, Exi,xj [− logPθ (xj | xi)] ≤ ε. Then
the following holds:

Exi|xj ,xk

[
Pθ (xj | xi)

P (xj | xi,xk)

]
≥ log

1

ξ
− εδ

Proof. First, using Jensen’s inequality, we have:

logExi|xj ,xk

[
Pθ (xj | xi)

P (xj | xi,xk)

]
≥

Exi|xj ,xk [logPθ (xj | xi)− logP (xj | xi,xk)]

The bound on the supervised direction implies that

Exi|xj ,xk [− logPθ (xj | xi)] ≥ −εδ

To bound the second term, we use Assumption 6:

Exi|xj ,xk [− logP (xj | xi,xk)] ≥ log
1

ξ

Putting these together yields the bound.

Now, using Lemma 7, we can prove Theorem 2.

Proof. By assumption, the agreement-based loss
is bounded by ε. Therefore, expected cross-entropy
on all supervised terms, L1 ↔ L2, is bounded by
ε. Moreover, the agreement term (which is part of
the objective) is also bounded:

−Exi,xj

[∑

xk

Pθ (xk | xj) logPθ (xk | xi)
]
≤ ε

Expanding this expectation, we have:
∑

xi,xj

P (xi,xj)
∑

xk

Pθ (xk | xj) logPθ (xk | xi)]

=
∑

xi,xj ,xk

P (xi,xj ,xk)×

Pθ (xk | xj)
P (xk | xi,xj)

logPθ (xk | xi)

=
∑

xi,xk

Exj |xi,xk

[
Pθ (xk | xj)
P (xk | xi,xj)

]
×

P (xi,xk) logPθ (xk | xi)

Combining that with Lemma 7, we have:

Exi,xk [− logPθ (xk | xi)] ≤
ε

log 1
ξ − δε

≡ κ(ε)

Since by Assumption 6, δ and ξ are some constants,
κ(ε)→ 0 as ε→ 0.

A.3 Consistency of distillation and pivoting
As we mentioned in the main text of the paper,
distillation (Chen et al., 2017) and pivoting yield
zero-shot consistent models. Let us understand
why this is the case.

In our notation, given L1 → L2 and L2 → L3 as
supervised directions, distillation optimizes a KL-
divergence between Pθ (x3 | x2) and Pθ (x3 | x1),
where the latter is a zero-shot model and the former
is supervised. Noting that KL-divergence lower-
bounds cross-entropy, it is a loser bound on the
agreeement loss. Hence, by ensuring that KL is low,
we also ensure that the models agree, which implies
consistency (a more formal proof would exactly
follow the same steps as the proof of Theorem 2).

To prove consistency of pivoting, we need an
additional assumption on the quality of the source-
pivot model.

Assumption 8 Let Pθ (xj | xi) be the source-
pivot model. We assume the following bound holds
for each pair of equivalent translations, (xj ,xk):

Exi|xj ,xk

[
Pθ (xj | xi)

P (xj | xi,xk)

]
≤ C

where C > 0 is some constant.

Theorem 9 (Pivoting consistency) Given the
conditions of Theorem 2 and Assumption 8,
pivoting is zero-shot consistent.

Proof. We can bound the expected error on piv-
oting as follows (using Jensen’s inequality and the
conditions from our assumptions):

Exi,xk


− log

∑

xj

Pθ (xj | xi)Pθ (xk | xj)




≤ Exi,xj ,xk [−Pθ (xj | xi) logPθ (xk | xj)]

≤
∑

xi,xk

Exj |xi,xk

[
Pθ (xk | xj)
P (xk | xi,xj)

]
×

P (xi,xk) logPθ (xk | xi)
≤ Cε
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A.4 Details on the models and training
Architecture. All our NMT models used the
GNMT (Wu et al., 2016) architecture with Luong
attention (Luong et al., 2015b), 2 bidirectional en-
coder, and 4-layer decoder with residual connec-
tions. All hidden layers (including embeddings)
had 512 units. Additionally, we used separate em-
beddings on the encoder and decoder sides as well
as tied weights of the softmax that produced log-
its with the decoder-side (i.e., target) embeddings.
Standard dropout of 0.2 was used on all hidden
layers. Most of the other hyperparameters we set
to default in the T2T (Vaswani et al., 2018) library
for the text2text type of problems.

Training and hyperparameters. We scaled
agreement terms in the loss by γ = 0.01. The
training was done using Adafactor (Shazeer and
Stern, 2018) optimizer with 10,000 burn-in steps at
0.01 learning rate and further standard square root
decay (with the default settings for the decay from
the T2T library). Additionally, implemented agree-
ment loss as a subgraph as a loss was not computed
if γ was set to 0. This allowed us to start train-
ing multilingual NMT models in the burn-in mode
using the composite likelihood objective and then
switch on agreement starting some point during
optimization (typically, after the first 100K itera-
tions; we also experimented with 0, 50K, 200K,
but did not notice any difference in terms of final
performance). Since the agreement subgraph was
not computed during the initial training phase, it
tended to accelerate training of agreement models.

A.5 Details on the datasets
Statistics of the IWSLT17 and IWSLT17? datasets
are summarized in Table 6. UNCorpus and and
Europarl datasets were exactly as described by Ses-
torain et al. (2018) and Chen et al. (2017); Cheng
et al. (2017), respectively.

Corpus Directions Train Dev (dev2010) Test (tst2010)

IWSLT17

De→ En 206k 888 1568
De→ It 205k 923 1567
De→ Nl 0 1001 1567
De→ Ro 201k 912 1677

En→ De 206k 888 1568
En→ It 231K 929 1566
En→ Nl 237k 1003 1777
En→ Ro 220k 914 1678

It→ De 205k 923 1567
It→ En 231k 929 1566
It→ Nl 205k 1001 1669
It→ Ro 0 914 1643

Nl→ De 0 1001 1779
Nl→ En 237k 1003 1777
Nl→ It 233k 1001 1669
Nl→ Ro 206k 913 1680

Ro→ De 201k 912 1677
Ro→ En 220k 914 1678
Ro→ It 0 914 1643
Ro→ Nl 206k 913 1680

IWSLT17?

De→ En 124k 888 1568
De→ It 0 923 1567
De→ Nl 0 1001 1567
De→ Ro 0 912 1677

En→ De 124k 888 1568
En→ It 139k 929 1566
En→ Nl 155k 1003 1777
En→ Ro 128k 914 1678

It→ De 0 923 1567
It→ En 139k 929 1566
It→ Nl 0 1001 1669
It→ Ro 0 914 1643

Nl→ De 0 1001 1779
Nl→ En 155k 1003 1777
Nl→ It 0 1001 1669
Nl→ Ro 0 913 1680

Ro→ De 0 912 1677
Ro→ En 128k 914 1678
Ro→ It 0 914 1643
Ro→ Nl 0 913 1680

Table 6: Data statistics for IWSLT17 and IWSLT17?. Note
that training data in IWSLT17? was restricted to only En↔
{De,It,Nl,Ro} directions and cleaned from complete piv-
ots through En, which also reduced the number of parallel
sentences in each supervised direction.
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Abstract

Recently, the Transformer model (Vaswani
et al., 2017) that is based solely on attention
mechanisms, has advanced the state-of-the-art
on various machine translation tasks. How-
ever, recent studies reveal that the lack of re-
currence hinders its further improvement of
translation capacity (Chen et al., 2018; De-
hghani et al., 2019). In response to this
problem, we propose to directly model recur-
rence for Transformer with an additional re-
currence encoder. In addition to the stan-
dard recurrent neural network, we introduce
a novel attentive recurrent network to lever-
age the strengths of both attention and recur-
rent networks. Experimental results on the
widely-used WMT14 English⇒German and
WMT17 Chinese⇒English translation tasks
demonstrate the effectiveness of the proposed
approach. Our studies also reveal that the
proposed model benefits from a short-cut that
bridges the source and target sequences with
a single recurrent layer, which outperforms its
deep counterpart.

1 Introduction

Recently, Transformer (Vaswani et al., 2017) – a
new network architecture based solely on atten-
tion mechanisms, has advanced the state-of-the-art
on various translation tasks across language pairs.
Compared with the conventional recurrent neu-
ral network (RNN) (Schuster and Paliwal, 1997)
based model that leverages recurrence as the ba-
sic building module (Sutskever et al., 2014; Bah-
danau et al., 2015; Chen et al., 2018), Transformer
replaces RNN with self-attention network (SAN)
to model the dependencies among input elements.
One appealing strength of SAN is that it breaks

∗ Zhaopeng Tu is the corresponding author of the paper.
This work was conducted when Jie Hao and Baosong Yang
were interning at Tencent AI Lab.

down the sequential assumption to obtain the abil-
ity of highly parallel computation: input elements
interact with each other simultaneously without
regard to their distance.

However, prior studies empirically show that
the lack of recurrence modeling hinders Trans-
former from further improvement of translation
quality (Dehghani et al., 2019). Modeling re-
currence is crucial for capturing several essen-
tial properties of input sequence, such as struc-
tural representations (Tran et al., 2016) and posi-
tional encoding (Shaw et al., 2018), which are ex-
actly the weaknesses of SAN (Tran et al., 2018).
Recently, Chen et al. (2018) show that the rep-
resentations learned by SAN-based and RNN-
based encoders are complementary to each other,
and merging them can improve translation perfor-
mance for RNN-based NMT models.

Starting from these findings, we propose to di-
rectly model recurrence for Transformer with an
additional recurrence encoder. The recurrence en-
coder recurrently reads word embeddings of input
sequence and outputs a sequence of hidden states,
which serves as an additional information source
to the Transformer decoder. In addition to the stan-
dard RNN, we propose to implement recurrence
modeling with a novel attentive recurrent network
(ARN), which combines advantages of both SAN
and RNN. Instead of recurring over the individ-
ual symbols of sequences like RNN, the ARN re-
currently revises its representations over a set of
feature vectors, which are extracted by an atten-
tion model from the input sequence. Accordingly,
ARN combines the strong global modeling capac-
ity of SAN with the recurrent bias of RNN.

We evaluate the proposed approach on widely-
used WMT14 English⇒German and WMT17
Chinese⇒English translation tasks. Experimen-
tal results show that the additional recurrence en-
coder, implemented with either RNN or ARN,
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Figure 1: The architecture of Transformer.

consistently improves translation performance,
demonstrating the necessity of modeling recur-
rence for Transformer. Specifically, the ARN im-
plementation outperforms its RNN counterpart,
which confirms the strength of ARN.

Further analyses reveal that our approach ben-
efits from a short-cut that bridges the source and
target sequences with shorter path. Among all the
model variants, the implementation with shortest
path performs best, in which the recurrence en-
coder is single layer and its output is only fed
to the top decoder layer. It consistently out-
performs its multiple deep counterparts, such as
multiple-layer recurrence encoder and feeding the
output of recurrence encoder to all the decoder
layers. In addition, our approach indeed gener-
ates more informative encoder representations, es-
pecially representative on syntactic structure fea-
tures, through conducting linguistic analyses on
probing tasks (Conneau et al., 2018).

2 Background

Figure 1 shows the model architecture of Trans-
former. The encoder is composed of a stack of N
identical layers, each of which has two sub-layers.
The first sub-layer is a self-attention network, and
the second one is a position-wise fully connected
feed-forward network. A residual connection (He
et al., 2016) is employed around each of two sub-
layers, followed by layer normalization (Ba et al.,

2016). Formally, the output of the first sub-layer
Cn
e and the second sub-layer Hn

e are sequentially
calculated as:

Cn
e = LN

(
SELF-ATT(Hn−1

e ) +Hn−1
e

)
, (1)

Hn
e = LN

(
FFN(Cn

e ) +Cn
e

)
, (2)

where SELF-ATT(·), LN(·), and FFN(·) are re-
spectively self-attention mechanism, layer nor-
malization, and feed-forward network with ReLU
activation in between.

In transformer, SELF-ATT(·) computes atten-
tion over the input Hn−1

e as follows:

SELF-ATT(Hn−1
e ) = softmax(

QK>√
dk

)V (3)

where {Q,K,V} are query, key and value vectors
that are transformed from the input representations
Hn−1
e .

√
dk is the scaling factor where the dk is

the dimension size of the query and key vectors.
The decoder is also composed of a stack of N

identical layers. In addition to two sub-layers in
each decoder layer, the decoder inserts a third sub-
layer Dn

d to perform attention over the output of
the encoder HN

e :

Cn
d = LN

(
SELF-ATT(Hn−1

d ) +Hn−1
d

)
, (4)

Dn
d = LN

(
ATT(Cn

d ,H
N
e ) +Cn

d

)
, (5)

Hn
d = LN

(
FFN(Dn

d ) +Dn
d

)
, (6)

where ATT(Cn
d ,H

N
e ) denotes attending the top

encoder layer HN
e with Cn

d as query. The top layer
of the decoder HN

d is used to generate the final
output sequence.

3 Approach

In this section, we first describe the architecture
of the introduced recurrence encoder and elaborate
two types of neural network that are used as recur-
rence encoder in this work. Then we introduce the
integration of recurrence encoder into the Trans-
former. Specifically, two strategies are presented
to fuse the representations produced by the recur-
rence encoder and the conventional encoder. Fi-
nally we present the short-cut connection between
the recurrence encoder and the decoder that we
found very effective to use the learned representa-
tion to improve the translation performance under
the proposed architecture.
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Figure 2: The architecture of Transformer augmented
with an additional recurrence encoder, the output of
which is directly fed to the top decoder layer.

3.1 Recurrence Modeling

Figure 2 shows the architecture of the introduced
recurrence encoder which reads word embeddings
of source words and outputs a sequence of hidden
states that embeds recurrent information. Similar
to the Transformer encoder, it has a stack of N
identical layers, each of which has two sub-layers.
The first one is a recurrence modeling network and
the second is a fully connected feed-forward net-
work:

Cn
r = LN(REC(Hn−1

r ) +Hn−1
r ), (7)

Hn
r = LN(FFN(Cn

r ) +Cn
r ), (8)

where REC(·) is the function of recurrence mod-
eling. Note that at the bottom layer of the recur-
rence encoder (N=1), we do not employ a resid-
ual connection on the recurrence sub-layer (i.e.
Equation 7), which releases the constraint that C1

r

should share the same length with input embed-
dings sequence Ein

1. This offers a more flexible
choice of the recurrence functions.

There are many possible ways to implement the
general idea of recurrence modeling REC(·). The
aim of this paper is not to explore this whole space
but simply to show that some fairly straightfor-
ward implementations work well. In this work, we
investigate two representative implementations,
namely RNN and its variation attentive current
network that combines advantages of both RNN
and attention models, as shown in Figure 3.

1The input of the lowest layer in the recurrence encoder is
the word embeddings of input sequence Ein.
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(b) Attentive Recurrent Network

Figure 3: Two implementations of recurrence model-
ing: (a) standard RNN, and (b) the proposed ARN.

Recurrent Neural Network (RNN) An intu-
itive choice of recurrence modeling is RNN, which
is a standard network to model sequence orders. In
this work, we use a bidirectional RNN (BiRNN),
which is widely applied in RNN-based NMT mod-
els (Bahdanau et al., 2015; Chen et al., 2018).
Each hidden state in the output representations
Hn

RNN = {hn1 , . . . ,hnJ} is calculated as

hnj =
[−→
h j ;
←−
h j

]
, (9)

−→
h j =

−→
f (
−→
h j−1,h

n−1
j ), (10)

←−
h j =

←−
f (
←−
h j+1,h

n−1
j ), (11)

where
−→
f (·) and

←−
f (·) are the activation functions

of forward and backward RNN respectively, which
can be implemented as LSTM (Hochreiter and
Schmidhuber, 1997) or GRU (Cho et al., 2014).
hn0 is the initial state of RNN, which is the mean
of Hn−1

RNN . H0
RNN represents the word embeddings

of the input sequence.

Attentive Recurrent Network (ARN) We can
also extend RNN by recurring over a set of feature
vectors extracted with an attention model, which
allows the model to learn a compact, abstractive
feature vectors over the input sequence. Specifi-
cally, the ARN performs T recurrent steps on the
attentive output of the input representation Hn−1

r :

hnt = f(hnt−1, c
n
t ), (12)

cnt = ATT(hnt−1,H
n−1
r ). (13)

The output representations Hn
ARN =

{hn1 , . . . ,hnT } are fed to the subsequent modules.
Analogous to Equations 9-11, ARN can be
extended to the bidirectional variant, i.e. BiARN,
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Figure 4: Different strategies to integrate the output of the additional recurrence encoder into the decoder.

except that the input is the attentive context vector
cnt rather than the individual representation vector
of the input sequence.

Note that, the number of recurrence step T is
allowed to be unequal to the length of input se-
quence J . In contrast to RNN which recurs over
the individual symbols of the input sequences,
ARN recurrently revises its representations of all
symbols in the sequence with an attention model.

3.2 Integrating into Transformer

Since the output of recurrence encoder unneces-
sarily shares the same length with that of Trans-
former encoder (e.g. when ARN is used as recur-
rence function), combination strategy on the en-
coder side, such as concatenating the outputs of
both encoders (Chen et al., 2018), is not an uni-
versal solution in this scenario. Accordingly, we
feed the information of the additional recurrence
encoder into the decoder of Transformer. Specifi-
cally, we serve an additional attention layer Rn

d as
the fourth sub-layer in each decoder block to per-
form attention over the output of the recurrence
encoder HN

r . As shown in Figure 4, we present
two strategies to integrate Rn

d , namely gated sum
and stack, which differ at how Rn

d interacts with
the output of attention over the Transformer en-
coder, i.e., Dn

d in Equation 5.

Gated Sum The first strategy combines the out-
puts of the two attention sub-layers in a gating fu-
sion (Figure 4(a)), in which the outputs of both
encoders are attended simultaneously:

Rn
d = LN

(
ATT(Cn

d ,H
N
r ) +Cn

d

)
, (14)

D̂n
d = λnD

n
d + (1− λn)Rn

d , (15)

Hn
d = LN

(
FFN(D̂n

d ) + D̂n
d

)
, (16)

where λn is an interpolation weight calculated by
a logistic sigmoid function:

λn = sigmoid(Dn
d ,R

n
d ) (17)

As seen, the output of self-attention layer Cn
d

serves as a query to attend the outputs of both en-
coders (Equations 5 and 14), and the outputs of
both attention models {Dn

d ,R
n
d} are combined via

a gated sum (Equation 15), which is subsequently
fed to the feed-forward layer (Equation 16).

Stack We can also arrange the sub-layers in a
stack (Figure 4(b)), in which the outputs of both
encoders are attended sequentially:

Rn
d = LN

(
ATT(Dn

d ,H
N
r ) +Dn

d

)
, (18)

Hn
d = LN

(
FFN(Rn

d ) +Rn
d

)
, (19)

The decoder first attends the output of Trans-
former encoder, and the attention output Dn

d

serves as the query to attend the output of recur-
rence encoder (Equation 18).
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3.3 Short-Cut Effect

The introduced recurrence encoder provides an
additional computation path ranging from the
input sequence to the output sequence. Chung
et al. (2017) and Shen et al. (2019) have shown
that a shortcut for gradient back-propagation ben-
efits language modeling. Inspired from them, we
use a shorter path to transform the learned recur-
rence. We call this the “short-cut effect”.

Among all the model variants, we implement
shortest path as: the recurrence encoder is single
layer and its output is only fed to the top decoder
layer while the first N − 1 decoder layers perform
the same as the standard Transformer (e.g. Equa-
tions 4-6). Accordingly, the computation path is
Ein → Hr → RN

d → HN
d , then the decoder

uses HN
d to make a target word prediction. It is

much simpler than that of the conventional Trans-
former, which transfers information learned from
input sequences across multiple stacking encoder
and decoder layers. We expect it outperforms its
multiple deep counterparts, such as multiple-layer
recurrence encoder and feeding the output of re-
currence encoder to all the decoder layers.

4 Related Work

Improving Transformer Encoder From the
perspective of representation learning, there has
been an increasing amount of work on improving
the representation power of SAN encoder. Baw-
den et al. (2018) and Voita et al. (2018) exploit
external context for SAN encoder, while Yang
et al. (2019) leverage the intermediate representa-
tions to contextualize the transformations in SAN.
A number of recent efforts have explored ways
to improve multi-head SAN by encouraging in-
dividual attention heads to extract distinct infor-
mation (Strubell et al., 2018; Li et al., 2018).
Concerning multi-layer SAN encoder, Dou et al.
(2018, 2019) and Wang et al. (2018) propose to
aggregate the multi-layer representations, and De-
hghani et al. (2019) recurrently refine these rep-
resentations. Our approach is complementary to
theirs, since they focus on improving the repre-
sentation power of SAN encoder, while we aim to
complement SAN encoder with an additional re-
currence encoder.

Along the direction of modeling recurrence for
SAN, Vaswani et al. (2017) and Shaw et al. (2018)
inject absolute position encoding and relative po-
sitional encoding to consider the position informa-

tion respectively. Shen et al. (2018) introduce a di-
rectional self-attention network (DiSAN), which
allows each token to attend to previous (or fol-
lowing) tokens only. Both studies verify the ne-
cessity of modeling recurrence for SAN. We re-
implemented these approaches on top of Trans-
former, and experimental results show that our ap-
proach outperforms them by explicitly augment-
ing Transformer with an additional recurrence en-
coder. It should be emphasized that our approach
is complementary to theirs, and combining them
together is expected to further improve perfor-
mance, which we leave for future work.

Closely related to our work, Chen et al. (2018)
propose to combine SAN encoder with an addi-
tional RNN encoder. The main differences be-
tween our work and theirs are: 1) we enhance the
state-of-the-art Transformer with recurrence infor-
mation, while Chen et al. (2018) augment RNN-
based models with SAN encoder. To this end,
we propose a novel attentive recurrent network
to implement the additional recurrence encoder in
Transformer. We re-implemented the approach
proposed by Chen et al. (2018) on top of Trans-
former. Experimental results indicate the superi-
ority of our approach, which confirms our claim.
In addition, we elaborately design the integration
strategy to effectively feed the recurrence informa-
tion to the decoder, and empirically show that the
proposed model benefits from the short-cut effect.

Comparison to Reviewer Network Attentive
recurrent network are inspired by the reviewer net-
work, which is proposed by Yang et al. (2016) for
the image caption generation task. There are two
key differences which reflect how we have gener-
alized from the original model. First, we perform
attention steps over the source embeddings instead
of the encoder representations. The main reason
is that the Transformer encoder is implemented as
multiple layers, and higher layers generally en-
code global information, as indicated by Peters
et al. (2018). Second, we feed the feature vec-
tors together with the original encoder represen-
tations to the decoder. In image caption genera-
tion, the source side (i.e. image) contains much
more information than the target side (i.e. cap-
tion) (Tu et al., 2017). Therefore, they aim at
learning a compact and abstractive representation
from the source information, which serves as the
only input to the decoder. In this work, we focus
on leveraging the attention model to better learn
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the recurrence, which we expect to complement
the Transformer model. In our preliminary exper-
iments, attending over the encoder representations
does not improve performance, while feeding the
feature vectors only to the decoder seriously harms
performance.

5 Experiment

5.1 Setup

We conducted experiments on the widely-
used WMT14 English-to-German (4.6M sentence
pairs, En⇒De) and WMT17 Chinese-to-English
(20.6M sentence pairs, Zh⇒En) translation tasks.
All the data had been tokenized and segmented
into subword symbols using byte-pair encoding
(Sennrich et al., 2016) with 32K merge opera-
tions2. We used case-sensitive NIST BLEU score
(Papineni et al., 2002) as the evaluation metric,
and bootstrap resampling (Koehn et al., 2003) for
statistical significance test.

We implemented the proposed approaches on
top of the Transformer model (Vaswani et al.,
2017). Both in our model and related model of
Subsection 5.3, the RNN is implemented with
GRU (Cho et al., 2014) for fair comparison.
We followed the configurations in Vaswani et al.
(2017), and reproduced their reported results on
the En⇒De task.

We initialized parameters of the proposed mod-
els by the pre-trained baseline model. We have
tested both Base and Big models, which differ at
hidden size (512 vs. 1024), filter size (2048 vs.
4096), and number of attention heads (8 vs. 16).
In consideration of computation cost, we stud-
ied model variations with Base model on En⇒De
task, and evaluated overall performances with both
Base and Big models on both En⇒De and Zh⇒En
translation tasks.

5.2 Impact of Components

In this subsection, we conducted ablation studies
to evaluate the different implementations of the
proposed model, e.g., recurrence encoder and inte-
gration strategy, under the proposed architecture.

Effect of Recurrence Modeling We first inves-
tigated the effect of recurrence encoder imple-
mentations, as listed in Table 1. We observed
that introducing an additional recurrence encoder
improves translation performance in all cases.

2https://github.com/rsennrich/subword-nmt

Model Rec. Encoder Speed BLEU
BASE n/a 1.28 27.31

OURS

6-Layer BIRNN 1.10 27.54
6-Layer BIARN 1.09 27.72
3-Layer BIARN 1.15 28.10
1-Layer BIARN 1.24 28.21

Table 1: Evaluation of recurrence encoder implemen-
tations. The output of recurrence encoder is fed to the
top decoder layer in a stack fusion. “Speed” denotes
the training speed (steps/second).

Model Integration to Dec. BLEU
BASE n/a n/a 27.31

OURS

Gated Sum Top 28.12
Gated Sum All 28.02
Stack Top 28.21
Stack All 27.93

Table 2: Evaluation of decoder integration strategies.

Among all model variations, BIARN outperforms
its BIRNN counterpart.

Concerning BIARN models, reducing the lay-
ers consistently improves performance. Specifi-
cally, the 1-Layer BIARN achieves the best per-
formances in both translation quality and train-
ing speed. This confirms the claim that the pro-
posed approach benefits from a short-cut on gra-
dient back-propagation. Accordingly, we adopted
1-Layer BIARN as the default setting in the fol-
lowing experiments.

Effect of Integration Strategies We then tested
the effect of different integration strategies, as
showed in Table 2. We have two observations.
First, feeding only to the top decoder layer con-
sistently outperforms feeding to all decoder lay-
ers with different integration strategies. This em-
pirically reconfirms the short-cut effect. Second,
the stack strategy marginally outperforms its gated
sum counterpart. Therefore, in the following ex-
periments, we adopted the “Stack + Top” model in
Table 2 as defaulting setting.

5.3 Results

Performances across Languages Finally, we
evaluated the proposed approach on the widely
used WMT17 Zh⇒En and WMT14 En⇒De data,
as listed in Table 3.

To make the evaluation convincing, we re-
viewed the prior reported systems, and built strong
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System Architecture Zh⇒En En⇒De
# Para. BLEU # Para. BLEU

Existing NMT systems

(Vaswani et al., 2017)
TRANSFORMER-BASE n/a n/a 65M 27.3
TRANSFORMER-BIG n/a n/a 213M 28.4

(Hassan et al., 2018) TRANSFORMER-BIG n/a 24.2 n/a n/a
(Chen et al., 2018) RNMT + SAN Encoder n/a n/a n/a 28.84

Our NMT systems

this work

TRANSFORMER-BASE 107.9M 24.13 88.0M 27.31
+ 1-Layer BIARN +9.4M 24.70⇑ +9.4M 28.21⇑

TRANSFORMER-BIG 303.9M 24.56 264.1M 28.58
+ 1-Layer BIARN +69.4M 25.10⇑ +69.4M 28.98↑

Table 3: Comparing with the existing NMT systems on WMT17 Zh⇒En and WMT14 En⇒De test sets. “↑ / ⇑”:
significant over the conventional self-attention counterpart (p < 0.05/0.01), tested by bootstrap resampling.

Model BLEU
TRANSFORMER-BASE 27.31
+ RELPOS 27.64
+ DISAN 27.58
+ RNN Encoder 27.47
+ BIARN Encoder (OURS) 28.21

Table 4: Comparison with re-implemented related
work: “RELPOS”: relative position encoding (Shaw
et al., 2018), “DISAN”: directional SAN (Shen et al.,
2018), “RNN Encoder”: combining SAN and RNN en-
coders with multi-column strategy (Chen et al., 2018).

baselines which outperform the reported results
on the same data. As seen in Table 3, model-
ing recurrence consistently improves translation
performance across model variations (BASE and
BIG models) and language pairs (Zh⇒En and
En⇒De), demonstrating the effectiveness and uni-
versality of our approach.

Comparison with Previous Work In order to
directly compare our approach with the previous
work on modeling recurrence, we re-implemented
their approaches on top of the TRANSFORMER-
BASE in WMT14 En⇒De translation task. For
relative position encoding, we used unique edge
representations per layer and head with clipping
distance k = 16. For the DiSAN strategy, we
applied a mask to the TRANSFORMER encoder,
which constrains the SAN to focus on forward
or backward elements. For the multi-column en-
coder, we re-implemented the additional encoder
with six RNN layers.

Table 4 lists the results. As seen, all the re-

currence enhanced approaches achieve improve-
ments over the baseline model TRANSFORMER-
BASE, which demonstrates the necessity of model-
ing recurrence for TRANSFORMER. Among these
approaches, our approach (i.e., 1-Layer BIARN
Encoder) achieves the best performance.
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Figure 5: Effect of recurrent steps. The recurrence en-
coder is implemented as a single-layer BIARN. J de-
notes the length of the input sequence.

Effect of Recurrent Steps To verify the re-
currence effect on the proposed model, we con-
ducted experiments with different recurrent steps
on single-layer BIARN model. As shown in Fig-
ure 5, the BLEU score typically goes up with the
increase of the recurrent steps, while the trend
does not hold when T > 8. This finding is consis-
tent with Yang et al. (2016), which indicates that
conducting too many recurrent steps fails to gen-
erate a compact representation. This is exactly one
of the ARN’s strengths.
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Model
Surface Syntactic Semantic

SeLen WC TrDep ToCo BShif Tense SubN ObjN SoMo CoIn

BASE 92.20 63.00 44.74 79.02 71.24 89.24 84.69 84.53 52.13 62.47
6-Layer BIRNN 89.90 77.46 44.47 79.55 71.53 89.17 85.99 84.96 51.75 61.92
6-Layer BIARN 89.78 72.02 44.45 79.21 71.31 88.38 85.64 85.00 53.27 62.38
3-Layer BIARN 89.80 72.61 44.28 79.43 71.84 88.93 85.79 84.99 53.30 62.42
1-Layer BIARN 90.91 73.68 45.15 79.62 72.21 89.00 85.54 84.54 53.44 62.71

Table 5: Classification accuracies on 10 probing tasks of evaluating linguistics embedded in the encoder outputs.

Linguistic Analyses In this section, we con-
ducted 10 probing tasks3 to study what linguistic
properties are captured by the encoders (Conneau
et al., 2018). A probing task is a classification
problem that focuses on simple linguistic proper-
ties of sentences. ‘SeLen’ predicts the length of
sentences in terms of number of words. ‘WC’
tests whether it is possible to recover information
about the original words given its sentence embed-
ding. ‘TrDep’ checks whether an encoder infers
the hierarchical structure of sentences. In ‘ToCo’
task, sentences should be classified in terms of
the sequence of top constituents immediately be-
low the sentence node. ‘BShif’ tests whether two
consecutive tokens within the sentence have been
inverted. ‘Tense’ asks for the tense of the main-
clause verb. ‘SubN’ focuses on the number of the
main clause’s subject. ‘ObjN’ tests for the number
of the direct object of the main clause. In ‘SoMo’,
some sentences are modified by replacing a ran-
dom noun or verb with another one and the classi-
fier should tell whether a sentence has been modi-
fied. ‘CoIn’ contains sentences made of two coor-
dinate clauses. Half of sentences are inverted the
order of the clauses and the task is to tell whether
a sentence is intact or modified.

We used the pre-trained encoders of model vari-
ations in Table 1 to generate the sentence represen-
tations of input, which are used to carry out prob-
ing tasks. For the TRANSFORMER-BASE model,
the mean of the encoder top layer representations
is used as the sentence representation. For the pro-
posed models, which have two encoders, two sen-
tence representations are generated from the same
way in base model. To make full use of the learned
representations, we combined these two sentence
representations via a gate as the final sentence rep-
resentation to conduct the experiments.

3https://github.com/facebookresearch/SentEval/tree/master
/data/probing

Table 5 lists the results. Clearly, the proposed
models significantly improve the classification ac-
curacies, although there is still considerable differ-
ence among different variants. More specifically,

• Concerning surface properties, among the
ARN variants, multi-layer ARN inversely de-
creases the accuracies, while 1-layer ARN
consistently improves the accuracies. Con-
sidering the related results presented in Ta-
ble 1 (Row 3-5), we believe that ARN bene-
fits from the shallow structure.

• ARN tends to capture deeper linguistic prop-
erties, both syntactic and semantic. Espe-
cially, among these probing tasks, ‘TrDep’
and ‘Toco’ tasks are related to syntactic struc-
ture modeling. As expected, TRANSFORMER

augmented with an additional encoders out-
performs the baseline model, which demon-
strates that the proposed models successfully
model the syntactic structure.

6 Conclusion

In this work, we propose to directly model re-
currence for Transformer with an additional re-
currence encoder. We implement the recurrence
encoder with a novel attentive recurrent network
as well as RNN. The recurrence encoder is used
to generate recurrence representations for the in-
put sequence. To effectively feed the recurrence
representations to the decoder to guide the out-
put sequence generation, we study two strategies
to integrate the recurrence encoder into the Trans-
former. To evaluate the effectiveness of the pro-
posed model, we conduct experiments on large-
scale WMT14 EN⇒DE and WMT17 ZH⇒EN
datasets. Experimental results on two language
pairs show that the proposed model achieves sig-
nificant improvements over the baseline TRANS-
FORMER. Linguistic analyses on probing tasks
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further show that our model indeed generates more
informative representations, especially representa-
tive on syntactic structure features.

Future work includes validating the proposed
model in other tasks, such as reading comprehen-
sion, language inference, and sentence classifica-
tion. Another promising direction is to directly
augment Transformer encoder on recurrence mod-
eling without the additional encoder.
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Abstract

Defining action spaces for conversational
agents and optimizing their decision-making
process with reinforcement learning is an en-
during challenge. Common practice has been
to use handcrafted dialog acts, or the output
vocabulary, e.g. in neural encoder decoders, as
the action spaces. Both have their own limita-
tions. This paper proposes a novel latent action
framework that treats the action spaces of an
end-to-end dialog agent as latent variables and
develops unsupervised methods in order to in-
duce its own action space from the data. Com-
prehensive experiments are conducted exam-
ining both continuous and discrete action types
and two different optimization methods based
on stochastic variational inference. Results
show that the proposed latent actions achieve
superior empirical performance improvement
over previous word-level policy gradient meth-
ods on both DealOrNoDeal and MultiWoz di-
alogs. Our detailed analysis also provides in-
sights about various latent variable approaches
for policy learning and can serve as a founda-
tion for developing better latent actions in fu-
ture research. 1

1 Introduction

Optimizing dialog strategies in multi-turn dialog
models is the cornerstone of building dialog sys-
tems that more efficiently solve real-world chal-
lenges, e.g. providing information (Young, 2006),
winning negotiations (Lewis et al., 2017), improv-
ing engagement (Li et al., 2016) etc. A clas-
sic solution employs reinforcement learning (RL)
to learn a dialog policy that models the opti-
mal action distribution conditioned on the dialog
state (Williams and Young, 2007). However, since
there are infinite human language possibilities, an
enduring challenge has been to define what the

1Data and code are available at https://github.
com/snakeztc/NeuralDialog-LaRL

action space is. For traditional modular systems,
the action space is defined by hand-crafted seman-
tic representations such as dialog acts and slot-
values (Raux et al., 2005; Chen et al., 2013) and
the goal is to obtain a dialog policy that chooses
the best hand-crafted action at each dialog turn.
But it is limited because it can only handle simple
domains whose entire action space can be captured
by hand-crafted representations (Walker, 2000; Su
et al., 2017). This cripples a system’s ability to
handle conversations in complex domains.

Conversely, end-to-end (E2E) dialog systems
have removed this limit by directly learning a re-
sponse generation model conditioned on the dia-
log context using neural networks (Vinyals and Le,
2015; Sordoni et al., 2015). To apply RL to E2E
systems, the action space is typically defined as
the entire vocabulary; every response output word
is considered to be an action selection step (Li
et al., 2016), which we denote as the word-level
RL. Word-level RL, however, has been shown to
have several major limitations in learning dialog
strategies. The foremost one is that direct appli-
cation of word-level RL leads to degenerate be-
havior: the response decoder deviates from human
language and generates utterances that are incom-
prehensible (Lewis et al., 2017; Das et al., 2017;
Kottur et al., 2017). A second issue is that since
a multi-turn dialog can easily span hundreds of
words, word-level RL suffers from credit assign-
ment over a long horizon, leading to slow and sub-
optimal convergence (Kaelbling et al., 1996; He
et al., 2018).

This paper proposes Latent Action Reinforce-
ment Learning (LaRL), a novel framework that
overcomes the limitations of word-level RL for
E2E dialog models, marrying the benefits of a
traditional modular approach in an unsupervised
manner. The key idea is to develop E2E mod-
els that can invent their own discourse-level ac-
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tions. These actions must be expressive enough to
capture response semantics in complex domains
(i.e. have the capacity to represent a large num-
ber of actions), thus decoupling the discourse-
level decision-making process from natural lan-
guage generation. Then any RL technique can be
applied to this induced action space in the place
of word-level output. We propose a flexible latent
variable dialog framework and investigate several
approaches to inducing latent action space from
natural conversational data. We further propose
(1) a novel training objective that outperforms the
typical evidence lower bound used in dialog gen-
eration and (2) an attention mechanism for inte-
grating discrete latent variables in the decoder to
better model long responses.

We test this on two datasets, DealOrN-
oDeal (Lewis et al., 2017) and Multi-
Woz (Budzianowski et al., 2018), to answer
two key questions: (1) what are the advantages of
LaRL over Word-level RL and (2) what effective
methods can induce this latent action space.
Results show that LaRL is significantly more
effective than word-level RL for learning dialog
policies and it does not lead to incomprehensible
language generation. Our models achieve 18.2%
absolute improvement over the previous state-
of-the-art on MultiWoz and discover novel and
diverse negotiation strategies on DealOrNoDeal.
Besides strong empirical improvement, our model
analysis reveals novel insights, e.g. it is crucial to
reduce the exposure bias in the latent action space
and discrete latent actions are more suitable than
continuous ones to serve as action spaces for RL
dialog agents.

2 Related Work

Prior RL research in modular dialog manage-
ment has focused on policy optimization over
hand-crafted action spaces in task-oriented do-
mains (Walker, 2000; Young et al., 2007). A di-
alog manager is formulated as a Partially Observ-
able Markov Decision Process (POMDP) (Young
et al., 2013), where the dialog state is estimated
via dialog state tracking models from the raw di-
alog context (Lee, 2013; Henderson et al., 2014;
Ren et al., 2018). RL techniques are then used to
find the optimal dialog policy (Gasic and Young,
2014; Su et al., 2017; Williams et al., 2017). Re-
cent deep-learning modular dialog models have
also explored joint optimization over dialog pol-

icy and state tracking to achieve stronger per-
formance (Wen et al., 2016; Zhao and Eskenazi,
2016; Liu and Lane, 2017).

A related line of work is reinforcement learn-
ing for E2E dialog systems. Due to the flexibility
of encoder-decoder dialog models, prior work has
applied reinforcement learning to more complex
domains and achieved higher dialog-level rewards,
such as open-domain chatting (Li et al., 2016; Ser-
ban et al., 2017a), negotiation (Lewis et al., 2017),
visual dialogs (Das et al., 2017), grounded dia-
log (Mordatch and Abbeel, 2017) etc. As dis-
cussed in Section 1, these methods consider the
output vocabulary at every decoding step to be the
action space; they suffer from limitations such as
deviation from natural language and sub-optimal
convergence.

Finally, research in latent variable dialog mod-
els is closely related to our work, which strives
to learn meaningful latent variables for E2E di-
alog systems. Prior work has shown that learn-
ing with latent variables leads to benefits like di-
verse response decoding (Serban et al., 2017b;
Zhao et al., 2017; Cao and Clark, 2017), inter-
pretable decision-making (Wen et al., 2017; Zhao
et al., 2018) and zero-shot domain transfer (Zhao
and Eskenazi, 2018). Also, driven by similar mo-
tivations of this work, prior studies have explored
to utilize a coarse discrete node, either handcrafted
or learned, to decouple the word generation pro-
cess from dialog policy in E2E systems for better
dialog policy (He et al., 2018; Yarats and Lewis,
2017). Our work differs from prior work for
two reasons: (1) latent action in previous work
is only auxiliary, small-scale and mostly learned
in a supervised or semi-supervised setting. This
paper focuses on unsupervised learning of latent
variables and learns variables that are expressive
enough to capture the entire action space by itself.
(2) to our best knowledge, our work is the first
comprehensive study of the use of latent variables
for RL policy optimization in dialog systems.

3 Baseline Approach

E2E response generation can be treated as a con-
ditional language generation task, which uses neu-
ral encoder-decoders (Cho et al., 2014) to model
the conditional distribution p(x|c) where c is the
observed dialog context and x is the system’s re-
sponse to the context. The format of the dialog
context is domain dependent. It can vary from tex-
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Figure 1: High-level comparison between word-level and latent-action reinforcement learning in a sample multi-
turn dialog. The decoder network generates the response given the latent code z. Dashed line denotes places where
policy gradients from task rewards are applied to the model.

tual raw dialog history (Vinyals and Le, 2015) to
visual and textual context (Das et al., 2017). Train-
ing with RL usually has 2 steps: supervised pre-
training and policy gradient reinforcement learn-
ing (Williams and Zweig, 2016; Dhingra et al.,
2017; Li et al., 2016). Specifically, the supervised
learning step maximizes the log likelihood on the
training dialogs, where θ is the model parameter:

LSL(θ) = Ex,c[log pθ(x|c)] (1)

Then the following RL step uses policy gradients,
e.g. the REINFORCE algorithm (Williams, 1992)
to update the model parameters with respect to
task-dependent goals. We assume that we have
an environment that the dialog agent can interact
with and that there is a turn-level reward rt at ev-
ery turn t of the dialog. We can then write the ex-
pected discounted return under a dialog model θ as
J(θ) = E[

∑T
0 γ

trt], where γ ∈ [0, 1] is the dis-
counting factor and T is the length of the dialog.
Often a baseline function b is used to reduce the
variance of the policy gradient (Greensmith et al.,
2004), leading to Rt =

∑T−t
k=0 γ

k(rt+k − b).
Word-level Reinforcement Learning: as

shown in Figure 1, the baseline approach treats ev-
ery output word as an action step and its policy
gradient is:

∇θJ(θ) = Eθ[
T∑

t=0

Ut∑

j=0

Rtj∇θ log pθ(wtj |w<tj , ct)]

(2)
where Ut is the number of tokens in the response
at turn t and j is the word index in the response. It
is evident that Eq 2 has a very large action space,
i.e. |V | and a long learning horizon, i.e. TU . Prior
work has found that the direct application of Eq 2
leads to divergence of the decoder. The common
solution is to alternate with supervised learning
with Eq 2 at a certain ratio (Lewis et al., 2017).
We denote this ratio as RL:SL=A:B, which means

for every A policy gradient updates, we run B su-
pervised learning updates. We use RL:SL=off for
the case where only policy gradients are used and
no supervised learning is involved.

4 Latent Action Reinforcement Learning

We now describe the proposed LaRL framework.
As shown in Figure 1, a latent variable z is in-
troduced in the response generation process. The
conditional distribution is factorized into p(x|c) =
p(x|z)p(z|c) and the generative story is: (1) given
a dialog context c we first sample a latent action
z from pθe(z|c) and (2) generate the response by
sampling x based on z via pθd(x|z), where pθe is
the dialog encoder network and pθd is the response
decoder network. Given the above setup, LaRL
treats the latent variable z as its action space in-
stead of outputting words in response x. We can
now apply REINFORCE in the latent action space:

∇θJ(θ) = Eθ[
T∑

t=0

Rt log pθ(z|ct)] (3)

Compared to Eq 2, LaRL differs by:

• Shortens the horizon from TU to T .

• Latent action space is designed to be low-
dimensional, much smaller than V .

• The policy gradient only updates the encoder
θe and the decoder θd stays intact.

These properties reduce the difficulties for dia-
log policy optimization and decouple high-level
decision-making from natural language genera-
tion. The pθe are responsible for choosing the best
latent action given a context c while pθd is only re-
sponsible for transforming z into the surface-form
words. Our formulation also provides a flexible
framework for experimenting with various types
of model learning methods. In this paper, we fo-
cus on two key aspects: the type of latent variable
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z and optimization methods for learning z in the
supervised pre-training step.

4.1 Types of Latent Actions
Two types of latent variables have been used in
previous research: continuous isotropic Gaussian
distribution (Serban et al., 2017b) and multivariate
categorical distribution (Zhao et al., 2018). These
two types are both compatible with our LaRL
framework and can be defined as follows:

Gaussian Latent Actions follow M dimen-
sional multivariate Gaussian distribution with a di-
agonal covariance matrix, i.e. z ∼ N (µ,σ2I).
Let the encoder pθe consist of two parts: a context
encoder F , a neural network that encodes the dia-
log context c into a vector representation h, and a
feed forward network π that projects h into µ and
σ. The process is defined as follows:

h = F(c) (4)
[

µ
log(σ2)

]
= π(h) (5)

p(x|z) = pθd(z) z ∼ N (µ,σ2I) (6)

where the sampled z is used as the initial state
of the decoder for response generation. Also we
use pθ(z|c) = N (z;µ,σ2I) to compute the pol-
icy gradient update in Eq 3.

Categorical Latent Actions are M indepen-
dent K-way categorical random variables. Each
zm has its own token embeddings to map latent
symbols into vector space Em ∈ RK×D where
m ∈ [1,M ] and D is the embedding size. Thus
M latent actions can represent exponentially,KM ,
unique combinations, making it expressive enough
to model dialog acts in complex domains. Similar
to Gaussian Latent Actions, we have

h = F(c) (7)

p(Zm|c) = softmax(πm(h)) (8)

p(x|z) = pθd(E1:M (z1:M )) zm ∼ p(Zm|c)
(9)

For the computing policy gradient in Eq 3, we
have pθ(z|c) =

∏M
m=1 p(Zm = zm|c)

Unlike Gaussian latent actions, a matrix RM×D
comes after the embedding layers E1:M (z1:M ),
whereas the decoder’s initial state is a vector of
size RD. Previous work integrated this matrix
with the decoder by summing over the latent em-
beddings, i.e. x = pθd(

∑M
1 Em(zm)), denoted

as Summation Fusion for later discussion (Zhao

et al., 2018). A limitation of this method is that it
could lose fine-grained order information in each
latent dimension and have issues with long re-
sponses that involve multiple dialog acts. There-
fore, we propose a novel method, Attention Fu-
sion, to combine categorical latent actions with the
decoder. We apply the attention mechanism (Lu-
ong et al., 2015) over latent actions as the follow-
ing. Let i be the step index during decoding. Then
we have:

αmi = softmax(hTi WaEm(zm)) (10)

ci =
M∑

m=1

αmiEm(zm) (11)

h̃i = tanh(Ws

[
hi
ci

]
) (12)

p(wi|hi, ci) = softmax(Woh̃i) (13)

The decoder’s next state is updated by hi+1 =
RNN(hi, wi+1), h̃i) and h0 is computed via
summation-fusion. Thus attention fusion lets the
decoder focus on different latent dimensions at
each generation step.

4.2 Optimization Approaches
Full ELBO: Now given a training dataset {x, c},
our base optimization method is via stochastic
variational inference by maximizing the evidence
lowerbound (ELBO), a lowerbound on the data log
likelihood:

Lfull(θ) = pq(z|x,c)(x|z)−DKL[q(z|x, c)‖p(z|c)]
(14)

where qγ(z|x, c) is a neural network that is trained
to approximate the posterior distribution q(z|x, c)
and p(z|c) and p(x|z) are achieved by F , π
and pθd . For Gaussian latent actions, we use
the reparametrization trick (Kingma and Welling,
2013) to backpropagate through Gaussian latent
actions and the Gumbel-Softmax (Jang et al.,
2016) to backpropagate through categorical latent
actions.

Lite ELBO: a major limitation is that Full
ELBO can suffer from exposure bias at latent
space, i.e. the decoder only sees z sampled from
q(z|x, c) and never experiences z sampled from
pθ(z|c), which is always used at testing time.
Therefore, in this paper, we propose a simplified
ELBO for encoder-decoder models with stochas-
tic latent variables:

Llite(θ) = pp(z|c)(x|z)− βDKL[p(z|c))‖p(z)]
(15)
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Essentially this simplified objective sets the pos-
terior network the same as our encoder, i.e.
qγ(z|x, c) = pθe(z|c), which makes the KL term
in Eq 14 zero and removes the issue of expo-
sure bias. But this leaves the latent spaces un-
regularized and our experiments show that if we
only maximize pp(z|c)(x|z) there is overfitting.
For this, we add the additional regularization term
βDKL[p(z|c))‖p(z)] that encourages the posterior
be similar to certain prior distributions and β is
a hyper-parameter between 0 and 1. We set the
p(z) for categorical latent actions to be uniform,
i.e. p(z) = 1/K, and set the prior for Gaussian
latent actions to be N (0, I), which we will show
that are effective.

5 Experiment Settings

5.1 DealOrNoDeal Corpus and RL Setup

DealOrNoDeal is a negotiation dataset that con-
tains 5805 dialogs based on 2236 unique scenar-
ios (Lewis et al., 2017). We hold out 252 sce-
narios for testing environment and randomly sam-
ple 400 scenarios from the training set for valida-
tion. The results are evaluated from 4 perspec-
tives: Perplexity (PPL), Reward, Agree and Di-
versity. PPL helps us to identify which model pro-
duces the most human-like responses, while Re-
ward and Agree evaluate the model’s negotiation
strength. Diversity indicates whether the model
discovers a novel discourse-level strategy or just
repeats dull responses to compromise with the op-
ponent. We closely follow the original paper and
use the same reward function and baseline calcu-
lation. At last, to have a fair comparison, all the
compared models shared the identical judge model
and user simulator, which are a standard hierarchi-
cal encoder-decoder model trained with Maximum
Likelihood Estimation (MLE).

5.2 Multi-Woz Corpus and Novel RL Setup

Multi-Woz is a slot-filling dataset that contains
10438 dialogs on 6 different domains. 8438 di-
alogs are for training and 1000 each are for val-
idation and testing. Since no prior user simu-
lator exists for this dataset, for a fair compari-
son with the previous state-of-the-art we focus on
the Dialog-Context-to-Text Generation task pro-
posed in (Budzianowski et al., 2018). This task
assumes that the model has access to the ground-
truth dialog belief state and is asked to generate
the next response at every system turn in a di-

alog. The results are evaluated from 3 perspec-
tives: BLEU, Inform Rate and Success Rate. The
BLEU score checks the response-level lexical sim-
ilarity, while Inform and Success Rate measure
whether the model gives recommendations and
provides all the requested information at dialog-
level. Current state-of-the-art results struggle in
this task and MLE models only achieve 60% suc-
cess (Budzianowski et al., 2018). To transform
this task into an RL task, we propose a novel ex-
tension to the original task as follows:

1. For each RL episode, randomly sample a di-
alog from the training set

2. Run the model on every system turn, and do
not alter the original dialog context at every
turn given the generated responses.

3. Compute Success Rate based on the gener-
ated responses in this dialog.

4. Compute policy gradient using Eq 3 and up-
date the parameters.

This setup creates a variant RL problem that is
similar to the Contextual Bandits (Langford and
Zhang, 2008), where the goal is to adjust its pa-
rameters to generate responses that yield better
Success Rate. Our results show that this problem
is challenging and that word-level RL falls short.

5.3 Language Constrained Reward (LCR)
curve for Evaluation

It is challenging to quantify the performance of
RL-based neural generation systems because it is
possible for a model to achieve high task reward
and yet not generate human language (Das et al.,
2017). Therefore, we propose a novel measure, the
Language Constrained Reward (LCR) curve as an
additional robust measure. The basic idea is to use
an ROC-style curve to visualize the tradeoff be-
tween achieving higher reward and being faithful
to human language. Specifically, at each check-
point i over the course of RL training, we record
two measures: (1) the PPL of a given model on
the test data pi = PPL(θi) and (2) this model’s av-
erage cumulative task reward in the test environ-
ment Rti. After RL training is complete, we create
a 2D plot where the x-axis is the maximum PPL al-
lowed, and the y-axis is the best achievable reward
within the PPL budget in the testing environments:

y = maxiRti subject to pi < x (16)
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As a result, a perfect model should lie in the
upper left corner whereas a model that sacrifices
language quality for higher reward will lie in the
lower right corner. Our results will show that the
LCR curve is an informative and robust measure
for model comparison.

6 Results: Latent Actions or Words?

We have created 6 different variations of latent ac-
tion dialog models under our LaRL framework.
To demonstrate the advantages of LaRL, during

Model Var Type Loss Integration
Gauss Gaussian Lfull /
Cat Categorical Lfull sum
AttnCat Categorical Lfull attn
LiteGauss Gaussian Llite /
LiteCat Categorical Llite sum
LiteAttnCat Categorical Llite attn

Table 1: All proposed variations of LaRL models.

the RL training step, we set RL:SL=off for all la-
tent action models, while the baseline word-level
RL models are free to tune RL:SL for best per-
formance. For latent variable models, their per-
plexity is estimated via Monte Carlo p(x|c) ≈
Ep(z|c)[p(x|z)p(z|c)]. For the sake of clarity, this
section only compares the best performing latent
action models to the best performing word-level
models and focuses on the differences between
them. A detailed comparison of the 6 latent space
configurations is addressed in Section 7.

6.1 DealOrNoDeal

The baseline system is a hierarchical recur-
rent encoder-decoder (HRED) model (Serban
et al., 2016) that is tuned to reproduce results
from (Lewis et al., 2017). Word-level RL is
then used to fine-tune the pre-trained model with
RL:SL=4:1. On the other hand, the best perform-
ing latent action model is LiteCat. Best models are
chosen based on performance on the validation en-
vironment.

The results are summarized in Table 2 and Fig-
ure 2 shows the LCR curves for the baseline with
the two best models plus LiteAttnCat and baseline
without RL:SL. From Table 2, it appears that the
word-level RL baseline performs better than Lite-
Cat in terms of rewards. However, Figure 2 shows
that the two LaRL models achieve strong task re-
wards with a much smaller performance drop in
language quality (PPL), whereas the word-level

PPL Reward Agree% Diversity
Baseline 5.23 3.75 59 109
LiteCat 5.35 2.65 41 58
Baseline
+RL

8.23 7.61 86 5

LiteCat
+RL

6.14 7.27 87 202

Table 2: Results on DealOrNoDeal. Diversity is mea-
sured by the number of unique responses the model
used in all scenarios from the test data.

model can only increase its task rewards by de-
viating significantly from natural language.

Figure 2: LCR curves on DealOrNoDeal dataset.

Closer analysis shows the word-level baseline
severely overfits to the user simulator. The caveat
is that the word-level models have in fact discov-
ered a loophole in the simulator by insisting on
’hat’ and ’ball’ several times and the user model
eventually yields to agree to the deal. This is re-
flected in the diversity measure, which is the num-
ber of unique responses that a model uses in all
200 testing scenarios. As shown in Figure 3, af-
ter RL training, the diversity of the baseline model
drops to only 5. It is surprising that the agent can
achieve high reward with a well-trained HRED
user simulator using only 5 unique utterances. On
the contrary, LiteCat increases its response diver-
sity after RL training from 58 to 202, suggesting
that LiteCat discovers novel discourse-level strate-
gies in order to win the negotiation instead of ex-
ploiting local loopholes in the same user simulator.
Our qualitative analysis confirms this when we ob-
serve that our LiteCat model is able to use multi-
ple strategies in negotiation, e.g. elicit preference
question, request different offers, insist on key ob-
jects etc. See supplementary material for example
conversations.
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Figure 3: Response diversity and task reward learn-
ing curve over the course of RL training for both word
RL:SL=4:1 (left) and LiteCat (right).

6.2 MultiWoz
For MultiWoz, we reproduce results
from (Budzianowski et al., 2018) as the baseline.
After RL training, the best LaRL model is LiteAt-
tnCat and the best word-level model is word
RL:SL=off. Table 3 shows that LiteAttnCat is on

PPL BLEU Inform Success
Human / / 90% 82.3%
Baseline 3.98 18.9 71.33% 60.96%
LiteAttnCat 4.05 19.1 67.98% 57.36%
Baseline
+RL

17.11 1.4 80.5% 79.07%

LiteAttnCat
+RL

5.22 12.8 82.78% 79.2%

Table 3: Main results on MultiWoz test set. RL models
are chosen based on performance on the validation set.

par with the baseline in the supervised learning
step, showing that multivariate categorical latent
variables alone are powerful enough to match with
continuous hidden representations for modeling
dialog actions. For performance after RL training,
LiteAttnCat achieves near-human performance
in terms of success rate and inform rate, ob-
taining 18.24% absolute improvement over the
MLE-based state-of-the-art (Budzianowski et al.,
2018). More importantly, perplexity only slightly
increases from 4.05 to 5.22. On the other hand,
the word-level RL’s success rate also improves to
79%, but the generated responses completely de-
viate from natural language, increasing perplexity
from 3.98 to 17.11 and dropping BLEU from 18.9

to 1.4.

Figure 4: LCR curves on the MultiWoz dataset.

Figure 4 shows the LCR curves for MultiWoz,
with a trend similar to the previous section: the
word-level models can only achieve task reward
improvement by sacrificing their response decoder
PPL. Figure 4 also shows the LCR curve for the
baseline trained with RL:SL=100:1, hoping that
supervised learning can force the model to con-
form to natural language. While PPL and BLEU
are indeed improved, it also limits final reward
performance. The latent-level models, on the con-
trary, do not suffer from this tradeoff. We also
observe that LiteAttnCat consistently outperforms
LiteCat on MultiWoz, confirming the effective-
ness of Attention Fusion for handling long dialog
responses with multiple entities and dialog acts.
Lastly, Table 4 qualitatively exhibits the genera-
tion differences between the two approaches. The
RL:SL=off model learns to continuously output
entities to fool the evaluation script for high suc-
cess rate, whereas LiteCatAttn learns to give more
information while maintaining the language qual-
ity.

Context Sys I have [value count] trains matching
your request . Is there a specific day and
time you would like to travel? Usr I would
like to leave on [value day] and arrive by
[value time].

Model Generated Response
word
RL:SL=off

[train id] is leaving [value place] on
[value day] on [value day] on [train id]
[train id] [value count] [train id] leaving ...

word
RL:SL=100

[train id] leaves at [value time] . would you
like me to book you a ticket ?

LiteAttnCat [train id] leaves [value place] at
[value time] and arrives in [value place] at
[value time]. Would you like me to book
that for you ?

Table 4: Example responses from baselines and Lite-
CatAttn on MultiWoz.
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7 Model Analysis

We compare the 6 variants of latent action mod-
els on DealOrNoDeal and MultiWoz. Table 5

Deal PPL Reward Agree% Diversity
Baseline 3.23 3.75 59 109
Gauss 110K 2.71 43 176
LiteGauss 5.35 4.48 65 91
Cat 80.41 3.9 62 115
AttnCat 118.3 3.23 51 145
LiteCat 5.35 2.67 41 58
LiteAttnCat 5.25 3.69 52 75
MultiWoz PPL BLEU Inform% Succ%
Baseline 3.98 18.9 71.33 60.96
Gauss 712.3 7.54 60.5 23.0
LiteGauss 4.06 19.3 56.46 48.06
Cat 7.07 13.7 54.15 42.04
AttnCat 12.01 12.6 63.9 45.8
LiteCat 4.10 19.1 61.56 49.15
LiteAttnCat 4.05 19.1 67.97 57.36

Table 5: Comparison of 6 model variants with only su-
pervised learning training.

shows performance of the models that are pre-
trained only with supervised learning. Figure 5
shows LCR curves for the 3 models pre-trained
with Llite and fine-tuned with policy gradient re-
inforcement learning. The following are the main

Figure 5: LCR curves on DealOrNoDeal and Multi-
Woz. Models with Lfull are not included because their
PPLs are too poor to compare to the Lite models.

findings based on these results.
Llite outperforms Lfull as a pre-train ob-

jective. Table 5 shows that models with Lfull
fall behind their Lite counterparts on PPL and

BLEU. We attribute this to the exposure bias in
the latent space, i.e. the decoder is not trained
to consider the discrepancy between the poste-
rior network and actual dialog policy network.
Meanwhile, the full models tend to enjoy higher
diversity at pre-training, which agrees with the
diversity-promoting effect observed in prior re-
search (Zhao et al., 2017). However, our previous
discussion on Figure 3 shows that Lite models are
able to increase their response diversity in order to
win more in negotiation through RL training. This
is fundamentally different from diversity in pre-
training, since diversity in LaRL is optimized to
improve task reward, rather than to better model
the original data distribution. Table 6 shows the

β 0.0 0.01 β 0.0 0.01
LiteCat 4.23 7.27 LiteGauss 4.83 6.67

Table 6: Best rewards in test environments on
DealOrNoDeal with various β.

importance of latent space regularization. When β
is 0, both LiteCat and LiteGauss reach suboptimal
policies with final reward that are much smaller
than the regularized versions (β = 0.01). The
reason behind this is that the unregularized pre-
trained policy has very low entropy, which pro-
hibits sufficient exploration in the RL stage.

Categorical latent actions outperform Gaus-
sian latent actions. Models with discrete ac-
tions consistently outperform models with Gaus-
sian ones. This is surprising since continuously
distributed representations are a key reason for the
success of deep learning in natural language pro-
cessing. Our finding suggests that (1) multivari-
ate categorical distributions are powerful enough
to model complex natural dialog responses seman-
tics, and can achieve on par results with Gaussian
or non-stochastic continuous representations. (2)
categorical variables are a better choice to serve as
action spaces for reinforcement learning. Figure 5
shows that Lite(Attn)Cat easily achieves strong re-
wards while LiteGauss struggles to improve its re-
ward. Also, applying REINFORCE on Gaussian
latent actions is unstable and often leads to model
divergence. We suspect the reason for this is the
unbounded nature of continuous latent space: RL
exploration in the continuous space may lead to
areas in the manifold that are not covered in su-
pervised training, which causes undefined decoder
behavior given z in these unknown areas.
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8 Conclusion and Future Work

In conclusion, this paper proposes a latent vari-
able action space for RL in E2E dialog agents.
We present a general framework with a regularized
ELBO objective and attention fusion for discrete
variables. The methods are assessed on two dialog
tasks and analyzed using the proposed LCR curve.
Results show our models achieve superior perfor-
mance and create a new state-of-the-art success
rate on MultiWoz. Extensive analyses enable us
to gain insight on how to properly train latent vari-
ables that can serve as the action spaces for dialog
agents. This work is situated in the approach con-
cerning practical latent variables in dialog agents,
being able to create action abstraction in an unsu-
pervised manner. We believe that our findings are
a basic first step in this promising research direc-
tion.
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A Supplemental Material

A.1 Training Details

Supervised Pre-train
Word Embedding 256
Utterance Encoder Attn GRU (128)
Context (De)Encoder GRU (256)
Optimizer Adam (lr=1e-3)
Dropout 0.5
β 0.01
Categorical z M=10, K=20
Gaussian z M=200
Reinforce
Optimizer SGD (lr=0.2 grad clip=0.1)
γ 0.95

Table 7: Training details for DealOrNoDeal experi-
ments. Attn GRU refers to (Yang et al., 2016)

Supervised Pre-train
Word Embedding 256
Encoder Attn GRU (300)
Decoder LSTM (150)
Optimizer Adam (1e-3)
Dropout 0.5
β 0.01
Categorical z M=10, K=20
Gaussian z M=200
Reinforce
Optimizer SGD(lr=0.01 grad clip=0.5)
γ 0.99

Table 8: Training details for MultiWoz experiments

A.2 DealOrNoDeal Example Conversations
The followings are examples dialogs generated
from word-level models (Table 9) and latent-level
models (Table 10).

Scenario 1
1 book, 1 hat and 3 balls available.
Value Function
Agent: book=1, hat=6, ball=1.
User: book=1, hat=6, ball=1.
Dialog
Agent: I’d like the hat and 2 balls.
User: Deal.
Agent: SELECTION
Outcome: Agreement
Agent: 1 hat and 2 balls; User: 1 book and 1 ball
Agent reward = 8; User reward = 2
Scenario 2
4 books, 1 hat and 1 ball available.
Value Function
Agent: book=0, hat=7, ball=3;
User: book=1, hat=6, ball=0.
Dialog
User: I can offer you 1 hat and 2 books.
Agent: I need the hat and ball.
User: That won’t work for me. I can offer you one book
and the hat.
Agent: I need the hat and ball.
User: I have to have the hat.
Agent: I need the hat and ball.
User: Okay.
Agent: SELECTION
Outcome: Agreement
Agent: 1 hat and 1 ball; User: 4 books
Agent reward = 10; User reward = 4

Table 9: Example dialogs between baseline with the
user model. Agent is trained with word-level policy
gradient and the user is a supervised pre-trained model.

Scenario 1
2 books, 2 hats and 1 ball available.
Value Function
Agent: book=3, hat=0, ball=4;
User: book=2, hat=3, ball=0.
Dialog
Agent: Can i have the books and one ball?
User: I would like the books and the hats then.
Agent: I would like the ball and books.
User: Deal.
Agent: SELECTION
Outcome: Agreement
Agent: 2 books and 1 ball
User: 2 hats
Agent reward = 10, User reward = 6
Scenario 2
2 books, 1 hat and 3 ball available.
Value Function
Agent: book=0, hat=4, ball=2;
User: book=3, hat=1, ball=1.
Dialog
Agent: I would like the hat and balls.
User: I cannot accept that. I need the hat and books.
Agent: Can I have the hat and balls, you get the rest?
User: Okay, deal.
Agent: SELECTION.
Outcome: Agreement
Agent: 1 hat and 3 ball
User: 2 books
Agent reward = 10, Simulator reward = 6

Table 10: Example dialogs between LiteCat and the
user model. Agent is trained with latent-level policy
gradient and the user is a supervised pre-trained model.
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Abstract

Traditional generative dialogue models gener-
ate responses solely from input queries. Such
information is insufficient for generating a
specific response since a certain query could
be answered in multiple ways. Recently, re-
searchers have attempted to fill the information
gap by exploiting information retrieval tech-
niques. For a given query, similar dialogues
are retrieved from the entire training data and
considered as an additional knowledge source.
While the use of retrieval may harvest exten-
sive information, the generative models could
be overwhelmed, leading to unsatisfactory per-
formance. In this paper, we propose a new
framework which exploits retrieval results via
a skeleton-to-response paradigm. At first, a
skeleton is extracted from the retrieved dia-
logues. Then, both the generated skeleton and
the original query are used for response gen-
eration via a novel response generator. Ex-
perimental results show that our approach sig-
nificantly improves the informativeness of the
generated responses.

1 Introduction

This paper focuses on tackling the challenges to
develop a chit-chat style dialogue system (also
known as chatbot). Chit-chat style dialogue sys-
tem aims at giving meaningful and coherent re-
sponses given a dialogue query in the open do-
main. Most modern chit-chat systems can be cat-
egorized into two categories, namely, information
retrieval-based (IR) models and generative mod-
els.

The IR-based models (Ji et al., 2014; Hu et al.,
2014) directly copy an existing response from a
training corpus when receiving a response request.
Since the training corpus is usually collected from
real-world conversations and possibly post-edited

∗Work done while DC was interning at Tencent AI Lab.
†Corresponding author.

by a human, the retrieved responses are informa-
tive and grammatical. However, the performance
of such systems drops when a given dialogue his-
tory is substantially different from those in the
training corpus.

The generative models (Shang et al., 2015;
Vinyals and Le, 2015; Li et al., 2016a), on the
other hand, generate a new utterance from scratch.
While those generative models have better gen-
eralization capacity in rare dialogue contexts, the
generated responses tend to be universal and non-
informative (e.g., “I don’t know”, “I think so” etc.)
(Li et al., 2016a). It is partly due to the diversity
of possible responses to a single query (i.e., the
one-to-many problem). The dialogue query alone
cannot decide a meaningful and specific response.
Thus a well-trained model tends to generate the
most frequent (safe but boring) responses instead.

To summarize, IR-based models may give infor-
mative but inappropriate responses while genera-
tive models often do the opposite. It is desirable to
combine both merits. Song et al. (2016) used an
extra encoder for the retrieved response. The re-
sulted dense representation, together with the orig-
inal query, is used to feed the decoder in a standard
SEQ2SEQ model (Bahdanau et al., 2014). We-
ston et al. (2018) used a single encoder that takes
the concatenation of the original query and the re-
trieved as input. Wu et al. (2019) noted that the
retrieved information should be used in awareness
of the context difference, and further proposed to
construct an edit vector by explicitly encoding the
lexical differences between the input query and the
retrieved query.

However, in our preliminary experiments, we
found that the IR-guided models are inclined to
degenerate into a copy mechanism, in which the
generative models simply repeat the retrieved re-
sponse without necessary modifications. Sharp
performance drop is caused when the retrieved re-
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sponse is irrelevant to the input query. A possible
reason is that both useful and useless information
is mixed in the dense vector space, which is unin-
terpretable and uncontrollable.

To address the above issue, we propose a new
framework, skeleton-to-response, for response
generation. Our motivations are two folds: (1)
The guidance from IR results should only specify
a response aspect or pattern, but leave the query-
specific details to be elaborated by the genera-
tive model itself; (2) The retrieval results typically
contain excessive information, such as inappropri-
ate words or entities. It is necessary to filter out
irrelevant words and derive a useful skeleton be-
fore use.

Our approach consists of two components: a
skeleton generator and a response generator. The
skeleton generator extracts a response skeleton by
detecting and removing unwanted words in a re-
trieved response. The response generator is re-
sponsible for adding query-specific details to the
generated skeleton for query-to-response genera-
tion. A dialogue example illustrating our idea is
shown in Fig. 1. Due to the discrete choice of
skeleton words, the gradient in the training pro-
cess is no longer differentiable from the response
to the skeleton generator. Two techniques are pro-
posed to solve this issue. The first technique is to
employ the policy gradient method for rewarding
the output of the skeleton generator based on the
feedback from a pre-trained critic. An alternative
technique is to solve both the skeleton generation
and the response generation in a multi-task learn-
ing fashion.

Our contributions are summarized as below: (1)
We develop a novel framework to inject the power
of IR results into generative response models by
introducing the idea of skeleton generation; (2)
Our approach generates response skeletons by de-
tecting and removing unnecessary words, which
facilitates the generation of specific responses
while not spoiling the generalization ability of the
underlying generative models; (3) Experimental
results show that our approach significantly out-
performs other compared methods, resulting in
more informative and specific responses.

2 Models

In this work, we propose to construct a response
skeleton based on the results of IR systems for
guiding the response generation. The skeleton-to-

Query: My son loves Disneyland. He is addicted to 

the Iron Man Experience.

Skeleton: _ loves _ , too. _ like _

I love the Iron Man, too. I like

watching Iron Man’s comics

retrieve

response generator

skeleton generator

retrieval system

Retrieved Query: Disneyland is amazing, I am 

addicted to the Mickey.

Retrieved Response: My daughter loves Mickey, 

too. She likes Mickey’s PhilharMagic.

remove

rewrite

Figure 1: Our idea of leveraging the retrieved query-
response pair. It first constructs a response skeleton by
removing some words in the retrieved response, then a
response is generated via rewriting based on the skele-
ton.

response paradigm helps reduce the search space
of possible responses and provides useful ele-
ments missing in the given query.

Our model consists of two components, namely,
the skeleton generator and the response generator.
These components are parameterized by the above
two probabilistic models, denoted by θske and θres
respectively. Fig. 2 depicts the overall architecture
of our proposed framework.

2.1 Skeleton Generator

The skeleton generator transforms a retrieved re-
sponse into a skeleton by explicitly removing in-
appropriate or useless information regarding the
input query q. We consider this procedure as a
series of word-level masking actions. Following
Wu et al. (2019), we first construct an edit vec-
tor by comparing the difference between the orig-
inal query q and the retrieved query q′. In (Wu
et al., 2019) the edit vector is used to guide the re-
sponse generation directly. In our model, the edit
vector is used to estimate the probability of be-
ing reserved or being masked for every word in a
sentence. We define two word sets, namely inser-
tion words I and deletion words D. The insertion
words include words that are in the original query
q, but not in the retrieved query q′, while the dele-
tion words do the opposite.

The two bags of words highlight the changes in
the dialogue context, corresponding to the changes
in the response. The edit vector z is thus defined as
the concatenation of the representations of the two
bags of words. We use the weighted sum of the
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apple

Do  you  like banana

Retrieval 
System

deletion words

insertion words

edit vector

Skeleton Generator

Response Generator
Yes ,  __  is  my  favorite 

query memories

Decoder

Binary Classifier

retrieved 
query

retrieved
response

skeleton

skeleton memories

jointca
sca

ded

skeleton memories

Input Query: 

Generated response: Yes, banana is my favorite 

Do  you  like Yes ,  apple  is  my  favorite 

Figure 2: The architecture of our framework. Given a query “Do you like banana”, a similar historical query
“Do you like apple” is retrieved along with its response, i.e., “Yes, apple is my favorite”. Upper: The skeleton
generator removes inappropriate words and extracts a response skeleton. Lower: The response generator generates
a response based on both the skeleton and the query.

word embeddings to get the dense representations
of I and D. The edit vector is computed as:

z =
∑

w1∈I
αw1Φ(w1)⊕

∑

w2∈D
βw2Φ(w2), (1)

where ⊕ is the concatenation operation. Φ maps a
word to its corresponding embedding vector, αw1

and βw2 are the weights of an insertion word w1

and a deletion word w2 respectively. The weights
of different words are derived by an attention
mechanism (Luong et al., 2015). Formally, the
retrieved response r′ = (r′1, r

′
2 . . . , r

′
|r′|) is pro-

cessed by a bidirectional GRU network (biGRU).
We denote the states of the biGRU (i.e. concate-
nation of forward and backward GRU states) as
(h1, h2, . . . , h|r′|). The weight αw1 is calculated
by:

αw1 =
exp(sw1)∑
w∈I exp(sw)

,

sw1 = v>I tanh(WI [Φ(w1)⊕ h|r′|]), (2)

where vI and WI are learnable parameters. The
weight βw2 is obtained in a similar way with an-
other set of parameters vD and WD.

After acquiring the edit vector, we transform the
prototype response r′ to a skeleton t by the follow-

ing equations:

t = (φ(r′1, h1, z), φ(r′2, h2, z), · · · , φ(r′|r′|, h|r′|, z)),

φ(r′i, hi, z) =

{
< blank > if m̂i = 0,

r′i else
, (3)

where m̂i is the indicator and equals 0 if r′i is re-
placed with a placeholder “<blank>” and 1 oth-
erwise. The probability of m̂i = 1 is computed by

P (m̂i = 1) = sigmoid(Wm[hi ⊕ z] + bm). (4)

2.2 Response Generator
The response generator can be implemented us-
ing most existing IR-augmented models (Song
et al., 2016; Weston et al., 2018; Pandey et al.,
2018), just by replacing the retrieved response in-
put with the corresponding skeleton. We discuss
our choices below.

Encoders Two separate bidirectional LSTM
(biLSTM) networks are used to obtain the dis-
tributed representations of the query memories and
the skeleton memories, respectively. For biLSTM,
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the concatenation of the forward and the backward
hidden states at each token position is consid-
ered a memory slot, producing two memory pools:
Mq = {h1, h2, . . . , h|q|} for the input query, and
Mt = {h′1, h′2, . . . , h′|t|} for the skeleton.1

Decoder During the generation process, our de-
coder reads information from both the query and
the skeleton using attention mechanism (Bah-
danau et al., 2014; Luong et al., 2015). To query
the memory pools, the decoder uses the hidden
state st of itself as the searching key. The match-
ing score function is implemented by bilinear
functions:

α(hk, st) = hk
TWqst;β(h′k, st) = h′k

T
Wtst,

(5)
where Wq and Wt are trainable parameters. A
query context vector ct is then computed as
a weighted sum of all memory slots in Mq,
where the weight for a memory slot hk is
exp(α(hk, st))/(

∑|q|
i=1 exp(α(hi, st))). A skele-

ton context vector c′t is computed in a similar spirit
by using β(h′k, st)’s.

The probability of generating the next word rt
is then jointly determined by the decoder’s state
st, the query context ct and the skeleton context
c′t. We first fuse the information of st and ct by a
linear transformation. For c′t, a gating mechanism
is additionally introduced to control the informa-
tion flow from skeleton memories. Formally, the
probability of the next token rt is estimated by yt
followed by a softmax function over the vocabu-
lary:

yt = (Wc[st ⊕ ct]) · gt + c′t · (1− gt), (6)

where gt = fg(st, ct, c
′
t) is implemented by a

single layer neural network with sigmoid output
layer.

3 Learning

Given that our skeleton generator performs non-
differentiable hard masking, the overall model
cannot be trained end-to-end using the standard
maximum likelihood estimate (MLE). A possible
solution that circumvents this problem is to treat
the skeleton generation and the response genera-
tion as two parallel tasks and solve them jointly

1Note the skeleton memory poolMt could contain mul-
tiple response skeletons, further discussed in the experiment
section.

in a multi-task learning fashion. An alternative is
to bridge the skeleton generator and the final re-
sponse output using reinforcement learning (RL)
methods, which can exclusively inform the skele-
ton generator with the ultimate goal. The latter op-
tion is referred as cascaded integration while the
former is called joint integration.

Recall that we have formulated the skeleton
generation as a series of binary classifications.
Nevertheless, most of the dialogue datasets are
end-to-end query-response pairs without explicit
skeletons. Hence, we propose to construct proxy
skeletons to facilitate the training.

Definition 1 Proxy Skeleton: Given a train-
ing quadruplet (q, q′, r, r′) and a stop word list S,
the proxy skeleton for r is generated by replacing
some tokens in r′ with a placeholder “<blank>”.
A token r′i is kept if and only if it meets the follow-
ing conditions

1. r′i /∈ S
2. r′i is a part of the longest common sub-

sequence (LCS) (Wagner and Fischer, 1974) of r
and r′.

The proxy skeletons are used in different man-
ners according to the integration method, which
we will introduce below.

3.1 Joint Integration

To avoid breaking the differentiable computation,
we connect the skeleton generator and the re-
sponse generator via a shared network architec-
ture rather than by passing the discrete skeletons.
Concretely, the last hidden states in our skeleton
generator (i.e, the hidden states that are utilized
to make the masking decisions) are used as the
skeleton memories in response generation. The
training objective is the sum of the proxy skeleton
labels likelihood L(θske) and the response likeli-
hood L(θres):

L(θres ∪ θske) = L(θres) + ηL(θske), (7)

where η is a harmonic weight, and it is set as 1.0
in our experiments.

3.2 Cascaded Integration

Policy gradient methods (Williams, 1992) can be
applied to optimize the full model while keeping
it running as cascaded process. We regard the
skeleton generator as the first RL agent, and the
response generator as the second one. The final
output generated by the pipeline process and the
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intermediate skeleton are denoted by r̂ and t̂ re-
spectively. Given the original query q and the gen-
erated response r̂, a reward R(q, r̂) for generating
r̂ is calculated. All network parameters are then
optimized to maximize the expected reward by the
policy gradient.

The reward function R should convey both the
naturalness of the generated response and its rele-
vance to the given query q. A pre-trained critic is
utilized to make the judgment. Inspired by com-
parative adversarial learning in (Li et al., 2018),
we design the critic as a classifier that receives four
inputs every time: the query q, a human-written
response r, a machine-generated response r̂ and
a random response r (yet written by human). The
critic is trained to pick the human-written response
r among others correctly. Formally, the following
objective is maximized:

logD(r|q, r̂, r, r) = log
exp(hr

TMDhq)∑
x∈{r̂,r,r}

exp(hx
TMDhq)

,

(8)
where hx is a vector representation of x, produced
by a bidirectional LSTM (the last hidden state),
and MD is a trainable matrix.2

4 Related Work

Multi-source Dialogue Generation Chit-chat
style dialogue system dates back to ELIZA
(Weizenbaum, 1966). Early work uses hand-
crafted rules, while modern systems usually use
data-driven approaches, e.g., information retrieval
techniques. Recently, end-to-end neural ap-
proaches (Vinyals and Le, 2015; Serban et al.,
2016; Li et al., 2016a; Sordoni et al., 2015) have
attracted increasing interest. For those genera-
tive models, a notorious problem is the “safe re-
sponse” problem: the generated responses are dull
and generic, which may attribute to the lack of suf-
ficient input information. The query alone can-
not specify an informative response. To miti-
gate the issue, many research efforts have been
paid to introducing other information source, such
as unsupervised latent variable (Serban et al.,
2017; Zhao et al., 2018; Cao and Clark, 2017;
Shen et al., 2017), discourse-level variations (Zhao
et al., 2017), topic information (Xing et al., 2017),
speaker personality (Li et al., 2016b) and knowl-

2Note the classifier could be fine-tuned with the training
of our generators, which falls into the adversarial learning
setting (Goodfellow et al., 2014).

edge base (Ghazvininejad et al., 2018; Zhou et al.,
2018). Our work follows the similar motivation
and uses the output of IR systems as the additional
knowledge source.

Combination of IR and Generative models To
combine IR and generative models, early work
(Qiu et al., 2017) tried to re-rank the output from
both models. However, the performance of such
models is limited by the capacity of individual
methods. Most related to our work, Song et al.
(2016); Weston et al. (2018) and Wu et al. (2019)
encoded the retrieved result into distributed repre-
sentation and used it as the additional condition-
als along with the standard query representation.
While the former two only used the target side
of the retrieved pairs, the latter took advantages
of both sides. In a closed domain conversation
setting, Pandey et al. (2018) further proposed to
weight different training instances by context sim-
ilarity. Our model differs from them in that we
take an extra intermediate step for skeleton gener-
ation to filter the retrieval information before use,
which shows the effectiveness in avoiding the er-
roneous copy in our experiments.

Multi-step Language Generation Our work is
also inspired by the recent success of decompos-
ing an end-to-end language generation task into
several sequential sub-tasks. For document sum-
marization, Chen and Bansal (2018) first select
salient sentences and then rewrite them in par-
allel. For sentiment-to-sentiment translation, Xu
et al. (2018) first use a neutralization module to
remove emotional words and then add sentiment
to the neutralized content. Not only does their de-
composition improve the overall performance, but
also makes the whole generation process more in-
terpretable. Our skeleton-to-response framework
also sheds some light on the use of retrieval mem-
ories.

5 Experiments

5.1 Data

We use the preprocessed data in (Wu et al., 2019)
as our test bed. The total dataset consists of
about 20 million single-turn query-response pairs
collected from Douban Group3. Since similar
contexts may correspond to totally different re-
sponses, the training quadruples (q, r, q′, r′) for

3https://www.douban.com/group
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IR-augmented models are constructed based on
response similarity. All response are indexed by
Lucene.4 For each (q, r) pair, top 30 similar re-
sponses with their corresponding contexts are re-
trieved {(q′i, r′i)}30i=1. However, only those satisfy-
ing 0.3 ≤ Jaccard(r, r′i) ≤ 0.7 are leveraged for
training, where Jaccardmeasures the Jaccard dis-
tance. The reason for the data filter is that nearly
identical responses drive the model to do simple
copy while distantly different responses make the
model ignore the retrieval input. About 42 million
quadruples are obtained afterward.

For computational efficiency, we randomly
sample 5 million quadruples as training data for
all experiments. The test set consists of 1,000 ran-
domly selected queries that are not in our training
data.5 For a fair comparison, when training a gen-
erative model without the help of IR, the quadru-
ples are split into pairs.

5.2 Model Details

We implement the skeleton generator based on a
bidirectional recurrent neural network with 500
LSTM units. We concatenate the hidden states
from both directions. The word embedding size
is set to 300. For the response generator, the en-
coder for queries, the encoder for skeletons and
the decoder are three two-layer recurrent neural
networks with 500 LSTM units, where both en-
coders are bidirectional. We use dropout (Sri-
vastava et al., 2014) to alleviate overfitting. The
dropout rate is set to 0.3 across different layers.
The same architecture for the encoders and the de-
coder is shared across the following baseline mod-
els, if applicable.

5.3 Compared Methods

• Seq2Seq the standard attention-based RNN
encoder-decoder model (Bahdanau et al.,
2014).

• MMI SEQ2SEQ with Maximum Mutual In-
formation (MMI) objective in decoding (Li
et al., 2016a). In practice, an inverse
(response-to-query) SEQ2SEQ model is used
to rerank the N -best hypothesizes from the
standard SEQ2SEQ model (N equals 100 in
our experiments).

4https://lucene.apache.org/core/
5Note the retrieval results for test data are based on query

similarity, and no data filter is adopted.

model human score dist-1 dist-2
IR 2.093 0.238 0.723

IR+rerank 2.520 0.208 0.586
Seq2Seq 2.433 0.156 0.336

MMI 2.554 0.170 0.464
EditVec 2.588† 0.154 0.394

SKP 2.581 0.152 0.406
JNT 2.612† 0.147 0.377
CAS 2.747 0.156 0.411

Table 1: Response performance of different models.
Sign tests on human score show that the CAS is sig-
nificantly better than all other methods with p-value <
0.05, and the p-value < 0.01 except for those marked
by †.

model P R F1 Acc.
JNT 0.32 0.61 0.42 0.60
CAS 0.50 0.86 0.63 0.76

Table 2: Performance of skeleton generator.

• EditVec the model proposed by Wu et al.
(2019), where the edit vector z is used di-
rectly at each decoding step by concatenating
it to the word embeddings.

• IR the Lucene system is also used a bench-
mark.6

• IR+rerank rerank the results of IR by MMI.

Besides, We use JNT to denote our model with
joint integration, and CAS for our model with cas-
caded integration. To validate the usefulness of the
proposed skeletons. We design a response gener-
ator that takes an intact retrieval response as its
skeleton input (i.e., to completely skip the skele-
ton generation step), denoted by SKP.7

5.4 Evaluation Metrics

Our method is designed to improve the informa-
tiveness of the generative model and alleviate the
inappropriateness problem of the retrieval model.
To measure the performance effectively, we use

6Note IR selects response candidates from the entire data
collection, not restricted to the filtered one.

7There are some other IR-augmented models using stan-
dard SEQ2SEQ models as SKP. Weston et al. (2018) used a
rule to select either the generated response or the retrieved
response as output, while we would like to focus on improv-
ing the quality of generated responses. Pandey et al. (2018)
concentrated on closed domain conversations, their hierarchi-
cal encoder is not suitable for our open domain setting. We
thus omit the empirical comparison with them.
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Figure 3: Response quality v.s. query similarity.8

human evaluation along with two automatic eval-
uation metrics.

• Human evaluation We asked three experi-
enced annotators to score the group of re-
sponses (the best output of each model) for
300 test queries. The responses are rated on a
five-point scale. A response should be scored
1 if it can hardly be considered a valid re-
sponse, 3 if it is a valid but not informative
response, 5 if it is an informative response,
which can deepen the discussion of the cur-
rent topic or lead to a new topic. 2 and 4 are
for decision dilemmas.

• dist-1 & dist-2 It is defined as the number of
unique uni-grams (dist-1) or bi-grams (dist-
2) dividing by the total number of tokens,
measuring the diversity of the generated re-
sponses (Li et al., 2016a). Note the two met-
rics do not necessarily reflect the response
quality as the target queries are not taken into
consideration.

5.5 Response Generation Results
The results are depicted in Table 1. Overall, both
of our models surpass all other methods, and our
cascaded model (CAS) gives the best performance
according to human evaluation. The contrast with
the SKP model illustrates that the use of skeletons
brings a significant performance gain.

According to the dist-1&2 metrics, the gener-
ative models achieve significantly better diversity
by the use of retrieval results. The retrieval method
yields the highest diversity, which is consistent
with our intuition that the retrieval responses typi-
cally contain a large amount of information though
they are not necessarily appropriate. The model of
MMI also gives strong diversity, yet we find that

it tends to merely repeat the words in queries. By
removing the words in queries, the dist-2 of MMI
and CAS become 0.710 and 0.751 respectively. It
indicates our models are better at generating new
words.

To further reveal the source of performance
gain, we study the relation between response qual-
ity and query similarity (measured by the Jac-
card similarity between the input query and the re-
trieved query). Our best model (CAS) is compared
with the strong IR system (IR-rerank) and the pre-
vious state-of-the-art (EditVec) in Fig. 3. The
CAS model significantly boosts the performance
when query similarity is relatively low, which in-
dicates that introducing skeletons can alleviate er-
roneous copy and keep a strong generalization
ability of the underlying generative model.

5.6 More Analysis of Our Framework

Here, we present further discussions and empirical
analysis of our framework.

Generated Skeletons Although generating
skeletons is not our primary goal, it is interesting
to assess the skeleton generation. The word-level
precision (P), recall (R), F1 score (F1) and accu-
racy (Acc.) of the well-trained skeleton generators
are reported in Table 2, taking the proxy skeletons
as golden references.

Table 3 shows some skeleton-to-response exam-
ples of the CAS model and a case study among
different models. In the leftmost example in Ta-
ble 3, the MMI and the EditVec simply repeat the
query while the retrieved response is weakly re-
lated to the query. Our CAS model extracts a
useful word ’boy’ from the retrieved response and
generates a more interesting response. In the mid-
dle example, the MMI response makes less sense,
and some private information is included in the re-
trieved response. Our CAS model removes the pri-
vacy without the loss of informativeness, while the
outputs by other models are less informative. The
rightmost case shows that our response generator
is able to recover the possible mistakes made by
the skeleton generator.

Retrieved Response v.s. Generated Response
To measure the extent that the generative models
are copying the retrieval, we compute the edit dis-
tances between generated responses and retrieved

8We merge the ranges [0.6, 0.8] and [0.8, 1.0] due to the
sparsity of highly similar pairs.
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Query 善良的妹子会幸福一生的
好的到时候有时间骑车出来玩嘛，
我觉得在大理最适合骑车玩了

把你联系方式给我

May you kind girls have a happy life OK, Let’s ride when free. It is Dali. Tell me your contact

Retrieved query 谢谢善良的妹子 改天一起出来骑车吧,我们都喜欢玩单车 把你姐姐联系方式给我
Thanks to the kind girl Let’s ride when free, as all of us like riding Tell me your sister’s contact

Retrieved response 我是汉子哈哈 ok加微信abcdefg 我姐已婚
I am a boy, LOL ok add my wechat abcdefg My sister is married.

Skeleton 汉子 ok加微信 姐 已婚
boy OK, add my wechat sister married.

Generated response
(CAS)

哈哈哈，我是善良的汉汉汉子子子 你加加加我微微微信信信吧，我也在大理 我已已已婚婚婚哈哈
LOL, I am a kind boy Add my wechat, I am in Dali, too I am married, LOL

IR+rerank 谢谢嘛 ok加微信: abcdefg 我姐已婚
Thanks OK, add my Wechat: abcdefg My sister is married.

MMI 我不是善良的妹纸 我也想骑在大理 你怎么知道我联系方式
I am not a kind girl I want to ride Dali, too How did you know my contact

EditVec 谢谢，善良的妹子也会幸福的 有时间可以去玩 哈哈哈哈好啊
Thanks, a kind girl will be happy too Let’s go when free LOL, Ok!

JNT 我不是善良的妹子 我也在大理 我不是联系的
I am not a kind girl I am in Dali, too I am not the contact person

Table 3: Upper: Skeleton-to-response examples of the CAS model. Lower: Responses from different models are
for comparison.

responses. As shown in Fig. 4, in the compari-
son between the SKP and other models, the use
of skeletons makes the generated response deviate
more from its prototype response. Ideally, when
the retrieved context is very similar to the input
query, the changes between the generated response
and the prototype response should be minor. Con-
versely, the changes should be drastic. Fig. 4 also
shows that our models can learn this intuition.

Single v.s. Multiple Retrieval Pair(s) For a
given query q, the retrieval pair set Rq could con-
tain multiple query-response pairs. We investigate
two ways of using it under the CAS setting.

• Single For each query-response pair
(q′i, r

′
i) ∈ Rq, a response r̂i is generated

solely based on q, and (q′i, r
′
i). The re-

sulted responses are re-ranked by generation
probability.

• Multiple The whole retrieval set Rq is used
in a single run. Multiple skeletons are gener-
ated and concatenated in the response gener-
ation stage.

The results are shown in Table 4. We attribute the
failure of Multiple to the huge variety of the re-
trieved responses. The response generator receives
many heterogeneous skeletons, yet it has no idea
which to use. It remains an open question on how
to effectively use multiple retrieval pairs for gen-
erating one single response, and we leave it for fu-
ture work.
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Figure 4: Changes between retrieved and generated re-
sponses v.s. query similarity.

setting human score dist-1 dist-2
Single 2.747 0.156 0.411

Multiple 1.976 0.178 0.414

Table 4: Comparison of the usages of the retrieval set.

6 Conclusion

In this paper, we proposed a new methodology to
enhance generative models with information re-
trieval technologies for dialogue response gener-
ation. Given a dialogue context, our methods gen-
erate a skeleton based on historical responses that
respond to a similar context. The skeleton serves
as an additional knowledge source that helps spec-
ify the response direction and complement the re-
sponse content. Experiments on real world data
validated the effectiveness of our method for more
informative and appropriate responses.
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Abstract

Although recent neural conversation models
have shown great potential, they often generate
bland and generic responses. While various
approaches have been explored to diversify the
output of the conversation model, the improve-
ment often comes at the cost of decreased rel-
evance (Zhang et al., 2018). In this paper,
we propose a SPACEFUSION model to jointly
optimize diversity and relevance that essen-
tially fuses the latent space of a sequence-
to-sequence model and that of an autoen-
coder model by leveraging novel regulariza-
tion terms. As a result, our approach induces a
latent space in which the distance and direction
from the predicted response vector roughly
match the relevance and diversity, respectively.
This property also lends itself well to an intu-
itive visualization of the latent space. Both au-
tomatic and human evaluation results demon-
strate that the proposed approach brings signif-
icant improvement compared to strong base-
lines in both diversity and relevance. 1

1 Introduction

The field of neural response generation is advanc-
ing rapidly both in terms of research and commer-
cial applications (Gao et al., 2019; Zhou et al.,
2018; Yoshino et al., 2019; Zhang et al., 2019).
Nevertheless, vanilla sequence-to-sequence (S2S)
models often generate bland and generic responses
(Li et al., 2016a). Li et al. (2016a) encourage di-
versity by re-ranking the beam search results ac-
cording to their mutual information with the con-
versation context. However, as beam search itself
often produces lists of nearly identical sequences,
this method can require a large beam width (e.g.
200). As a result, re-ranking can be extremely

1An implementation of our model is available at https:
//github.com/golsun/SpaceFusion

2For simplicity, we omitted the response at the center: ”I
would love to play this game”. See Table 2 for more details.

No I don’t

I’m not interested in 
the game

When will you?

When?

I’d love to play it

Yes I do.

[Context] Anyone want 
to start this game?

Figure 1: Illustration of one context and its multiple
responses in the latent space induced by our model.
Distance and direction from the predicted response
vector given the context roughly match the relevance
and diversity, respectively. Based on the example in
Table 2.2

time-consuming, raising difficulties for real-time
applications. This highlights the need to improve
the diversity of candidates before re-ranking, and
the need to optimize for diversity during training
rather than just at the decoding stage.

While various approaches have been explored
to diversify the output of conversation models, the
improvement often comes at the cost of decreased
response relevance along other dimensions. For
instance, Zhao et al. (2017) present an approach
to enhancing diversity by mapping diverse re-
sponses to a probability distribution using a con-
ditional variational autoencoder (CVAE). Despite
the improved response diversity, this approach re-
duces response relevance as measured against the
baseline. One possible reason for this diversity-
relevance trade-off is that such probabilistic ap-
proaches are not explicitly encouraged to induce
a disentangled representation in latent space for
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controlling diversity and relevance independently.
Consider a Gaussian distribution, which is widely
used for CVAE. A Gaussian distribution naturally
brings frequent responses near its mean, and the
resulting responses are often generic and boring.
To generate diverse and interesting responses, one
needs to sample a little distance from the mean.
But doing so naturally leads to infrequent and thus
even irrelevant responses.

In this paper, we propose a novel geometrical
approach that explicitly encourages a structured
latent space in which the distance and direction
from a predicted response vector roughly match
the relevance and diversity, respectively, as illus-
trated in Figure 1. To induce such a latent space,
we leverage two different models: 1) a S2S model,
producing the predicted response vector (the black
dot at the center in Figure 1), and 2) an autoen-
coder (AE) model, yielding the vectors for poten-
tial responses (the colored dots). In order to make
the S2S and AE share the same latent space (the
cloud), we use the same decoder for both and train
them jointly end-to-end with novel regularization
terms. As this fuses the two latent spaces, we refer
to our model as SPACEFUSION.

Regularization is necessary because only shar-
ing the decoder, as in (Luan et al., 2017), does
not necessarily align the latent spaces obtained by
S2S and AE respectively or impose a disentan-
gled structure onto the space. We introduce two
regularization terms to tackle this issue. 1) inter-
polation term: we encourage a smooth semantic
transition along the path between the predicted re-
sponse vector and each target response vector (ar-
rowed lines in Figure 1). This term effectively pre-
vents semantically different responses from align-
ing in the same direction, essentially scattering
them over different directions. 2) fusion term:
we want the vectors from the two models to be
distributed in a homogeneous manner, rather than
forming two separate clusters (Figure 5) that can
potentially make sampling non-trivial. With the
resulting latent space, we can control relevance
and diversity by respectively adjusting distance
and direction from a predicted response vector,
without sacrificing each other greatly.

Our approach also lends itself well to the intu-
itive visualization of latent space. Since our model
allows us to geometrically find not only the pre-
dicted response vector but also the target response
vector as in Figure 5, we can visually interpret the

structure of latent space and identify major issues
thereof. We devote Section 5.1 to show compre-
hensive examples for visualization-based analysis.

Automatic and human evaluations demonstrate
that the proposed approach improves both the di-
versity and relevance of the responses, compared
to strong baselines on two datasets with one-to-
many context-response mapping.

2 Related Work

Grounded conversation models utilize extra
context inputs besides conversation history, such
as persona (Li et al., 2016b), textual knowledge
(Ghazvininejad et al., 2017; Galley et al., 2019),
dialog act (Zhao et al., 2017) and emotion (Huber
et al., 2018). Our approach does not depend on
such extra input and thus is complementary to this
line of studies.

Variational autoencoder (VAE) models ex-
plicitly model the uncertainty of responses in la-
tent space. Bowman et al. (2016) used VAE with
Long-Short Term Memory (LSTM) cells to gen-
erate sentences. The basic idea of VAE is to en-
code the input x into a probability distribution
(e.g. Gaussian) z instead of a point encoding.
However, it suffers from the vanishing latent vari-
able problem (Bowman et al., 2016; Zhao et al.,
2017) when applied to text generation tasks. Bow-
man et al. (2016); Fu et al. (2019) proposed to
tackle this problem with word dropping and spe-
cific KL annealing methods. Zhao et al. (2017)
proposed to add a bag-of-word loss, complemen-
tary to KL annealing. Applying this to a CVAE
conversation model, they showed that even greedy
decoding can generate diverse responses. How-
ever, as VAE/CVAE conversation models can be
limited to a simple latent representations such as
standard Gaussian distribution, Gu et al. (2018)
proposed to enrich the latent space by leveraging
a Gaussian mixture prior. Our work takes a geo-
metrical approach that is fundamentally different
from probabilistic approaches to tackle the limita-
tions of parameteric distributions in representation
and difficulties in training.

Decoding and ranking encourage diversity dur-
ing the decoding stage. As “vanilla” beam search
often produces lists of nearly identical sequences,
Vijayakumar et al. (2016) propose to include a dis-
similarity term in the objective of beam search
decoding. Li et al. (2016a) re-ranked the results
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obtained by beam search based on mutual infor-
mation with the context using a separately trained
response-to-context S2S model.

Multi-task learning is another line of studies
related to the present work (see Section 3.2).
Sennrich et al. (2016) use multi-task learning to
improve neural machine translation by utilizing
monolingual data, which usually far exceeds the
amount of parallel data. A similar idea is applied
by Luan et al. (2017) to conversational modeling,
involving two tasks: 1) a S2S model that learns
a context-to-response mapping using conversation
data, and 2) an AE model that utilizes speaker-
specific non-conversational data. The decoders of
S2S and AE were shared, and the two tasks were
trained alternately.

3 The SPACEFUSION Model

3.1 Problem statement
Let D = [(x0, y0), (x1, y1), · · · , (xn, yn)] denote
a conversational dataset, where xi and yi are a con-
text and its response, respectively. xi consists of
one or more utterances. Our aim is to train a model
on D to generate relevant and diverse responses
given a context.

3.2 Fusing latent spaces
We design our model to induce a latent space
where different responses for a given context are in
different directions around the predicted response
vector, as illustrated in Figure 1. Then we can
obtain diverse responses by varying the direction
and keep their relevance by sampling near the pre-
dicted response vector.

To fulfill this goal, we first produce the pre-
dicted response representation zS2S and target re-
sponse representations zAE using an S2S model
and an AE model, respectively, as illustrated in
Figure 2. Both encoders are implemented using
stacked Gated Recurrent Unit (GRU) (Cho et al.,
2014) cells followed by a noise layer that adds
multivariate Gaussian noise ε ∼ N(0, σ2I). We
then explicitly encourage smooth semantic tran-
sition along the path from zS2S to zAE by impos-
ing any interpolation between them to generate the
same response via the following loss term:

Linterp = − 1

|y| log p(y|zinterp) (1)

where zinterp = uzS2S + (1 − u)zAE and u ∼
U(0, 1) is a uniformly distributed random vari-

S2S encoder

AE encoder

decoder

decoder

ො𝑦S2𝑆

ො𝑦AE

𝑧S2𝑆

𝑧AE

𝑧interp decoder ො𝑦interp

𝑥

𝑦

shared parameters

ℒfuse

+𝜖

+𝜖

Figure 2: SPACEFUSION model architecture.

able. |y| is the number of words in y. Note that
it is this regularization term that effectively pre-
vents significantly different responses from align-
ing in the same direction, essentially scattering
them over different directions. In order for this
interpolation loss to work, we share the same de-
coder for both AE and S2S models as in (Luan
et al., 2017). The decoder consists of stacked GRU
cells followed by a softmax layer. It is worth men-
tioning that zinterp is not just randomly drawn from
a single line but from a richer probabilistic region
as both zinterp and zS2S are stochastic due to the
random component ε.

Now, we want vectors from both the AE and
S2S models to be distributed in a homogeneous
manner scattered over the entire space while keep-
ing the distance between zS2S and zAE as small
as possible for any (context-response) pair in the
training data. This objective is represented in the
following regularization term:

Lfuse =
∑

i∈batch

d(zS2S(xi), zAE(yi))

n

−
∑

i,j∈batch,i 6=j

d(zS2S(xi), zS2S(xj))

n2 − n

−
∑

i,j∈batch,i 6=j

d(zAE(yi), zAE(yj))

n2 − n (2)

where n is the batch size and d(a, b) is the root
mean square of the difference between a and b.
For each batch, we basically disperse vectors ob-
tained by the same model and pull the predicted
response vectors to the corresponding target re-
sponse vectors. In practice, we found that the
performance is better if the Euclidean distance is
clipped to a prescribed maximum value.3

Finally, with weight parameters α and β, the

3This value is set as 0.3 for the present experiments
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loss function is defined as:

L =− 1

|y| log p(y|zS2S)

− 1

|y| log p(y|zAE)

+ αLinterp + βLfuse (3)

As Linterp and Lfuse encourage the path between
zS2S and zAE to be smooth and short while scatter-
ing vectors over the entire space, they effectively
fuse the zS2S latent space and the zAE latent space.
Accordingly we refer this approach as SPACEFU-
SION with path regularization.

3.3 Training

In contrast to previous multi-task conversation
model (Luan et al., 2017), where S2S and AE are
trained alternately, our approach trains S2S and
AE at the same time by minimizing the loss func-
tion of Equation 3.

3.4 Inference

Like Zhao et al. (2017); Bowman et al. (2016), for
a given context, we sample different latent vectors
to obtain multiple hypotheses. This is done by
adding a random vector r that is uniformly sam-
pled from a hypersphere of radius |r| to the pre-
diction zS2S(x).

z(x, r) = zS2S(x) + r (4)

where |r| is tuned on the validation set to opti-
mize the trade-off between relevance and diversity.
z(x, r) is then fed to the decoder as the initial state
of GRU cells. We then generate responses using
greedy decoding.4

4 Experiment Setup

4.1 Datasets

We used the following datasets. Some of their key
features are presented in Table 1.

Switchboard: We use the version offered by
Zhao et al. (2017), which is an extension of the
original version by Godfrey and Holliman (1997).
Zhao et al. (2017) collected multiple references for
the test set using information retrieval (IR) tech-
niques followed by human filtering, and randomly
split the data into 2316/60/62 conversations for

4Although we use greedy decoding in this work, other de-
coding techniques, such as beam search, can be applied.

Switchboard Reddit
train (x, y) samples 0.2M 7.3M
test (x, y) samples 5418 5000
ref. source IR+filtering natural
ref. availability test only train/vali/test
ref. per context 7.7 24.1

Table 1: Key features of the datasets.

train/validate/test, respectively. Each conversation
has multiple turns and thus multiple (x, y) pairs, as
listed in Table 1. As our approach does not utilize
extra information except conversation history, we
removed the meta data (e.g. gender, age, prompt)
from this dataset.

Reddit: As the Switchboard dataset is relatively
small and multiple references are synthetically
constructed, we have developed another multi-
reference dataset by extracting posts and com-
ments on Reddit.com during 2011 collected by a
third party.5 As each Reddit post and comment
may have multiple comments, it is a natural source
of multi-reference responses. We further filtered
the data based on the number of replies to ob-
tain the final conversation dataset in which each
context has at least 10 different responses, and
on average the number of responses is 24.1 for a
given context. The size is significantly larger than
Switchboard, as listed in Table 1. The conversa-
tions are randomly shuffled before being split into
train/valid/test subsets.

4.2 Model setup

Both encoders and the shared decoder consist of
two GRU cells, each with 128 hidden units. The
variance of the noise layer in each decoder is
σ2 = 0.12. The word embedding dimension is
128. The weight parameters (see Equation 3) are
set as α = 1 and β = 30. For both datasets, the
inference radius |r| (see Equation 4) is set to 1.5
which optimizes F1 score on the validation set.
All models are trained using the Adam method
(Kingma and Ba, 2014) with a learning rate of
0.001 on both datasets until convergence (around 4
epochs for Reddit and 10 epochs for Switchboard).

4.3 Automatic evaluation

For a given context x, we have Nr reference re-
sponses and generate the same number of hypothe-

5http://files.pushshift.io/reddit/
comments/
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ses.6 We define the following metrics based on 4-
gram BLEU (Papineni et al., 2002), as suggested
by Zhao et al. (2017).

Precision =
1

Nr

Nr∑

i=1

max
j∈[1,Nr]

BLEU(rj , hi)

Recall =
1

Nr

Nr∑

j=1

max
i∈[1,Nr]

BLEU(rj , hi)

F1 = 2
precision · recall
precision + recall

We use Precision as an approximate surrogate
metric for relevance and Recall for diversity. It
should be noted that recall is not equivalent to
other diversity metrics, e.g., distinct (Li et al.,
2016a) and entropy (Zhang et al., 2018), which
only depend on hypotheses. One potential issue
of these metrics is that even randomly generated
responses may yield a high diversity score. F1 is
the harmonic average of these two and is used to
measure the overall response quality.

4.4 Human evaluation

We conduct a human evaluation using crowdwork-
ers. For each hypothesis, given its context, we ask
three annotators to individually measure the qual-
ity, on a scale of 1 to 5, in terms of two aspects:
relevance and interest. Interestingness is treated
as an estimation of the diversity, as these two are
often correlated. The hypotheses from all systems
are shuffled before being provided to annotators.
System names are invisible to the annotators.

4.5 Baselines

We compare the proposed model with the follow-
ing baseline models:

S2S+Sampling: We consider a vanilla version
of S2S model. The dimensions are similar to our
model: both encoder and decoder consist of two
stacked GRU cells with 128 hidden units, and the
word embedding size is 128. As in the baseline in
Zhao et al. (2017), we applied softmax sampling
at inference time to generate multiple hypotheses.

CVAE+BOW: For the CVAE conversation
model, we use the original implementation and

6We set the number of hypotheses equal to the number of
references to encourage precision and recall have comparable
impact on F1

hyperparameters of Zhao et al. (2017) with
the bag-of-words (BOW) loss. The number of
trainable model parameters is 15.4M, which is
much larger than our model (3.2M).

MTask: Since our approach utilizes a multi-task
learning scheme, we also compare it against a
vanilla multi-task learning model, MTask, sim-
ilar to (Luan et al., 2017), to illustrate the ef-
fect of space fusion. The model architecture
and hyperparameters are identical to the pro-
posed model except that the loss function is L =
− log p(y|zS2S)− log p(y|zAE).

5 Results and Analysis

5.1 In-depth analysis of latent space

In this section, we undertake an in-depth analysis
to verify whether the latent space induced by our
method manifests desirable properties, namely:
1) disentangled space structure between relevance
and diversity, 2) homogeneous space distribution
in which semantics changes smoothly without
holes. We first provide a qualitative investigation
based on real examples. Then, we present a set of
corpus-level quantitative analyses focused on geo-
metric properties.

5.1.1 Qualitative examples
In Table 2, we investigate three different directions
from the context “Anyone want to start
this game?” , which is a real example taken
from Reddit. The three different directions cor-
respond to clearly different semantics: “No I
don’t”, “when?” and “Yes I do.” If we
generate a response with the vector predicted by
the S2S model (u = 0), our model outputs “I
would love to play this game” which
is highly relevant to the context. Now as we
move along each direction, we can see our model
gradually transforms the response toward the cor-
responding responses of each direction. For in-
stance, towards “No I don’t”, our model grad-
ually transforms the response to “I am not
interested in the game” (u = 0.18)
and then “I am not interested.” (u =
0.21). In contrary, towards “Yes I do”, the
response transforms to “I would love to
play it.” (u = 0.15). Besides the positive or
negative directions, the same transition applies to
other directions such as “When?”. This example
clearly shows that there is a rough correspondence
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context x: Anyone want to start this game?
response at u = 0: I would love to play this game.

u towards “No I don’t.” u towards “when?” u towards “Yes I do.”
0.18 I am not interested in the game. 0.15 I’d be interested in the game 0.15 I’d love to play it.
0.21 I am not interested. 0.31 When is it? 0.27 Yes I do.
0.30 No I don’t. 0.40 When will you?

1.00 When?

Table 2: Semantic interpolation along different directions y. Results decoded from zinterp See Fig. 1 for a visual-
ization.

.

context x: Anyone want to start this game?
towards one possible target y: Yes I do.

u with regularization u without regularization
0.00 I would love to play this game. 0.00 I would have to play with the game.
0.15 I would love to play it. 0.29 Dude, I know, but, or etc.
0.30 Yes I do 0.61 Op I was after though today

0.85 I’m single :( though
0.90 Yes I do.

Table 3: Semantic interpolation with and without regularization. Results decoded from zinterp .

between geometric properties and semantic prop-
erties in the latent space induced by our method as
shown in Figure 1– the relevance of the response
decreases as we move away from the predicted re-
sponse vector and different directions are associ-
ated with semantically different responses.

5.1.2 Direction vs. diversity
In order to quantitatively verify the correspon-
dence between direction and diversity, we visu-
alize the distribution of cosine similarities among
multiple references for each context for a set of
1000 random samples drawn from the test dataset.
Specifically, for a context xk and its associated
reference responses [yk,0, yk,1, · · · ], we compute
the cosine similarity between zAE(yk,i)−zS2S(xk)
and zAE(yk,j) − zS2S(xk). In Figure 3, we com-
pare the distribution of our model with that of
MTask, which does not employ our regulariza-
tion terms. While our method yields a bell shaped
curve with average cosine similarity being close to
zero (0.38), the distribution of MTask is extremely
skewed with average cosine similarity being close
to 1 (0.95). This indicates that the directions of the
reference responses are more evenly distributed in
our latent space whereas everything is packed in
a narrow band in the MTask’s space. This essen-
tially makes the inference process simple and ro-
bust in that one can choose arbitrary directions to
generate diverse responses.

5.1.3 Distance vs. relevance
In order to quantitatively verify the correspon-
dence between distance and relevance, we visu-

0.25 0.00 0.25 0.50 0.75 1.00
cos similarity

0%
5%

10%
15%
20%
25% w. regularization

w/o regularization

Figure 3: Distribution of the directions from a given
context to its multiple responses, measured by the
cosine similarity between zAE(yk,i) − zS2S(xk) and
zAE(yk,j) − zS2S(xk). Histogram calculated based on
1000 xk from Reddit test data and visualized with bin
width of 0.02.

alize the perplexity of reference responses along
the path from the associated zS2S (u = 0) to the
zAE (u = 1) corresponding to the predicted re-
sponse. In Figure 4, we compare our model with
MTask, which as already noted, does not employ
our regularization terms. While our model shows
a gradual increase in perplexity, there is a huge
bump for MTask’s line. This clearly indicates that
there is a rough correspondence between distance
and relevance in our latent space whereas even a
slight change can lead to an irrelevant response in
the MTask’s space.

We further illustrate the smooth change in rel-
evance according to distance for a specific ex-
ample in Table 3. Given the context “Anyone
want to start this game?”, our model
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𝑢

𝑧interp = 𝑧AE𝑧interp = 𝑧S2S

w/o regularization

w. regularization

Figure 4: Perplexity of zinterp on the Reddit test dataset
as a function of u for simple multi-task model (without
regularization, dashed line) and SPACEFUSION (with
regularization, solid line).

is able to transition from the predicted response
“I would love to play this game” to
a one of reference responses “Yes I do”. The
relevance smoothly descreases, generating inter-
mediate responses such as “I would love to
play it.” In contrary, the MTask model tends
to produce irrelevant or ungrammatical responses
as it moves away from the predicted response.

5.1.4 Homogeneity and Convexity
Other desirable properties, with which we want to
equip our latent space are homogeneity and con-
vexity. If the space is not homogeneous, we have
to sample differently depending on the regional
traits. If the space is not convex, we have to worry
about running into the holes that are not properly
associated with valid semantic meanings. In order
to verify homogeneity and convexity, we visual-
ize our latent space in a 2D space produced by the
multidimensional scaling (MDS) algorithm (Borg
and Groenen, 2003), which approximately pre-
serves pairwise distance. For comparison, we also
provide a visualization for MTask. As shown in
Figure 5, our latent space offers great homogeneity
and convexity regardless of which model is used
to produce a dot (i.e. zS2S or zAE). In contrary,
MTask’s latent space forms two separate clusters
for zS2S and zAE with a large gap in-between
where no training samples were mapped to.

5.2 Automatic evaluation

We let each system generate 100 hypotheses {hj}
for each context xi in the test dataset. Assuming
xi hasNr,i references, we pick the topNr,i distinct
hypotheses ranked by log p(hj |xi)+λ|hj |. Similar
to (Li et al., 2016a; Wu et al., 2016), we takes |hj |
into consideration, as BLEU is sensitive to length.

with regularizationwithout regularization

𝑧AE

𝑧S2S

Figure 5: MDS visualization of the two latent spaces:
zs2s (red dots) and zAE (blue dots) of 1000 ran-
domly picked (x, y) pairs from the Reddit test dataset.
Left: multi-task model (without regularization); right:
SPACEFUSION (with regularization).

For fair comparison, λ is tuned such that the aver-
age hypothesis length becomes roughly the same
for all systems and approaches the average length
of the references.7

The automatic evaluation results are reported in
Table 4. On both datasets, the proposed system
consistently outperforms the baselines by a large
margin in Precision, Recall, and F1.

Examples of system outputs and human refer-
ences can be found in Table 5 and Table 6 for
Reddit and Switchboard, respectively. As shown
in the examples, CVAE+BOW and other baseline
models may generate diverse but not-so-relevant
responses.

dataset model Precision Recall F1
SPACEFUSION 1.22 0.66 0.86

Switchboard CVAE+BOW 0.76 0.57 0.65
MTask 0.75 0.43 0.54
S2S+Sampling 0.57 0.48 0.52
SPACEFUSION 0.40 0.26 0.31

Reddit CVAE+BOW 0.16 0.18 0.17
MTask 0.31 0.18 0.23
S2S+Sampling 0.10 0.11 0.11

Table 4: Performance of each model on automatic mea-
sures. The highest score in each row is in bold for each
dataset. Note that our BLEU scores are normalized to
[0, 100].

5.3 Human evaluation
We randomly sampled 500 contexts from the
Reddit test dataset and picked the top 1 hy-
pothesis generated for each context ranked by
log p(hj |xi) + λ|hj |. As in the automatic evalua-
tion, we tuned λ such that all systems have roughly

7Approximately 10 words/tokens for Switchboard and 12
for Reddit
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context Everything about this movie is awesome!
SPACE ◦ I love this movie.
FUSION ◦ It’s so awesome!!! I have no idea how

to watch this movie. I can’t wait for the
trailer.
◦ I don’t think i’m a fan of the movie.
◦ I would love to see this.
◦ I want to watch this movie.

CVAE ◦ Smartphones of the best games!.
+BOW ◦ I’m in the same boat! I feel the same

way about this
◦ I don’t know why but can’t tell if the
New York will be the only one.
◦ Caves would never say yes, but I’d love
to know.
◦ I know where this movie is.

MTask ◦ This is so funny.
◦ I think I saw this.
◦ I don’t know how many people do you.
◦ I would.
◦ I remember watching was was disap-
pointed.

S2S+ ◦Whoa man, this is amazing!!!
sampling ◦ Man, I love Tom Cruise and I love the

show.
◦ Is this a bill on the right?
◦More like samurai jack.
◦ I weep for the hivemind.

human ◦ I love this movie.
◦Watched this yesterday! so amazing.
◦My favorite Muppet movie by far.
◦ Seriously. Good times. Great oldies.
◦ Now you have got the song into my
head.

Table 5: Example system outputs and human reference
on Reddit dataset

the same average hypothesis length. We also ran-
domly select one reference for each context and
compare them with the systems (labeled ”human”
in Table 7)

As illustrated in Table 7, the proposed model
outperforms all systems except human, consistent
with our automatic evaluation results.

relevance interest average
SPACEFUSION 2.72 2.53 2.63
CVAE+BOW 2.51 2.37 2.44
Multi-Task 2.34 2.14 2.24
S2S+Sampling 2.58 2.43 2.50
human 3.59 3.41 3.50

Table 7: Performance of each model on human evalu-
ation. The highest score, except human, in each row is
in bold.

6 Conclusion

We propose a SPACEFUSION model to jointly op-
timize diversity and relevance that leverages novel
regularization terms to essentially fuse the latent
space of a S2S model with that of an autoen-

context A: Are they doing a lot of recycling out in ***?
B: Well at my workplace they are. We have
places for aluminum cans and we have every-
body been issued a separate trash can for re-
cyclable paper. Let’s see them get that word
straight.
A: Uh-huh
B: As far as the community goes, it’s pretty
much voluntary. Nothing’s been done. ***.
We have just private garbage services.

SPACE ◦ They’re not recycling as a matter of fact.
FUSION ◦ And it’s a waste of time

◦ You know the paper is a big recycling pro-
gram.
◦ But they just put it in the trash
◦ Or if you have a recycling bag or anything
like that.

CVAE ◦ Um - hum.
+BOW ◦ Oh that would be nice.

◦ Is that right?
◦ It’s a it’s a luxury
◦Well that’s interesting.

MTask ◦ Um - hum.
◦ That’s right.
◦ I don’t know how much money you’re going
to do it.
◦ That’s right.
◦ Yeah

S2S+ ◦ That’s great.
sampling ◦What do you feel about this uh - huh.

◦ It’s just kind of a glass of town and it’s even
irritating to me. I don’t know
◦ Somebody and it’s so much better.
◦ It now and it’s hard to go.

human ◦ Yeah it is to some degree inconvenient i’d
have to say that

Table 6: Example system outputs and human refer-
ence on Switchboard dataset. Controversial or offen-
sive words are replaced by ***.

coder model. This fused latent space exhibits de-
sirable properties such as smooth semantic inter-
polation between two points. The distance and di-
rection from the predicted response vector roughly
match relevance and diversity, respectively. These
properties also enable intuitive visualization of the
latent space. Both automatic and human eval-
uation results demonstrate that the proposed ap-
proach brings significant improvement compared
to strong baselines in terms of both diversity and
relevance. In future work, we will provide the-
oretical justification of the effectiveness of the
proposed regularization terms. We expect that
this technique will find application as an efficient
”mixing board” for conversation that draws on
multiple sources of information.
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Abstract

The Knowledge Base (KB) used for real-
world applications, such as booking a movie
or restaurant reservation, keeps changing over
time. End-to-end neural networks trained for
these task-oriented dialogs are expected to be
immune to any changes in the KB. However,
existing approaches breakdown when asked to
handle such changes. We propose an encoder-
decoder architecture (BOSSNET) with a novel
Bag-of-Sequences (BOSS) memory, which fa-
cilitates the disentangled learning of the re-
sponse’s language model and its knowledge
incorporation. Consequently, the KB can be
modified with new knowledge without a drop
in interpretability. We find that BOSSNET out-
performs state-of-the-art models, with consid-
erable improvements (>10%) on bAbI OOV
test sets and other human-human datasets. We
also systematically modify existing datasets to
measure disentanglement and show BOSSNET
to be robust to KB modifications.

1 Introduction

Task-oriented dialog agents converse with a user
with the goal of accomplishing a specific task and
often interact with a knowledge-base (KB). For
example, a restaurant reservation agent (Henderson
et al., 2014) will be grounded to a KB that contains
the names of restaurants, and their details.

In real-world applications, the KB information
could change over time. For example, (1) a KB
associated with a movie ticket booking system gets
updated every week based on new film releases, and
(2) a restaurant reservation agent, trained with the
knowledge of eateries in one city, may be deployed
in other cities with an entirely different range of es-
tablishments. In such situations, the system should
have the ability to conform to new-found knowl-
edge unseen during its training. Ideally, the training
algorithm must learn to disentangle the language

∗D. Raghu is an employee at IBM Research. This work
was carried out as part of PhD research at IIT Delhi.

Figure 1: Performance of various task-oriented dialog
systems on the CamRest dataset as the percentage of
unseen information in the KB changes.

model from the knowledge interface model. This
separation will enable the system to generalize to
KB modifications, without a loss in performance.

Moreover, for achieving good progress towards
the user’s task, the agent must also retain the ability
to draw inferences based on past utterances and
the KB. Notably, we find that existing approaches
either achieve this disentanglement or effective
progress towards the task, but not both.

For instance, Mem2Seq (Madotto et al., 2018)
exhibits satisfactory performance when tested on
the training KB. It represents the dialog history and
the KB knowledge as a bag of words in a flat mem-
ory arrangement. This enables Mem2Seq to revisit
each word several times, as needed, obtaining good
performance. But at the same time, flat memory
prevents it from capturing any surrounding context
– this deteriorates its performance rapidly when the
amount of new unseen information in the KB in-
creases, as shown in Figure 1. On the other hand,
the performance of copy augmented sequence-to-
sequence network (Seq2Seq+Copy) (Eric and Man-
ning, 2017), is robust to changes in the KB, but fails
to achieve acceptable task-oriented performance. It
captures context by representing the entire dialog
history as one continuous sequence. However, it
can be difficult for a sequence encoder to reason
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over long dialogs found in real-world datasets and
its ability to learn the task gets hampered.

We propose BOSSNET, a novel network that ef-
fectively disentangles the language and knowledge
models, and also achieves state-of-the-art perfor-
mance on three existing datasets.

To achieve this, BOSSNET makes two design
choices. First, it encodes the conversational input
as a bag of sequences (BOSS) memory, in which
the input representation is built at two levels of
abstraction. The higher level flat memory encodes
the KB tuples and utterances to facilitate effective
inferencing over them. The lower level encoding of
each individual utterance and tuple is constructed
via a sequence encoder (Bi-GRU). This enables the
model to maintain the sequential context surround-
ing each token, aiding in better interpretation of
unseen tokens at test time. Second, we augment
the standard cross-entropy loss used in dialog sys-
tems with an additional loss term to encourage the
model to only copy KB tokens in a response, in-
stead of generating them via the language model.
This combination of sequence encoding and addi-
tional loss (along with dropout) helps in effective
disentangling between language and knowledge.

We perform evaluations over three datasets –
bAbI (Bordes and Weston, 2017), CamRest (Wen
et al., 2016), and Stanford Multi-Domain Dataset
(Eric et al., 2017). Of these, the last two are real-
world datasets. We find that BOSSNET is competi-
tive or significantly better on standard metrics in all
datasets as compared to state-of-the-art baselines.
We also introduce a knowledge adaptability (KA)
evaluation, in which we systematically increase the
percentage of previously unseen entities in the KB.
We find that BOSSNET is highly robust across all
percentage levels. Finally, we also report a human-
based evaluation and find that BOSSNET responses
are frequently rated higher than other baselines.

Overall, our contributions are:

1. We propose BOSSNET, a novel architecture to
disentangle the language model from knowl-
edge incorporation in task-oriented dialogs.

2. We introduce a knowledge adaptability evalu-
ation to measure the ability of dialog systems
to scale performance to unseen KB entities.

3. Our experiments show that BOSSNET is com-
petitive or significantly better, measured via
standard metrics, than the existing baselines
on three datasets.
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Figure 2: The dialog history and KB tuples stored in
the memory have memory cell representations and to-
ken representations. The encoder understands the last
user utterance using only the memory cell representa-
tions. The decoder generates the next response using
both representations.

We release our code and knowledge adaptabil-
ity (KA) test sets for further use by the research
community.1

2 The BOSSNET Architecture

The proposed Bag-of-Sequences Memory Network
has an encoder-decoder architecture that takes as
input (1) dialog history, which includes a sequence
of previous user utterances {cu1 , . . . , cun} and sys-
tem responses {cs1, . . . , csn−1}, and (2) KB tuples
{kb1, . . . , kbN}. The network then generates the
next system response csn = 〈y1y2 . . . yT 〉 word-by-
word. The simplified architecture of BOSSNET is
shown in Figure 2.

In this section, we first describe the BOSS mem-
ory which contains the dialog history and KB tu-
ples, followed by how the memory is consumed by
the encoder and the decoder. We finally define the
loss function, which, along with dropout, enables
disentangled learning of language and knowledge.

2.1 Bag-of-Sequences Memory

The memory M contains the dialog history
{cu1 , cs1, . . . , cun−1, csn−1} and the KB tuples
{kb1, . . . , kbN}. Each utterance in the dialog
history and each KB tuple is placed in a memory
cell. As utterances and tuples are inherently a
sequence, we represent each memory cell mi as

1https://github.com/dair-iitd/BossNet
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an ordered sequence of tokens 〈w1
iw

2
i . . . w

|mi|
i 〉.

For an utterance, the word tokens are followed
by a temporal indicator and a speaker indicator
{$u, $s}. For example, {good, morning,
#1, $s} indicates this was the first utterance
by the system. For a KB tuple, the tokens are
sequenced as {subject, predicate, object} followed
by temporal indicator and a kb indicator ($db).

Token representation is generated using a bidi-
rectional GRU. Let the outputs of the forward and
backward GRUs for the token wji be denoted as−→
hji and

←−
hji respectively. Then the token represen-

tation φ(wji ) is given by Eq. 1. Memory cell rep-
resentation ψ(mi) is computed by concatenating
the forward GRU output of its last token and the
backward GRU output of its first token as in Eq. 2.

φ(wji ) = [
−→
hji ;
←−
hji ] (1)

ψ(mi) = [
−−→
h
|mi|
i ;
←−
h1i ] (2)

2.2 The BOSSNET Encoder
The encoder used in BOSSNET is similar to
the multi-hop attention encoder with layer-wise
weights proposed by Sukhbaatar et al. (2015). The
encoder in Sukhbaatar et al. (2015) uses two dif-
ferent embedding matrices, whereas we use just
one to reduce the number of parameters. The en-
coder considers the last user utterance as the query
q = ψ(cun) and computes the reduced representa-
tion qr using the memory M as follows:

pi = softmax(qTψ(mi)) (3)

o = Wr

∑
i
piψ(mi) (4)

qr = o+Woq (5)

whereWr,Wo ∈ Rd×d are learnable parameters.
The hop step can be re-iterated, by assigning the
output of the previous hop as the new input query,
i.e., setting q = qr. The output of the encoder after
K hops, qkr , is assigned as the initial state of the
BOSSNET decoder.

2.3 The BOSSNET Decoder
BOSSNET models a copy-augmented sequence de-
coder, which generates the response one word at a
time. At any decode time step t, the decoder can
either generate a word from the decode vocabulary
or copy a word from the memory. Consequently,
the decoder computes: (1) generate distribution
Pg(yt) over the decode vocabulary, and (2) copy
distribution Pc(yt) over words in the memory.

The generate distribution is computed using a
standard sequence decoder (Sutskever et al., 2014)
by attending (Luong et al., 2015) over the memory
cell representations ψ. The copy distribution is
generated by using a two-level attention. Given
the decoder state st, it first computes attention αt
over the memory cells. Then it computes attention
over the tokens in each memory cell mi. Finally it
multiplies both these attentions to compute Pc(yt)
as follows:

αti = softmax(stψ(mi)) (6)

etij = stφ(w
j
i ) (7)

βtij = αti ∗
exp(etij)∑
k exp(e

t
ik)

(8)

Pc(yt = w) =
∑

ij:wji=w

βtij (9)

The copy and generate distributions are com-
bined using a soft gate gts ∈ [0, 1] as in See et al.
(2017). gts is a function of the decoder state at time
t and the word decoded in the previous time step.

2.4 Loss
The decoder is trained using cross-entropy loss.
The loss per response is defined as:

Lce = −
T∑

t=1

log
(
gtsPg(yt) + (1− gts)Pc(yt)

)

(10)
where T is the number of words in the sequence
to be generated and yt is the word to be generated
at time step t. The decision to generate or copy is
learnt implicitly by the network. However, to attain
perfect disentanglement, the KB words should be
copied, while the language should be generated.
In other words, any word in the response that is
present in the BOSS KB memory should have a low
gs. To obtain this behavior, we define a disentangle
label Dl for each word in the response. This label
is set to 1 if the word is present in the BOSS KB
memory and 0 otherwise. We define a disentangle
loss as follows:

Ld = −
T∑

t=1

gtslogDt
l +(1−gts)log(1−Dt

l ) (11)

We randomly drop some words with disentangle
label set to 1. This Disentangle Label Dropout
(DLD) works in tandem with the disentangle loss
and BOSS memory – it encourages the model to
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copy KB words whenever possible, based on their
surrounding words. The overall loss is given as:

L = Lce + γLd (12)

The relative weight of Ld in the overall loss
is controlled using a hyper-parameter (γ). The
dropout rate is also a hyper-parameter.

3 Experimental Setup

We perform experiments on three task-oriented di-
alog datasets: bAbI Dialog (Bordes and Weston,
2017), CamRest (Wen et al., 2016), and Stanford
Multi-Domain Dataset (Eric et al., 2017).
bAbI Dialog consists of synthetically generated
dialogs with the goal of restaurant reservation. The
dataset consists of five different tasks, all grounded
to a KB. This KB is split into two mutually exclu-
sive halves. One half is used to generate the train,
validation, and test sets, while the other half is used
to create a second test set called the OOV test set.
CamRest is a human-human dialog dataset, col-
lected using the Wiz-of-Oz framework, also aimed
at restaurant reservation. It is typically used to
evaluate traditional slot filling systems. In order
to make it suitable for end-to-end learning, we
stripped the handcrafted state representations and
annotations in each dialog, and divided the 676
available dialogs into train, validation, and test sets
(406, 135, and 135 dialogs, respectively).
Stanford Multi-Domain Dataset (SMD) is an-
other human-human dialog dataset collected using
the Wiz-of-Oz framework. Each conversation is
between a driver and an in-car assistant. The other
datasets consist of dialogs from just one domain
(restaurant reservation), whereas SMD consists of
dialogs from multiple domains (calendar schedul-
ing, weather information retrieval, and navigation).

3.1 Knowledge Adaptability (KA) Test Sets
Each bAbI dialog task has an additional OOV test
set, which helps to evaluate a model’s robustness to
change in information in the KB. A model that per-
fectly disentangles language and knowledge should
have no drop in accuracy on the OOV test set when
compared to the non-OOV test set. To measure
the degree of disentanglement in a model, we gen-
erated 10 additional test sets for each real-world
corpus by varying the percentage (in multiples of
10) of unseen entities in the KB. We systematically
picked random KB entities and replaced all their oc-
currences in the dialog with new entity names. We

will refer to these generated dialogs as the Knowl-
edge Adaptability (KA) test sets.

3.2 Baselines

We compare BOSSNET against several existing
end-to-end task-oriented dialog systems. These in-
clude retrieval models, such as the query reduction
network (QRN) (Seo et al., 2017), memory net-
work (MN) (Bordes and Weston, 2017), and gated
memory network (GMN) (Liu and Perez, 2017).
We also compare against generative models such as
a sequence-to-sequence model (Seq2Seq), a copy
augmented Seq2Seq (Seq2Seq+Copy) (Gulcehre
et al., 2016), and Mem2Seq (Madotto et al., 2018).2

For fairness across models, we do not compare
against key-value retrieval networks (Eric et al.,
2017) as they simplify the dataset by canonicaliz-
ing all KB words in dialogs.

We noticed that the reported results in the
Mem2Seq paper are not directly comparable, as
they pre-processed3 training data in SMD and
bAbI datasets. For fair comparisons, we re-run
Mem2Seq on the original training datasets. For
completeness we mention their reported results
(with pre-processing) as Mem2Seq*.

3.3 Evaluation Metrics

We evaluate BOSSNET and other models based
on their ability to generate valid responses. The
per-response accuracy (Bordes and Weston, 2017)
is the percentage of generated responses that ex-
actly match their respective gold response. The
per-dialog accuracy is the percentage of dialogs
with all correctly generated responses. These ac-
curacy metrics are a good measure for evaluating
datasets with boilerplate responses such as bAbI.

To quantify performance on other datasets, we
use BLEU (Papineni et al., 2002) and Entity F1
(Eric and Manning, 2017) scores. BLEU measures
the overlap of n-grams between the generated re-
sponse and its gold response and has become a
popular measure to compare task-oriented dialog
systems. Entity F1 is computed by micro-F1 over
KB entities in the entire set of gold responses.

2We thank the authors for releasing a working code at
https://github.com/HLTCHKUST/Mem2Seq

3Mem2Seq used the following pre-processing on the data:
1) The subject (restaurant name) and object (rating) positions
of the rating KB tuples in bAbI dialogs are flipped 2) An extra
fact was added to the navigation tasks in SMD which included
all the properties (distance, address, etc.) combined together
as the subject and poi as the object. See Appendix.
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3.4 Human Evaluation

We use two human evaluation experiments to com-
pare (1) the usefulness of a generated response with
respect to solving the given task, and (2) the gram-
matical correctness and fluency of the responses on
a 0–3 scale. We obtain human annotations by creat-
ing Human Intelligence Tasks (HITs) on Amazon
Mechanical Turk (AMT). For each test condition
(percentage of unseen entities), we sampled 50 di-
alogs from Camrest and SMD each, and two AMT
workers labeled each system response for both ex-
periments, resulting in 200 labels per condition per
dataset per system. We evaluate four systems in
this study, leading to a total of 1600 labels per con-
dition. The detailed setup is given in the Appendix.

3.5 Training

We train BOSSNET using an Adam optimizer
(Kingma and Ba, 2014) and apply gradient clip-
ping with a clip-value of 40. We identify hyper-
parameters based on the evaluation of the held-out
validation sets. We sample word embedding, hid-
den layer, and cell sizes from {64, 128, 256} and
learning rates from {10−3, 5×10−4, 10−4}. The
hyper-parameter γ in the loss function is chosen be-
tween [0-1.5]. The Disentangle Label Dropout rate
is sampled from {0.1, 0.2}. The number of hops
for multi-hop attention in the encoder is sampled
from {1, 3, 6}. The best hyper-parameter setting
for each dataset is reported in the Appendix.

4 Experimental Results

Our experiments evaluate three research questions.
1. Performance Study: How well is BOSSNET

able to perform the tasks of our three datasets
as compared to the baseline models?

2. Disentanglement Study: How robust are the
models in generalizing on the KA test sets?

3. Ablation Study: What is the performance gain
from each novel feature in BOSSNET?

4.1 Performance Study

Table 1 reports the per-response and per-dialog (in
parentheses) accuracies on the bAbI dialog tasks.
The multi-hop retrieval-based models such as QRN,
MN and GMN perform well on the non-OOV test
sets for tasks 1, 2, and 5, but fail to exhibit sim-
ilar performance on the corresponding OOV test
sets. This result is expected as these models are
trained to retrieve from a pre-defined set of re-
sponses. Their poor non-OOV performance on

tasks 3 and 4 is attributed to an error in the bAbI
dataset construction, due to which, the non-OOV
and OOV test conditions are the same for these
tasks (see Appendix).

A simple generative model (Seq2Seq) achieves
accuracies comparable to the multi-hop retrieval
models. Enabling it with the ability to copy from
the context (Seq2Seq+Copy) shows a considerable
increase in performance, especially on the OOV
test sets (and non-OOV tests for tasks 3 and 4).

The strong performance of simple sequence en-
coders when compared with multi-hop encoders
(in retrieval models) raises a question about the
value of multi-hop inference. Mem2Seq answers
this question, by obtaining improvements in sev-
eral tasks, specifically on their OOV test sets. This
clearly shows that multi-hop inference and the copy
mechanism are essentials for task-oriented dialogs.

Despite gains from the Mem2Seq model, the
performance difference between the non-OOV and
OOV test sets remains large. BOSSNET succeeds
to bridge this gap with its ability to better inter-
pret unseen words, using their surrounding con-
text. It obtains significant improvements on av-
erage of about 34% per-dialog accuracy and 10%
per-response accuracy for the bAbI OOV test sets.

In Table 2, we report results on the real-world
datasets. BOSSNET greatly outperforms other
models in both Entity F1 metric and BLEU scores
on CamRest. On SMD, BOSSNET achieves the
best only in Entity F1. On further analysis of
the generated responses we observe that BOSS-
NET responses often convey the necessary entity
information from the KB. However, they consist of
meaningful phrases with little lexical overlap with
the gold response, reducing the BLEU scores. We
investigate this further in our human evaluation.
Human Evaluation: We summarize the human
evaluation results for real-world datasets in Ta-
ble 3. BOSSNET shows the best performance
on Camrest, and is judged useful 77 times out of
100. Also, it has the highest average grammatical
correctness score of 2.28 (very close to Seq2Seq
and Mem2Seq). BOSSNET performs on par with
Mem2Seq and Seq2Seq in its ability to relay appro-
priate information to solve SMD dialog tasks, and
has a slightly higher grammaticality score.

4.2 Disentanglement Study

We use our generated knowledge adaptability (KA)
test sets to measure the robustness of BOSSNET
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Retrieval Models Generative Models

Task QRN MN GMN Mem2Seq* Seq2Seq Seq2Seq+Copy Mem2Seq BOSSNET

T1 99.9 (-) 99.6 (99.6) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
T2 99.5 (-) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
T3 74.8 (-) 74.9 (2.0) 74.9 (0) 94.7 (62.1) 74.8 (0) 85.1 (19.0) 74.9 (0) 95.2 (63.8)
T4 57.2 (-) 59.5 (3.0) 57.2 (0) 100 (100) 57.2 (0) 100 (100) 100 (100) 100 (100)
T5 99.6 (-) 96.1 (49.4) 96.3 (52.5) 97.9 (69.6) 97.2 (64.4) 96 (49.1) 97.7(66.3) 97.3 (65.6)

T1-OOV 83.1 (-) 72.3 (0) 82.4 (0) 94.0 (62.2) 81.7 (0) 92.5 (54.7) 94.0 (62.2) 100 (100)
T2-OOV 78.9 (-) 78.9 (0) 78.9 (0) 86.5 (12.4) 78.9 (0) 83.2 (0) 86.5 (12.4) 100 (100)
T3-OOV 75.2 (-) 74.4 (0) 75.3 (0) 90.3 (38.7) 75.3 (0) 82.9 (0) 75.2 (0) 95.7 (66.6)
T4-OOV 56.9 (-) 57.6 (0) 57.0 (0) 100 (100) 57.0 (0) 100 (100) 100 (100) 100 (100)
T5-OOV 67.8 (-) 65.5 (0) 66.7 (0) 84.5 (2.3) 67.4 (0) 73.6 (0) 75.6 (0) 91.7 (18.5)

Table 1: Per-response and per-dialog accuracies (in brackets) on bAbI dialog tasks of BOSSNET and baselines
.

CamRest SMD

BLEU Ent. F1 BLEU Ent. F1

Mem2Seq* 12.7 39 12.6 33.4

Seq2Seq 11.4 40.6 8.7 34.9
Seq2Seq+Copy 4.7 32.2 3.23 16.9
Mem2Seq 12.7 39 10.3 31.8

BOSSNET 15.2 43.1 8.3 35.9

Table 2: Performance of BOSSNET and baselines on
the CamRest and SMD datasets

CamRest SMD

Info Grammar Info Grammar

Seq2Seq 46 2.24 35 2.38
Seq2Seq+Copy 27 1.1 21 1.04
Mem2Seq 51 2.2 38 2.0

BOSSNET 77 2.28 36 2.5

Table 3: AMT Evaluations on CamRest and SMD

and the other baselines to changes in the KB.
We perform this experiment on 4 different tasks,
namely bAbI tasks 1 and 5, CamRest, and SMD.

Figures 3 and 4 show the per-response accura-
cies of the two bAbI dialog tasks plotted against
the percentage of unseen entities in KA sets. From
Figure 3 we observe that BOSSNET remains im-
mune to any variablity in the KB content, whereas
the performance of Mem2Seq and Seq2Seq models
drops drastically due to their inability to capture
semantic representations of the injected KB enti-
ties. We see a similar trend in Figure 4, but here
all the models show a drop in performance, with
BOSSNET appearing the most steady. We explain
this trend using the example dialog in Table 4. In
the current dialog context, the system is required to
provide the address of the selected restaurant, but
since more than one restaurant in the KB is unseen,
it becomes ambiguous for the network to identify

KB (restaurant—address)
r bangkok overpriced thai 8—r bangkok overpriced thai 8 addr
r bangkok overpriced thai 7—r bangkok overpriced thai 7 addr
r bangkok overpriced thai 4—r bangkok overpriced thai 4 addr
r bangkok overpriced thai 2—r bangkok overpriced thai 2 addr

usr-1 may i have a table in an overpriced price range for
nine people with thai food in bangkok ?

sys-1 what do you think of : r bangkok overpriced thai 8 ?
usr-2 can you provide the address ?

Gold here it is r bangkok overpriced thai 8 addr

Seq2Seq+Copy here it is r bangkok overpriced thai 4 addr

Seq2Seq here it is r london moderate spanish 6 addr

Mem2Seq here it is r bangkok overpriced thai 4 addr

BOSSNET here it is r bangkok overpriced thai 4 addr

Table 4: Example from bAbI Task 5 KA test set with
100% OOV entities. Identifying the address of an un-
seen restaurant is challenging for all models.

the correct restaurant and infer its address. In the
end, the system is forced to pick a random address
– the probability of which being correct decreases
as more restaurants become unseen.

The performance on the CamRest KA test sets
is illustrated in Figures 1 and 5. BOSSNET has
the best performance with even a slight increase in
both BLEU and Entity F1 metrics as more OOV
content is injected in the dialog, probably because
it is clear that it needs to copy when processing
unseen entities. Seq2Seq+Copy is unable to per-
form well in CamRest as the length of the input
(dialog history + KB tuples) is long and the size
of the training set is also small. We believe that
Seq2Seq+Copy works best in an environment with
an abundance of short dialog training data (e.g.,
bAbI task 1 in Figure 3).

SMD consists of dialogs with a large KB and a
highly varying response pattern. This makes it very
difficult to learn the language model – reflected in
the low BLEU scores for all the systems. BOSS-
NET still provides the best F1 entity score due to
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CamRest SMD

Info Grammar Info Grammar

Seq2Seq 26 2.28 22 2.44
Seq2Seq+Copy 22 1.22 16 1.04
Mem2Seq 35 2.06 26 1.9

BOSSNET 80 2.44 51 2.28

Table 5: AMT Evaluations on CamRest and SMD (50%
unseen) KA datasets

its ability to inference efficiently on the large KB
(Figure 6). Mem2Seq shows the best BLEU score
performance on the original test set, but its perfor-
mance drop of 42.5%, from 10.3 at 0% unseen to
5.93 at 100% unseen, is a lot heavier than that of
BOSSNET which only drops 7.6% – 8.27 at 0%
unseen to 7.64 at 100% unseen.
Human Evaluation: We summarize the human
evaluation results for real-world datasets on the
50% unseen KA test set in Table 5. BOSSNET

again outperforms the baselines and is labeled suc-
cessful twice more often than the next best model
on both Camrest and SMD. Seq2Seq appears to pro-
duce better sentence structures on the SMD dataset,
primarily because it does not attempt to learn in-
ference on the KB, allowing it to solely focus on
learning the language model better.

4.3 Ablation Study

We assess the value of each model element, by
removing it from BOSSNET. Table 6 reports the
per-response accuracy scores for various configu-
rations of BOSSNET on bAbI dialog tasks. It also
reports the BLEU and entity F1 metric of various
configurations on CamRest.
Without BoSs Memory: This configuration uses
the Bag-of-Bags (BoB) Memory rather than BOSS

memory. The BoB memory is a simplified repre-
sentation, similar to the one in the original Memory
Networks. Here the token representation is the vec-
tor embedding of the token with no influence from
the surrounding words and the memory cell repre-
sentation is the sum of all its token embeddings. As
a result, each word w representation is influenced
equally by all words in a memory cell, irrespec-
tive of its distance from w. This makes capturing
context in the immediate neighbourhood harder. In-
ability to capture the correct context prevents the
configuartion from generalizing to OOV test sets.
Without Disentangled Loss: Disentangled Loss
(Ld) plays an important role in enforcing that KB
words be copied and other language be generated.

By removing this loss component, it achieves better
BLEU score in CamRest, but with a drop in Entity
F1. Without the disentangled loss, the model some-
times learns to generate KB words. This severely
affects OOV performance. As described earlier,
an error in bAbI dataset construction tasks 3 and
4 effectively injects the validation set with a lot
of OOVs. This anomaly in conjunction with the
dropout (DLD), helps the configuration in achiev-
ing an acceptable performance for those tasks.
Without Disentangled Label Dropout: BOSS-
NET learns to generate language and copy KB
words. Without DLD, the model learns to memo-
rize words to be copied rather than learning the con-
text under which a word should be copied. Hence,
the performance on OOV test sets is much inferior
compared to the non-OOV setting.

Overall, we notice that combining all three
model elements is necessary in obtaining the best
performance across all tasks.

4.4 Qualitative Evaluation

We qualitatively compare the performance of
BOSSNET with other baselines using examples.

Table 7, demonstrates the ability of BOSSNET

to copy entities (restaurant name and address) in
its response. The other baselines either generate
unwanted or irrelevant entities in their response, or
fail to copy altogether. BOSSNET also best cap-
tures the language model effectively with a slight
paraphrasing of the gold response.

Table 8 contains only unseen entities. This ex-
ample highlights the shortcomings of the Seq2Seq
model as it ends up predicting a restaurant encoun-
tered during training. Mem2Seq copies a restaurant
name without learning to sort the restaurants based
on rating. BOSSNET, with its efficient memory
addressing, is seen to be able to solve both issues.

5 Related Work

Compared to the traditional slot-filling based dia-
log (Williams and Young, 2007; Wen et al., 2017;
Williams et al., 2017), end-to-end training methods
(e.g., (Bordes and Weston, 2017), this work) do not
require handcrafted state representations and their
corresponding annotations in each dialog. Thus,
they can easily be adapted to a new domain. We
discuss end-to-end approaches along two verticals:
1) decoder: whether the response is retrieved or
generated and 2) encoder: how the dialog history
and KB tuples are encoded.
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Figure 3: bAbI Task 1: Per-response accuracy compar-
ison on KA sets

Figure 4: bAbI Task 5: Per-response accuracy compar-
ison on KA sets

Figure 5: CamRest: Entity F1 comparison on KA sets Figure 6: SMD: Entity F1 comparison on KA sets

bAbI Dialog Tasks bAbI Dialog Tasks (OOV) CamRest

T1 T2 T3 T4 T5 T1 T2 T3 T4 T5 BLEU Ent. F1

BOSSNET w/o BOSS Memory 100 100 74.9 57.2 95.6 93.5 78.9 74.9 57 81.4 10.13 29
BOSSNET w/o Ld 100 100 91.7 100 94.3 83.2 78.9 92.7 100 66.7 15.5 40.1
BOSSNET w/o DLD 100 100 93.4 100 95.3 79.2 84.6 90.7 100 78.1 12.4 40.45

BOSSNET 100 100 95.2 100 97.3 100 100 95.7 100 91.7 15.2 43.1

Table 6: Ablation study: impact of each model element on BOSSNET

Most of the existing end-to-end approaches re-
trieve a response from a pre-defined set (Bordes
and Weston, 2017; Liu and Perez, 2017; Seo et al.,
2017). These methods are generally successful
when they have to provide boilerplate responses –
they cannot construct responses by using words in
KB not seen during training. Alternatively, gen-
erative approaches are used where the response is
generated one word at a time (Eric and Manning,
2017; Madotto et al., 2018). These approaches mit-
igate the unseen entity problem by incorporating
the ability to copy words from the input (Vinyals
et al., 2015; Gu et al., 2016). The copy mechanism
has also found success in summarization (Nallapati
et al., 2016; See et al., 2017) and machine transla-
tion (Gulcehre et al., 2016). BOSSNET is also a
copy incorporated generative approach.

For encoding, some approaches represent the

dialog history as a sequence (Eric and Manning,
2017; Gulcehre et al., 2016). Unfortunately, using a
single long sequence for encoding also enforces an
order over the set of KB tuples making it harder to
perform inferencing over them. Other approaches
represent the dialog context as a bag. Original
Memory Networks (Bordes and Weston, 2017) and
its extensions encode each memory element (ut-
terance) as an average of all constituent words –
this cannot point to individual words, and hence
cannot be used with a copy mechanism. Mem2Seq
encodes each word individually in a flat memory.
Unfortunately, this loses the contextual informa-
tion around a word, which is needed to decipher
an unseen word. In contrast, BOSSNET uses a bag
of sequences encoding, where KB tuples are a set
for easier inference, and also each utterance is a
sequence for effectively learning when to copy.
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KB (restaurant—cuisine—address—phone)
pizza hut fen ditton—italian—cambridge retail park newmarket road fen ditton—01223 323737

usr-1 may i have information for an italian restaurant in the east part of town ?
sys-1 yes sure . there is only on italian restaurant called pizza hut fen ditton in the east . what else do you

want to know ?
usr-2 what is their address please ?

Gold the address for pizza hut fen ditton is cambridge retail park newmarket road fen ditton . can i help you
with anything else ?

Seq2Seq+Copy their address is at

Seq2Seq curry prince is at 451 newmarket road fen ditton

Mem2Seq pizza hut fen ditton is located at 7 barnwell road fen ditton is 7 barnwell road fen ditton and the phone
number is 01223 244955

BOSSNET pizza hut fen ditton is located at cambridge retail park newmarket road fen ditton is there anything
else i can help you with

Table 7: An example of responses generated by BOSSNET and baselines on the CamRest test set. Thia example
has no unseen entities.

KB (restaurant—cuisine—price range—location—rating)
resto tokyo affordable vietnamese 8stars—vietnamese—affordable—tokyo—8
resto tokyo affordable vietnamese 7stars—vietnamese—affordable—tokyo—7
resto tokyo affordable vietnamese 6stars—vietnamese—affordable—tokyo—6
resto tokyo affordable vietnamese 5stars—vietnamese—affordable—tokyo—5

usr-1 can you book a table in tokyo with vietnamese food in a affordable price range ?
sys-1 what do you think of this option : resto tokyo affordable vietnamese 8stars ?
usr-2 no this does not work for me .
sys-2 what do you think of this option : resto tokyo affordable vietnamese 7stars ?
usr-3 do you have something else ?

Gold what do you think of this option : resto tokyo affordable vietnamese 6stars

Seq2Seq+Copy what do you think of this option : what ?

Seq2Seq what do you think of this option : resto london moderate british 2stars ?

Mem2Seq what do you think of this option : resto tokyo affordable vietnamese 5stars ?

BOSSNET what do you think of this option : resto tokyo affordable vietnamese 6stars ?

Table 8: An example of responses generated by BOSSNET and baselines on bAbI dialog Task-5. This example is
from the KA test set with 100% unseen entities.

6 Conclusions

We propose BOSSNET for training task-oriented
dialog systems in an end-to-end fashion. BOSS-
NET combines a novel bag of sequences memory
for storing a dialog history and KB tuples, with a
copy-augmented generative decoder to construct di-
alog responses. It augments standard cross entropy
loss of a sequence decoder with an additional term
to encourage the model to copy KB words. BOSS

memory and new loss term, in conjunction with a
disentangle label dropout, enables the decoder to
disentangle its language and knowledge models.

BOSSNET achieves the state of the art results on
bAbI dialog dataset, outperforming existing mod-
els by 10 points or more in its OOV conditions.
In the knowledge adaptability test, we find that
BOSSNET is highly robust to increasing the per-

centage of unseen entities at test time, suggesting
a good language-knowledge disentanglement. Hu-
man evaluations show that BOSSNET responses
are highly informative and slightly more grammat-
ical compared to baselines. We will release our
code and all curated datasets for further research.
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A Two-Level attention on BoSs Memory

To visualize the benefit of two-level attention used
on BOSS memory by the decoder, we compare
attention weights for two models: our proposed
two-level attention and a variant with just one-level
attention (over all the words in the memory). In
the example of a sample dialog from bAbI Task 3,
shown in Figure 7, the decoder is aimed at predict-
ing the second best restaurant 3 stars, given that
the restaurant with rating 8 stars has already been
suggested and rejected. We show attention only on
the KB entries for brevity.

The models share some similarities in their dis-
tribution of attention. First, the attention weights
are localized over the restaurant names, indicating
the preference of the system to point to a specific
restaurant. This is supported by the gs values, 3.14
x 10−5 and 1.15 x 10−4 for two-level attention and
one-level attention respectively, i.e., both models
prefer to copy rather than generate. Moreover, en-
tries with the same restaurant name have similar
attention weights, reflecting the robustness of the
distribution.

We also observe that two-level attention is able
to perform the difficult task of sorting the restaurant
entries based on decreasing order of rating (number
of stars). It gives more weight to entries with a high
rating (3 stars > 2 stars > 1 star) and suppresses
the weights of any previously suggested restaurant.

The attention over memory cells provides BOSS-
NET with the ability to infer over multiple sets of
tuples. The ability to sort the restaurants and re-
ject a previously seen restaurant can be observed
by the attention heat map of Memory cells. Atten-
tion over tokens on the other hand can push the
attention weights towards either the subject or ob-
ject in the KB tuple, based on the query’s request.
Thus using both in conjunction helps BOSSNET

perform significantly better than the baselines and
illustrates the importance of the BOSS memory in
comparison to a flat memory layout.

B Reproducibility

We list out the complete set of hyperparameters
used to train BOSSNET for the various datasets
in Table 9. Our code will be made publicably ac-
cessible for future research purposes. Our trained
models and evaluation scripts will also be provided.
We will also make our end-to-end reconstruced
Camrest dataset along with our whole batch of
knowledge adaptability test sets available.

C Example Predictions of BOSSNET and
Baselines

Examples from SMD is shown in Table 12 respec-
tively. Examples from KA test set with percentage
of unseen entites set to 50 from CamRest and SMD
are shown in Table 11 and Table 13 respectively.
Examples from KA test set with percentage of un-
seen entites set to 100 from bAbI dialog Task 1 is
shown in Table 10.

D Dataset Preprocessing and Faults

D.1 Mem2Seq Preprocessing

Mem2Seq paper used the following pre-processing
on the data:

1. The subject (restaurant name) and object (rat-
ing) positions of the rating KB tuples in bAbI
dialogs are flipped, while the order remains
the same for other tuples remains the same.
This pre-processing is illustrated in Figure 8

2. an extra fact was added to the navigation tasks
in In-Car Assistant with all the properties
(such as distance, address) combined together
as the subject and poi as the object. This pre-
processing is illustrated in Figure 9

The pre-processing has major impact on the perfor-
mance of Mem2Seq, as it can only copy objects
of a KB tuple, while the subject and relation can
never be copied.

D.2 bAbI Dataset Faults

The KB entities present in validation and non-OOV
test sets for task 3 and 4 do not overlap with those
in the train set. This effectively means that non-
OOV and OOV test conditions are the same for
tasks 3 and 4. This explains the low performance
of baseline models on task 3 and 4 non-OOV test
sets.

E AMT Setup

Response Relevance Test We show a sample of
an Human Intelligence Task (HIT) on Amazon Me-
chanical Turk in Figure 10a. We randomize the
responses generated by the three baseline models
and BOSSNET on the same dialog and ask the user
to tick all those response options that seem to cap-
ture the relevant information of the given sample
response. A total of 200 such annotations were
collected for Camrest and SMD each.
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Figure 7: Visualization of attention weights on selected portions of memory in (a) BOSSNET with two-level
attention vs (b) BOSSNET with one-level attention

Task Learning Rate Hops Embedding Size Disentangle Loss Weight DLD

T1 0.001 1 128 1.0 0.2
T2 0.001 1 128 1.0 0.2
T3 0.0005 3 128 1.5 0.2
T4 0.001 1 128 1.0 0.2
T5 0.0005 3 256 1.0 0.2

CamRest 0.0005 6 256 1.0 0.2
SMD 0.0005 3 256 1.0 0.1

Table 9: The hyperparameters used to train BOSSNET on the different datasets
.

Response Grammar Test We show a sample of
an Human Intelligence Task (HIT) on Amazon Me-
chanical Turk in Figure 10b. We randomize the
responses generated by the three baseline models
and BOSSNET on the same dialog and ask the user
to rate each response based on the grammatical
correctness and natural flow of the sentence. The
rating ranges from 0-3 where 0 being the worst
and 3 being the best. Note) the sentences were not
asked to be rated with respect to each other, but
instead as individual occurrences. A total of 200
such annotations were collected for Camrest and

SMD each.

F Multi-Hop vs 1-Hop Encoders

Table 14 shows the performance of bAbI tasks
and CamRest on two BOSSNET encoder settings.
Multi-hops in encoder helps in bAbI task 3 and 5,
as they require inferencing over the KB tuples (sort-
ing restaurants by rating) to recommend a restau-
rant. We also see substantial improvements on
CamRest in both BLEU and entity F1 metric.

1250



usr-1 good morning
sys-1 hello what can i help you with today
usr-2 can you book a table with korean cuisine for five in beijing
sys-2 i ’ m on it . which price range are looking for ?
usr-3 i am looking for a overpriced restaurant

Gold api call korean beijing five overpriced

Seq2Seq+Copy api call korean beijing five overpriced

Seq2Seq api call french london four moderate

Mem2Seq api call overpriced korean korean overpriced

BOSSNET api call korean beijing five overpriced

Table 10: Example from bAbI dialog Task 1 with 100% OOV.

KB (restaurant—cuisine—address—phone—postcode)
prezzo—ethiopian—22 atlantis road—01799 521260—cb30ad

usr-1 i want a moderately expensive ethiopian restaurant in the south side of town
sys-1 i ’ m sorry . i can not find a moderately expensive ethiopian restaurant in the south side of town
usr-2 i would like to find a moderately priced restaurant in the west part of town
sys-2 prezzo is a moderately priced ethiopian restaurant in the west part of town . there is also indian and

british food available in that area and price range . would you like more info ?
usr-3 yes can i get thier address and postcode ?

Gold of course , prezzo ’ s address is 22 atlantis road and postcode is cb30ad

Seq2Seq+Copy postcode a is is 01223350688 UNK there get i for for today

Seq2Seq the address is 83 regent street and their postcode is cb58aq

Mem2Seq the phone address is cb21uj

BOSSNET the address is 22 atlantis road at 22 atlantis road the postcode is cb30ad is there anything else i can
help you with

Table 11: Example from Camrest with 50% OOV. The OOV entities present in the dialog are {ethiopian,
22 atlantis road}

KB (location—distance—traffic info—address)
teavana—4 miles—no traffic—145 amherst st

cafe venetia—5 miles—moderate traffic—269 alger dr
town and country—3 miles—moderate traffic—383 university ave

usr-1 where can i get tea ?
sys-1 there is 2 tea shops near you teavana is 4 miles away and cafe venetia is 5 miles away which one do you

want ?
usr-2 which one is the quickest is there any traffic ?

Gold teavana is the fastest journey because there is no traffic on the way there . cafe venetia has moder-
ate traffic should we go to teavana

Seq2Seq+Copy there is

Seq2Seq there is moderate traffic on the way to palo alto medical foundation

Mem2Seq there is moderate traffic on our way

BOSSNET teavana there is a moderate traffic nearby but i might find another route to town and country
town and country address is 383 university ave i sent it on your screen

Table 12: Example from SMD
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KB (location—day—weather)
mountain view—sunday—foggy

mountain view—monday—overcast
pittsburgh—sunday—overcast
pittsburgh—monday—warm

downtown chicago—sunday—foggy
downtown chicago—monday—warm

today—monday

usr-1 is the weather cloudy right now ?
sys-1 what city do you want the weather for ?
usr-2 pittsburgh

Gold there are no clouds in pittsburgh right now

Seq2Seq+Copy which is no

Seq2Seq it is currently raining in san francisco right now

Mem2Seq it will not be cloudy in in

BOSSNET it will be cloudy on sunday in pittsburgh

Table 13: Example from SMD with 50% OOV. The OOV entity present in the dialog is {pittsburgh}

bAbI Dialog Tasks bAbI Dialog Tasks (OOV) CamRest

T1 T2 T3 T4 T5 T1 T2 T3 T4 T5 BLEU Ent. F1

BOSSNET with 1-Hop Encoder 100 100 92.3 100 90.5 100 100 91.4 100 89 10.5 36.9
BOSSNET with Multi-Hop Encoder 100 100 95.2 100 97.3 100 100 95.7 100 91.7 15.2 43.1

Table 14: Ablation study: impact of hops in BOSSNET encoder
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Subject Predicate Object
resto_rome_cheap_indian_6stars R_phone resto_rome_cheap_indian_6stars_phone
resto_rome_cheap_indian_6stars R_cuisine indian
resto_rome_cheap_indian_6stars R_address resto_rome_cheap_indian_6stars_address
resto_rome_cheap_indian_6stars R_location rome
resto_rome_cheap_indian_6stars R_number eight
resto_rome_cheap_indian_6stars R_price cheap
resto_rome_cheap_indian_6stars R_rating 6
resto_rome_cheap_indian_7stars R_phone resto_rome_cheap_indian_7stars_phone
resto_rome_cheap_indian_7stars R_cuisine indian
resto_rome_cheap_indian_7stars R_address resto_rome_cheap_indian_7stars_address
resto_rome_cheap_indian_7stars R_location rome
resto_rome_cheap_indian_7stars R_number eight
resto_rome_cheap_indian_7stars R_price cheap
resto_rome_cheap_indian_7stars R_rating 7

(a) Original bAbIData

Subject Predicate Object
resto_rome_cheap_indian_6stars R_phone resto_rome_cheap_indian_6stars_phone
resto_rome_cheap_indian_6stars R_cuisine indian
resto_rome_cheap_indian_6stars R_address resto_rome_cheap_indian_6stars_address
resto_rome_cheap_indian_6stars R_location rome
resto_rome_cheap_indian_6stars R_number eight
resto_rome_cheap_indian_6stars R_price cheap

6 R_rating resto_rome_cheap_indian_6stars
resto_rome_cheap_indian_7stars R_phone resto_rome_cheap_indian_7stars_phone
resto_rome_cheap_indian_7stars R_cuisine indian
resto_rome_cheap_indian_7stars R_address resto_rome_cheap_indian_7stars_address
resto_rome_cheap_indian_7stars R_location rome
resto_rome_cheap_indian_7stars R_number eight
resto_rome_cheap_indian_7stars R_price cheap

7 R_rating resto_rome_cheap_indian_7stars

(a) Pre-Processed bAbIData

Figure 8: Pre-processing of bAbI dialog data used in Mem2Seq paper
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(a) Original SMD Navigate Data

(a) Pre-Processed SMD Navigate Data

Subject Predicate Object
the_westin distance 2_miles
the_westin traffic_info moderate_traffic
the_westin poi_type rest_stop
the_westin address 329_el_camino_real
toms_house distance 1_miles
toms_house traffic_info heavy_traffic
toms_house poi_type friends_house
toms_house address 580_van_ness_ave

Subject Predicate Object
2_miles moderate_traffic rest_stop poi the_westin
the_westin distance 2_miles
the_westin traffic_info moderate_traffic
the_westin poi_type rest_stop
the_westin address 329_el_camino_real
1_miles heavy_traffic friends_house poi toms_house
toms_house distance 1_miles
toms_house traffic_info heavy_traffic
toms_house poi_type friends_house
toms_house address 580_van_ness_ave

Figure 9: Pre-processing of SMD Navigate data used in Mem2Seq paper
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(a)

(b)

Figure 10: A sample HIT on Amazon Mechanical Turk to (a) validate useful responses based on the given dialog
context, and (b) validate grammatical correctness of different responses on a scale of 0-3
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Abstract

Neural networks equipped with self-attention
have parallelizable computation, light-weight
structure, and the ability to capture both long-
range and local dependencies. Further, their
expressive power and performance can be
boosted by using a vector to measure pair-
wise dependency, but this requires to expand
the alignment matrix to a tensor, which results
in memory and computation bottlenecks. In
this paper, we propose a novel attention mech-
anism called “Multi-mask Tensorized Self-
Attention” (MTSA), which is as fast and as
memory-efficient as a CNN, but significantly
outperforms previous CNN-/RNN-/attention-
based models. MTSA 1) captures both pair-
wise (token2token) and global (source2token)
dependencies by a novel compatibility func-
tion composed of dot-product and additive
attentions, 2) uses a tensor to represent the
feature-wise alignment scores for better ex-
pressive power but only requires paralleliz-
able matrix multiplications, and 3) combines
multi-head with multi-dimensional attentions,
and applies a distinct positional mask to each
head (subspace), so the memory and compu-
tation can be distributed to multiple heads,
each with sequential information encoded in-
dependently. The experiments show that
a CNN/RNN-free model based on MTSA
achieves state-of-the-art or competitive perfor-
mance on nine NLP benchmarks with com-
pelling memory- and time-efficiency.

1 Introduction

Recurrent neural network (RNN) and convolu-
tional neural network (CNN) have been broadly
used as context fusion modules for natural
language processing (NLP) tasks. Recently,
RNN/CNN in conjunction with an attention mech-
anism has been proven to be effective for con-
textual feature modeling in a wide range of
NLP tasks, including sentiment classification (Li

et al., 2018), machine translation (Bahdanau et al.,
2015), reading comprehension (Seo et al., 2017;
Yu et al., 2018), etc. More recently, self-attention
mechanisms have been developed for context fu-
sion and syntactic dependency modeling with the
advantage of fewer parameters, more paralleliz-
able computation, and better empirical perfor-
mance (Hu et al., 2017; Vaswani et al., 2017; Shen
et al., 2018a). In addition, neural networks based
solely on self-attention mechanisms have achieved
state-of-the-art quality on many NLP tasks, e.g.,
machine translation (Vaswani et al., 2017), sen-
tence embedding (Shen et al., 2018a) and semantic
role labeling (Tan et al., 2017).

Self-attention mechanisms can be categorized
into two classes according to the type of depen-
dency each aims to model. The first category is to-
ken2token self-attention (Hu et al., 2017; Vaswani
et al., 2017; Shen et al., 2018a) that captures syn-
tactic dependency between every two tokens in
a sequence. An efficient dot-product compatibil-
ity function is usually deployed to measure this
pairwise dependency (Vaswani et al., 2017). In
contrast, additive compatibility function captures
the dependency by multi-layer perceptron (MLP),
and can usually achieve better performance (Britz
et al., 2017). Its expressive power can be fur-
ther improved if expanded to multiple dimensions
(Shen et al., 2018a). This multi-dim self-attention
empirically surpasses dot-product one, but suffers
from expensive computation and memory, which
grow linearly with the number of features and
quadratically with the sequence length. Hence, it
is not scalable to long sequences in practice.

The second category is source2token self-
attention (Liu et al., 2016; Lin et al., 2017; Shen
et al., 2018a) aiming to capture global dependency,
i.e., the importance of each token to the entire se-
quence for a specific task. Its time and space com-
plexities grow linearly, rather than quadratically,

1256



(a) (b) (c)

Figure 1: (a) Memory consumption and (b) time cost vs. sequence length on synthetic data; (c) memory load
(x-axis), inference time on dev set (y-axis) and test accuracy on the SNLI dataset.

with the sequence length. Hence, it is empiri-
cally efficient in terms of memory and computa-
tion even if expanded to multiple dimensions, i.e.,
using a vector of feature-wise scores instead of a
scalar for the global dependency. But, it is hard
to reach state-of-the-art performance on NLP tasks
due to the lack of pairwise and local dependencies.

In this paper, we propose a novel atten-
tion mechanism called multi-mask tensorized
self-attention (MTSA), for context fusion. In
MTSA, 1) the pairwise dependency is captured by
an efficient dot-product based token2token self-
attention, while the global dependency is modeled
by a feature-wise multi-dim source2token self-
attention, so they can work jointly to encode rich
contextual features; 2) self-attention alignment
scores are tensorized for more expressive power in
that each pair of tokens has one score for each fea-
ture, but no tensor computation is required other
than simple and efficient matrix multiplications
when implemented; 3) the tensors above are com-
puted in multiple subspaces (i.e., in a multi-head
fashion) rather than in the original input space, so
the required memory and computation can be dis-
tributed to multiple subspaces; and 4) a distinct
positional mask is applied to each head in order
to encode rich structural information such as the
sequential order and relative position of tokens.

In the experiments, we build CNN/RNN-free
neural networks based on MTSA for sentence em-
bedding and sequence tagging tasks, including
natural language inference, semantic role label-
ing, sentiment analysis, question-type classifica-
tion, machine translation, etc. The results demon-
strate that MTSA achieves state-of-the-art or com-
petitive performance on nine benchmark datasets.
To summarize the comparison of MTSA with re-

cently popular models, we show the memory con-
sumption and time cost vs. sequence length re-
spectively in Figure 1(a) and 1(b) on synthetic data
(batch size of 64 and feature channels of 300). On
the SNLI (Bowman et al., 2015), a public dataset
for language inference, as shown in Figure 1(c),
MTSA achieves the best result but is as fast and as
memory-efficient as the CNNs (all baselines and
the benchmark are detailed in Section 4).

Notations: 1) lowercase denotes a vector; 2)
bold lowercase denotes a sequence of vectors
(stored as a matrix); and 3) uppercase denotes a
matrix or tensor.

2 Background

2.1 Attention Mechanism

Given an input sequence of token embeddings or
memory slots x = [x1, . . . , xn] ∈ Rde×n, and
a vector representation of a query q ∈ Rdq , at-
tention mechanism (Bahdanau et al., 2015; Lu-
ong et al., 2015) computes an alignment score be-
tween each token xi and q by a compatibility func-
tion f(xi, q), which aims to measure the depen-
dency/relevance between xi and q, or the attention
of q to xi, w.r.t. a given task. The scores are trans-
formed into probabilities through a softmax func-
tion. These probabilities are then used as weights
to sum all the tokens and generate a contextual em-
bedding for q, i.e.,

p(z|x, q) = softmax(a), a = [f(xi, q)]
n
i=1,

s =

n∑

i=1

p(z = i|x, q) · xi = Ei∼p(z|x,q)[xi], (1)

where a ∈ Rn denotes the vector of n alignment
scores, p(z|x, q) is the categorical distribution for
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attention probabilities, which is derived from ap-
plying softmax function to a. And, s ∈ Rde is the
output vector for the query q.

There are two major types of compatibility
functions, leading to the two most frequently used
attention mechanisms. The first one is dot-product
or multiplicative compatibility function (Eq.(2)),
which composes dot-product attention mecha-
nism (Luong et al., 2015) using cosine similarity
to model the dependencies. The other one is ad-
ditive or multi-layer perceptron (MLP) compati-
bility function (Eq.(3)) that results in additive at-
tention mechanism (Bahdanau et al., 2015) using
MLP to model the dependencies.

f(xi, q) = 〈W (d1)xi,W
(d2)q〉, (2)

f(xi, q) = wTσa(W
(a)[xi; q] + b(a)) + b, (3)

where W (d1) ∈ Rdi×de ,W (d2) ∈ Rdi×dq ,W (a) ∈
Rda×(de+dq), w ∈ Rda are learnable parameters,
〈·, ·〉 denotes inner-product. Empirically, networks
with additive attention usually outperform those
with dot-product attention, but require more com-
putation time and memory (Britz et al., 2017).

Multi-dim attention mechanism (Shen et al.,
2018a) expands the alignment score in previous
attention mechanisms to a vector for feature-wise
scores, each computed on a feature dimension. It
has greater capacity to model complex dependen-
cies, and can handle context variation and poly-
semy problems harassing many NLP tasks. In
particular, it replaces vector wT ∈ R1×da in
additive compatibility function (Eq.(3)) with a
matrix W ∈ Rde×da , and thus produces de
scores to describe the attention of q to xi.

2.2 Self-Attention Mechanism

Self-attention mechanism is a special case of at-
tention mechanisms, where the query q stems
from the input sequence itself. Self-attention
mechanisms can be classified into token2token or
source2token self-attention mechanism according
to the type of dependency each aims to model.

A) Token2token self-attention mechanism
(Vaswani et al., 2017; Shen et al., 2018a) aims
at producing a context-aware representation for
each token in light of its syntactic dependen-
cies on other tokens from the same sequence.
Two examples of token2token self-attention are
1) scaled dot-product self-attention which com-
poses the multi-head self-attention (Vaswani et al.,

2017), and 2) masked self-attention used in direc-
tional self-attention (Shen et al., 2018a).

A.1) Scaled dot-product attention mechanism
(Vaswani et al., 2017) in general form has three
arguments: query tokens q ∈ Rdi×m, key to-
kens k ∈ Rdi×n and value tokens v ∈ Rdh×n
associated with the key tokens. It uses a scaled
dot-product function to model the relationship be-
tween each query and key, and finally outputs a
sequence s = [s1, . . . , sm] ∈ Rdh×m such that

s=sdpAttn(q,k,v) , v softmax(
qTk√
dq

)T (4)

A special case of this mechanism is that the three
input arguments are derived from the same source,
i.e., q/k/v = f q/k/v(x), which can be referred to
as a token2token self-attention, namely scaled dot-
product self-attention. As for multi-head atten-
tion mechanism, the input is projected into mul-
tiple subspaces, then parameter-untied scaled dot-
product attention is applied to the embeddings in
each subspace. The results for multiple subspaces
are concatenated to form the final output s, i.e.,

s =W (o)[H1; . . . ;Hh], (5)

where Hc = sdpAttn(W q
c q,W

k
c k,W

v
c v).

A.2) Masked self-attention mechanism (Shen
et al., 2018a) uses multi-dim compatibility func-
tion to model the dependency between every two
tokens in a sequence, and uses positional mask to
encode sequential information. It overcomes in-
herent problem appearing in self-attention com-
pared to RNNs on the lack of sequential informa-
tion. Its compatibility function is defined as

f(xi, xj)=c·tanh{(W (m)[xi;xj ]+b
(m))/c}+Mi,j

(6)
where c is a constant scalar, W (m) ∈ Rde×2de
is learnable weight matrix, and M is a positional
mask with each entry Mi,j ∈ {−∞, 0}. When
Mi,j = −∞, applying softmax function to the
alignment scores results in a zero attention prob-
ability, which cuts off the attention of xj to xi.
Hence, masked self-attention with an asymmetric
mask, where Mij 6= Mji, can encode sequential
or other structural information (Shen et al., 2018a;
Im and Cho, 2017). To this end, two positional
masks have been proposed to encode the forward
and backward order information respectively, i.e.,

Mfw
i,j =

{
0, i < j
−∞,otherwise

M bw
i,j=

{
0, i > j
−∞,otherwise
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Furthermore, directional self-attention (DiSA)
(Shen et al., 2018a) concatenates the features pro-
duced by masked self-attention mechanisms with
the forward and backward positional masks (i.e.,
Mfw,M bw), leading to context-ware representa-
tions with bi-directional information encoded.

B) Source2token self-attention mechanism
(Liu et al., 2016; Lin et al., 2017; Shen et al.,
2018a) is designed for sentence embedding or se-
quence compression, which is based on the im-
portance of each token xi to the entire source se-
quence x for a specific task. Specifically, it re-
moves the query q from the compatibility func-
tion f(xi, q) when computing the alignment score.
For example, the compatibility function of addi-
tive source2token self-attention mechanism is to
simply remove q from Eq.(3).

3 Proposed Models

In this section, we firstly elaborate on tensorized
self-attention (TSA) in Section 3.1, which cap-
tures both pairwise and global dependencies by
combining the two types of self-attention mech-
anisms introduced in Section 2.2. Then, we ex-
tend TSA to multi-mask tensorized self-attention
(MTSA) in Section 3.2 by applying different posi-
tional masks to TSA in multiple subspaces (multi-
head fashion). Lastly, in Section 3.3, we present
an efficient computation scheme for MTSA with-
out any high-rank tensor computation involved
even if tensorized alignment scores are used.

3.1 Tensorized Self-Attention (TSA)

Figure 2: Tensorized self-attention (TSA) Mechanism.

Tensorized self-attention (TSA), whose struc-
ture is illustrated in Figure 2, is a neural mech-
anism that can be trained to model both pair-
wise and global dependencies, while any previ-
ous self-attention mechanism only focuses on one
type of dependencies. TSA models both types
by combining the aforementioned token2token

and source2token self-attention mechanisms. This
generates an n×n×dh tensor containing the align-
ment scores between every two tokens on each
feature dimension. These scores are then nor-
malized and transformed into probability weights,
which are used to sum all dependent tokens and
then generate the contextual embedding for each
input token. We will demonstrate later in Section
3.3 that only matrix rather than tensor operation is
required when executing the procedures above.

To facilitate the elaboration of proposed mod-
els and keep the consistent notation with prior at-
tention mechanisms, TSA first projects the input
embeddings x into three spaces to represent the
query, key and value tokens, respectively.

q=W (t1)x, k=W (t2)x, and v=W (t3)x, (7)

where W (t1),W (t2) ∈ Rdi×de and W (t3) ∈
Rdh×de are learnable weights for projections.

TSA then integrates two kinds of compatibil-
ity functions from two self-attention mechanisms
respectively. Firstly, the scaled dot-product self-
attention is used to capture dependency between
every two tokens. Dot-product operations are fast,
and sufficient to model the pairwise dependency
in most tasks. Its compatibility function is

f t(ki, qj) = 〈ki, qj〉/
√
di, ∀i, j ∈ [n], (8)

where 〈·, ·〉 is inner-product operation. Then, a
multi-dim source2token self-attention mechanism
is used to estimate the contribution of each to-
ken to the given task on each feature dimension.
It aims at capturing the importance of each to-
ken to the entire input sequence w.r.t. the task,
i.e., the global dependency. The multi-dim ex-
tension only linearly increases the memory and
computation of source2token self-attention by a
multiplicative factor dh, but is essentially helpful
to improve expressive capability in line with prior
works (Shen et al., 2018a). Its compatibility func-
tion is

fs(ki) =W (s2)σm(W
(s1)ki+ b

(s1))+ b(s2), (9)

where ∀i ∈ [n], W (s1) ∈ Rda×di ,W (s2) ∈
Rdh×da are the learnable weights, and σm(·) is
an activation function. The compatibility func-
tion used in TSA broadcasts the scalar alignment
score f t(ki, qj) ∈ R computed by the token2token
self-attention to all dh feature dimensions, and
then adds them to the feature-wise score vector
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fs(ki) ∈ Rdh computed by the source2token self-
attention. In addition, the positional masks from
masked self-attention (in Section 2.2) are also in-
tegrated to encode sequential and structural infor-
mation. These yield following compatibility func-
tion of TSA.
[
f tsa(ki, qj)

]
l
= (10)

σt
(
f t(ki, qj)

)
+ σs([f

s(ki)]l) +Mi,j ,

where ∀i, j ∈ [n], ∀l ∈ [dh]. σt(·) and σt(·) are
two scale functions. They control the way to com-
bine two kinds of scores and their weights.

For each query token qj , a softmax function
is applied to the alignment scores [f tsa(ki, qj)]ni=1

on each feature dimension, resulting in a categori-
cal distribution over all value tokens [vi]ni=1 based
on corresponding key tokens [ki]

n
i=1. The proba-

bility of token qj attending to vi on the lth feature
dimension (i.e., zl = i) is

p(zl= i|k,qj), [pji ]l ,
e[f

tsa(ki,qj)]l
∑n

g=1 e
[f tsa(kg ,qj)]l

, (11)

where, ∀i, j ∈ [n], ∀l ∈ [dh]. TSA outputs a
contextual embedding for each input token on ev-
ery feature dimension as the weighted sum of all
the value token embeddings on that dimension,
where the weights are provided by the probabili-
ties in Eq.(11). It is the expectation of sampling
a value token embeddings on each feature dimen-
sion according to the feature-wise probability dis-
tribution, i.e.,

s , [sj ]
n
j=1, where (12)

sj ,
[
Ei∼p(zl|k,qj)([vi]l)

]dh
l=1

=
∑n

i=1
pji · vi

3.2 Multi-Mask Tensorized Self-Attention
(MTSA) Mechanism

Rather than computing attention in the original
input space, multi-head attention (Vaswani et al.,
2017) projects the input sequence to multiple sub-
spaces, applies attention to the projected embed-
ding in each subspace, and concatenates their
outputs at last. The computations associated
with multiple heads can be completed in paral-
lel. By using adequate heads, each with a low-
dimensional subspace (i.e., the representation di-
mension for each head is updated by dh← dh/h
where h is the number of head), it reduces param-
eters and memory/computation cost and increases

diversity of the attention. In addition, to encode
different kinds of sequential or structural informa-
tion, multiple different positional masks (e.g., for-
ward, backward and multi-length window) can be
further applied to the multiple heads.

The memory-/time-efficiency and expressive
power of TSA can be improved by using the com-
bination of the multi-head and multi-mask tech-
niques introduced above. By writing TSA mech-
anism as a function TSA(x,M) with input se-
quence x ∈ Rde×n and a positional mask M ∈
Rn×n, and the output given by Eq.(12), multi-
mask tensorized self-attention (MTSA) produces

s =W (o)[H1; . . . ;Hh], (13)

where Hc = TSAc(x,M c),

where W (o) ∈ Rh·dh×h·dh , h is the num-
ber of heads, TSAc denotes the cth parameter-
independent TSA block that produces a dh-dim
representation in the cth subspace, M c represents
the positional mask applied to attention in the cth

subspace, [·; . . . ; ·] denotes a vertical concatena-
tion operation, and s ∈ Rh·dh×n is the output
of MTSA. In our experiments, we apply forward
mask to half of the heads and apply backward
mask to the other half to encode bi-directional or-
der information of the input sequence.

3.3 Computation-Optimized MTSA

Algorithm 1 Multi-Mask Tensorized Self-Attention

Input: input sequence x ∈ Rde×n, head number h,
subspace dimension dh, positional masks {Mc}hc=1, and
weights/biases:
{W (t1)

c ,W
(t2)
c ∈ Rdi×de ,W (t3)

c ∈ Rdh×de ,W (s1)
c ∈

Rda×di ,W (s2)
c ∈ Rdh×da , and b(s1)c , b

(s2)
c }hc=1, and W (o)

Output: contextual embeddings s=[s1,. . ., sn]∈Rh·dh×n

1: for all c = 1, . . . , h do . Computing h-head in parallel
2: qc, kc, vc ←W

(t1)
c x, W

(t2)
c x, W

(t3)
c x

3: Rc← (kc)Tqc√
dh

. n×n token2token attention scores

4: Sc ←W
(s2)
c σm(W

(s1)
c kc+b

(s1)
c )+b

(s2)
c

. dh × n scores of source2token attention
5: ERc ← exp(σt(Rc))·exp(Mc)

. Applying mask Mc to token2token weights
6: ESc ← exp(σs(Sc)); E

X
c ← vc ·ESc

. Applying source2token weights ESc to vc

7: Hc ← EXc E
R
c /E

S
c E

R
c . Applying masked

token2token weights ERc and normalizing
8: end for
9: Return s←W (o)[H1; . . . ;Hh]

. Vertical concatenation of the outputs from all h heads

As shown in Eq.(10) and Eq.(11), TSA or each
head of MTSA needs to compute the attention
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scores and probabilities as n × n × dh tensors.
In accordance with multi-dim self-attention (Shen
et al., 2018a), this makes TSA more expressively
powerful and improves the final performance for
sequence modeling, but terribly leads to memory
explosion and computational bottleneck on long
sequences with large n and dh. Fortunately, in
MTSA, it is possible to significantly reduce the de-
mand on computations to matrix-only operations
by exploring the computational structure.

A memory-optimized and highly-parallelizable
computation scheme for MTSA is given in Al-
gorithm 1. For each head, the score matrices of
token2token and source2token are computed in
steps 3 and 4 respectively. Then, we combine to-
ken2token scores with the positional mask to form
a new mask in step 5, and compute the dh × n
output embedding with the weighs from the multi-
dim source2token self-attention in step 6. Finally,
in step 7, we apply the new mask from step 5 to
the weighted embedding from step 6 and complete
the normalization. This procedure generates the
exactly same output as Eq.(13)but no any tensor
operation is incurred.

4 Experiments

We compare MTSA with commonly-used context
fusion baselines on several NLP tasks1. When ad-
dressing a sentence embedding problem, a multi-
dim source2token self-attention is applied on the
top of context fusion module to produce the se-
quence embedding. Codes are implemented in
Python with Tensorflow and executed on a single
NVIDIA GTX 1080Ti graphics card. In addition,
data for both time cost and memory consumption
are collected under Tensorflow-1.7 with CUDA9
and cuDNN7.

The context fusion baselines include 1) Bi-
LSTM (Graves et al., 2013): 600D bi-directional
LSTM consisting of 300D forward plus 300D
backward LSTMs, 2) Bi-GRU (Chung et al.,
2014): 600D bi-directional GRU, 3) Multi-CNN
(Kim, 2014): three CNNs with 200D kernels to
model 3/4/5-grams respectively, 4) Hrchy-CNN
(Gehring et al., 2017): 3-layer 300D stacked CNN
with kernel size 5, gated linear units (Dauphin
et al., 2016) and residual connections (He et al.,
2016), 5) Multi-head (Vaswani et al., 2017):
600D multi-head self-attention with 8 heads (75-

1Codes for Experiments are released at https://
github.com/taoshen58/mtsa.

dim subspace per head) and positional embed-
ding used by Vaswani et al. (2017), 6) DiSA
(Shen et al., 2018a): 600D directional self-
attention mechanism consisting of 300D forward
and 300D backward masked self-attentions, and
7) Bi-BloSA (Shen et al., 2018c): 600D bi-
directional block self-attention with intra-/inter-
block self-attention, aiming to reduce the time and
space complexities of multi-dim self-attention by
using hierarchical structure.

4.1 Natural Language Inference

Natural language inference (NLI) aims at specu-
lating on the relationship between a premise and a
corresponding hypothesis, where the relationship
could be entailment, neutral or contradiction. In
experiments, we first compare MTSA with other
baselines on the Stanford Natural Language Infer-
ence (Bowman et al., 2015) (SNLI) dataset.

Following the method of applying sentence-
encoding model to NLI given by Bowman
et al. (2016), two parameter-tied sentence-
encoding models are used to generate embeddings
for premise and hypothesis, resulting in sp and sh

respectively. The concatenation of sp, sh, sp − sh
and sp� sh representing the relationship is passed
into a 3-way neural classifier for final prediction.

The experimental results of the models from
the official leaderboard, baselines, and MTSA are
shown in Table 1. MTSA achieves state-of-the-
art performance with less time and memory cost.
Compared to the methods from the leaderboard,
MTSA outperforms RNN-based encoders (e.g.,
Residual stacked enc.), RNN+attention encoders
(e.g., Deep Gated Attn.) and even parsing trees
based encoders (e.g., Gumbel TreeLSTM enc.) by
a large margin. Compared to the two competitive
self-attention networks with complicated and ex-
pensive training computations, MTSA trained in
end-to-end manner achieves the same state-of-the-
art performance by using much fewer parameters
and less computational time.

Compared to baselines, MTSA is 4∼ 5× faster
than RNN-based models and outperforms CNN-
based models given a similar number of param-
eters and computation time. Moreover, com-
pared to the dot-product self-attention (Multi-
head), MTSA costs similar time and memory
but performs more expressively powerful self-
attention, and thus achieves better performance.
Furthermore, compared to the multi-dim self-
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Model |θ| Time/Epoch Inf. Time Memory Train Acc. Test Acc.

300D SPINN-PI encoders (Bowman et al., 2016) 3.7m 89.2 83.2
600D Bi-LSTM encoders (Liu et al., 2016) 2.0m 86.4 83.3
600D Bi-LSTM enc.+intra-attn (Liu et al., 2016) 2.8m 84.5 84.2
600D Deep Gated Attn. (Chen et al., 2017) 11.6m 90.5 85.5
600D Gumbel TreeLSTM enc. (Choi et al., 2018) 10.0m 93.1 86.0
600D Residual stacked enc. (Nie and Bansal, 2017) 29.0m 91.0 86.0
300D Reinforced SAN (Shen et al., 2018b) 3.1m 404s 92.6 86.3
Distance-based SAN (Im and Cho, 2017) 4.7m 416s 89.6 86.3

Bi-LSTM (Graves et al., 2013) 2.9m 854s 9.1s 942MB 90.4 85.0
Bi-GRU (Chung et al., 2014) 2.5m 850s 9.4s 810MB 91.9 84.9
Multi-CNN (Kim, 2014) 1.4m 137s 1.4s 208MB 89.3 83.2
Hrchy-CNN (Gehring et al., 2017) 3.4m 195s 1.8s 309MB 91.3 83.9
Multi-head (Vaswani et al., 2017) 2.0m 179s 1.5s 466MB 89.6 84.2
DiSA (Shen et al., 2018a) 2.3m 390s 5.2s 6682MB 91.1 85.6
Bi-BloSA (Shen et al., 2018c) 4.1m 303s 3.2s 1600MB 91.6 85.8

MTSA 2.9m 180s 1.6s 558MB 91.8 86.3

Table 1: Experimental results for different methods with comparative parameter number on SNLI. |θ|: the number
of parameters (excluding word embedding part); Time/Epoch: averaged training time per epoch with batch size
128; Inf. Time: averaged dev inference time with batch size 128; Memory: memory load on synthetic data of
sequence length 64 and batch size 64 with back-propagation considered; Train Acc. and Test Acc.: the accuracies
on training/test sets. All state-of-the-art methods in leaderboard are listed in Table 1&2 up to Sep. 2018.

Model SNLI MultiNLI

Dev Test Match Mismatch

BiLSTM w/ Shortcuta – 86.0 74.6 73.6
BiLSTM w/ Gen-Poolingb – 86.6 73.8 74.0
HBMPc – 86.6 73.7 73.0

Transfer + Multi-Head 86.9 86.6 76.3 75.7
Transfer + MTSA 87.2 86.9 76.7 76.4

Table 2: Experimental results on sentence-encoding
based SNLI and MultiNLI benchmark tasks. “Trans-
fer” denotes pretrained language model on large cor-
pus for transfer learning, which detailed by Radford
et al. (2018). References: a(Nie and Bansal, 2017),
b(Chen et al., 2018), c(Talman et al., 2018).

attention (DiSA and Bi-BloSA), MTSA uses much
less memory and time but even produces much
better prediction quality.

In addition, to further improve the state-of-
the-art performance, in contrast to training from
scratch, a language model built on the Transformer
(Vaswani et al., 2017) unsupervisedly pretrained
on large English corpus (detailed by Radford
et al. (2018)) is transfered for the baseline and pro-
posed models for sentence-encoding based NLI
tasks. As shown in Table 2, MTSA integrated with
pretrained language model can achieve new state-
of-the-art accuracy on both SNLI and Multi-Genre
Natural Language Inference (MultiNLI) (Williams
et al., 2017)2 among all sentence-encoding mod-

2All test results are Evaluated on Kaggle official

Model |θ| Inf. Time Test Acc.

MTSA 2.9m 1.6 86.3
MTSA w/o fw&bw masks 2.9m 1.6 85.3 (-1.0)
MTSA w/o token2token 2.5m 1.5 85.8 (-0.5)
MTSA w/o source2token 2.5m 1.4 84.9 (-1.4)
MTSA w/o proposed modules 1.8m 1.1 84.3 (-2.0)

Table 3: An ablation study of MTSA on SNLI.

els.
An ablation study of MTSA is shown in Table 3

to verify the capability of its each part in context
fusion. The results show that token2token (model-
ing pairwise dependency), source2token (model-
ing global dependency), and positional masks (en-
coding sequential information) all contribute im-
portant information to sequence modeling, and the
contributions are complementary.

4.2 Semantic Role Labeling
To verify the capability of MTSA in generating
context-aware representation of each token, we
compare it with baselines on semantic role la-
beling (SRL) task, which aims to tag each token
from an input sequence with a label for its seman-
tic role. Particularly, given a sentence, the goal
of SRL is to identify the arguments of each tar-
get verb into semantic roles, which can benefit
many downstream NLP tasks. SRL has two steps:

websites: https://www.kaggle.com/c/multinli-matched-
open-evaluation and https://www.kaggle.com/c/multinli-
mismatched-open-evaluation
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Models Training Development WSJ Test Brown Test

Time P R F1 Comp. P R F1 Comp. P R F1 Comp.

Täckström et al. (2015) 81.2 76.2 78.6 54.4 82.3 77.6 79.9 56.0 74.3 68.6 71.3 39.8
Zhou and Xu (2015) 79.7 79.4 79.6 - 82.9 82.8 82.8 - 70.7 68.2 69.4 -
He et al. (2017) 81.6 81.6 81.6 62.3 83.1 83.0 83.1 64.3 72.8 71.4 72.1 44.8
He et al. (2018) - - - - - - 83.9 - - - 73.7 -
Strubell et al. (2018) - - - - 84.7 84.2 84.5 - 73.9 72.4 73.1 -

Bi-LSTM (Graves et al., 2013) 72h 81.8 83.4 82.6 63.3 83.0 84.0 83.5 64.6 72.3 72.8 72.5 46.8
Multi-CNN (Kim, 2014) 19h 75.2 79.6 77.3 53.6 77.3 80.9 79.0 55.5 68.3 70.3 69.3 41.9
Multi-head∗ (Tan et al., 2017) 20h 82.6 83.6 83.1 65.2 84.5 85.2 84.8 66.4 73.5 74.6 74.1 48.4

MTSA 20h 82.8 84.4 83.6 65.4 84.2 85.3 84.8 67.0 74.3 74.6 74.5 49.1

Table 4: Experimental Results of SRL for single models on CoNLL-05 with gold predicates. ∗Multi-head baseline
is equivalent to the model in Tan et al. (2017). For fair comparisons, first, we use the hyper-parameters provided
by Tan et al. (2017) instead of tuning them; second, all listed models are independent of external linguistics
information, e.g., PoS, dependency parsing.

Model CR MPQA SUBJ TREC SST-5

cBoWa 79.9 86.4 91.3 87.3 /
Skip-thoughtb 81.3 87.5 93.6 92.2 /
DCNNc / / / 93.0 48.5
SRUd 84.8(1.3)89.7(1.1)93.4(0.8)93.9(0.6) /
CNNsd 82.2(.2) 88.8(1.2)92.9(0.7)93.2(0.5) /

Bi-LSTM 84.6(1.6)90.2(0.9)94.7(0.7)94.4(0.3)49.9(0.8)
Multi-head 82.6(1.9)89.8(1.2)94.0(0.8)93.4(0.4)48.2(0.6)
DiSA 84.8(2.0)90.1(0.4)94.2(0.6)94.2(0.1)51.0(0.7)
Bi-BloSA 84.8(0.9)90.4(0.8)94.5(0.5)94.8(0.2)50.6(0.5)

MTSA 84.9(2.4)90.5(0.6)94.5(0.6)95.3(0.3)51.3(0.7)

Table 5: Experimental results on five sentence clas-
sification benchmarks. References: a(Mikolov et al.,
2013), b(Kiros et al., 2015), c(Kalchbrenner et al.,
2014), d(Lei and Zhang, 2017).

1) assigning either a semantic argument or non-
argument to a given predicate and 2) labeling a
specific semantic role for the identified argument.

We follow the experimental setup in Tan
et al. (2017), where the SRL task is treated as a
BIO tagging problem. Tan et al. (2017) designed
a deep attentive neural net by stacking multi-head
self-attention, named as deepatt, to perform con-
text fusion, whose output is then passed to a neu-
ral classifier to make the final decision. The re-
sults achieved by previous methods, baselines, and
MTSA are shown in Table 4, which demonstrates
that MTSA achieves new state-of-the-art perfor-
mance on the CoNLL-05 dataset by costing sim-
ilar training time as CNN and multi-head self-
attention baselines.

4.3 Sentence Classifications

The goal of sentence classification is to predict the
correct label for a sentence in various scenarios.

We evaluate the models on five sentence classifi-
cation benchmarks for different NLP tasks, which
include 1) CR (Hu and Liu, 2004): customer re-
views of various products to predict whether the
review is positive or negative, 2) MPQA (Wiebe
et al., 2005): an opinion polarity detection sub-
task of the MPQA dataset, 3) SUBJ (Pang and
Lee, 2004): subjectivity dataset where a label in-
dicates whether a sentence is subjective or objec-
tive, 4) TREC (Li and Roth, 2002): question-type
classification dataset which classifies the question
sentences into six classes, 5) SST-5 (Socher et al.,
2013): the Stanford Sentiment Treebank dataset
with five sentiment labels. The reported accuracies
for CR, MPQA, and SUBJ are the mean of 10-fold
cross validation. The accuracies for TREC are the
mean of five runs on the dev set, and the accuracies
for SST-5 are the mean of five runs on the test set.
All standard deviations are shown in parentheses.

The prediction accuracies achieved on these
five benchmarks are shown in Table 5. MTSA
achieves the best prediction accuracy on CR,
MPQA, TREC and SST-5 benchmarks with better
time efficiency and a lower memory load.

4.4 Machine Translation
We also evaluate proposed model on WMT 2014
English-German translation task for exhaustive
comparisons with multi-head attention. We re-
place multi-head self-attention modules in the en-
coder of official Transformer implementation with
MTSA module and do not tune the hyperparame-
ters. Although our computation resources is lim-
ited, we use two training setups and also intro-
duce t-test to ensure that MTSA consistently out-
performs multi-head self-attention in Transformer.

1263



Model Multi-head (Transformer) MTSA

Param# 61.38M 61.58M

Setup1 23.64 24.09

p-value: 0.001 (6 runs)

Setup2 26.98 27.21

p-value: 0.080 (3 runs)

Table 6: Results for the Transformer with either multi-
head self-attention or proposed MTSA. The reported
BLEU values for Setup 1 and 2 are the mean of 5 and
3 runs respectively.

For Setup1, we use default hyperparameter set
of transformer base single gpu provided by offi-
cial implementation with 1 × P100 , batch size of
2048 and training step of 250K, and report BLEU
value for the last checkpoint. For Setup2, we
use the hyperparameter set of transformer base
with the modification of 1) using 4× instead of
8 × P100, 2) increasing batch size from 4096 to
6144 per GPU, and 3) using training step of 133K.

As shown in Table 6, with small p-value for both
training setup 1 and 2, the encoder with MTSA
significantly outperforms that with multi-head
self-attention, which demonstrates that multi-dim
based MTSA modeling both pairwise and global
dependencies is more expressive than dot-product
based multi-head self-attention. Although the re-
sults do not improve state-of-the-art BLEU value
of machine translation task, the purpose of this
experiment to verify the effectiveness of MTSA
in contrast to dot-product based multi-head self-
attention is accomplished.

5 Conclusion

In conclusion, MTSA is highly parallelizable with
more expressive power since it efficiently cap-
tures the pairwise dependency at token level, but
delicately models the global dependency at fea-
ture level, and distributes computations to mul-
tiple heads, each equipped with a distinct posi-
tional mask. These lead to a sweet spot of the
trade-off between performance and efficiency, and
make MTSA as memory-efficient as CNN and
scalable to long sequences but outperform pre-
vious (and even multi-dim) self-attention mecha-
nisms in terms of prediction quality. The exper-
iments conducted on nine NLP tasks verify that
the MTSA can reach state-of-the-art performance
with appealing efficiency.
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Abstract
By design, word embeddings are unable to
model the dynamic nature of words’ seman-
tics, i.e., the property of words to correspond
to potentially different meanings. To address
this limitation, dozens of specialized mean-
ing representation techniques such as sense
or contextualized embeddings have been pro-
posed. However, despite the popularity of
research on this topic, very few evaluation
benchmarks exist that specifically focus on the
dynamic semantics of words. In this paper we
show that existing models have surpassed the
performance ceiling of the standard evaluation
dataset for the purpose, i.e., Stanford Contex-
tual Word Similarity, and highlight its short-
comings. To address the lack of a suitable
benchmark, we put forward a large-scale Word
in Context dataset, called WiC, based on anno-
tations curated by experts, for generic evalua-
tion of context-sensitive representations. WiC
is released in https://pilehvar.github.io/wic/.

1 Introduction

One of the main limitations of mainstream word
embeddings lies in their static nature, i.e., a word
is associated with the same embedding, indepen-
dently from the context in which it appears. There-
fore, these embeddings are unable to reflect the
dynamic nature of ambiguous words1, in that they
can correspond to different (potentially unrelated)
meanings depending on their usage in context
(Camacho-Collados and Pilehvar, 2018). To get
around this limitation dozens of proposals have
been put forward, mainly in two categories: multi-
prototype embeddings (Reisinger and Mooney,
2010; Neelakantan et al., 2014; Pelevina et al.,
2016), which usually leverage context clustering
in order to learn distinct representations for in-
dividual meanings of words, and contextualized

1Ambiguous words are important as they constitute the
most frequent words in a natural language (Zipf, 1949).

word embeddings (Melamud et al., 2016; Peters
et al., 2018), which instead compute a single dy-
namic embedding for a given word which can
adapt itself to arbitrary contexts for the word.

Despite the popularity of research on these spe-
cialised embeddings, very few benchmarks ex-
ist for their evaluation. Most works in this do-
main either perform evaluations on word similar-
ity datasets (in which words are presented in isola-
tion; hence, they are not suitable for verifying the
dynamic nature of word semantics) or carry out
impact analysis in downstream NLP applications
(usually, by taking word embeddings as baseline).
Despite providing a suitable means of verifying
the effectiveness of the embeddings, the down-
stream evaluation cannot replace generic evalua-
tions as it is difficult to isolate the impact of em-
beddings from many other factors involved, in-
cluding the algorithmic configuration and param-
eter setting of the system. To our knowledge,
the Stanford Contextual Word Similarity (SCWS)
dataset (Huang et al., 2012) is the only existing
benchmark that specifically focuses on the dy-
namic nature of word semantics.2 In Section 4 we
will explain the limitations of this dataset for the
evaluation of recent work in the literature.

In this paper we propose WiC, a novel dataset
that provides a high-quality benchmark for the
evaluation of context-sensitive word embeddings.
WiC provides multiple interesting characteristics:
(1) it is suitable for evaluating a wide range
of techniques, including contextualized word and
sense representation and word sense disambigua-
tion; (2) it is framed as a binary classification
dataset, in which, unlike SCWS, identical words
are paired with each other (in different con-

2With a similar goal in mind but focused on hypernymy,
Vyas and Carpuat (2017) developed a benchmark to assess
the capability of automatic systems to detect hypernymy re-
lations in context.
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F There’s a lot of trash on the bed of the river — I keep
a glass of water next to my bed when I sleep

F Justify the margins — The end justifies the means
T Air pollution — Open a window and let in some air
T The expanded window will give us time to catch

the thieves — You have a two-hour window of clear
weather to finish working on the lawn

Table 1: Sample positive (T) and negative (F) pairs
from the WiC dataset (target word in italics).

texts); hence, a context-insensitive word embed-
ding model would perform similarly to a random
baseline; and (3) it is constructed using high qual-
ity annotations curated by experts.

2 WiC: the Word-in-Context dataset

We frame the task as binary classification. Each
instance in WiC has a target word w, either a verb
or a noun, for which two contexts, c1 and c2, are
provided. Each of these contexts triggers a specific
meaning of w. The task is to identify if the occur-
rences of w in c1 and c2 correspond to the same
meaning or not. Table 1 lists some examples from
the dataset. In what follows in this section, we de-
scribe the construction procedure of the dataset.

2.1 Construction
Contextual sentences in WiC were extracted from
example usages provided for words in three lexi-
cal resources: (1) WordNet (Fellbaum, 1998), the
standard English lexicographic resource; (2) Verb-
Net (Kipper-Schuler, 2005), the largest domain-
independent verb-based resource; and (3) Wik-
tionary3, a large collaborative-constructed online
dictionary. We used WordNet as our core re-
source, exploiting BabelNet’s mappings (Navigli
and Ponzetto, 2012) as a bridge between Wik-
tionary and VerbNet to WordNet. Lexicographer
examples constitute a reliable base for the con-
struction of the dataset, as they are curated in a
way to be clearly distinguishable across different
senses of a word.

2.1.1 Compilation
As explained above, the dataset is composed of in-
stances, each of which contain a target word and
two examples containing the target word. An in-
stance can be either positive or negative, depend-
ing on whether the corresponding c1 and c2 are
listed for the same sense of w in the target re-
source. In order to compile the dataset, we first

3https://www.wiktionary.org/

obtained all the possible positive and negative in-
stances from all resources, with the only condi-
tion of the surface word form occurring in both
c1 and c2.4 The total number of initial exam-
ples extracted from all resources at this stage were
23,949, 10,564 and 636 for WordNet, Wiktionary
and VerbNet, respectively. We first compiled the
test and development sets with two constraints: (1)
not having more than three instances for the same
target word, and (2) not having repeated contex-
tual sentences across instances. These constraints
were enforced to have a diverse and balanced set
which covers as many unique words as possible.
With all these constraints in mind, we set apart
1,600 and 800 instances for the test and develop-
ment sets, respectively. We ensured that all the
splits were balanced for their positive and nega-
tive examples. The remaining instances whose ex-
amples did not overlap with test and development
formed our initial training dataset.

Semi-automatic check. Even though very few
in number, all resources (even exprt-based ones)
contain errors such as incorrect part-of-speech
tags or ill-formed examples. Moreover, the ex-
traction of examples and the mappings across re-
sources were not always accurate. In order to
have as few resource-specific and mapping er-
rors as possible, all training, development and test
sets were semi-automatically post-processed, ei-
ther with small fixes whenever possible or by re-
moving problematic instances otherwise.

2.1.2 Pruning
WordNet is known to be a fine-grained resource
(Navigli, 2006). Often, different senses of the
same word are hardly distinguishable from one an-
other even for humans. For example, more than
40 senses are listed for the verb run, with many
of them corresponding to similar concepts, e.g.,
“move fast”, “travel rapidly”, and “run with the
ball”. In order to avoid this high-granularity, we
performed an automatic pruning of the resource,
removing instances with subtle sense distinctions.
Sense clustering is not a very well-defined prob-
lem (McCarthy et al., 2016) and there are dif-
ferent strategies to perform this sense distinction
(Snow et al., 2007; Pilehvar et al., 2013; Mancini
et al., 2017). We adopted a simple strategy and

4Given that WordNet provides examples for synsets
(rather than word senses), a target word (sense) might not
occur in all the examples of its corresponding synset.
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removed all pairs whose senses were first degree
connections in the WordNet semantic graph, in-
cluding sister senses, and those which belonged
to the same supersense, i.e. sense clusters from
the Wordnet lexicographer files5. There are a total
of 44 supersenses in WordNet, comprising seman-
tic categories such as shape, substance or event.
This coarsening of the WordNet sense inventory
has been shown particularly useful in downstream
applications (Rüd et al., 2011; Severyn et al.,
2013; Flekova and Gurevych, 2016; Pilehvar et al.,
2017). In the next section we show that the prun-
ing resulted in a significant boost in the clarity of
the dataset.

2.2 Quality check

To verify the quality and the difficulty of the
dataset and to estimate the human-level perfor-
mance upperbound, we randomly sampled four
sets of 100 instances from the test set, with an
overlap of 50 instances between two of the anno-
tators. Each set was assigned to an annotator who
was asked to label each instance based on whether
they thought the two occurrences of the word re-
ferred to the same meaning or not.6 The annotators
were not provided with knowledge from any ex-
ternal lexical resource (such as WordNet). Specif-
ically, the number of senses and the sense distinc-
tions of the word (in the target sense inventory)
were unknown to the annotators.

We found the average human accuracy on the
dataset to be 80.0% (individual scores of 79%,
79%, 80% and 82%). We take this as an estima-
tion of the human-level performance upperbound
of the dataset. For the overlapping section, we
computed the agreement between the two anno-
tators to be 80%. Note that the annotators were
not provided with sense distinctions to resemble
the more difficult scenario for unsupervised mod-
els (which do not benefit from sense-based knowl-
edge resources). Having access to sense defini-
tions/distinctions would have substantially raised
the performance bar.

Impact of pruning. To check the effectiveness
of our pruning strategy, we also sampled a set of
100 instances from the batch of instances that were
pruned from the dataset. Similarly, the annotators

5wordnet.princeton.edu/documentation/lexnames5wn
6Annotators were not lexicographers. To make the task

more understandable, they were asked if in their opinion the
two words would belong to the same dictionary entry or not.

Split Instances Nouns Verbs Unique words

Training 5,428 49% 51% 1,256
Dev 638 62% 38% 599
Test 1,400 59% 41% 1,184

Table 2: Statistics of different splits of WiC.

were asked to independently label instances in the
set. We computed the average accuracy on this set
to be 57% (56% and 58%), which is substantially
lower than that for the final pruned set (i.e. 80%).
This indicates the success of our pruning strategy
in improving the semantic clarity of the dataset.

2.3 Statistics
Table 2 shows the statistics of the different splits
of WiC. The test set contains a large number of
unique target words (1,256), reflecting the variety
of the dataset. The large training split of 5,428 in-
stances makes the dataset suitable for various su-
pervised algorithms, including deep learning mod-
els. Only 36% of the target words in the test
split overlap with those in the training, with no
overlap of contextual sentences across the splits.
This makes WiC extremely challenging for sys-
tems that heavily rely on pattern matching.

3 Experiments

We experimented with recent multi-prototype and
contextualized word embedding techniques. Eval-
uation of other embedding models as well as word
sense disambiguation systems is left for future
work.

Contextualized word embeddings. One of the
pioneering contextualized word embedding mod-
els is Context2Vec (Melamud et al., 2016), which
computes the embedding for a word in context us-
ing a multi-layer perceptron which is built on top
of a bidirectional LSTM (Hochreiter and Schmid-
huber, 1997) language model. We used the 600-d
UkWac pre-trained models7. ELMo (Peters et al.,
2018) is a character-based model which learns dy-
namic word embeddings that can change depend-
ing on the context. ELMo embeddings are essen-
tially the internal states of a deep LSTM-based
language model, pre-trained on a large text cor-
pus. We used the 1024-d pre-trained models8 for
two configurations: ELMo1, the first LSTM hid-
den state, and ELMo3, the weighted sum of the

7https://github.com/orenmel/context2vec
8https://www.tensorflow.org/hub/modules/google/elmo/1
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3 layers of LSTM. A more recent contextualized
model is BERT (Devlin et al., 2019). The tech-
nique is built upon earlier contextual representa-
tions, including ELMo, but differs in the fact that,
unlike those models which are mainly unidirec-
tional, BERT is bidirectional, i.e., it considers con-
texts on both sides of the target word during repre-
sentation. We experimented with two pre-trained
BERT models: base (768 dimensions, 12 layer,
110M parameters) and large (1024 dimensions, 24
layer, 340M parameters).9 Around 22% of the
pairs in the test set had at least one of their tar-
get words not covered by these models. For such
out-of-vocabulary cases, we used BERT’s default
tokenizer to split the unknown word to subwords
and computed its embedding as the centroid of the
corresponding subwords’ embeddings.

Multi-prototype embeddings. We experiment
with three recent techniques that release 300-d
pre-trained multi-prototype embeddings10. JBT11

(Pelevina et al., 2016) induces different senses by
clustering graphs constructed using word embed-
dings and computes embedding for each cluster
(sense). DeConf12 (Pilehvar and Collier, 2016)
exploits the knowledge encoded in WordNet. For
each sense, it extracts from the resource the set
of semantically related words, called sense biasing
words, which are in turn used to compute the sense
embedding. SW2V13 (Mancini et al., 2017) is an
extension of Word2Vec (Mikolov et al., 2013a) for
jointly learning word and sense embeddings, pro-
ducing a shared vector space of words and senses
as a result. For these three methods we follow
the disambiguation strategy suggested by Pelev-
ina et al. (2016): for each example we retrieve
the closest sense embedding to the context vec-
tor, which is computed by averaging its contained
words’ embeddings.

Sentence-level baselines. We also report results
for two baseline models which view the task as
context (sentence) similarity. The BoW system
views the sentence as a bag of words and com-
putes a simple embedding as average of its words.
The system makes use of Word2vec (Mikolov
et al., 2013b) 300-d embeddings pre-trained

9https://github.com/google-research/bert/blob/master/
10Multi-prototype embeddings are also referred to as sense

embeddings in the literature.
11https://github.com/uhh-lt/sensegram
12https://pilehvar.github.io/deconf/
13http://lcl.uniroma1.it/sw2v

MLP Threshold

Contextualized word-based models

Context2vec 57.9 ± 0.9 59.7
ElMo1 56.4 ± 0.6 57.1
ElMo3 57.2 ± 0.8 56.3
BERTlarge 57.4 ± 1.0 63.8
BERTbase 60.2 ± 0.4 63.6

Multi-prototype models

DeConf* 52.4 ± 0.8 62.1
SW2V* 54.1 ± 0.5 59.1
JBT 54.1 ± 0.6 54.5

Sentence-level baselines

BoW 54.2 ± 1.3 61.0
Sentence LSTM 53.1 ± 0.9

Table 3: Accuracy % performance of different mod-
els on the WiC dataset. The estimated (human-level)
performance is 80.0 (cf. Section 2.2) and a random
baseline would perform at 50.0. Systems marked with
* make use of external lexical resources.

on the Google News corpus. Sentence LSTM
is another baseline, which differently from the
other models, does not obtain explicit encoded
representations of the target word or sentence.
The system has two LSTM layers with 50 units,
one for each context side, which concatenates the
outputs and passes that to a feedforward layer
with 64 neurons, followed by a dropout layer at
rate 0.5, and a final one-neuron output layer of
sigmoid activation.

We used two simple binary classifiers in our ex-
periments on top of all comparison systems (ex-
cept for the LSTM baseline). MLP: a simple
dense network with 100 hidden neurons (ReLU
activation), and one output neuron (sigmoid acti-
vation), tuned on the development set (batch size:
32; optimizer: Adam; loss: binary crossentropy).
Given the stochasticity of the network optimizer,
we report average results for five runs (± standard
deviation). Threshold: a simple threshold-based
classifier based on the cosine distance of the two
input vectors, tuned with step size 0.02 on the de-
velopment set.

3.1 Results

Table 3 shows the results on WiC. In general, the
dataset proves to be very difficult for all the tech-
niques, with the best model, i.e., BERTlarge, pro-
viding around 14% absolute improvement over a
random baseline. Among the two classifiers, the
simple threshold-based strategy, which computes
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the cosine distance between the two encodings,
proves to be more efficient than the MLP network
which might not be suitable for this setting with
small amount of training data. The 16.2% ab-
solute accuracy difference between human-level
upperbound and state-of-the-art performance sug-
gests, however, a challenging dataset and encour-
ages future research in context-sensitive word em-
beddings to leverage WiC in their evaluations.

Among the contextualized word-based models,
after BERT, Context2vec provides more compet-
itive results on the dataset. However, surpris-
ingly, neither ELMo nor Context2vec are able to
improve over the simple sentence BoW baseline
(which also outperforms the sentence LSTM base-
line) using the threshold strategy. This raises a
question about the ability of these models in cap-
turing fine-grained semantics of words in vari-
ous contexts. Finally, as far as multi-prototype
techniques are concerned, DeConf is the best per-
former. We note that DeConf indirectly benefits
from sense-level information from WordNet en-
coded in its embeddings. The same applies to
SW2V, which leverages knowledge from a signifi-
cantly larger lexical resource, i.e., BabelNet (Nav-
igli and Ponzetto, 2012).

4 Related work

The Stanford Contextual Word Similarity (SCWS)
dataset (Huang et al., 2012) comprises 2003 word
pairs and is analogous to standard word similarity
datasets, such as RG-65 (Rubenstein and Goode-
nough, 1965) and SimLex (Hill et al., 2015), in
which the task is to automatically estimate the se-
mantic similarity of word pairs. Ideally, the es-
timated similarity scores should have high cor-
relation with those given by human annotators.
However, there is a fundamental difference be-
tween SCWS and other word similarity datasets:
each word in SCWS is associated with a context
which triggers a specific meaning of the word. The
unique property of the dataset makes it a suitable
benchmark for multi-prototype and contextualized
word embeddings. However, in the following, we
highlight some of the limitations of the dataset
which hinder its suitability for evaluating existing
techniques.

Inter-rater agreement (IRA) is widely accepted
as a metric to assess the annotation quality of a
dataset. The metric reflects the homogeneity of
ratings which is expected to be high for a well-

defined task and a qualified set of annotators. For
each word pair in SCWS ten scores were obtained
through crowdsourcing. We computed the pair-
wise IRA to be 0.35 (in terms of Spearman ρ cor-
relation) which is a very low figure. The mean
IRA (between each annotator and the average of
others), which can be taken as a human-level per-
formance upperbound, is 0.52. Moreover, most of
the instances in SCWS have context pairs with dif-
ferent target words.14 This makes it possible to
test context-independent models, which only con-
siders word pairs in isolation, on the dataset. Im-
portantly, such a context-independent model can
easily surpass the human-level performance up-
perbound. For instance, we computed the perfor-
mance of the Google News Word2vec pre-trained
word embeddings (Mikolov et al., 2013b) on the
dataset to be 0.65 (ρ), which is significantly higher
than the optimistic IRA for the dataset. In fact,
Dubossarsky et al. (2018) showed how the re-
ported high performance of multi-prototype tech-
niques in this dataset was not due to an accurate
sense representation, but rather to a subsampling
effect, which had not been controlled for in sim-
ilarity datasets. In contrast, a context-insensitive
word embedding model would perform no better
than a random baseline on our dataset.

5 Conclusions

In this paper we have presented a benchmark for
evaluating context-sensitive word representations.
The proposed dataset, WiC, is based on lexico-
graphic examples, which constitute a reliable basis
to validate different models in their ability to per-
ceive and discern different meanings of words. We
tested some of the recent state-of-the-art contextu-
alized and multi-prototype embedding models on
our dataset. The considerable gap between the per-
formance of these models and the human-level up-
perbound suggests ample room for future work on
modeling the semantics of words in context.
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Abstract

Peer review is a core element of the scientific
process, particularly in conference-centered
fields such as ML and NLP. However, only
few studies have evaluated its properties em-
pirically. Aiming to fill this gap, we present
a corpus that contains over 4k reviews and
1.2k author responses from ACL-2018. We
quantitatively and qualitatively assess the cor-
pus. This includes a pilot study on paper
weaknesses given by reviewers and on qual-
ity of author responses. We then focus on
the role of the rebuttal phase, and propose
a novel task to predict after-rebuttal (i.e., fi-
nal) scores from initial reviews and author re-
sponses. Although author responses do have
a marginal (and statistically significant) influ-
ence on the final scores, especially for bor-
derline papers, our results suggest that a re-
viewer’s final score is largely determined by
her initial score and the distance to the other
reviewers’ initial scores. In this context, we
discuss the conformity bias inherent to peer
reviewing, a bias that has largely been over-
looked in previous research. We hope our
analyses will help better assess the usefulness
of the rebuttal phase in NLP conferences.

1 Introduction

Peer review is a widely adopted quality control
mechanism in which the value of scientific work is
assessed by several reviewers with a similar level
of competence. Although peer review has been
at the core of the scientific process for at least
200 years (Birukou et al., 2011), it is also a sub-
ject of debate: for instance, it has been found that
peer reviewing can hardly recognize prospectively
well-cited papers or major flaws (Ragone et al.,
2013). Further, Langford and Guzdial (2015) ob-
served substantial disagreement between two sets
of reviews on the same set of submissions for

* Equal contribution.

the prestigious Conference on Neural Information
Processing Systems (NeurIPS) 2014.

The rebuttal phase plays an important role in
peer reviewing especially in top-tier conferences
in Natural Language Processing (NLP). It allows
authors to provide responses to address the criti-
cisms and questions raised in the reviews and to
defend their work. Although there is evidence that
reviewers do update their evaluations after the re-
buttal phase1, it remains unclear what causes them
to do so, and especially, whether they react to the
author responses per se, or rather adjust to the
opinions of their co-reviewers (“peer pressure”).

In order to obtain further insights into the
reviewing process, especially regarding the role
of the rebuttal phase in peer reviewing, in this
work we present and analyze a review corpus of
the 56th Annual Meeting of the Association for
Computational Linguistics (ACL-2018). Every
reviewer/author was asked whether she consented
to freely using her review/author-response for
research purposes and publishing the data under
an appropriate open-source license within at
earliest 2 years from the acceptance deadline (see
supplementary material for the original consent
agreement). 85% reviewers and 31% authors
have consented to sharing their data. The corpus
comprises over 4k reviews (including review
texts and scores) and 1.2k author responses.
Uniquely, the corpus includes both before- and
after-rebuttal reviews for both accepted and
rejected papers, making it a highly valuable
resource for the community to study the role of
the rebuttal phase. The corpus as well as our
source code and annotations are publicly avail-

1For example, see discussions at https:
//naacl2018.wordpress.com/2018/02/04/
analysis-of-long-paper-reviews/ and
https://acl2017.wordpress.com/2017/03/
27/author-response-does-it-help/.
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able at https://github.com/UKPLab/
naacl2019-does-my-rebuttal-matter.

Our contributions are threefold. First, in §3,
we assess the corpus both quantitatively (e.g., cor-
relating Overall Score with aspect scores such
as Originality and Readability) and qualitatively
(e.g., identifying key terms that differentiate
“good” from “bad” author responses, annotating
paper weaknesses given by reviewers, and rating
the quality of individual author responses). Sec-
ond, in §4, we develop a model to predict whether
a reviewer will increase/decrease/keep her initial
scores after the rebuttal. We do so in order to ana-
lyze and disentangle the sources of review updates
during the rebuttal stage. We find that factoring in
the author responses only marginally (but statisti-
cally significantly) improves the classification per-
formance, and the score update decision is largely
determined by the scores of peer reviewers. Third,
in §5, we discuss multiple types of biases in the
score update process, some of which potentially
undermine the ‘crowd-wisdom’ of peer reviewing.

2 Related Work

Several sources provide review and author re-
sponse data. Since 2013, the NeurIPS main con-
ference publishes the reviews of accepted papers
and their author responses. However, these re-
views only include the review texts for after-
rebuttal reviews. Also, reviews of rejected papers
and author responses are not published. Some Ma-
chine Learning and NLP conferences, for instance
ICLR (International Conference on Learning Rep-
resentations) and ESWC (Extended Semantic Web
Conference), adopt the open review model, which
allows anyone to access the reviews and author re-
sponses. However, most major NLP conferences
have not yet adopted the open-review model, and
the reviews and author responses in open- and
non-open-review venues are likely to be different
because people behave differently when their ac-
tions are observable (Andreoni and Petrie, 2004).

Kang et al. (2018) provide a corpus of com-
puter science papers from ACL, NeurIPS, CoNLL
(The SIGNLL Conference on Computational Nat-
ural Language Learning) and ICLR, together with
the accept/reject decisions and reviews for a sub-
set of the papers. They suggest several tasks
with respective baselines, such as predicting re-
view aspect scores from paper- and review-based
features. However, their corpus contains neither

before-rebuttal reviews nor author responses, and
the size of their review set from NLP conferences
(only 275 reviews from ACL-2017 and 39 reviews
from CoNLL-2016) is much smaller than ours.

Hua et al. (2019) compile a corpus consisting of
14.2k reviews from major NLP and machine learn-
ing conferences. In addition, they annotate 10k ar-
gumentative propositions in 400 reviews, and train
state-of-the-art proposition segmentation and clas-
sification models on the data. But similar to Kang
et al. (2018), their corpus does not include before-
rebuttal reviews or author responses.

Several publications specifically address the
peer reviewing process. Falkenberg and Soranno
(2018) investigate what makes a paper review
helpful to a journal editor within a specific sci-
entific field. Birukou et al. (2011) and Kovanis
et al. (2017) discuss the shortcomings of the re-
view process in general, such as its inability to
detect major flaws in papers (Godlee et al., 1998)
and its ineffectiveness in selecting papers that will
have high citation counts in the future (Ragone
et al., 2013). They discuss alternatives to the stan-
dard review process such as crowd-based review-
ing and review-sharing, i.e., resubmitting a re-
jected work to another venue along with its past
reviews. Ragone et al. (2013) analyze peer re-
views across nine anonymized computer science
conferences and, among others, identify reviewer
biases of multiple types (affiliation, gender, geo-
graphical, as well as rating bias: consistently giv-
ing higher or lower scores than other reviewers)
and propose means for debiasing reviews. How-
ever, none of these works quantitatively measures
the influence of the rebuttal phase on the final re-
view scores, nor do they provide any corpora fa-
cilitating such studies.

Our work is also related to meta science, which
studies the scientific process in general, i.e., how
scientific information is created, verified and dis-
tributed (cf. Fortunato et al. (2018)). In this con-
text, our work can be seen as a study on how sci-
entific information is verified.

3 Review Corpus

ACL-2018 adopts a reviewing workflow similar to
that of other major NLP conferences: after paper
assignment, typically three reviewers evaluate a
paper independently. After the rebuttal, review-
ers can access the author responses and other peer
reviews, and discuss their viewpoints. Reviews
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Figure 1: Distribution of accept/reject decisions.

include both scores (Overall Score OVAL, Re-
viewer Confidence CONF, Soundness SND, Sub-
stance SBS, Originality ORG, Meaningful Com-
parison CMP and Readability RDB) and free-text
comments. OVAL are integers in [1, 6], while all
other scores are integers in [1, 5].

We first provide an overview of our corpus in
§3.1, and then present analyses for the reviews and
author responses in §3.2 and §3.3, respectively.

3.1 Overview of the Corpus

The corpus has three parts: the before-rebuttal
reviews (including review texts and scores), the
after-rebuttal reviews, and the author responses.
The corpus does not contain the submissions, nor
the information of the reviewers, e.g., their gender,
country, affiliation or seniority level; nevertheless,
we perform some analyses on the submissions and
the reviewers’ information and present the statis-
tics in the supplementary material.

Basic statistics of our corpus are summarized
in Table 1. 1542 submissions (1016 long, 526
short) have at least one review opted in. 1538 sub-
missions have at least one before- and one after-
rebuttal review opted in. Among the 1542 submis-
sions, 380 submissions (24.6%) were accepted:
255 long, 125 short, and the remaining 1162 were
rejected: 761 long, 401 short. The distribution of
their accept/reject decisions is illustrated in Fig. 1.

3.2 Reviews

Score Correlation. In line with Kang et al.
(2018), we first assess the impact of individual as-
pect scores on the overall score by measuring their
Pearson correlation, illustrated in Fig. 2. We find
that OVAL is most strongly correlated with SND
and SBS, followed by ORG and CMP. CONF shows
weak positive correlation to RDB: the less readable

Category Size

Before-rebuttal
reviews

3875 (1213 reviewers, 1538
submissions)

After-rebuttal re-
views

4054 (1275 reviewers, 1542
submissions)

Author responses 1227 (499 submissions)

Table 1: Statistics of the ACL-2018 corpus. Some
reviewers submitted their reviews after the rebuttal
started, hence the size of the after-rebuttal reviews is
larger than that of the before-rebuttal reviews.

CMP ORG RDB RPB SND SBS OVAL CONF

CMP

ORG

RDB

RPB

SND

SBS

OVAL

CONF

1.00 0.40 0.37 0.38 0.53 0.54 0.59 -0.10

0.40 1.00 0.25 0.22 0.45 0.56 0.66 -0.09

0.37 0.25 1.00 0.45 0.47 0.34 0.46 0.11

0.38 0.22 0.45 1.00 0.44 0.34 0.39 0.04

0.53 0.45 0.47 0.44 1.00 0.59 0.70 -0.06

0.54 0.56 0.34 0.34 0.59 1.00 0.70 -0.11

0.59 0.66 0.46 0.39 0.70 0.70 1.00 -0.12

-0.10 -0.09 0.11 0.04 -0.06 -0.11 -0.12 1.00 0.8

0.4

0.0

0.4

0.8

Figure 2: Score correlation matrix.

a paper is, the less confident the reviewers will be.
Note that our correlation results are different from
those reported by Kang et al. (2018), who report
that the OVAL has low Pearson correlation with
SND (0.01) and ORG (0.08). While the differences
might be caused by a variation in aspect defini-
tions, we believe that our estimate is more reliable
as the dataset analyzed in Kang et al. (2018) is sub-
stantially smaller than ours.

Review Texts. ACL-2018 adopts the novel
argument-based review template, which asks re-
viewers to provide positive and negative argu-
ments for and against the submission, respectively.
In addition, reviewers can also list their questions
to the authors in the questions section of the re-
view template. Most reviewers made good use
of the argument-based template: among the 4054
after-rebuttal reviews, 3258 (80.4%) provide pos-
itive arguments, 3344 (82.5%) provide negative
arguments, and 1627 (40.1%) provide questions.
The number and length of arguments/questions are
summarized in Table 2.

Score Changes. Table 3 shows how many re-
views increase (INC), decrease (DEC) or keep
(KEEP) their overall scores after rebuttal. For
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Component Number Length (token)

Pos. Arg. 1.92±1.31 22±17
Neg. Arg. 2.38±1.56 56±53
Questions 0.87±1.36 35±31

Table 2: Numbers and lengths of different components
in each review (mean±standard deviation).

Type Num. #Paper Acpt.% ∆OVAL

INC 245 227 49.8 2.65→ 3.76
DEC 248 221 7.2 4.17→ 3.04
KEEP 3377 1119 22.8 3.13→ 3.13

Total 3870 1538 24.7 3.17→ 3.17

Table 3: Statistics of different types of reviews.

the 227 papers that receive at least one INC re-
view (first row in Table 3), their acceptance rate is
49.8%, much higher than those 221 papers with at
least one DEC (7.2%) and those 1119 papers with
no score update (22.8%). Hence, the score update
has a large impact on the final accept/reject deci-
sion. Note that 29 papers receive both INC and
DEC reviews, of which five were accepted finally.

Fig. 3 summarizes the OVAL updates. Most
reviewers stick to their initial scores after rebut-
tal. For those who update, the score change usu-
ally amounts to just one point in absolute value.
However, most updates happen in the borderline
area (overall score 3-4) where the score update
might influence the overall acceptance decision.
We find that the changes in aspect scores occur
much less often than the changes in overall scores:
only 5% of the reviews have any of the aspect
scores updated after rebuttal, and only 1% of the
reviews change the confidence value. In these rare
cases, aspect score changes are consistent with
their OVAL changes, e.g., if the OVAL increases,
no aspect score decreases.

Submission Time. Fig. 4 illustrates the distribu-
tion of the first submission time of reviews. 51.6%
reviews were submitted within the last 3 days be-
fore the deadline. We also find that the mean
submission time of the INC reviews is around 20
hours earlier than that of the DEC reviews, and
the difference is statistically significant (p-value
0.009, double-tailed t-test). Moreover, we find
that submission time is weakly positively corre-
lated with initial score, which means that review-
ers who submit early have slightly lower scores on
average, which may explain their tendency to in-
crease their scores later on, given our results in §4.
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Figure 3: Before vs after rebuttal OVAL.
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Figure 4: Distribution of review submission time.
The review submission deadline (26th March 2018) is
marked as the red vertical line towards the right end.

A reason why early submitters have lower scores
may be that it takes less time to reject a paper, as
the majority of papers is rejected anyway.

Criticism in Reviews. To study the most com-
mon paper weaknesses identified in reviews, we
manually assess about 300 weakness statements
from the reviews. Table 4 summarizes the main
results, excluding concerns about Technical weak-
nesses. In our sample, most weaknesses refer
to Evaluation & Analysis, i.e., criticize the lack
of: error analysis, ablation tests, significance tests,
human evaluations (opposed to indirect measures
such as BLEU) and strong baselines as well as
insufficient comparisons (either external or inter-
nal). Other frequent targets of criticism are Writ-

Eval Writing Nov Data Motivation
28% 18% 8% 8% 5%

Table 4: Frequent weakness types identified in reviews.
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Type Num. Length (token)

iResp 100 373±191
dResp 80 260 ±140
kResp 1047 297±182

Total 1227 300±181

Table 5: Statistics of author responses (mean±standard
deviation for Length).

ing quality, as well as Data: e.g., too few datasets
being used (only English data or only synthetic
data), missing agreement scores for newly labeled
datasets, and resources not being publicly avail-
able. Reviewers also criticize the lack of Novelty
and proper Motivation of approaches.

3.3 Author Responses

We align author responses with their correspond-
ing reviews (if opted in), and term the author re-
sponses corresponding to INC, DEC and KEEP
reviews as iResp, dResp and kResp, respectively.
Table 5 presents an overview on these groups.

To qualitatively compare iResps and dResps,
we extract and rank n-grams in both iResps
and dResps according to the log-likelihood ratio
(LLR) statistic (Dunning, 1993), treating iResps
and dResps as two corpora2. The results are re-
ported in Table 6. We find both iResps and dResps
express gratitude and promise revisions in the final
versions, but iResps address review questions and
criticisms by referring back to certain lines and ta-
bles in the original paper while dResps fail to do
so. We revisit these differences in §4.2.

iResps dResps

the final version thanks for your
in line DIGIT DIGIT reply to
in table DIGIT to question DIGIT
in the final will add more
for example the DIGIT we will
in order to thank the reviewer
final version EOS argument DIGIT reply
due to space due to the
for your comments paper is accepted
camera ready version the revised version
DIGIT and DIGIT we agree that

Table 6: Top trigrams based on LLR ranking. All digits
were replaced by DIGIT. EOS: end of sentence.

To gain further insights, we analyze the qual-
ity of the author responses to the 300 weakness

2We only include n-grams that appear in at least 7 differ-
ent author responses.

statements from Table 4. We advertised no for-
mal definition of quality, and assessed a subjec-
tive, perceived quality score in a range from 1
(low) to 10 (high). We find that the weak author
responses (scores 1-3) are substantially shorter
than the strong ones (scores 8-10): the average
token number in weak and strong responses are
53 and 90, respectively. Responses evaluated as
weak are less specific and make vague promises
(“Thanks for the suggestion, we will try this in
the camera-ready”), off-topic (addressing differ-
ent points than those raised by the reviewer), or
apologetic (“the deadline was very close”, “our
native language is not English”). Interestingly,
with some exceptions (“We take your review as an
example of bad writing”), the weak responses are
usually polite and admit the weaknesses suggested
by the reviewers, but they tend not to detail how
they would address the weaknesses. Strong re-
sponses, in contrast, are specific (referring to spe-
cific line numbers in the submission, as well as
providing numerical values), detailed, longer, and
often do not agree with the criticism, but explain
why the reviewer’s requirement is hard to meet or
beyond the scope of the work.

4 After-Rebuttal Score Prediction

To measure the influence of different factors on
the score update decisions, we propose and study
the after-rebuttal score prediction task. Because
most score updates after rebuttal do not exceed 1
point (see Fig. 3), we formulate this problem as
a classification task. Specifically, given a before-
rebuttal review, its corresponding author response
and other peer reviews, we try to predict whether
the reviewer will increase (INC), decrease (DEC)
or keep (KEEP) her overall score after the rebut-
tal. We avoid predicting the final accept/reject de-
cisions because they are not only based on the final
scores (see Fig. 1, where a few low-score papers
are accepted while some high-score papers are re-
jected), but also based on additional factors such
as the balance of areas and diversity of papers,
which are difficult to measure. The score updat-
ing of reviews, in contrast, only depends on the
peer reviews and the authors responses.

We choose a classic feature-rich classification
model for this task, for two reasons: a) model ca-
pacity is lower compared to, e.g., a deep neural
network, which is beneficial in our small data sce-
nario, and b) the results are easier to interpret.
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4.1 Features
Score features (Score). We use all peer re-
view scores for a given submission to build
an array of score-based features. These
include review i’s before-rebuttal OVAL
(self score), statistics of the other peer
reviews’ OVAL (denoted by oth X, where X can
be max/min/mean/median/std), statistics of
all peer reviews’ OVAL (all X), and elementary
arithmetic operations on the above features (e.g.,
oth mean-self denotes the mean OVAL of
the peer reviews minus review i’s before-rebuttal
OVAL). CONF are considered in a similar manner.
We do not consider aspect scores such as ORG
because they yielded no improvements in our
preliminary experiments. The full list of features
can be found in the supplementary material. We
also include features based on the author response
texts, as detailed below.
Length of response (log leng). We have
found that high-quality author responses are usu-
ally longer than the low-quality ones (see §3.3).
We use the logarithm of the number of tokens in
author responses as a feature.
Review-Response Similarity (sim). Lack of
similarity between a review and its response may
indicate that the response is “off-topic”. To mea-
sure similarity, we have trained 300-dimensional
skip-gram word embeddings on 5611 papers ex-
tracted from the cs.CL (computational and lan-
guage) and cs.LG (learning) categories of ArXiv
which were published between January 1, 2015
and December 31, 2017. We represent reviews and
responses by averaging the embeddings of their
words, and measure semantic similarity by cosine
similarity.3 We find it important to use word em-
beddings trained on CL/LG domain data: for ex-
ample, nearest neighbors of “neural” in a model
trained on Wikipedia are “axonal”, “salience”,
while on Arxiv its nearest neighbors are “feedfor-
ward” and “deep”. We find that iResps are more
similar to their reviews than dResps and kResps:
the average cosine similarity between the reviews
and iResps, dResps and kResps are .38, .30 and
.29, respectively.
Specificity (spec). In our human annotation
experiments, unspecific responses were typically
judged as weak because they did not address spe-

3We also used ROUGE (Lin, 2004) to measure the simi-
larity but find the ROUGE scores to be highly correlated with
the cosine similarities (Pearson correlation > 0.9), so we in-
clude only the cosine similarities in our models.

cific questions or weaknesses given by reviews.
To measure the specificity of author responses, we
use a feature-rich sentence-level specificity model
by Li and Nenkova (2015) trained on multiple
news corpora. The produced scores are in the [0, 1]
range, with higher values meaning higher speci-
ficity. iResps are slightly more specific than the
other responses: the mean specificity scores for
iResps, dResps and kResps are .29, .24 and .28,
respectively. For each author response, we com-
pute the spec scores for all their sentences and
use statistics (max/min/mean/median/std) of
the spec scores as features. The same strategy
is used to build the politeness and convincingness
features introduced below.

Politeness (plt). We employ the sentence-
level politeness framework suggested by Danescu-
Niculescu-Mizil et al. (2013) to quantify the po-
liteness of the author responses. We have trained a
simple bag-of-words based multi-layer perceptron
(MLP) model using their Wikipedia and StackEx-
change data and applied it to the author responses,
generating a politeness score in [−1, 1] for each
sentence in author responses, where higher scores
mean higher politeness. While the mean polite-
ness scores in iResps, dResps and kResps have no
marked differences (all around 0.19), the score for
the most polite sentence in iResps (.91) is higher
than that of dResps (.68) and kResps (.90).

Convincingness (cvc). To approximate rebut-
tal convincingness we use the sentence-level con-
vincingness model developed by Simpson and
Gurevych (2018), trained on∼1.2k argument pairs
from web debate forums. We normalize all con-
vincingness scores to [0, 1], where larger scores
mean higher convincingness. Mean convincing-
ness scores for iResps, dResps and kResps are .60,
.49 and .58, respectively.

Score validation. Since the spec, plt and cvc
models are not trained on review-rebuttal data,
we need to perform human evaluations to vali-
date the produced scores. We rank the sentences
in author responses in terms of their spec, plt
and cvc scores and analyze the top and bot-
tom 10 sentences in each ranking (see the sup-
plementary material). We find that the scores
successfully distinguish the most and least spe-
cific/polite/convincing sentences. To further val-
idate the scores, for each type of score, we have
randomly sampled 15 pairs of sentences from au-
thor responses and presented the pairs to 3 ex-
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spec plt cvc

Inter-User .87 .87 .64
User-Score .93 .87 .67

Table 7: Percentage of agreement for spec, plt and
cvc scores. “User-Score” means the agreement be-
tween the aggregated (by majority voting) users’ pref-
erences and score-induced preferences.

perienced annotators, asking them to indicate the
more specific/polite/convincing sentence in each
pair. The agreement is presented in Table 7. The
agreement between the users’ aggregated prefer-
ences and score-induced preferences is quite high
for all three types, confirming the validity of the
scores. Note that the agreement for cvc is lower
than the other two; the reason might be that it
is difficult even for humans to judge convincing-
ness of arguments, particularly when evaluated on
the sentence level without surrounding context nor
the corresponding review. The distribution of the
spec, plt and cvc scores for iResps, dResps
and kResps is in the supplementary material.

4.2 Results and Analyses

We perform experiments on a subset of the cor-
pus which only includes the submissions that have
author responses and three or more reviews opted
in. We term this subset of the corpus Submissions
with Complete Reviews (Full). Training models on
submissions with fewer reviews would bias cer-
tain features (e.g. all mean) and thus bias the
trained models. Also, we separate out the submis-
sions from the Full set whose before-rebuttal aver-
age OVAL are between 3 and 4.5 (note that OVAL
are in [1, 6]), so as to train and test a model specif-
ically on borderline submissions for which score
changes may be decisive for an accept or reject
decision. We term this subset Borderline Submis-
sions (BRD). Full includes 791 submissions (80
INC, 60 DEC, 652 KEEP) and BRD includes 590
(69 INC, 48 DEC and 474 KEEP). All results and
weights presented in this section are averaged over
5000 repeats of 10-fold cross validation; data en-
tries are randomly shuffled for each repeat.

Feature Selection. We filter out features whose
information gain is ranked in the bottom 50% of
all features on the training set. For highly corre-
lated features in the upper 50% (i.e. Pearson cor-
relation ≥ 0.5), we filter out all but the one with
the highest information gain. Remaining features

Feature Set BRD Full

spec .324 .309
plt .306 .310
cvc .303 .304

log leng .340 .341
sim .323 .302

Score .495 .526

All but Score .343 .336
All .522 .540

Majority Baseline .297 .301
Random Baseline .258 .251

Table 8: Macro F-1 scores.

are used to train a multinomial logistic regres-
sion model (i.e., MLP with no hidden layer and
softmax activation function in the output layer).
To balance the number of instances for the three
classes, on the training set, in each fold of cross-
validation we randomly down-sample cases with
class KEEP to ensure that the number of KEEP
is the same as the sum of INC and DEC. We also
tried random forest, decision tree, support vector
machines and Gaussian processes as classifiers,
but their performances were similar or worse than
that of logistic regression.

Results. Classification results are presented in
Table 8. In addition, we compare to two base-
lines: the majority baseline always picks the ma-
jority decision (in our case, KEEP); the random
baseline selects an action at random. Full results,
including precision, recall and F1-scores for each
label, can be found in the supplementary material.

We find that score-based features are most ef-
fective among all features. However, text-based
features are also useful, supported by the observa-
tions that: (i) models using only text features all
significantly (p-value < 0.01, double-tailed t-test)
outperform the majority and random baseline; and
(ii) using all features gives the best performance,
significantly (p-value < 0.01) better than using
any feature set alone.

Among the non-Score features, log leng
performs best. But we find it has high correlation
with multiple Score features, and hence when all
features are used, it is filtered out. The features
spec and sim perform much better in BRD than
in Full, which suggests that, for borderline papers,
more weight is placed on whether the response ex-
plicitly addresses the points raised in reviews (sim-
ilarity) and the specificity of the response.
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Analysis. To interpret our results, we study the
weights of the features in our logistic regression
model shown in Tables 9 and 10. We observe the
following trends:

• “Peer pressure” is the most important fac-
tor of score change: in both Full and BRD,
features reflecting the gap between own and
others’ review scores (oth mean-self
and self-oth min) have by far the largest
weights compared to other feature groups.
For example, in Full, the Score features
have (absolute) weights of 0.4 or higher for
the class INC, while all other features are
substantially below 0.2. The weights make
intuitive sense: e.g., when the mean of the
other reviewers’ scores is above a reviewer’s
initial score, she has a strong tendency to in-
crease her own score and not to decrease her
own score. Similarly, when a review contains
a very convincing sentence, this substantially
decreases the probability of a score decrease.

• To improve the score for a borderline pa-
per, a more convincing, specific and ex-
plicit response may be helpful: in Full,
no weight of a text-based feature is above
0.2 for INC; however, in BRD, the weights
for cvc min, spec median and sim are
all above 0.2. This asymmetry of the text-
based features across Full and BRD also sug-
gests that reviewers do appear to pay more
attention to the author responses in situations
where they may matter (e.g., make the differ-
ence between accept or reject decisions).

• An impolite author response may harm
the final score: in both Full and BRD, the
weight of plt max is negative for DEC. In
addition, in Full a more polite response helps
increase the final score (positive weight for
INC, close to 0 weight for KEEP). In BRD,
in contrast, a more polite response may not
increase the score but only keep it unchanged
(positive weight for KEEP, close to 0 weight
for INC). If we take BRD papers as those
for which the author responses really matter,
this means that politeness has an asymmetri-
cal effect: it may push a paper below the ac-
ceptance threshold, but not above it. Indeed,
plt max is the second best text-feature for
predicting decrease for BRD papers.

Feature INC DEC KEEP

oth mean-self 1.044 -1.265 .221
self-oth min -.378 .188 .190

cvc max .078 -.271 .193
spec median .159 -.224 -.065

plt max .170 -.174 .004
sim .019 .099 -.119

spec max .022 .029 -.051

Table 9: Feature weights in multinomial logistic regres-
sion trained on Full.

Feature INC DEC KEEP

oth mean-self .855 -1.026 .171
self-oth min -.372 .191 .181

cvc min .224 -.258 -.034
spec median .293 -.122 -.171

sim .214 -.161 -.053
cvc max .117 -.085 -.033
plt max .016 -.192 .176

Table 10: Feature weights in multinomial logistic re-
gression trained on BRD.

5 Discussion

The opinion update process we have described in
§4.2 is closely related to the work on opinion dy-
namics (DeGroot, 1974; Acemoglu and Ozdaglar,
2011), which studies how human subjects change
their opinions as a reaction to those of peers.

The “peer pressure” effect (opinions being up-
dated to mean opinions) is widely observed in
opinion formation of human subjects in controlled
experiments. Lorenz et al. (2011) find that in
simple estimation tasks (“What’s the population
density of Switzerland?”), human subjects tend to
lean towards a consensus once they are exposed to
the opinions of others. Similarly, Moussaid et al.
(2013) find two dominant effects for simple fac-
tual questions: human subjects tend towards the
mean opinion and towards the opinions of highly
confident individuals. Our experiments also show
that the mean opinion plays a very prominent role
in peer reviews, but they show no evidence sup-
porting the confidence effect: features based on
the confidence scores do not play a significant role
in deciding the final scores (see §4.2). We believe
this is due to two main differences between peer
reviewing and the controlled experiments in the
above works: (i) there does not exist a ground-
truth score for a submission, while such true an-
swers about factual questions do exist in the con-
trolled experiments; and (ii) participants of the
controlled experiments lose money if they give in-

1281



correct answers, but a reviewer loses nothing when
she does not adjust to a (self-assessed) expert.

Three types of biases have been studied in ex-
planatory models of opinion dynamics in recent
years. The first is opposition between members of
different groups (e.g., due to group-identity) lead-
ing to distancing from certain subjects’ opinions
(Altafini, 2013; Eger, 2016). The second is ho-
mophily: individuals ignore opinions too differ-
ent from their own (Deffuant et al., 2000; Hegsel-
mann and Krause, 2002). The third is conformity
(Buechel et al., 2015), i.e., the desire to conform
to a group norm/opinion. Conformity bias can be
strong and persist even in the presence of over-
whelming evidence that a group opinion is wrong
(Asch, 1951). Our observation that reviewers tend
to converge to the mean of all reviews (§4.2) sug-
gests that conformity bias also plays a prominent
role in peer reviewing. We found no evidence (on
an aggregate level) for the other two biases.

To summarize, conformity bias is the main bias
we identified in the peer reviewing process. How-
ever, conformity bias has a negative effect on
crowd-wisdom in estimation tasks (Lorenz et al.,
2011), which strengthens confidence of human
subjects in the correctness of their converged an-
swer, while the actual correctness of their consen-
sus is often even worse than the mean of multiple
independent answers. A simple method to reduce
conformity bias is to blind reviewers from each
other, only allowing reviewers to update their re-
views based on the author responses; the area chair
(who can see all reviews for a paper) is then re-
sponsible for considering all (possibly conflicting)
reviews and making the accept/reject recommen-
dation. We believe that peer reviewing is to a large
degree an opinion dynamics process, a neglected
insight hitherto, and that lessons from this field
should therefore be beneficial for peer reviewing
for NLP conferences and beyond.

Finally, concerning the helpfulness of individ-
ual review based feature groups, we believe it re-
flects a weakness of the current rebuttal stage that-
politeness does matter, because this is merely a
social aspect unrelated to the quality of the as-
sessed papers. However, we also showed that fill-
ing up author responses with “thank you”s is un-
likely to increase a reviewer’s score for a border-
line paper—so at least, authors do not seem to be
able to sneak their papers in via social effects.

6 Conclusion

We presented a review corpus consisting of over
4k reviews and 1.2k author responses from ACL-
2018. To the best of our knowledge, it is the
first corpus that includes both before- and after-
rebuttal reviews for both accepted and rejected pa-
pers in a major NLP conference. We qualitatively
and quantitatively analyzed the corpus, including
a manual classification of paper weaknesses out-
lined by reviewers and a quality rating study of
the corresponding author responses.

In addition, we proposed a classification
model to predict whether a reviewer will in-
crease/decrease/keep her overall score after rebut-
tal. By analyzing the feature weights in our model,
we quantitatively measured the importance of dif-
ferent decision variables for score updates. We
found that the gap between a reviewer’s initial
score and her peers’ scores is the main explanatory
variable. Rebuttal-related factors like convincing-
ness, specificity and politeness of responses are
considerably less important but still have a statis-
tically significant effect, especially for borderline
papers.4 Our findings shed light on the predomi-
nant role of the conformity bias in peer reviewing
(see §5), and we discuss alternative peer review
models addressing this bias. We hope our analy-
ses will help the community better understand the
strengths and weaknesses of the current peer re-
view workflow, spurring further discussions.

Finally, provided that the rebuttal phase remains
a key feature in many peer reviewed conferences,
we think that our novel after-rebuttal score change
prediction task can be practically beneficial for
authors to restructure their author responses and
thereby make them more effective.
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Appendicies

A Consent Message

Before a reviewer or an author enters her reviews
or author responses, the following message ap-
pears to ask for her consent for data sharing:

ATTENTION: this time, we plan to do
some analytics on anonymized reviews
and rebuttal statements, upon the agree-
ment of the reviewers and authors, with
the purpose of improving the quality of
reviews. The data will be compiled into
a unique corpus, which we potentially
envisage as a great resource for NLP,
e.g. for sentiment analysis and argu-
mentation mining, and made available to
the community properly anonymized at
earliest in 2 years. We hope to provide
data on ”how to review” to younger re-
searchers, and improve transparency of
the reviewing process in ACL in gen-
eral.

By default, you agree that your
anonymised rebuttal statement can
be freely used for research purposes
and published under an appropriate
open-source license within at earliest 2
years from the acceptance deadline.

Place an ’x’ mark in the NO box if you
would like to opt out of the data collec-
tion.
[x]: YES
[ ]: NO

Analyses on Submissions

We rank n-grams in both accepted and rejected pa-
pers according to the log-likelihood ratio (LLR)
statistic, taking both accepted and rejected papers
as one big corpus, respectively. The goal is to find
n-grams that occur unusually frequently in one of
the two groups, relative to the respective other.

Table 11 shows a few hand-selected n-grams
with highest LLR for accepted papers; high-LLR
n-grams for rejected papers are not presented due
to licensing. To filter out noise, we only include n-
grams that occur in at least 7 different papers. We
can observe some interesting patterns: accepted
papers appear to cite recent work, which reflects
potential novelty and appropriate comparison to
state of the art; tend to use more mathematics (of
a particular kind); have an appendix; do signifi-
cance testing; release code upon publication; and
have multiple figures including subfigures.

Hot n-grams Possible Interpretation

( 2017 ) Cite recent work
( z|x ) Math
artetxe et al Authors working on a hot topic
dozat and manning Authors of an influential method
in the supplementary Paper has appendix
contextualized word Trendy method
representations
upon publication . Code/data will be released
statistical significance of Mathematically rigorous
figure 3 ( Multiple figures with subfigures

Table 11: Selected 3-grams that distinguish accepted
from rejected papers based on the LLR statistics.

B Statistics on Reviewer Information

In this section, we present some statistics of all
1440 reviewers of ACL-18.

Country. The reviewers work in 53 different
countries. The top 10 countries where the re-
viewers work are presented in Fig. 5. The dis-
tribution of the reviewer working places is heav-
ily long-tailed: the United States alone contributes
36.9% of all reviewers, followed by China (8.7%),
the United Kingdom (7.8%) and Germany (7.6%).
Seven countries have more than 50 reviewers, and
19 countries have more than 10 reviewers.

Affiliation. The reviewers are from around 700
organisations. But as reviewers use different
names to refer to the same organisation (e.g., both
MIT and Massachusetts Institute of Technology
are used), the real number of organisations can be
much lower. The top 10 organisations and their
reviewers numbers are presented in Fig. 6. Nine
organisations contribute more than 20 reviewers,
and 19 organisations contribute more than 10 re-
viewers.

Seniority. Most reviewers (69.9%) do not re-
port their seniority levels. Among those that
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Figure 7: Smoothed distribution of specificity scores.

have reported their seniority, 50.2% are Profes-
sors, 27.6% are PhD students, and 22.2% are Post-
Doc/Assistant-Professor.

Gender. We estimate the gender of the review-
ers from their first names, using the tool avail-
able at https://github.com/kensk8er/
chicksexer. 73.4% reviewers are estimated to
be male and the rest 26.6% are estimated to be fe-
male.

C Full Results

The precision, recall and F1-scores for each label
in both Full and BRD are presented in Table 12
and 13, respectively.

D Features

The full list of our hand-crafted features is pre-
sented in Table 14.

E Specificity Scores

We tokenize author responses with nltk, remove
sentences with fewer than 10 tokens and rank the
remaining sentences by their specificity scores.
All scores are normalized to [0, 10], with higher
scores meaning higher specificity. The distribution
of the specificity scores for author responses lead-
ing to increased, decreased and unchanged scores
is illustrated in Fig. 7.

Top 10 sentences are presented below5, and
they all receive a specificity score 10.

• We have already checked it. We can change
the sentence in the last paragraph of Sec-

5The examples are anonymized by replacing citations,
venues, method names, exact scores, etc. with placeholders;
we also include cases where our system has erroneously rated
non-text data (i.e. tables).

tion ### to ‘’Since the proposed method only
substituted ### based on ###, then the natu-
ralness of ### using the proposed method is
better than ###. This method was used be-
cause we have to maintain the context; The
result can be more than 100% because we as-
sume that the ### of original was 100% while
based on human judgement, there are possi-
bility that the ### of resulting sentences using
the proposed method is better than the origi-
nal one.

• ###| ##.# | ##.# | ##.# | ##.# | ##.# | ##.# |
##.# | ##.# |

• ###| ##.# | ##.# | ##.# | ##.# | ##.# | ##.# |
##.# | ##.# |

• There are two reasons why we mention that:
(i) many papers exist, however, many previ-
ous papers made the same (or similar) con-
clusions, so some are picked up as represen-
tatives and (ii) because ### is a high-level
conference, it’s thought that there was no
need to explain too much, and also because
there are limited pages, space was wanted to
be left to explain the analysis as detailed as
possible and put focus on the analysis.

• Other external knowledge sources apart from
### do not add much: In principle, all re-
sources we used originate in ###, the differ-
ence is the degree of knowledge we use. The
novelty in this work does not lie in the use of
### as a knowledge resource but more gener-
ally in the principled ### of the classes.

• We will include this discussion in the paper.
Other ### models (e.g., ###; ###) can in the-
ory predict ###, however, they are not directly
applicable to ### since they cannot handle
### representations, i.e., variables can refer
to a ### representation (e.g., variable ###
refers to an entire proposition and variable
### refers to a segment of meaning).

• As noted in our response to reviewer 3 - our
results on the ### dataset of ### are on par
with the ### model stated in the ### paper
provided by reviewer 3 (which is a SOTA non-
neural ### model) - although we used a very
basic set of features and apply very limited
task-specific tuning to our models.

1286



Feature Set INC-p INC-r INC-f1 DEC-p DEC-r DEC-f1 KEEP-p KEEP-r KEEP-f1

spec .110 .023 .035 0 0 0 .820 .976 .892
plt .043 .063 .047 .029 .029 .029 .824 .912 .864
cvc .020 .014 .107 0 0 0 .824 .977 .893

log leng .187 .167 .154 0 0 0 .827 .930 .874
sim .013 .011 .013 0 0 0 .810 .990 .897

Score .331 .485 .386 .380 .527 .409 .878 .790 .829

All but Score .142 .202 .162 .025 .033 .029 .820 .820 .818
All .299 .555 .374 .364 .569 .438 .889 .757 .817

Majority Baseline 0 0 0 0 0 0 .823 1 .903
Random Baseline .100 .332 .154 .076 .334 .123 .825 .332 .474

Table 12: Macro F-1 scores on Full. All results are averaged over 5000 repeats of 10-fold cross validation.

Feature Set INC-p INC-r INC-f1 DEC-p DEC-r DEC-f1 KEEP-p KEEP-r KEEP-f1

spec .119 .101 .102 0 0 0 .804 .956 .872
plt .100 .012 .022 .020 .014 .017 .804 .982 .883
cvc .033 .020 .025 0 0 0 .803 .988 .885

log leng .180 .229 .184 0 0 0 .811 .879 .840
sim .096 .133 .110 0 0 0 .805 .927 .861

Score .313 .556 .394 .377 .356 .302 .851 .743 .792

All but Score .205 .331 .231 .050 .011 .018 .801 .768 .780
All .295 .570 .376 .387 .548 .418 .875 .710 .782

Majority Baseline 0 0 0 0 0 0 .802 1 .890
Random Baseline .117 .333 .173 .082 .335 .131 .802 .333 .470

Table 13: Macro F-1 scores on BRD. All results are averaged over 5000 repeats of 10-fold cross validation.

Feature set Features

Score self before, self conf, oth max, oth min, oth mean,
oth median, oth std, oth conf max, oth conf min,
oth conf mean, oth conf median, oth conf std,
oth mean-self, oth median-self, oth max-self,
self-oth min, oth conf std, all max, all min, all mean,
all median, all std, self before**2, all mean-self,
all max-self, all median-self, self-all min

spec spec max, spec min, spec mean, spec median, spec std
cvc cvc max, cvc min, cvc mean, cvc median, cvc std
plt plt max, plt min, plt mean, plt median, plt std
log leng Logarithm of the token number of the author response
sim Cosine similarity of the embeddings of a review and its corresponding author

response

Table 14: The full list of hand-crafted features.
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• Although the models used are general to all
seq2seq generation problems, the heuristics
we used to select ### are specific to gener-
ating the ### (take for example, the heuristic
based on ### - it was motivated by the fact
that ### have a higher readability, hence the
network has to focus towards better readable
information in the ### in order to generate
###).

• Because the size of the training data for ###
task is very small, ### instances for ### task
and ### instances for ### task, whereas the
number of the parameters of the whole net-
work is very big, we pre-training the ### net-
work based on ###, released for ### task,
and pre-training the ### network based on
the training data for ### task.

• Related workshop and share tasks, including
### (collocated with ###), ### (collocated
with ###), ### (collocated with ###), and ###
(collocated with ###), show a great potential
on applying NLP technologies to the ### do-
main.

Bottom 10 sentences are presented below.
Their specificity scores are all smaller than 0.001.

• It would be a little difficult to build this con-
nection.

• It is not accurate and we will use ’obvious’
instead.

• We are not quite sure which part is not iden-
tical.

• I will check that again and will write it as you
said

• Therefore we can see that they have no rela-
tion with each other.

• We will try to do this in our future work.

• But we do not see this as a weakness of our
approach.

• That is why we do not do that in the first sub-
mission.

• So this is really true for all the ”models”.

• Thank you very much for the reviews and for
the very useful
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Figure 8: Smoothed distribution of politeness scores.

F Politeness Scores

We use the politeness scorer to rate the same set of
sentences as in the specificity evaluation. We nor-
malize all politeness scores to [0,10], with higher
values meaning higher politeness. The distribu-
tion of the politeness scores is illustrated in Fig. 8.
Top 10 sentences and their politeness scores are
presented below.

• (9.6) We thank this reviewer for his helpful
comments that help improving the paper.

• (9.5) Thanks for the suggestion, we found that
in many cases the two sentences that are sep-
arated by ### also have similar patterns to
###, and the size of the dataset would be too
small to train a representative ### model if
we only picked out the separate sentences ex-
amples.

• (9.5) Thank you for the helpful sugges-
tion of including more qualitative results to
more thoroughly understand the proposed
approach.

• (9.4) We again thank the reviewer for the de-
tailed and carefully constructed review and
assure that the main concerns raised by the
reviewer are fixable and we will fix them in
the final version of the paper.

• (9.4) Meanwhile, thanks for your suggestion
for more in-depth discussion on ###

• (9.3) We apologize for this error, and will cor-
rect this in the final version of the paper upon
acceptance.
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• (9.3) An interesting alternative approach
would be the one proposed by the reviewer,
but we chose this model because we wanted
to encourage the model to aggregate infor-
mation from a variety of positions, and in our
experience ### has trouble learning to ###
in this way because by design ### focuses on
one position only.

• ###| ##.# | ##.# | ##.# | ##.# | ##.# | ##.# |
##.# | ##.# |

• ###| ##.# | ##.# | ##.# | ##.# | ##.# | ##.# |
##.# | ##.# |

• (9.2) Depends on the task and the character-
istic of two datasets, each proposed method
shows its effectiveness, e.g., the ### using the
### between two entities is appropriate for
the ### task since ### is systematically orga-
nized.

Bottom 10 sentences and their politeness scores
are presented below.

• (1.7) By comparing ### with ###-, we know
whether employing a ### helps; By compar-
ing ### with ###, we know whether employ
a ### helps; By comparing ### with ###, we
know whether the ### helps.

• (2.2) ### = ### ∗ ###, where ###
is a matrix of n samples with ### features
followed by ### features, hence the size of
### is ###.

• (2.3) In other words, our coverage is ###
times larger than theirs, so our proposed sys-
tem can deal much better with the noise when
learning ###.

• (2.4) And another difference lies in the ###
layer, which contains ###, so when we pro-
cess ### in ### independently which encour-
ages our model to learn diverse features.

• (2.4) We will implement their method on our
corpora and make some comparison with our
method in the next version of our manuscript.

• (2.4) We are not giving up ### nor are we
claimining that ### is more powerful.

• (2.5) If our paper is accepted we will make
sure additional relevant technical details are
added.
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Figure 9: Smoothed distribution of the convincingess
scores.

• (2.6) In response to your general remark: we
can see how our discussion and conclusions
would lead a reader to conclude that; rather,
this paper is an exploration in an area that is,
as you say, worth exploring.

• (2.7) Our main contribution is introduction
of ### without requiring neither supervision
nor feature engineering.

• (2.7) The most salient problem encountered
in our system is that a user might change ###,
also brought up by R3 (Please refer to our
response to weakness4 of R3).

G Convincingness Scores

We use the convincingness scorer to rate the same
set of sentences as in the previous two studies. The
convincingness scores are normalized to [0, 10],
with higher values meaning higher convincing-
ness. The distribution of the convincingness
scores is illustrated in Fig. 9. Top 10 sentences in
terms of convincingness are presented below. All
top 10 sentences’ convincingness scores are above
9.8.

• In the revision, we perform the evaluation of
the model with ### and ###, respectively.

• Deepening the ### system would inevitably
increase model parameters, and slow the
training and decoding, which is not what we
expect.

• A technical document is defined as the doc-
ument that assumes sufficient background
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knowledge and familiarity with the key tech-
nical or central/important terms in the docu-
ment.

• As reported in our paper, the success rate of
our optimization algorithm is ### while, on
average, only ###% of words are altered.

• The focus of this work is not a comparison
of ### methods with ### methods, but how to
mitigate the lack of labeled data problem in
learning of a ### model.

• Our model works well on datasets that are
deemed small for deep architectures to work
and belong to special domains for which ###
is not possible.

• We conduct t-test and get the p value as ###,
which shows good agreement.

• Particularly, we will strive to improve the
presentation quality and to make the draft
more readable and better organized for more
potential readers.

• Furthermore, ### can help ### to alleviate
the performance degradation by ###.

• The ### experiments in Section ### show
that our ### framework can achieve higher
accuracy than the methods that rely on the
same set of resources, while the state-of-the-
art ### methods also require some other re-
sources.

Bottom 10 sentences in terms of convincing-
ness scores are presented below6. Their convinc-
ingness scores are all below 0.01.

• ”Weakness 3:””why ... report on ... the ’###’
if you then dismiss it”””

• It is **not** used in the **testing** (###).

• Annotator 1: “Are you a citizen?” No =¿ An-
swer: No

• ”Rev: ””It seems that ...”””

• ”Weakness 3:””how did you learn the em-
beddings? ... ### model? How”

• Please refer to the reply regarding Weakness
argument 1 in Review 1.

6Note the large number of references to other responses
and to the original reviews

• “Are you over 21?” Yes =¿ Answer: Yes

• Please see our reply to Review 1’s weakness
argument 3.

• [Please see our response to R2’s argument 3]

• We are sorry we didn’t explain the notation.
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Abstract

Literary critics often attempt to uncover mean-
ing in a single work of literature through care-
ful reading and analysis. Applying natural lan-
guage processing methods to aid in such lit-
erary analyses remains a challenge in digital
humanities. While most previous work fo-
cuses on “distant reading” by algorithmically
discovering high-level patterns from large col-
lections of literary works, here we sharpen the
focus of our methods to a single literary theory
about Italo Calvino’s postmodern novel Invis-
ible Cities, which consists of 55 short descrip-
tions of imaginary cities. Calvino has provided
a classification of these cities into eleven the-
matic groups, but literary scholars disagree as
to how trustworthy his categorization is. Due
to the unique structure of this novel, we can
computationally weigh in on this debate: we
leverage pretrained contextualized representa-
tions to embed each city’s description and use
unsupervised methods to cluster these embed-
dings. Additionally, we compare results of
our computational approach to similarity judg-
ments generated by human readers. Our work
is a first step towards incorporating natural lan-
guage processing into literary criticism.

1 Introduction

Literary critics form interpretations of meaning
in works of literature. Building computational
models that can help form and test these interpre-
tations is a fundamental goal of digital humani-
ties research (Benzon and Hays, 1976). Within
natural language processing, most previous work
that engages with literature relies on “distant read-
ing” (Jockers, 2013), which involves discover-
ing high-level patterns from large collections of
stories (Bamman et al., 2014; Chaturvedi et al.,
2018). We depart from this trend by showing that
computational techniques can also engage with lit-
erary criticism at a closer distance: concretely, we

Adelma (cities & the dead)
… An old man was loading a basket of 
sea urchins on a cart; I thought I 
recognized him …he looked like a 
fisherman who, already old when I 
was a child, could no longer be 
among the living… Adelma is the city 
where you arrive dying and where 
each finds again…

Eusapia (cities & the dead)
… And to make the leap from life to 
death less abrupt, the inhabitants 
have constructed an identical copy of 
their city, underground… They say that 
every time they go below they find 
something changed in the lower 
Eusapia; the dead make innovations 
in their city; not many, but surely…

Zobeide (cities & desire)
…men of various nations had an 
identical dream. They saw a woman 
running at night through an unknown 
city… They dreamed of pursuing her… 
decided to build a city like the one in 
the dream… they settled, waiting for 
that scene to be repeated…

Isidora (cities & memory)
When a man rides a long time through 
wild regions he feels the desire for a 
city…  seashells… perfect telescopes 

and violins…He was thinking of all 
these things when he desired a city. 
Isidora, therefore, is the city of his 

dreams…

Figure 1: Calvino labels the thematically-similar cities
in the top row as cities & the dead. However, although
the bottom two cities share a theme of desire, he assigns
them to different groups.

use recent advances in text representation learning
to test a single literary theory about the novel In-
visible Cities by Italo Calvino.

Framed as a dialogue between the traveler
Marco Polo and the emperor Kublai Khan, Invis-
ible Cities consists of 55 prose poems, each of
which describes an imaginary city. Calvino cat-
egorizes these cities into eleven thematic groups
that deal with human emotions (e.g., desires,
memories), general objects (eyes, sky, signs),
and unusual properties (continuous, hidden, thin).
Many critics argue that Calvino’s labels are not
meaningful, while others believe that there is a dis-
tinct thematic separation between the groups, in-
cluding the author himself (Calvino, 2004). The
unique structure of this novel — each city’s de-
scription is short and self-contained (Figure 1) —
allows us to computationally examine this debate.

As the book is too small to train any models,
we leverage recent advances in large-scale lan-
guage model-based representations (Peters et al.,
2018a; Devlin et al., 2018) to compute a repre-
sentation of each city. We feed these representa-
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tions into a clustering algorithm that produces ex-
actly eleven clusters of five cities each and evalu-
ate them against both Calvino’s original labels and
crowdsourced human judgments. While the over-
all correlation with Calvino’s labels is low, both
computers and humans can reliably identify some
thematic groups associated with concrete objects.

While prior work has computationally analyzed
a single book (Eve, 2019), our work goes be-
yond simple word frequency or n-gram counts by
leveraging the power of pretrained language mod-
els to engage with literary criticism. Admittedly,
our approach and evaluations are specific to Invis-
ible Cities, but we believe that similar analyses
of more conventionally-structured novels could
become possible as text representation methods
improve. We also highlight two challenges of
applying computational methods to literary criti-
cisms: (1) text representation methods are imper-
fect, especially when given writing as complex as
Calvino’s; and (2) evaluation is difficult because
there is no consensus among literary critics on a
single “correct” interpretation.

2 Literary analyses of Invisible Cities

Before describing our method and results, we first
review critical opinions on both sides of whether
Calvino’s thematic groups meaningfully charac-
terize his city descriptions.

The groups are meaningful: Some scholars
believe that the thematic grouping imposed by
Calvino reflects properties of the cities he de-
scribes; Vrbani (2012), for example, argues that
Calvino’s structure are “ontologically grounded
in different ways”. Buitendijk (2018) further
provides examples of cities with the same label
that are clearly thematically similar, pointing at
the “cities of desire” as “informed by 20th cen-
tury theories of desires associated with Sigmund
Freud”. Calvino (2004) himself claims that he cre-
ates most categorizations of cities with clear la-
bels in mind, especially the cities of memory and
desire, which he deemed as “fundamental corner-
stones” of the novel. However, many critics argue
that authorial intent is irrelevant when analyzing
literature (Wimsatt and Beardsley, 1946; Barthes,
1994).

The groups are arbitrary: On the other hand,
a large body of criticism focuses on the appar-
ent mismatch between a city’s assigned thematic

Clustering
algorithm

Travelers    return   from   the      city       of     Zirma…

avg mean pooling

ELMo

Dorothea

Fedora

Zoe

Zirma

Dorothea
Fedora

Zoe
Zirma

learned clusters

Figure 2: We first embed each city by averaging token
representations derived from a pretrained model such
as ELMo. Then, we feed the city embeddings to a clus-
tering algorithm and analyze the learned clusters.

group and the content of its descriptions. Bloom
(2002) claims that the “cities are totally inter-
changeable”; Springer (1985) agrees, stating that
“even the categories themselves seem both cho-
sen and assigned arbitrarily”. Teichert (1985) con-
tends that “the catalogue is superimposed on, but
does not cover, the elusive, fluid mass of an un-
written world”.

While out of scope for our computational anal-
ysis, many possible theories exist regarding why
the groupings appear largely incoherent. For in-
stance, Boeck (2004) posits that the structural in-
coherence exists because all of the cities actually
describe different facets of Marco Polo’s home-
town of Venice. Breiner (1988) argues instead that
Calvino’s labels “may refer only to a projection
of the Khan’s occupational thirst for order, unre-
lated to the structure of the text”, while Knowles
(2015) hypothesizes that the mismatch is one of
many obstacles that readers need to “untangle” to
understand the central substance of the novel.

3 A Computational Analysis

We focus on measuring to what extent computers
can recover Calvino’s thematic groupings when
given just raw text of the city descriptions. At
a high level, our approach (Figure 2) involves
(1) computing a vector representation for every
city and (2) performing unsupervised clustering of
these representations. The rest of this section de-
scribes both of these steps in more detail.

3.1 Embedding city descriptions
While each of the city descriptions is relatively
short, Calvino’s writing is filled with rare words,
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complex syntactic structures, and figurative lan-
guage.1 Capturing the essential components of
each city in a single vector is thus not as simple
as it is with more standard forms of text. Nev-
ertheless, we hope that representations from lan-
guage models trained over billions of words of
text can extract some meaningful semantics from
these descriptions. We experiment with three dif-
ferent pretrained representations: ELMo (Peters
et al., 2018a), BERT (Devlin et al., 2018), and
GloVe (Pennington et al., 2014). To produce a
single city embedding, we compute the TF-IDF
weighted element-wise mean of the token-level
representations.2 For all pretrained methods, we
additionally reduce the dimensionality of the city
embeddings to 40 using PCA for increased com-
patibility with our clustering algorithm.

3.2 Clustering city representations

Given 55 city representations, how do we group
them into eleven clusters of five cities each? Ini-
tially, we experimented with a graph-based com-
munity detection algorithm that maximizes clus-
ter modularity (Newman, 2006), but we found no
simple way to constrain this method to produce
a specific number of equally-sized clusters. The
brute force approach of enumerating all possible
cluster assignments is intractable given the large
search space ( 55!

(5!)11
possible assignments). We

devise a simple clustering algorithm to approxi-
mate this process. First, we initialize with random
cluster assignments and define “cluster strength”
to be the relative difference between “intra-group”
Euclidean distance and “inter-group” Euclidean
distance.3 Then, we iteratively propose random
exchanges of memberships, only accepting these
proposals when the cluster strength increases, un-
til convergence. To evaluate the quality of the
computationally-derived clusters against those of
Calvino, we measure cluster purity (Manning
et al., 2008):4 given a set of predicted clusters M
and ground-truth clusters D that both partition a

1The book contains a vocabulary of 5,372 word types, and
the average length of a city description is 380 tokens.

2Using other composition functions such as the span rep-
resentation of Peters et al. (2018b) had little impact on the
learned clusters.

3The choice of distance metric (e.g., cosine, word mover)
did not meaningfully impact our results.

4Purity ranges between 0 and 1, and a larger purity indi-
cates a higher degree of agreement.

Method Purity Accuracy

Random 0.32 33.3
GloVe 0.35 35.9
BERT 0.40 39.3
ELMo 0.42 44.6
Human - 48.8

Table 1: Results from cluster purity and accuracy on
the “odd-one-out” task suggests that Calvino’s the-
matic groups are not completely arbitrary.

set of N data points,

purity =
1

N

∑

m∈M
maxd∈D|m ∩ d|.

4 Evaluating clustering assignments

While the results from the above section allow
us to compare our three computational methods
against each other, we additionally collect human
judgments to further ground our results. In this
section, we first describe our human experiment
before quantitatively analyzing our results.

Human clustering: We conduct a crowd-
sourced experiment to measure how well humans
can disambiguate thematically different cities.
Filling in the entire 55 × 55 adjacency matrix
with human similarity judgments is expensive and
time-consuming. Thus, we instead design a proxy
“odd-one-out” task for collecting human judg-
ments: given three city descriptions, two of which
come from the same ground-truth thematic group
and the other from a different group, workers
are asked to identify the intruder city. We use
the Figure Eight crowdsourcing platform5 to col-
lect three annotations each for 100 different city
triples. Our interface initially displays only the
first and last sentences of each city’s description;
workers can optionally click to reveal the full de-
scription. As workers are likely unfamiliar with
Invisible Cities and its different thematic groups,
this crowdsourced task provides a fair comparison
to our computational approaches.

4.1 Quantitative comparison
We compare clusters computed on different repre-
sentations using community purity; additionally,
we compare these computational methods to hu-
mans by their accuracy on the odd-one-out task.

5Workers were restricted to English-speaking countries
and paid $0.30 per judgment.
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Purity of learned clusters: City representations
computed using language model-based represen-
tation (ELMo and BERT) achieve significantly
higher purity than a clustering induced from ran-
dom representations, indicating that there is at
least some meaningful coherence to Calvino’s the-
matic groups (first row of Table 1). ELMo rep-
resentations yield the highest purity among the
three methods, which is surprising as BERT is a
bigger model trained on data from books (among
other domains). Both ELMo and BERT outper-
form GloVe, which intuitively makes sense be-
cause the latter do not model the order or structure
of the words in each description.

Comparison to humans: While the purity of
our methods is higher than that of a random clus-
tering, it is still far below 1. To provide additional
context to these results, we now switch to our
“odd-one-out” task and compare directly to human
performance. For each triplet of cities, we iden-
tify the intruder as the city with the maximum Eu-
clidean distance from the other two. Interestingly,
crowd workers achieve only slightly higher accu-
racy than ELMo city representations; their inter-
annotator agreement is also low,6 which indicates
that close reading to analyze literary coherence be-
tween multiple texts is a difficult task, even for hu-
man annotators. Overall, results from both com-
putational and human approaches suggests that the
author-assigned labels are not entirely arbitrary,
as we can reliably recover some of the thematic
groups.

5 Examining the learned clusters

Our quantitative results suggest that while vector-
based city representations capture some thematic
similarities, there is much room for improvement.
In this section, we first investigate whether the
learned clusters provide evidence for any argu-
ments put forth by literary critics on the novel.
Then, we explore possible reasons that the learned
clusters deviate from Calvino’s.

Do learned clusters support existing analyses?
The argument that cities of desire constitute a
particularly coherent thematic group (Buitendijk,
2018) is partially supported by our clustering re-
sults. Three of the five cities of desire are grouped
into the same cluster using BERT (two for ELMo),

6Fleiss κ = 0.14, indicating slight agreement, and two or
more workers agreed on the intruder only 64% of the time.

which makes it one of the most “internally coher-
ent” groups. Similarly, some literary critics along
with Calvino himself (Calvino, 2004) describe the
thin cities as a fairly arbitrary group, which is
supported by our results: when using BERT, no
two thin cities are grouped into the same cluster.
However, Calvino also suggests that the cities of
memory group is a “fundamental substance” of the
book and therefore should be highly coherent. Our
computational methods cannot pick up this theme,
instead scattering all cities of memory into differ-
ent clusters.

Why do computers disagree with Calvino? In
cases where the learned clusters deviate from the
opinions of Calvino or literary critics, identifying
the cause of the discrepancy is difficult: our com-
putational methods are flawed, but there is also
no one “correct” literary interpretation. Here we
qualitatively analyze some of the learned clusters
in an attempt to understand why the algorithm ar-
rived at a particular assignment. First, we examine
two cities from different thematic groups, Beer-
sheba from “cities and the sky” and Valdrada from
“cities and eyes”, that belong to the same learned
cluster (and are each other’s nearest neighbors).
The first two paragraphs of Beersheba describe
a noble city “suspended in the heavens” with an
identical but immoral “fecal” city underground,
while the remaining paragraphs focus on the heav-
enly city. The description of Valdrada, which is
built on a lake, shares this theme of twin cities: ar-
riving travelers see “two cities: one erect above the
lake, and the other reflected, upside down”. While
Calvino likely classified Beersheba based on its
location in the sky, the two cities share undeniable
thematic similarities. Rerunning the clustering al-
gorithm after removing the first two paragraphs of
Beersheba results in each city being assigned to a
different cluster, which supports our hypothesis.

Another interesting case is the previously-
mentioned “thin cities”, supposedly bound to-
gether by airy and ambiguous themes (Knowles,
2015), which Calvino (2004) states were written
after all of the other cities and are more incoherent
than the other groups. While BERT does not group
any thin cities together, ELMo categorizes Isaura
and Armilla into the same learned cluster. The two
cities appear largely dissimilar: Isaura is a city
with a thousand wells dug by its inhabitants, while
Armilla is an “unfinished” city without walls, ceil-
ings, or floors. However, both cities’ descriptions
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mention supernatural beings living underground.
In Isaura, some people believe “gods live in the
depths” and “in the black lake that feeds the un-
derground streams”, while the last paragraph of
Armilla’s description conjectures that it is “in the
possession of nymphs and naiads” who “travel
along underground veins”. Removing these de-
scriptions on underground gods and nymphs and
rerunning our clustering algorithm yields a new
assignment in which each of these cities belongs
to different clusters.

When do humans and computers agree? Our
computational approach yields generally compa-
rable accuracies and more consistent results than
human annotators in the “odd-one-out” task. On
cities with concrete themes such as sky and trad-
ing, our approach with BERT and ELMo obtains
accuracy of 0.44 and 0.45 respectively, (0.47 and
0.48 for humans). ELMo also performs on par
with humans in some case: for example, humans
achieve an accuracy of 42% on “cities and eyes”,
compared to ELMo’s 43%. On groups where the
theme word frequently occurs in the passage, such
as “eyes”, our approach even slightly outperforms
the human readers. However, human readers are
better at recognizing abstract intangible topics,
such as memory.

6 Related work

Most previous work within the NLP community
applies distant reading (Jockers, 2013) to large
collections of books, focusing on modeling differ-
ent aspects of narratives such as plots and event
sequences (Chambers and Jurafsky, 2009; McIn-
tyre and Lapata, 2010; Goyal et al., 2010; Eisen-
berg and Finlayson, 2017), characters (Bamman
et al., 2014; Iyyer et al., 2016; Chaturvedi et al.,
2016, 2017), and narrative similarity (Chaturvedi
et al., 2018). In the same vein, researchers
in computational literary analysis have combined
statistical techniques and linguistics theories to
perform quantitative analysis on large narrative
texts (Michel et al., 2011; Franzosi, 2010; Un-
derwood, 2016; Jockers and Kirilloff, 2016; Long
and So, 2016), but these attempts largely rely on
techniques such as word counting, topic modeling,
and naive Bayes classifiers and are therefore not
able to capture the meaning of sentences or para-
graphs (Da, 2019). While these works discover
general patterns from multiple literary works, we
are the first to use cutting-edge NLP techniques to

engage with specific literary criticism about a sin-
gle narrative.

There has been other computational work that
focuses on just a single book or a small number
of books, much of it focused on network analy-
sis: Agarwal et al. (2013) extract character so-
cial networks from Alice in Wonderland, while El-
son et al. (2010) recover social networks from 19th

century British novels. Wallace (2012) disentan-
gles multiple narrative threads within the novel In-
finite Jest, while Eve (2019) provides several au-
tomated statistical methods for close reading and
test them on the award-winning novel Cloud Atlas
(2004). Compared to this work, we push further
on modeling the content of the narrative by lever-
aging pretrained language models.

7 Conclusion

Our work takes a first step towards computation-
ally engaging with literary criticism on a sin-
gle book using state-of-the-art text representation
methods. While we demonstrate that NLP tech-
niques can be used to support literary analyses and
obtain new insights, they also have clear limita-
tions (e.g., in understanding abstract themes). As
text representation methods become more power-
ful, we hope that (1) computational tools will be-
come useful for analyzing novels with more con-
ventional structures, and (2) literary criticism will
be used as a testbed for evaluating representations.
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Abstract

Existing paraphrase identification datasets
lack sentence pairs that have high lexical over-
lap without being paraphrases. Models trained
on such data fail to distinguish pairs like flights
from New York to Florida and flights from
Florida to New York. This paper introduces
PAWS (Paraphrase Adversaries from Word
Scrambling), a new dataset with 108,463 well-
formed paraphrase and non-paraphrase pairs
with high lexical overlap. Challenging pairs
are generated by controlled word swapping
and back translation, followed by fluency and
paraphrase judgments by human raters. State-
of-the-art models trained on existing datasets
have dismal performance on PAWS (<40%
accuracy); however, including PAWS train-
ing data for these models improves their ac-
curacy to 85% while maintaining performance
on existing tasks. In contrast, models that
do not capture non-local contextual informa-
tion fail even with PAWS training examples.
As such, PAWS provides an effective instru-
ment for driving further progress on models
that better exploit structure, context, and pair-
wise comparisons.

1 Introduction

Word order and syntactic structure have a large im-
pact on sentence meaning. Even small perturba-
tion in word order can completely change interpre-
tation. Consider the following related sentences.

(1) Flights from New York to Florida.

(2) Flights to Florida from NYC.

(3) Flights from Florida to New York.

All three have high bag-of-words (BOW) overlap.
However, (2) is a paraphrase of (1), while (3) has
a very different meaning from (1).

Flights from New York to Florida Flights from Florida to New York

LM-based Word Scrambling

Flights from NYC to Florida 
Flights from New York to Florida 

… 
New York departure flights

Flights from Florida to NYC 
flight from Florida to New York 

… 
Looking for flights from Florida

+Filtering
Backtranslation

Flights from New York to Florida

Flights from NYC to Florida Flights from Florida to NYC

Flights from Florida to New York

Positive Positive
Negative

Recombination
PAWS Corpus

Original Corpus

+Human Judgment

+Human Judgment

Figure 1: PAWS corpus creation workflow.

Existing datasets lack non-paraphrase pairs like
(1) and (3). The Quora Question Pairs (QQP) cor-
pus contains 400k real world pairs, but its negative
examples are drawn primarily from related ques-
tions. Few have high word overlap, and of the
∼1,000 pairs with the same BOW, only 20% are
not paraphrases. This provides insufficient rep-
resentative examples to evaluate models’ perfor-
mance on this problem, and there are too few ex-
amples for models to learn the importance of word
order. Table 1 shows that models trained on QQP
are inclined to mark any sentence pairs with high
word overlap as paraphrases despite clear clashes
in meaning. Models trained or evaluated with only
this data may not perform well on real world tasks
where such sensitivity is important.

To address this, we introduce a workflow (out-
lined in Figure 1) for generating pairs of sentences
that have high word overlap, but which are bal-
anced with respect to whether they are paraphrases
or not. Using this process, we create PAWS
(Paraphrase Adversaries from Word Scrambling),
a dataset constructed from sentences in Quora and
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Sentence 1 Sentence 2 Gold BOW BERT BERT+
PAWS

(1) Can a bad person become good? Can a good person become bad? N Y Y N
(2) Which is the cheapest flight from any-

where in South America to Europe?
Which is the cheapest flight from any-
where in Europe to South America?

N Y N N

(3) “Taunton Castle” was on August 1 in Rio
de Janeiro and on October 31 in Penang.

“Taunton Castle” was at Penang on 1 Au-
gust and Rio de Janeiro on 31 October.

N Y Y N

(4) Although interchangeable, the body
pieces on the 2 cars are not similar.

Although similar, the body parts are not
interchangeable on the 2 cars.

N Y Y N

(5) Katz was born in Sweden in 1947 and
moved to New York City at the age of 1.

Katz was born in 1947 in Sweden and
moved to New York at the age of one.

Y Y Y Y

(6) It was not the sales manager who hit the
bottle that day, but the office worker with
the serious drinking problem.

That day the office manager, who was
drinking, hit the problem sales worker
with a bottle, but it was not serious.

N Y Y N

Table 1: Paraphrase/Non-paraphrase (Y/N) pairs with high bag-of-words (BOW) overlap. (1)-(5) are drawn from
PAWS, and (6) is from Mitchell and Lapata (2008). Both a simple BOW and the state-of-the-art BERT (Devlin
et al., 2018) models, if trained/fine-tuned on the Quora Question Pairs (QQP) corpus, classify all of them (with
one exception) as paraphrases (Y). A BERT model fine-tuned on both QQP and PAWS examples (BERT+PAWS),
however, is able to get them correct.

Wikipedia. Examples are generated from con-
trolled language models and back translation, and
given five human ratings each in both phases. A
final rule recombines annotated examples and bal-
ances the labels. Our final PAWS dataset will be
released publicly with 108,463 pairs at https:
//g.co/dataset/paws.

We show that existing state-of-the-art models
fail miserably on PAWS when trained on exist-
ing resources, but some perform well when given
PAWS training examples. BERT (Devlin et al.,
2018) fine-tuned on QQP achieves over 90% ac-
curacy on QQP, but only 33% accuracy on PAWS
data in the same domain. However, the accu-
racy on PAWS boosts to 85% by including 12k
PAWS training pairs (without reducing QQP per-
formance). Table 1 also shows that the new model
is able to correctly classify challenging pairs. An-
notation scale is also important: our learning
curves show strong models like BERT improve
with tens of thousands of training examples.

Our experimental results also demonstrate that
PAWS effectively measures sensitivity of models
to word order and structure. Unlike BERT, a sim-
ple BOW model fails to learn from PAWS training
examples, demonstrating its weakness at captur-
ing non-local contextual information. Our exper-
iments show that the gains from PAWS examples
correlate with the complexity of models.

2 Related Work

Existing data creation techniques have focused on
collecting paraphrases, e.g. from co-captions for

images (Lin et al., 2014), tweets with shared URLs
(Lan et al., 2017), subtitles (Creutz, 2018), and
back translation (Iyyer et al., 2018). Unlike all
previous work, we emphasize the collection of
challenging negative examples.

Our work closely relates to the idea of crafting
adversarial examples to break NLP systems. Ex-
isting approaches mostly focused on adding label-
preserving perturbations to inputs, but with the ef-
fect of distracting systems from correct answers.
Example perturbation rules include adding noise
to inputs (Jia and Liang, 2017; Chen et al., 2018),
word replacements (Alzantot et al., 2018; Ribeiro
et al., 2018), and syntactic transformation (Iyyer
et al., 2018). A notable exception is Glockner
et al. (2018): they generated both entailment and
contradiction examples by replacing words with
their synonyms or antonyms. Our work presents
two main departures. We propose a novel method
that generates challenging examples with balanced
class labels and more word reordering variations
than previous work. In addition, we release to
public a large set of 108k example pairs with high-
quality human labels. We believe the new dataset
will benefit future research on both adversarial ex-
ample generation and improvement of model ro-
bustness.

In our work, we demonstrate the importance
of capturing non-local contextual information in
the problem of paraphrase identification. This re-
lates to prior work on probing sentence represen-
tations for their linguistic properties, such as how
much syntactic information is encoded in repre-
sentations (Conneau et al., 2018; Tenney et al.,
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{ Flights } { from, to } { New York, Florida }

LSTM LSTM LSTM LSTM LSTM

NNS IN LOCATION

(a) Tagging

(b) Candidates

(c) Beam Search 
w/ Constraints

[Flights]
NNS IN LOCATION LOCATIONIN

[from] [Florida] [to] [New York]

[Flights]
NNS IN LOCATIONLOCATION IN

[from] [Florida][to][New York]

NNS IN LOCATION

Figure 2: Illustration of the generation method in three
steps. (a) Tag words and phrases with part-of-speech
(POS) and named entities. (b) Build candidate sets by
grouping words and phrases with the same tag. (c) Un-
der the constraints of tag sequence template and can-
didate sets, find sentences with high language model
scores using beam search.

2019; Ettinger et al., 2018). There also exists prior
work that directly uses structural information in
modeling (Filice et al., 2015; Liu et al., 2018).
All these prior approaches were evaluated on ex-
isting datasets. In contrast, we perform studies on
PAWS, a new dataset that emphasizes the impor-
tance of capturing structural information in repre-
sentation learning. While developing new models
is beyond the scope of this paper, this new dataset
can facilitate research in this direction.

3 PAWS Example Generation

We define a PAWS pair to be a pair of sentences
with high bag-of-words (BOW) overlap but differ-
ent word order. In the Quora Question Pairs cor-
pus, 80% of such pairs are paraphrases. Here, we
describe a method to automatically generate non-
trivial and well-formed PAWS pairs from real-
world text in any domain (this section), and then
have them annotated by human raters (Section 4).

Our automatic generation method is based on
two ideas. The first swaps words to generate a
sentence pair with the same BOW, controlled by a
language model. The second uses back translation
to generate paraphrases with high BOW overlap
but different word order. These two strategies gen-
erate high-quality, diverse PAWS pairs, balanced
evenly between paraphrases and non-paraphrases.

3.1 Word Swapping
Our first phase generates well-formed sentences
by swapping words in real world text. Most text
generation models rely on large amount of training

data (Iyyer et al., 2018; Guu et al., 2018; Gupta
et al., 2018; Li et al., 2018), which is unfortu-
nately not available in our case. We thus propose a
novel generation method based on language mod-
eling and constrained beam search. The goal is to
find a sentence that achieves high language model
score as well as satisfying all constraints. High
scores indicate that generated sentences are natu-
ral and well-formed, and constraints ensure gener-
ated pairs have the same BOW.

Figure 2 illustrates the generation procedure.
First, given an input sentence, a CRF-based part-
of-speech tagger tags each word. We further detect
person names, locations, and organizations using
a named entity recognizer, and replace POS with
entity tags if probability scores are above 95%.1

The sequence of tags of words and phrases form a
template for the input.

Our beam search method then fills in each slot
of the template from left to right, scoring each
state by a language model trained on one billion
words (Chelba et al., 2014). The candidate words
and phrases for each slot are drawn from the in-
put based on its tag. In Figure 2, for example,
the second slot must be filled with a LOCATION

from two candidate New York and Florida. Candi-
dates are drawn without replacement so the gener-
ated sentence and the input have exactly the same
bag-of-words. Note that this template-based con-
straint is more restrictive than the BOW require-
ment, but we choose it because it significantly re-
duces the search space. With this constraint, the
method achieves high generation quality without
a large beam. In practice, beam size is set to 100,
which produces near-optimal results in most cases.

Let s′ be the best sentence in the beam other
than the input sentence s, and LM(·) be their
log-likelihood by the language model. We take
(s, s′) as a good word-swapping pair if LM(s′) ≥
LM(s) − t.2 We manually pick the threshold
t=3.0 for a good balance between generation
quality and coverage. Examples (1) and (2) in Ta-
ble 2 are representative examples from this gener-
ation method.

1We pick this threshold to achieve about 95% precision.
2In a preliminary stage, we noticed that many pairs were

simply a permutation of a list, like “A and B” changed to
“B and A”. For the diversity of the dataset, 99% of these are
pruned via hand-crafted, heuristic rules.
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Sentence 1 Sentence 2 Generation Type

(1) Can a bad person become good? Can a good person become bad? Adjective swap
(2) Jerry looks over Tom’s shoulder and gets

punched.
Tom looks over Jerry’s shoulder and gets
punched.

Named entity swap

(3) The team also toured in Australia in 1953. In 1953, the team also toured in Australia. Temporal phrase swap
(4) Erikson formed the rock band Spooner with

two fellow musicians.
Erikson founded the rock band Spooner with
two fellow musicians.

Word replacement

Table 2: Examples of typical types of generation. (1) and (2) are from the word swapping method, while (3) and
(4) are from the back translation method. Boldface indicates changes in each example.

3.2 Back Translation

Because word order impacts meaning, especially
in English, the swapping method tends to pro-
duce non-paraphrases. Our preliminary results
showed that the distribution of paraphrase to non-
paraphrases from this method is highly imbal-
anced (about 1:4 ratio). However, we seek to
create a balanced dataset, so we use an addi-
tional strategy based on back translation—which
has the opposite label distribution and also pro-
duces greater diversity of paraphrases while still
maintaining a high BOW overlap.

The back translation method takes a sentence
pair and label (s1, s2, l) as input. For each sen-
tence, the top-k translations are obtained from an
English-German neural machine translation model
(NMT); then each of these is translated back to En-
glish using another German-English NMT model,
providing a resulting top-k results. We chose Ger-
man as the pivot language because it produced
more word reordering variations than other lan-
guages and the translation quality was good. Both
models have the same architecture (Wu et al.,
2016) and are trained on WMT14. This results
in k2 back translations before deduplication. We
chose k=5. To obtain more pairs with the PAWS
property, we further filter back translations by
their BOW similarities to the input and their word-
order inversion rates, as described below.

We define BOW similarity as the cosine similar-
ity α between the word count vectors of a sentence
pair. Pairs generated from the swapping strategy
have score α = 1.0, but here we relax the thresh-
old to 0.9 because it brings more data diversity
and higher coverage, while still generating para-
phrases of the input with high quality.

To define the word-order inversion rate, we first
compute word alignments between a sentence pair
in a heuristic way by assuming they are one-to-one
mapping and are always monotonic. For example,
if the first sentence has three instances of dog and

On     April   2    Jenkins    married   Ivy   Vujic

Jenkins     married     Ivy     on     April     2 

Figure 3: An example of how to compute inversion
rate.

the second has two, we align the first two instances
of dog in the same order and skip the third one.
The inversion rate is then computed as the ratio of
cross alignments. Figure 3 is an example pair with
six alignments. There are 15 alignment pairs in
total and 9 of them are crossed, e.g. alignments
of on and married. The inversion rate of this ex-
ample is therefore 9/15 = 0.6. We sample back
translation results such that at least half of the pairs
have inversion rate over 0.02; this way, the final
selected pairs cover interesting transformations of
both word-order changes and word replacement.
Examples (3) and (4) in Table 2 are representative
examples from back translation.

Label Balancing Figure 1 illustrates the pro-
cess of constructing the final label-balanced set
based on human annotations. The set first in-
cludes all pairs from back translation, which are
mostly paraphrases. For each labeled pair (s1, s2)
from swapping and a labeled pair (s1, s

′
1) from

back translation, the set further includes the pair
(s2, s

′
1) based on the rules: (1) (s2, s

′
1) is para-

phrase if both (s1, s2) and (s1, s
′
1) are para-

phrases; (2) (s2, s
′
1) is non-paraphrase if exactly

one of (s1, s2) and (s1, s
′
1) is non-paraphrase; (3)

otherwise (s2, s′1) is not included because its label
is unknown. We also consider pairs (s′2, s1) and
(s′2, s

′
1) in the similar way if s′2 is a back transla-

tion of s2 with human labels.

4 PAWS Dataset

Using the example generation strategies described
in Section 3 combined with human paraphrase an-
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Quora Wikipedia

# Raw pairs 16,280 50,000

Sentence correction
# Accepted pairs 10,699 39,903
# Fixed pairs 3,626 7,387
# Rejected pairs 1,955 2,710

Paraphrase identification
Total # pairs 14,325 47,290

paraphrase 4,693 5,725
non-paraphrase 9,632 41,565

Human agreement 92.0% 94.7%

After post-filtering
Total # pairs 12,665 43,647
Human agreement 95.8% 97.5%

Table 3: Detailed counts for examples created via the
swapping strategy, followed by human filtering and
paraphrase judgments.

notations, we create a large new dataset, PAWS
that contains both paraphrase and non-paraphrase
pairs that have both high bag-of-words overlap and
word reordering. Source sentences are drawn from
both the Quora Question Pairs (QQP) corpus (Iyer
et al., 2017) and Wikipedia.3 From these, we pro-
duce two datasets, PAWSQQP and PAWSWiki.

We start by producing swapped examples from
both QQP and Wikipedia. Both sources contain
naturally occurring sentences covering many top-
ics. On both corpora only about 3% of candi-
dates are selected for further processing—the rest
are filtered because there is no valid generation
candidate that satisfies all swapping constraints
or because the language model score of the best
candidate is below the threshold. The remaining
pairs (16,280 for QQP and 50k for Wikipedia) are
passed to human review.

Sentence correction The examples generated
using both of our strategies are generally of high
quality, but they still need to be checked with re-
spect to grammar and coherence. Annotators eval-
uate each generated sentence without seeing its
source sentence. The sentence is accepted as is,
fixed, or rejected. Table 3 shows the number of
pairs of each action on each domain. Most of fixes
are minor grammar corrections like a apple→an
apple. Accepted and fixed sentences are then
passed to the next stage for paraphrase annotation.

3https://dumps.wikimedia.org

Total # back translation pairs 26,897
paraphrase 25,521
non-paraphrase 1,376

Human agreement 94.8%

Table 4: Paraphrase judgments on example pairs gen-
erated by back translation on Wikipedia sentences.

Overall 88% of generated examples passed the hu-
man correction phase on both domains.

Paraphrase identification Sentence pairs are
presented to five annotators, each of which gives
a binary judgment as to whether they are para-
phrases or not. We choose binary judgments to
make our dataset have the same label schema
as the QQP corpus. Table 3 shows aggregated
annotation statistics on both domains, including
the number of paraphrase (positive) and non-
paraphrase (negative) pairs and human agreement,
which is the percentage ratio of agreement be-
tween each individual label and the majority vote
of five labels on each example pair. Overall, hu-
man agreement is high on both Quora (92.0%) and
Wikipedia (94.7%) and each label only takes about
24 seconds. As such, answers are usually straight-
forward to human raters.

To ensure the data is comprised of clearly para-
phrase or non-paraphrase pairs, only examples
with four or five raters agreeing are kept.4 An ex-
ample of low agreement is Why is the 20th-century
music so different from the 21st music? v.s. Why
is the 21st century music so different from the 20th
century music?, where three out of five raters gave
negative labels on this pair. The bottom block of
Table 3 shows the final number of pairs after this
filtering, and human agreement further goes up to
over 95%. Finally, source and generated sentences
are randomly flipped to mask their provenance.

The swapping strategy generally produces non-
paraphrase examples—67% for QQP and 88% for
Wikipedia. Because (a) the label imbalance is
less pronounced for QQP and (b) NMT models
perform poorly on Quora questions due to do-
main mismatch, we only apply the back transla-
tion strategy to Wikipedia pairs. Doing so creates
26,897 candidate example pairs after filtering. As
before, each pair is rated by five annotators on the
paraphrase identification task.5 Table 4 shows that

4We exclude low agreement pairs from our experiments,
but we include them in our data release for further study.

5Sentence correction was not necessary for these because

1302



Train Dev Test Yes%

PAWSQQP 11,988 677 – 31.3%
PAWSWiki 49,401 8,000 8,000 44.2%
PAWSWiki-Swap 30,397 – – 9.6%

Table 5: Counts of experimental split for each PAWS
dataset. The final column gives the proportion of para-
phrase (positive) pairs. There are 108,463 PAWS pairs
in total.

most of the examples (94.9%) are paraphrases (as
expected), with high human agreement (94.8%).
Finally, we expand the pairs using the the rules
described in Section 3.2.

Table 5 provides counts for each split in the final
PAWS datasets. The training portion of PAWSQQP
is a subset of the QQP training set; however,
PAWSQQP’s development set is a subset of both
QQP’s development and test sets because there are
only 677 pairs. PAWSWiki randomly draws 8,000
pairs for each of its development and test sets and
takes the rest as its training set, with no overlap of
source sentences across sets. Finally, any trivial
pairs with identical sentences from development
and test sets are removed.6 The final PAWSQQP
has a total of 12,665 pairs (443k tokens), where
31.3% of them have positive labels (paraphrases).
PAWSWiki has a total of 65,401 pairs (2.8m to-
kens), where 44.2% of them are paraphrases.

Note that we have human annotations on 43k
pairs generated by the word swapping method on
Wikipedia, but 30k of them have no back trans-
lation counterparts and therefore they are not in-
cluded in our final PAWSWiki dataset. Neverthe-
less, they are high-quality pairs with manual la-
bels, so we include them as an auxiliary training
set (PAWSWiki-Swap in Table 5), and empirically
show its impact in Section 6.

Unlabeled PAWSWiki In addition to the fully la-
beled PAWSWiki dataset, we also construct an un-
labeled PAWSWiki set at large scale. The idea is to
simply treat all pairs from word swapping as non-
paraphrases and all pairs from back translation as
paraphrase, and construct the dataset in the same
way as labeled PAWSWiki. The result is a total of
656k pairs with silver labels. We show empirically

NMT generates fluent output.
6Such trivial examples exist because annotators some-

times fix a swapped sentence back to its source. We keep
such examples in the training set (about 8% of the corpus)
because otherwise a trained model would actually predict low
similarity scores to identical pairs.

BOW
BiLSTM

& ESIM
DecAtt

DIIN &

BERT

Non-local context × X × X
Word interaction × × X X

Table 6: Complexity of each evaluated model.

the impact of using this silver set in pre-training in
Section 6.

5 Evaluated Models

PAWS is designed to probe models’ ability to
go beyond recognizing overall sentence similar-
ity or relatedness. As noted in the introduction,
models—even the best avaliable—trained on ex-
isting resources tend to classify any example with
high BOW overlap as a paraphrase. Can any of
these models learn finer structural sensitivity when
provided with PAWS examples as part of their
training?

We consider six different models that cover a
wide range of complexity and expressiveness: two
baseline encoders and four recent advanced mod-
els that achieved state-of-the-art or strong per-
formance on paraphrase identification. Table 6
summarizes the models with respect to whether
they represent non-local contexts or support cross-
sentential word interaction.

The baseline models use cosine similarity with
simple sentence encoders: a bag-of-words (BOW)
encoder based on token unigram and bigram en-
codings and a bi-directional LSTM (BiLSTM)
that produces a contextualized sentence encoding.
A cosine value above .5 is taken as a paraphrase.

ESIM. The Enhanced Sequential Inference
Model (Chen et al., 2017) achieved competitive
performance on eight sentence pair modeling tasks
(Lan and Xu, 2018). It encodes each sentence
using a BiLSTM, concatenates the encodings for
each sentence in the pair, and passes them through
a multi-layer perceptron (MLP) for classification.
The additional layers allow ESIM to capture more
complex sentence interaction than cosine similar-
ity in the baseline models.

DecAtt. The Decomposable Attention Model
(Parikh et al., 2016) is one of the earliest mod-
els to introduce attention for paraphrase identifi-
cation. It computes word pair interaction between
two sentences and aggregates aligned vectors for
final classification. This model achieved state-of-
the-art results without explicitly modeling word
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order. In our experiments, we show the limitations
of this modeling choice on PAWS pairs.

DIIN. The Densely Interactive Inference Net-
work (Gong et al., 2018) adopts DenseNet (Huang
et al., 2017), a 2-dimensional convolution archi-
tecture, to extract high-order word-by-word in-
teraction between n-gram pairs. This model
achieved state-of-the-art performance without re-
lying on pre-trained deep contextualized represen-
tations like ELMo (Peters et al., 2018). It outper-
formed ESIM and DecAtt models by a large mar-
gin on both paraphrase identification and natural
language inference tasks.

BERT. The Bidirectional Encoder Represen-
tations from Transformers (Devlin et al., 2018)
recently obtained new state-of-the-art results on
eleven natural language processing tasks, includ-
ing pushing the GLUE benchmark to 80.4% (7.6%
absolute improvement). BERT involves pre-
training a Transformer encoder (Vaswani et al.,
2017) on a large corpus with over three billion
words. This large network is then fine-tuned with
just one additional output layer.

6 Experiments

We seek to understand how well models trained
on standard datasets perform on PAWS pairs and
to see which models are most able to learn from
PAWS pairs. A strong model should improve
significantly on PAWS when trained on PAWS
pairs without diminishing performance on existing
datasets like QQP. Overall, both DIIN and BERT
prove remarkably able to adapt to PAWS pairs and
perform well on both PAWSQQP and PAWSWiki
while the other models prove far less capable.

6.1 Experimental Setup

We use two metrics: classification accuracy and
area-under-curve (AUC) scores of precision-recall
curves. For all classification models, 0.5 is the
threshold used to compute accuracy. We report re-
sults on testing sets for QQP and PAWSWiki, and
on the development set for PAWSQQP (which has
no test set).

For BERT, we use the implementation provided
by the authors7 and apply their default fine-tuning
configuration. We use the provided BERTBASE
pre-trained model instead of BERTLARGE due to
GPU memory limitations. For all other models,
we use our own (re-)implementations that matched

7
https://github.com/google-research/bert

reported performance on QQP. We use 300 di-
mensional GloVe embeddings (Pennington et al.,
2014) to represent words and fix them during train-
ing.

6.2 Results

Main Results on PAWSQQP Table 7 summa-
rizes results on the Quora domain. We first train
models on the Quora Question Pairs (QQP) train-
ing set, and column “QQP→QQP” shows that all
models achieve over 83% accuracy on QQP. How-
ever, when evaluating on PAWSQQP, all models,
including BERT, obtain abysmal accuracy under
40% (column “QQP→PAWSQQP”).

We hypothesize the performance on PAWSQQP
relies on two factors: the number of representative
training examples, and the capability of models
to represent complex interactions between words
in each sentence and across the sentences in the
pair. To verify that, we further train models on a
combination of QQP and PAWSQQP training sets
and the last two columns of Table 7 show the re-
sults on PAWSQQP. As expected, all models ben-
efit from new training examples, but to different
extents. Gains are much larger on state-of-the-art
models like BERT, while the BOW model learns
almost nothing from new examples. As a con-
sequence, performance changes are more drastic
on PAWSQQP than on QQP. For example, the ab-
solute difference between BiLSTM and BERT is
4.2% on QQP, but it goes up to 27% on PAWSQQP,
which is a 60% relative reduction in error.

It is also noteworthy that adding PAWSQQP
training examples has no negative impact to QQP
performance at all. For example, a BERT model
fine-tuned on QQP+PAWSQQP achieves the same
90.5% classification accuracy as training on QQP
alone. We therefore obtain a single model that per-
forms well on both datasets.

Main Results on PAWSWiki In our second ex-
periment we train and evaluate models on our
PAWSWiki dataset. Table 8 presents the results.
DIIN and BERT outperform others by a substan-
tial margin (>17% accuracy gains). This obser-
vation gives more evidence that PAWS data effec-
tively measures models’ sensitivity to word order
and syntactic structure.

One interesting observation is that DecAtt per-
forms as poorly as BOW on this dataset. This is
likely due to the fact that DecAtt and BOW both
consider only local context information. We there-
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MODELS
QQP→QQP QQP→PAWSQQP QQP+PAWSQQP→PAWSQQP

(Acc) (AUC) (Acc) (AUC) (Acc) (AUC)

BOW 83.2 89.5 29.0 27.1 30.0 (+1.0) 27.3 (+0.2)

BiLSTM 86.3 91.6 34.8 37.9 57.6 (+22.9) 52.3 (+14.5)

ESIM (Chen et al., 2017) 85.3 92.8 38.9 26.9 66.5 (+27.7) 48.1 (+17.2)

DecAtt (Parikh et al., 2016) 87.8 93.9 33.3 26.3 67.4 (+34.1) 51.1 (+24.9)

DIIN (Gong et al., 2018) 89.2 95.2 32.8 32.4 83.8 (+51.1) 77.8 (+45.5)

BERT (Devlin et al., 2018) 90.5 96.3 33.5 35.1 85.0 (+51.5) 83.1 (+48.0)

Table 7: Accuracy (%) of classification and AUC scores (%) of precision-recall curves on Quora Question Pairs
(QQP) testing set and our PAWSQQP development set. QQP→PAWSQQP indicates that models are trained on
QQP and evaluated on PAWSQQP. Other columns are defined in a similar way. QQP+PAWSQQP is a simple
concatenation of the two training sets. Boldface numbers indicate the best accuracy for each testing scenario.
Numbers in parentheses indicate absolute gains from adding PAWSQQP training data.

MODELS
Supervised Pretrain+Fine-tune

(Acc) (AUC) (Acc) (AUC)

BOW 55.8 41.1 55.6 44.9
BiLSTM 71.1 75.6 80.8 87.6
ESIM 67.2 69.6 81.9 85.8
DecAtt 57.1 52.6 55.8 45.4

+BiLSTM 68.6 70.6 88.8 92.3
DIIN 88.6 91.1 91.8 94.4
BERT 90.4 93.7 91.9 94.3

Table 8: Accuracy (%) and AUC scores (%) of
different models on PAWSWiki testing set. Super-
vised models are trained on human-labeled data only,
while Pretrain+Fine-tune models are first trained on
noisy unlabeled PAWSWiki data and then fine-tuned on
human-labeled data.

fore tested an enhancement of DecAtt by replac-
ing its word representations with encodings from a
BiLSTM encoder to capture non-local context in-
formation. The enhanced model significantly out-
performs the base, yielding an 11.5% (57.1% vs.
68.6%) absolute gain on accuracy.

We further evaluate the impact of using sil-
ver PAWSWiki data in pre-training, as discussed
in Section 4. The last two columns of Table 8
show the results. Comparing to supervised perfor-
mance, pre-training with silver data gives consis-
tent improvements across all models except BOW
and vanilla DecAtt. Perhaps surprisingly, adding
silver data gives more than 10% absolute improve-
ments on AUC scores for BiLSTM and ESIM,
much higher than the gains on DIIN and BERT.

Size of Training Set To analyze how many
PAWS examples are sufficient for training, we
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Figure 4: AUC scores (y-axis) as a function of the num-
ber of PAWSQQP examples in the training set (x-axis).

train multiple models on QQP plus different num-
ber of PAWSQQP examples. Figure 4 plots AUC
score curves of DIIN and BERT as a function of
the number of PAWSQQP training examples. x = 0
corresponds to models trained on QQP only, and
the rightmost points correspond to models trained
on QQP and full PAWSQQP. Both models im-
prove from 30% to 74% AUC scores with 6,000
PAWSQQP examples. Furthermore, neither curve
reaches convergence, so they would likely still
benefit from more PAWS training examples.

Cross-domain Results The PAWS datasets
cover two domains: Quora and Wikipedia. Here
we demonstrate that a model trained on one
domain also generalizes to another domain, al-
though not as well as training on in-domain data.
Table 9 shows that a DIIN model trained on
Quora (QQP+PAWSQQP) achieves 70.5% AUC
on the Wikipedia domain. This is lower than
training on in-domain data (92.9%), but higher
than the model trained without any PAWS data
(46.0%). We also observe similar patterns when
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TRAINING DATA
QQP PAWSQQP PAWSWiki

(Test) (Dev) (Test)

QQP (Train) 95.2 32.4 46.0
QQP+PAWSQQP 95.3 77.8 70.5
QQP+PAWSWiki 95.3 58.5 92.9

+PAWSWiki-Swap 95.3 70.6 93.5
QQP+PAWSQQP+Wiki 95.1 87.0 93.4

+PAWSWiki-Swap 95.3 89.9 93.8

Table 9: AUC scores (%) when training DIIN models
on different sets of training data. Boldface numbers
indicate the best accuracy for each testing set.

training on Wikipedia (QQP+PAWSWiki) and test-
ing on PAWSQQP. Interestingly, using out-of-
domain data also boosts in-domain performance.
As Table 9 shows, training on both domains
(QQP+PAWSQQP+Wiki) leads to 9.2% absolute
AUC gains on PAWSQQP over the model trained
only on QQP+PAWSQQP.

The auxiliary training set on Wikipedia
(PAWSWiki-Swap) helps further. As Table 9 shows,
adding this auxiliary training set is particularly
helpful to the performance on PAWSQQP, yielding
a 12.1% (70.6% vs 58.5%) gain on AUC when
training on QQP+PAWSWiki. On PAWSWiki, this
addition lifts the (no pre-training) DIIN model
AUC from 91.1% (Table 8) to 93.8% (Table 9).

BERT vs DIIN Both models achieve top scores
on PAWS, but interestingly, the two models dis-
agree on many pairs and are not correlated in their
errors. For example, of 687 of BERT’s mistakes
on the PAWSWiki test set, DIIN got 280 (41%) cor-
rect. As such, performance might improve with
combinations of these two existing models.

It is also worth noting that the DIIN model used
in our experiments has only 590k model param-
eters, whereas BERT has over 100m. Further-
more, the computational cost of BERT is notably
higher than DIIN. Given this, and the fact that
DIIN is competitive with BERT (especially when
pre-trained on noisy pairs, see Table 8), DIIN is
likely the better choice in computationally con-
strained scenarios—especially those with strict la-
tency requirements.

7 Conclusion

Datasets are insufficient for differentiating models
if they lack examples that exhibit the necessary di-
agnostic phenomena. This has led, for example,

to new datasets for noun-verb ambiguity (Elkahky
et al., 2018) and gender bias in coreference (Web-
ster et al., 2018; Rudinger et al., 2018; Jieyu Zhao,
2018). Our new PAWS datasets join these efforts
and provide a new resource for training and evalu-
ating paraphrase identifiers. We show that includ-
ing PAWS training data for state-of-the-art models
dramatically improves their performance on chal-
lenging examples and makes them more robust to
real world examples. We also demonstrate that
PAWS effectively measures sensitivity of models
on word order and syntactic structure.
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Abstract

This study explores the necessity of perform-
ing cross-corpora evaluation for grammati-
cal error correction (GEC) models. GEC
models have been previously evaluated based
on a single commonly applied corpus: the
CoNLL-2014 benchmark. However, the eval-
uation remains incomplete because the task
difficulty varies depending on the test cor-
pus and conditions such as the proficiency
levels of the writers and essay topics. To
overcome this limitation, we evaluate the per-
formance of several GEC models, including
NMT-based (LSTM, CNN, and transformer)
and an SMT-based model, against various
learner corpora (CoNLL-2013, CoNLL-2014,
FCE, JFLEG, ICNALE, and KJ). Evaluation
results reveal that the models’ rankings consid-
erably vary depending on the corpus, indicat-
ing that single-corpus evaluation is insufficient
for GEC models.

1 Introduction

Grammatical error correction (GEC) is the task of
correcting various grammatical errors in a given
text, which is typically written by non-native
speakers. Previous studies focused on typical er-
rors such as those in the use of articles (Han et al.,
2006), prepositions (Felice and Pulman, 2008),
and noun numbers (Nagata et al., 2006). Machine
translation approaches are being presently ap-
plied for GEC (Junczys-Dowmunt et al., 2018;
Chollampatt and Ng, 2018; Ge et al., 2018;
Junczys-Dowmunt and Grundkiewicz, 2016). In
these approaches, GEC is treated as a translation
problem from the erroneous text to the correct
text (Mizumoto et al., 2012; Felice et al., 2014;
Junczys-Dowmunt and Grundkiewicz, 2014).

However, the evaluation of GEC performance
is unfortunately not complete because researchers
tend to evaluate their models on a single corpus.

The CoNLL-2014 shared task dataset (Ng et al.,
2014) has been recently used for such evaluation.

Single-corpus evaluation may be insufficient in
cases wherein a GEC model generally aims to
robustly correct grammatical errors in any writ-
ten text partly because the task difficulty varies
depending on proficiency levels and essay top-
ics. Although a model outperforms a baseline in
one corpus, the model in another corpus may per-
form better, leading to different conclusions from
what we know. This study explores the necessity
of performing cross-corpora evaluation for GEC
models. The performance of four recent models,
namely three neural machine translation (NMT)-
based models (LSTM, CNN, and transformer)
and a statistical machine translation (SMT)-
based model is evaluated against six learner
corpora (CoNLL-2014, CoNLL-2013 (Ng et al.,
2013), FCE (Yannakoudakis et al., 2011), JF-
LEG (Napoles et al., 2017), KJ (Nagata et al.,
2011), and ICNLAE (Ishikawa, 2013)). Evalua-
tion results show that the models’ rankings con-
siderably vary depending on the corpus. Empirical
results reveal that models must be evaluated using
multiple corpora from different perspectives.

The contributions of this study are as follows:

• We first explore the necessity of performing
cross-corpora evaluation for GEC models.

• We empirically show that the single-corpus
evaluation may be unreliable.

• Our source code is published for cross-
corpora evaluation so that researchers in the
community can adequately and easily evalu-
ate their models based on multiple corpora. 1

2 Related Work

We are motivated by the issue of robustness
in the parsing community. This field pre-

1 https://github.com/tomo-wb/GEC_CCE
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viously focused on improving parsing accu-
racy on Penn Treebank (Marcus et al., 1993).
However, robustness was largely improved by
evaluation using multiple corpora including
Ontonotes (Hovy et al., 2006) and Google Web
Treebank (Petrov and McDonald, 2012). A situ-
ation similar to this might also occur in GEC. In
other words, evaluation in GEC has relied heav-
ily on the CoNLL-2014 benchmark, which implies
that the field is overdeveloping on this dataset.

Other corpora are used for evaluation, such
as KJ (Mizumoto et al., 2012) and JFLEG
(Sakaguchi et al., 2017; Junczys-Dowmunt et al.,
2018; Chollampatt and Ng, 2018; Ge et al., 2018;
Xie et al., 2018). However, these corpora still de-
pend on one or at most two corpora.

3 Experimental Setup

3.1 Corpora for Evaluation
Cross-corpora evaluation is discussed herein us-
ing six corpora, namely CoNLL-2014, CoNLL-
2013, FCE, JFLEG, KJ, and ICNALE. The fol-
lowing conditions were considered when selecting
corpora:

• The corpus must be used at least once in the
GEC community.

• Based on the hypothesis that writers’ profi-
ciency affects the error distribution of any
given text, we add a corpus with relatively
low proficiency (KJ) compared to CoNLL-
2014.

We explicitly describe each learner corpus as
follows:
CoNLL-2014 (Ng et al., 2014), the official
dataset of CoNLL-2014 shared task, is a collec-
tion of essays written by students at the National
University of Singapore and is commonly used as
test data for the CoNLL-2014 benchmark. This
dataset contains only two essay topics.
CoNLL-2013 (Ng et al., 2013), the official
dataset of CoNLL-2013 shared tasks, is com-
monly used as the development data for the
CoNLL-2014 benchmark and contains only two
essay topics.
Cambridge ESOL First Certificate in English
(FCE) (Yannakoudakis et al., 2011) is a dataset
containing 1,244 examination scripts of the Cam-
bridge FCE examination. Topics and first lan-
guages (L1s) in the dataset are diversified because

it contains essays for 10 topics written by non-
native speakers from various countries.
JHU FLuency-Extended GUG Corpus (JF-
LEG) (Napoles et al., 2017) contains approxi-
mately 1,500 sentences from an English profi-
ciency test. It contains sentences written by learn-
ers of the English language having various L1s and
proficiency levels.
Konan-JIEM Learner Corpus
(KJ) (Nagata et al., 2011) contains 233 essays
written on 10 topics by students of a Japanese
college, which are manually error-tagged and
shallow-parsed.
International Corpus Network of Asian
Learners of English, Written Essays (IC-
NALE) (Ishikawa, 2013) contains essays written
by college and graduate students from ten Asian
countries/regions (China, Hong Kong, Indonesia,
Japan, Korea, Pakistan, the Philippines, Sin-
gapore, Taiwan, and Thailand). The original
ICNALE is not error annotated. Therefore, we
sampled a total number of 1,736 sentences, which
are manually annotated with grammatical errors
based on KJ ’s annotation scheme.

Table 1 summarizes the properties of these cor-
pora. Let N and M denote the total number of
source words and sentences in a corpus, respec-
tively. Word error rate (WER) is defined as fol-
lows:

WER =

∑M
m=1 d(Xm, Y m)
∑M

m=1 Nm

where Xm denotes each source sentence, Y m

denotes each corrected sentence, and d(Xm, Y m)
denotes the edit distance between Xm and Y m us-
ing dynamic programming.

The following conclusions are derived: (1)
CoNLL-2014 has narrow coverage of topics, pro-
ficiency and L1s compared with other corporas
such as JFLEG and FCE. (2) Several learner cor-
pora are available for the evaluation of GEC mod-
els. These corpora can help investigate the perfor-
mance of GEC models under different conditions.

3.2 Models

The following factors are considered while select-
ing our model.

• The models must be recent and commonly
used.
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Corpus # sent. # refs. WER # topics Multiple L1 Multiple proficiency Public available

CoNLL-2014 1,312 2 12.35 2 No No Yes
CoNLL-2013 1,381 1 14.85 2 No No Yes
FCE 32,199 1 12.00 10 Yes Yes Yes
JFLEG 747 4 20.86 Many Yes Yes Yes
KJ 3,081 1 13.53 10 No No Yes
ICNALE 1,736 1 7.64 2 Yes Yes No

Table 1: Properties of evaluation corpora. Yes/No indicates whether the corpus exhibits each property in terms of
multiple L1, multiple proficiency and public available.

• Each model must be implemented to have a
competitive performance on CoNLL-2014.

We employed the following models based on
the aforementioned factors:
LSTM: We use a bi-directional LSTM in the en-
coder and an LSTM with an attention mechanism
in the decoder. Both the encoder and the decoder
comprise two layers. The LSTM hidden state and
word embedding sizes are set to be 500.
CNN: We follow the previous study
(Chollampatt and Ng, 2018), namely a fully
convolutional encoder–decoder architecture with
seven convolutional layers. The hyperparam-
eters used in a previous study are used herein
(Chollampatt and Ng, 2018).
Transformer: Transformer is the self-attention-
based model proposed by Vaswani et al. (2017).
Six layers are used for both the encoder and de-
coder along with eight attention heads. The word
embedding size is set to 1024 dimensions, and the
size of position-wise feed-forward networks is set
to 4096 dimensions at each inner layer.
SMT: We essentially follow the
idea used in a previous study
(Junczys-Dowmunt and Grundkiewicz, 2016),
with some key differences. Specifically, we
only use English Wikipedia for language model
training and only the NUS Corpus of Learner En-
glish (NUCLE) and the Lang-8 Learner Corpora
(Lang-8) for translation model training to make
the experimental settings equal in all models.

3.3 Experimental Settings

We use two public datasets, namely Lang-
8 (Mizumoto et al., 2011) and NUCLE
(Dahlmeier et al., 2013), for training. Our
pre-processing and experimental setup is similar
to that reported previously (Chollampatt and Ng,
2018). In particular, a subset of NUCLE (5.4K)

is utilized as the development data for select-
ing the model; the remaining subset (1.3M) is
utilized as the training data. All the models
are trained, tuned, and tested in the same way.
The models are tested on each test data shown
in Table 1. As an evaluation metric, we use
F0.5 score computed by applying the MaxMatch
scorer (Dahlmeier and Ng, 2012) and GLEU
(Napoles et al., 2015). We determine the average
F0.5 and average GLEU scores of the four models,
which are trained with different random initializa-
tions, following a previously reported approach
(Chollampatt and Ng, 2018).

4 Cross-Corpora Evaluation

Figure 1 shows the performance of each model
sorted from best to worst based on their F0.5 score,
revealing that the performance substantially varies
depending on the corpus. For example, the perfor-
mance of the transformer ranges from the score of
F0.5, which is as low as 36.20 on CoNLL-2013,
to as high as 60.06 on JFLEG. Notably, their rank-
ings also considerably vary. Transformer performs
best on CoNLL-2014. However, it exhibits third-
best performance among FCE, KJ, and ICNALE;
LSTM outperforms the other models by a large
margin of up to 5.3 F0.5 points. Some exam-
ples of the model outputs are presented in Table
2 and Table 3. Some situations are successfully
corrected using transformer (Table 2), whereas it
failed to perform in other situations (Table 3). The
reason for difference in the model rankings can-
not be generally stated because it is influenced by
various factors such as the learner’s proficiency,
essay topic, and L1. The experimental results
show, however, that discussions based on the per-
formance on CoNLL-2014 may only hold under
certain conditions.

Figure 2 shows the performance measured in
GLEU having a similar trend. However, their
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Figure 1: Average F0.5 of the four models (trained with different random initializations), ranked best to worst.

Figure 2: Average GLEU of the four models (trained with different random initializations), ranked best to worst.

rankings on FCE show different trends in Figure
1 and Figure 2. This is partly because F0.5 and
GLEU evaluate different perspectives of the mod-
els. Furthermore, evaluation data and metric must
be appropriately set depending on the factors that
need to be evaluated in the model.

5 Discussion

5.1 Is Diverse Single-Corpus Evaluation
Sufficient?

Experimental results indicate that the benchmark
single-corpus evaluation is not robust; however,
more diverse corpora remain undetermined. Both
JFLEG and FCE can be diverse corpora because
they contain examination scripts written by lan-
guage learners from all over the world. JFLEG
is particularly designed to contain more diverse
corpus for developing and evaluating GEC models
(Napoles et al., 2017). If a diverse single-corpus
evaluation suffices, the rankings of the models will
remain the same. However, experimental results
have shown that the model rankings on both JF-
LEG and FCE are different (Figure 1). Thus,
single-corpus evaluation is deemed weak regard-
less of its diversity.

5.2 Advantage of Cross-Corpora Evaluation
This study discusses the importance of evaluat-
ing GEC models from various perspectives us-
ing multiple corpora. Multi-perspective evaluation
does not necessarily mean using multiple corpora.
Many aspects in a corpus can be used for analysis,
such as the proficiency of the writers, essay topics,
and the writer ’s native language. As a case study,
we evaluate and analyze the models regarding the

essay WER. Table 4 shows the performance (in
precision, recall, and F0.5) of all the models when
WER is the lowest (7.64 % for ICNALE) and
the highest (20.86 % for JFLEG). Transformer
and LSTM outperform all the other models in the
highest and the lowest error-rated corpora, respec-
tively. Experimental results show that LSTM and
transformer may be more precision-oriented and
recall-oriented, respectively. Further, precision-
oriented models have an advantage over recall-
oriented models when a given text contains sev-
eral errors, and vice versa. This knowledge en-
ables choosing a model based on the task that has
to be completed.

6 Conclusion

This study explored the necessity of perform-
ing cross-corpora evaluation for GEC models,
for which the performance of several GEC mod-
els was investigated against various learner cor-
pora. Empirical evaluation results revealed that
the model performance and rankings considerably
vary depending on the corpus, suggesting that a
single-corpus evaluation can be unreliable. There-
fore, cross-corpora evaluation should be applied to
GEC models. We also published our source code
for the cross-corpora evaluation framework so that
researchers in the community can adequately and
easily evaluate their models based on multiple cor-
pora. Our future study will further examine the ro-
bustness of several existing evaluation metrics and
explore new metrics appropriate for cross-corpora
and/or cross-domain evaluation.
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Sentence
Source Hence , some seen it as being considerate in keeping the genetic risk of getting the

disease in confidential .
Reference Hence , some see it as being considerate in keeping the genetic risk of getting the

disease [DEL] confidential .
1. Transformer Hence , some see it as being considerate in keeping the genetic risk of getting the

disease [DEL] confidential .
2. LSTM Hence , some seen it as being considerate in keeping the genetic risk of getting the

disease in confidentiality .
3. CNN Hence , some seen it as being considerate in keeping the genetic risk of getting the

disease in confidentiality .

Table 2: Examples of model outputs on CoNLL-2014.

Sentence
Source In that day , the time I left school was about eleven p.m .
Reference On that day , the time I left school was about eleven p.m .
1. LSTM On that day , the time I left school was about eleven p.m .
2. CNN On that day , the time I left school was about eleven p.m .
3. Transformer That day , the time I left school was about eleven p.m .

Table 3: Examples of model outputs on KJ.

WER (%) Low (7.64) High (20.86)

P R F0.5 P R F0.5

Transformer 37.69 37.67 37.72 67.27 42.05 60.06
LSTM 48.68 29.37 43.02 72.97 31.09 57.47
CNN 44.35 30.87 40.78 70.85 32.77 57.49
SMT 40.73 18.60 32.91 67.95 16.89 42.35

Table 4: Performance in precision, recall, and F0.5 of
all models on the corpora when the WER is lowest and
highest.

Acknowledgments

We are grateful to the members of the Tohoku Uni-
versity Natural Language Processing Laboratory
as well as the anonymous reviewers for their in-
sightful comments and suggestions.

References
Shamil Chollampatt and Hwee Tou Ng. 2018. A Mul-

tilayer Convolutional Encoder-Decoder Neural Net-
work for Grammatical Error Correction. In Pro-
ceedings of AAAI, pages 5755–5762.

Daniel Dahlmeier and Hwee Tou Ng. 2012. Better
Evaluation for Grammatical Error Correction. In
Proceedings of NAACL, pages 568–572.

Daniel Dahlmeier, Hwee Tou Ng, and Siew Mei Wu.
2013. Building a Large Annotated Corpus of

Learner English: The NUS Corpus of Learner En-
glish. In Proceedings of BEA, pages 22–31.

Mariano Felice, Zheng Yuan, Øistein E. Andersen, He-
len Yannakoudakis, and Ekaterina Kochmar. 2014.
Grammatical error correction using hybrid systems
and type filtering. In Proceedings of CoNLL 2014
Shared Task, pages 15–24.

Rachele De Felice and Stephen G. Pulman. 2008. A
Classifier-Based Approach to Preposition and Deter-
miner Error Correction in L2 English. In Proceed-
ings of COLING, pages 169–176.

Tao Ge, Furu Wei, and Ming Zhou. 2018. Reaching
Human-level Performance in Automatic Grammati-
cal Error Correction: An Empirical Study. arXiv.

Na-Rae Han, Martin Chodorow, and Claudia Leacock.
2006. Detecting Errors in English Article Usage by
Non-Native Speakers. Natural Language Engineer-
ing, 12(2):115–129.

Eduard Hovy, Mitchell Marcus, Martha Palmer, Lance
Ramshaw, and Ralph Weischedel. 2006. OntoNotes:
The 90% Solution. In Proceedings of NAACL, pages
57–60.

Shin’ichro Ishikawa. 2013. The ICNALE and Sophis-
ticated Contrastive Interlanguage Analysis of Asian
learners of English. Learner Corpus Studies in Asia
and the World, 1:91–118.

Marcin Junczys-Dowmunt and Roman Grundkiewicz.
2014. The AMU System in the CoNLL-2014
Shared Task: Grammatical Error Correction by

1313



Data-Intensive and Feature-Rich Statistical Machine
Translation. In Proceedings of CoNLL 2014 Shared
Task, pages 25–33.

Marcin Junczys-Dowmunt and Roman Grundkiewicz.
2016. Phrase-based Machine Translation is State-
of-the-Art for Automatic Grammatical Error Correc-
tion. In Proceedings of EMNLP, pages 1546–1556.

Marcin Junczys-Dowmunt, Roman Grundkiewicz,
Shubha Guha, and Kenneth Heafield. 2018. Ap-
proaching Neural Grammatical Error Correction as
a Low-Resource Machine Translation Task. In Pro-
ceedings of NAACL, pages 595–606.

Mitchell P. Marcus, Mary Ann Marcinkiewicz, and
Beatrice Santorini. 1993. Building a Large Anno-
tated Corpus of English: The Penn Treebank. Com-
putational Linguistics, 19(2):313–330.

Tomoya Mizumoto, Yuta Hayashibe, Mamoru Ko-
machi, Masaaki Nagata, and Yuji Matsumoto. 2012.
The Effect of Learner Corpus Size in Grammatical
Error Correction of ESL Writings. In Proceedings
of COLING, pages 863–872.

Tomoya Mizumoto, Mamoru Komachi, Masaaki Na-
gata, and Yuji Matsumoto. 2011. Mining Revi-
sion Log of Language Learning SNS for Auto-
mated Japanese Error Correction of Second Lan-
guage Learners. In Proceedings of IJCNLP, pages
147–155.

Ryo Nagata, Atsuo Kawai, Koichiro Morihiro, and
Naoki Isu. 2006. A Feedback-Augmented Method
for Detecting Errors in the Writing of Learners of
English. In Proceedings of COLING-ACL, pages
241–248.

Ryo Nagata, Edward Whittaker, and Vera Shein-
man. 2011. Creating a manually error-tagged and
shallow-parsed corpus. In Proceedings of ACL,
pages 1210–1219.

Courtney Napoles, Keisuke Sakaguchi, Matt Post, and
Joel Tetreault. 2015. Ground Truth for Grammatical
Error Correction Metrics. In Proceedings of ACL,
pages 588–593.

Courtney Napoles, Keisuke Sakaguchi, and Joel
Tetreault. 2017. JFLEG: A Fluency Corpus and
Benchmark for Grammatical Error Correction. In
Proceedings of EACL, pages 229–234.

Hwee Tou Ng, Siew Mei Wu, Ted Briscoe, Christian
Hadiwinoto, Raymond Hendy Susanto, and Christo-
pher Bryant. 2014. The CoNLL-2014 Shared Task
on Grammatical Error Correction. In Proceedings
of CoNLL 2014 Shared Task, pages 1–14.

Hwee Tou Ng, Siew Mei Wu, Yuanbin Wu, Christian
Hadiwinoto, and Joel Tetreault. 2013. The CoNLL-
2013 Shared Task on Grammatical Error Correction.
In Proceedings of CoNLL 2013 Shared Task, pages
1–12.

Slav Petrov and Ryan McDonald. 2012. Overview of
the 2012 Shared Task on Parsing the Web. In Notes
of the First Workshop on Syntactic Analysis of Non-
Canonical Language.

Keisuke Sakaguchi, Matt Post, and Van Benjamin
Durme. 2017. Grammatical Error Correction with
Neural Reinforcement Learning. In Proceedings of
IJCNLP, pages 366–372.

Ashish Vaswani, Noam Shazeer, Parmar Niki, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. 2017. Attention Is All
You Need. In Proceedings of NIPS, pages 5998–
6008.

Ziang Xie, Guillaume Genthial, Andrew Y. Ng, and
Dan Jurafsky. 2018. Noising and Denoising Natu-
ral Language: Diverse Backtranslation for Grammar
Correction. In Proceedings of NAACL, pages 619–
628.

Helen Yannakoudakis, Ted Briscoe, and Ben Medlock.
2011. A New Dataset and Method for Automatically
Grading ESOL Texts. In Proceedings of ACL, pages
180–189.

1314



Proceedings of NAACL-HLT 2019, pages 1315–1325
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Star-Transformer

Qipeng Guo†
qpguo16@fudan.edu.cn

Xipeng Qiu† ∗
xpqiu@fudan.edu.cn

Pengfei Liu†
pfliu14@fudan.edu.cn

Yunfan Shao†
yfshao15@fudan.edu.cn

Xiangyang Xue†
xyxue@fudan.edu.cn

†Shanghai Key Laboratory of Intelligent Information Processing, Fudan University
†School of Computer Science, Fudan University

‡New York University

Zheng Zhang‡
zz@nyu.edu

Abstract
Although Transformer has achieved great suc-
cesses on many NLP tasks, its heavy struc-
ture with fully-connected attention connec-
tions leads to dependencies on large train-
ing data. In this paper, we present Star-
Transformer, a lightweight alternative by care-
ful sparsification. To reduce model complex-
ity, we replace the fully-connected structure
with a star-shaped topology, in which every
two non-adjacent nodes are connected through
a shared relay node. Thus, complexity is re-
duced from quadratic to linear, while preserv-
ing the capacity to capture both local compo-
sition and long-range dependency. The ex-
periments on four tasks (22 datasets) show
that Star-Transformer achieved significant im-
provements against the standard Transformer
for the modestly sized datasets.

1 Introduction

Recently, the fully-connected attention-based
models, like Transformer (Vaswani et al., 2017),
become popular in natural language processing
(NLP) applications, notably machine translation
(Vaswani et al., 2017) and language modeling
(Radford et al., 2018). Some recent work also
suggest that Transformer can be an alternative
to recurrent neural networks (RNNs) and convo-
lutional neural networks (CNNs) in many NLP
tasks, such as GPT (Radford et al., 2018), BERT
(Devlin et al., 2018), Transformer-XL (Dai et al.,
2019) and Universal Transformer (Dehghani et al.,
2018).

More specifically, there are two limitations of
the Transformer. First, the computation and mem-
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Figure 1: Left: Connections of one layer in Trans-
former, circle nodes indicate the hidden states of in-
put tokens. Right: Connections of one layer in Star-
Transformer, the square node is the virtual relay node.
Red edges and blue edges are ring and radical connec-
tions, respectively.

ory overhead of the Transformer are quadratic to
the sequence length. This is especially problem-
atic with long sentences. Transformer-XL (Dai
et al., 2019) provides a solution which achieves the
acceleration and performance improvement, but it
is specifically designed for the language modeling
task. Second, studies indicate that Transformer
would fail on many tasks if the training data is
limited, unless it is pre-trained on a large corpus.
(Radford et al., 2018; Devlin et al., 2018).

A key observation is that Transformer does not
exploit prior knowledge well. For example, the
local compositionality is already a robust induc-
tive bias for modeling the text sequence. How-
ever, the Transformer learns this bias from scratch,
along with non-local compositionality, thereby in-
creasing the learning cost. The key insight is then
whether leveraging strong prior knowledge can
help to “lighten up” the architecture.

To address the above limitation, we pro-
posed a new lightweight model named “Star-
Transformer”. The core idea is to sparsify the
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architecture by moving the fully-connected topol-
ogy into a star-shaped structure. Fig-1 gives an
overview. Star-Transformer has two kinds of con-
nections. The radical connections preserve the
non-local communication and remove the redun-
dancy in fully-connected network. The ring con-
nections embody the local-compositionality prior,
which has the same role as in CNNs/RNNs. The
direct outcome of our design is the improvement
of both efficiency and learning cost: the compu-
tation cost is reduced from quadratic to linear as a
function of input sequence length. An inherent ad-
vantage is that the ring connections can effectively
reduce the burden of the unbias learning of local
and non-local compositionality and improve the
generalization ability of the model. What remains
to be tested is whether one shared relay node is
capable of capturing the long-range dependencies.

We evaluate the Star-Transformer on three NLP
tasks including Text Classification, Natural Lan-
guage Inference, and Sequence Labelling. Experi-
mental results show that Star-Transformer outper-
forms the standard Transformer consistently and
has less computation complexity. An additional
analysis on a simulation task indicates that Star-
Transformer preserve the ability to handle with
long-range dependencies which is a crucial feature
of the standard Transformer.

In this paper, we claim three contributions as the
following and our code is available on Github 1:

• Compared to the standard Transformer, Star-
Transformer has a lightweight structure but
with an approximate ability to model the
long-range dependencies. It reduces the
number of connections from n2 to 2n, where
n is the sequence length.

• The Star-Transformer divides the labor of se-
mantic compositions between the radical and
the ring connections. The radical connections
focus on the non-local compositions and the
ring connections focus on the local composi-
tion. Therefore, Star-Transformer works for
modestly sized datasets and does not rely on
heavy pre-training.

• We design a simulation task “Masked Sum-
mation” to probe the ability dealing with
long-range dependencies. In this task,

1https://github.com/dmlc/dgl and https:
//github.com/fastnlp/fastNLP

we verify that both Transformer and Star-
Transformer are good at handling long-range
dependencies compared to the LSTM and
BiLSTM.

2 Related Work

Recently, neural networks have proved very suc-
cessful in learning text representation and have
achieved state-of-the-art results in many different
tasks.

Modelling Local Compositionality A popular
approach is to represent each word as a low-
dimensional vector and then learn the local seman-
tic composition functions over the given sentence
structures. For example, Kim (2014); Kalchbren-
ner et al. (2014) used CNNs to capture the seman-
tic representation of sentences, whereas Cho et al.
(2014) used RNNs.

These methods are biased for learning local
compositional functions and are hard to capture
the long-term dependencies in a text sequence. In
order to augment the ability to model the non-
local compositionality, a class of improved meth-
ods utilizes various self-attention mechanisms to
aggregate the weighted information of each word,
which can be used to get sentence-level represen-
tations for classification tasks (Yang et al., 2016;
Lin et al., 2017; Shen et al., 2018a). Another class
of improved methods augments neural networks
with a re-reading ability or global state while pro-
cessing each word (Cheng et al., 2016; Zhang
et al., 2018).

Modelling Non-Local Compositionality There
are two kinds of methods to model the non-local
semantic compositions in a text sequence directly.

One class of models incorporate syntactic tree
into the network structure for learning sentence
representations (Tai et al., 2015; Zhu et al., 2015).

Another type of models learns the dependencies
between words based entirely on self-attention
without any recurrent or convolutional layers, such
as Transformer (Vaswani et al., 2017), which
has achieved state-of-the-art results on a machine
translation task. The success of Transformer has
raised a large body of follow-up work. Therefore,
some Transformer variations are also proposed,
such as GPT (Radford et al., 2018), BERT (Devlin
et al., 2018), Transformer-XL (Dai et al., 2019) ,
Universal Transformer (Dehghani et al., 2018) and
CN3 (Liu et al., 2018a).
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However, those Transformer-based methods
usually require a large training corpus. When ap-
plying them on modestly sized datasets, we need
the help of semi-supervised learning and unsu-
pervised pretraining techniques (Radford et al.,
2018).

Graph Neural Networks Star-Transformer is
also inspired by the recent graph networks (Gilmer
et al., 2017; Kipf and Welling, 2016; Battaglia
et al., 2018; Liu et al., 2018b), in which the in-
formation fusion progresses via message-passing
across the whole graph.

The graph structure of the Star-Transformer is
star-shaped by introducing a virtual relay node.
The radical and ring connections give a better bal-
ance between the local and non-local composition-
ality. Compared to the previous augmented mod-
els (Yang et al., 2016; Lin et al., 2017; Shen et al.,
2018a; Cheng et al., 2016; Zhang et al., 2018), the
implementation of Star-Transform is purely based
on the attention mechanism similar to the standard
Transformer, which is simpler and well suited for
parallel computation.

Due to its better parallel capacity and lower
complexity, the Star-Transformer is faster than
RNNs or Transformer, especially on modeling
long sequences.

3 Model

3.1 Architecture

The Star-Transformer consists of one relay node
and n satellite nodes. The state of i-th satellite
node represents the features of the i-th token in a
text sequence. The relay node acts as a virtual hub
to gather and scatter information from and to all
the satellite nodes.

Star-Transformer has a star-shaped structure,
with two kinds of connections in the: the radical
connections and the ring connections.

Radical Connections For a network of n satel-
lite nodes, there are n radical connections. Each
connection links a satellite node to the shared re-
lay node. With the radical connections, every two
non-adjacent satellite nodes are two-hop neigh-
bors and can receive non-local information with
a two-step update.

Ring Connections Since text input is a se-
quence, we bake such prior as an inductive bias.
Therefore, we connect the adjacent satellite nodes

to capture the relationship of local compositions.
The first and last nodes are also connected. Thus,
all these local connections constitute a ring-shaped
structure. Note that the ring connections allow
each satellite node to gather information from its
neighbors and plays the same role to CNNs or
bidirectional RNNs.

With the radical and ring connections, Star-
Transformer can capture both the non-local and lo-
cal compositions simultaneously. Different from
the standard Transformer, we make a division of
labor, where the radical connections capture non-
local compositions, whereas the ring connections
attend to local compositions.

3.2 Implementation

The implementation of the Star-Transformer is
very similar to the standard Transformer, in which
the information exchange is based on the attention
mechanism (Vaswani et al., 2017).

Multi-head Attention Just as in the standard
Transformer, we use the scaled dot-product atten-
tion (Vaswani et al., 2017). Given a sequence of
vectors H ∈ Rn×d, we can use a query vector
q ∈ R1×d to soft select the relevant information
with attention.

Att(q,K,V) = softmax(
qKT

√
d

)V, (1)

where K = HWK ,V = HWV , and WK ,WV

are learnable parameters.
To gather more useful information from H, sim-

ilar to multi-channels in CNNs, we can use multi-
head attention with k heads.

MultiAtt(q,H) = (a1 ⊕ · · · ⊕ ak)W
O, (2)

ai = Att(qWQ
i ,HWK

i ,HWV
i ), i ∈ [1, k] (3)

where ⊕ denotes the concatenation operation, and
WQ

i ,W
K
i ,W

V
i ,W

O are learnable parameters.

Update Let st ∈ R1×d and Ht ∈ Rn×d de-
note the states for the relay node and all the n
satellite nodes at step t. When using the Star-
Transformer to encode a text sequence of length
n, we start from its embedding E = [e1; · · · ; en],
where ei ∈ R1×d is the embedding of the i-th to-
ken.

We initialize the state with H0 = E and s0 =
average(E).
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The update of the Star-Transformer at step t can
be divided into two alternative phases: (1) the up-
date of the satellite nodes and (2) the update of the
relay node.

At the first phase, the state of each satellite node
hi are updated from its adjacent nodes, includ-
ing the neighbor nodes hi−1,hi+1 in the sequence,
the relay node st, its previous state, and its corre-
sponding token embedding.

Ct
i = [ht−1i−1;h

t−1
i ;ht−1i+1; e

i; st−1], (4)

hti = MultiAtt(ht−1i ,Ct
i), (5)

where Ct
i denotes the context information for the

i-th satellite node. Thus, the update of each satel-
lite node is similar to the recurrent network, except
that the update fashion is based on attention mech-
anism. After the information exchange, a layer
normalization operation (Ba et al., 2016) is used.

hti = LayerNorm(ReLU(hti)), i ∈ [1, n]. (6)

At the second phase, the relay node st summa-
rizes the information of all the satellite nodes and
its previous state.

st = MultiAtt(st−1, [st−1;Ht]), (7)

st = LayerNorm(ReLU(st)). (8)

By alternatively updating update the satellite
and relay nodes, the Star-Transformer finally cap-
tures all the local and non-local compositions for
an input text sequence.

Position Embeddings To incorporate the se-
quence information, we also add the learnable po-
sition embeddings, which are added with the token
embeddings at the first layer.

The overall update algorithm of the Star-
Transformer is shown in the Alg-1.

3.3 Output
After T rounds of update, the final states of HT

and sT can be used for various tasks such as se-
quence labeling and classification. For different
tasks, we feed them to different task-specific mod-
ules. For classification, we generate the fix-length
sentence-level vector representation by applying a
max-pooling across the final layer and mixing it
with sT , this vector is fed into a Multiple Layer
Perceptron (MLP) classifier. For the sequence la-
beling task, the HT provides features correspond-
ing to all the input tokens.

Algorithm 1 The Update of Star-Transformer
Input: Number of layers T , embedding of input
tokens e1, · · · , en

1: // Initialization
2: h0

1, · · · ,h0
n ← e1, · · · , en

3: s0 ← average(e1, · · · , en)
4: for t from 1 to T do
5: // update the satellite nodes
6: for i from 1 to n do
7: Ct

i = [ht−1i−1;h
t−1
i ;ht−1i+1; e

i; st−1]
8: hti = MultiAtt(ht−1i ,Ct

i)
9: hti = LayerNorm(ReLU(hti))

10: // update the relay node
11: st = MultiAtt(st−1, [st−1;Ht])
12: st = LayerNorm(ReLU(st))

4 Comparison to the standard
Transformer

Since our goal is making the Transformer
lightweight and easy to train with modestly sized
dataset, we have removed many connections com-
pared with the standard Transformer (see Fig-1).
If the sequence length is n and the dimension
of hidden states is d, the computation complex-
ity of one layer in the standard Transformer is
O(n2d). The Star-Transformer has two phases,
the update of ring connections costs O(5nd) (the
constant 5 comes from the size of context infor-
mation C), and the update of radical connections
costs O(nd), so the total cost of one layer in the
Star-Transformer is O(6nd).

In theory, Star-Transformer can cover all the
possible relationships in the standard Transformer.
For example, any relationship hi → hj in the
standard Transformer can be simulated by hi →
s→ hj . The experiment on the simulation task in
Sec-5.1 provides some evidence to show the vir-
tual node s could handle long-range dependencies.
Following this aspect, we can give a rough anal-
ysis of the path length of dependencies in these
models. As discussed in the Transformer paper
(Vaswani et al., 2017), the maximum dependency
path length of RNN and Transformer are O(n),
O(1), respectively. Star-Transformer can pass the
message from one node to another node via the
relay node so that the maximum dependency path
length is alsoO(1), with a constant two comparing
to Transformer.

Compare with the standard Transformer, all po-
sitions are processed in parallel, pair-wise connec-
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Dataset Train Dev. Test |V | H DIM #head head DIM

Masked Summation 10k 10k 10k - 100 10 10

SST (Socher et al., 2013) 8k 1k 2k 20k 300 6 50

MTL-16 †

(Liu et al.,
2017)

Apparel Baby Books Camera
DVD Electronics Health IMDB
Kitchen Magazines MR Music
Software Sports Toys Video

1400 200 400 8k∼28k 300 6 50

SNLI (Bowman et al., 2015) 550k 10k 10k 34k 600 6 100

PTB POS (Marcus et al., 1993) 38k 5k 5k 44k 300 6 50

CoNLL03 (Sang and Meulder, 2003) 15k 3k 3k 25k 300 6 50

OntoNotes NER (Pradhan et al., 2012) 94k 14k 8k 63k 300 6 50

Table 1: An overall of datasets and its hyper-parameters, “H DIM, #head, head DIM” indicates the dimension of
hidden states, the number of heads in the Multi-head attention, the dimension of each head, respectively. MTL-16†

consists of 16 datasets, each of them has 1400/200/400 samples in train/dev/test.

tions are replaced with a “gather and dispatch”
mechanism. As a result, we accelerate the Trans-
former 10 times on the simulation task and 4.5
times on real tasks. The model also preserves the
ability to handle long input sequences. Besides
the acceleration, the Star-Transformer achieves
significant improvement on some modestly sized
datasets.

5 Experiments

We evaluate Star-Transformer on one simulation
task to probe its behavior when challenged with
long-range dependency problem, and three real
tasks (Text Classification, Natural Language Infer-
ence, and Sequence Labelling). All experiments
are ran on a NVIDIA Titan X card. Datasets used
in this paper are listed in the Tab-1. We use the
Adam (Kingma and Ba, 2014) as our optimizer.
On the real task, we set the embedding size to
300 and initialized with GloVe (Pennington et al.,
2014). And the symbol “Ours + Char” means an
additional character-level pre-trained embedding
JMT (Hashimoto et al., 2017) is used. There-
fore, the total size of embedding should be 400
which as a result of the concatenation of GloVe
and JMT. We also fix the embedding layer of the
Star-Transformer in all experiments.

Since semi- or unsupervised model is also a fea-
sible solution to improve the model in a parallel
direction, such as the ELMo (Peters et al., 2018)
and BERT (Devlin et al., 2018), we exclude these
models in the comparison and focus on the rele-
vant architectures.

5.1 Masked Summation

In this section, we introduce a simulation task on
the synthetic data to probe the efficiency and non-
local/long-range dependencies of LSTM, Trans-
former, and the Star-Transformer. As mentioned
in (Vaswani et al., 2017), the maximum path
length of long-range dependencies of LSTM and
Transformer are O(n) and O(1), where n is the
sequence length. The maximum dependency path
length of Star-Transformer isO(1) with a constant
two via the relay node. To validate the ability
to deal with long-range dependencies, we design
a simulation task named “Masked Summation”.
The input of this task is a matrix X ∈ Rn×d, it has
n columns and each column has d elements. The
first dimension indicates the mask value Xi0 ∈
{0, 1}, 0 means the column is ignored in summa-
tion. The rest d − 1 elements are real numbers in
drawn uniformly from the range [0, 1). The tar-
get is a d− 1 dimensional vector which equals the
summation of all the columns with the mask value
1. There is an implicit variable k to control the
number of 1 in the input. Note that a simple base-
line is always guessing the value k/2.

The evaluation metric is the Mean Square
Error (MSE), and the generated dataset has
(10k/10k/10k) samples in (train/dev/test) sets. The
Fig-2 show a case of the masked summation task.

The mask summation task asks the model to
recognize the mask value and gather columns in
different positions. When the sequence length
n is significantly higher than the number of the
columns k, the model will face the long-range de-
pendencies problem. The Fig-3a shows the per-
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Figure 2: An example of the masked summation task, the input is a sequence of n vectors, each vector has d
dimension, and there are total k vectors which have the mask value equals 1. The target is the summation of such
masked vectors. In this figure, n = 8, k = 3, d = 3.

(a) MSE loss on the masked summation when
n = 200, k = 10, d = 10. The k/2 line means
the MSE loss when the model always guess the ex-
ception value k/2.

(b) Test Time, k = 10, d = 10

formance curves of models on various lengths.
Although the task is easy, the performance of
LSTM and BiLSTM dropped quickly when the se-
quence length increased. However, both Trans-
former and Star-Transformer performed consis-
tently on various lengths. The result indicates the
Star-Transformer preserves the ability to deal with
the non-local/long-range dependencies.

Besides the performance comparison, we also
study the speed with this simulation task since we
could ignore the affection of padding, masking,
and data processing. We also report the inference
time in the Fig-3b, which shows that Transformer
is faster than LSTM and BiLSTM a lot, and Star-
Transformer is faster than Transformer, especially
on the long sequence.

Model Acc

BiLSTM (Li et al., 2015) 49.8
Tree-LSTM (Tai et al., 2015) 51.0
CNN-Tensor (Lei et al., 2015) 51.2
Emb + self-att (Shen et al., 2018a) 48.9
BiLSTM + self-att (Yoon et al., 2018) 50.4
CNN + self-att (Yoon et al., 2018) 50.6
Dynamic self-att (Yoon et al., 2018) 50.6
DiSAN (Shen et al., 2018a) 51.7

Transformer 50.4
Ours 52.9

Table 2: Test Accuracy on SST dataset.

5.2 Text Classification

Text classification is a basic NLP task, and we se-
lect two datasets to observe the performance of
our model in different conditions, Stanford Senti-
ment Treebank(SST) dataset (Socher et al., 2013)
and MTL-16 (Liu et al., 2017) consists of 16 small
datasets on various domains. We truncate the se-
quence which its length higher than 256 to ensure
the standard Transformer can run on a single GPU
card.

For classification tasks, we use the state of the
relay node sT plus the feature of max pooling on
satellite nodes max(HT ) as the final representa-
tion and feed it into the softmax classifier. The
description of hyper-parameters is listed in Tab-1
and Appendix.

Results on SST and MTL-16 datasets are listed
in Tab-2,3, respectively. On the SST, the Star-
Transformer achieves 2.5 points improvement
against the standard Transformer and beat the most
models.

Also, on the MTL-16, the Star-Transformer
outperform the standard Transformer in all 16
datasets, the improvement of the average accu-
racy is 4.2. The Star-Transformer also gets bet-
ter results compared with existing works. As
we mentioned in the introduction, the standard
Transformer requires large training set to re-
veal its power. Our experiments show the Star-
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Dataset Acc (%) Test Time (ms) Len.Star-Transformer Transformer BiLSTM SLSTM Star-Transformer Transformer BiLSTM

Apparel 88.25 82.25 86.05 85.75 11 34 114 65
Baby 87.75 84.50 84.51 86.25 11 50 141 109
Books 87.00 81.50 82.12 83.44 11 55 135 131
Camera 92.25 86.00 87.05 90.02 11 52 125 116
DVD 86.00 77.75 83.71 85.52 11 58 143 139
Electronics 82.75 81.50 82.51 83.25 10 49 136 105
Health 87.50 83.50 85.52 86.50 10 45 131 85
IMDB 88.00 82.50 86.02 87.15 12 77 174 201
Kitchen 85.50 83.00 82.22 84.54 11 47 130 92
Magazines 92.75 89.50 92.52 93.75 11 51 136 115
MR 79.00 77.25 75.73 76.20 12 14 26 22
Music 83.50 79.00 78.74 82.04 11 53 137 118
Software 90.50 85.25 86.73 87.75 11 53 140 117
Sports 86.25 84.75 84.04 85.75 10 49 134 103
Toys 88.00 82.00 85.72 85.25 11 46 137 96
Video 86.75 84.25 84.73 86.75 11 56 146 131

Average 86.98 82.78 84.01 85.38 10.94 49.31 130.3 109.1

Table 3: Test Accuracy over MTL-16 datasets. “Test Time” means millisecond per batch on the test set (batch size
is 128). “Len.” means the average sequence length on the test set.

Transformer could work well on the small dataset
which only has 1400 training samples. Results
of the time-consuming show the Star-Transformer
could be 4.5 times fast than the standard Trans-
former on average.

5.3 Natural Language Inference

Natural Language Inference (NLI) asks the model
to identify the semantic relationship between a
premise sentence and a corresponding hypothesis
sentence. In this paper, we use the Stanford Nat-
ural Language Inference (SNLI) (Bowman et al.,
2015) for evaluation. Since we want to study how
the model encodes the sentence as a vector rep-
resentation, we set Star-Transformer as a sentence
vector-based model and compared it with sentence
vector-based models.

In this experiment, we follow the previous work
(Bowman et al., 2016) to use concat(r1, r2, ‖r1 −
r2‖, r1 − r2) as the classification feature. The
r1, r2 are representations of premise and hypoth-
esis sentence, it is calculated by sT + max(HT )
which is same with the classification task. See Ap-
pendix for the detail of hyper-parameters.

As shown in Tab-4, the Star-Transformer out-
performs most typical baselines (DiSAN, SPINN)
and achieves comparable results compared with
the state-of-the-art model. Notably, our model
beats standard Transformer by a large margin,
which is easy to overfit although we have made
a careful hyper-parameters’ searching for Trans-
former.

Model Acc

BiLSTM (Liu et al., 2016) 83.3
BiLSTM + self-att (Liu et al., 2016) 84.2
300D SPINN-PI (Bowman et al., 2016) 83.2
Tree-based CNN (Mou et al., 2016) 82.1
4096D BiLSTM-max (Conneau et al., 2017) 84.5
300D DiSAN (Shen et al., 2018a) 85.6
Residual encoders (Nie and Bansal, 2017) 86.0
Gumbel TreeLSTM (Choi et al., 2018) 86.0
Reinforced self-att (Shen et al., 2018b) 86.3
2400D Multiple DSA (Yoon et al., 2018) 87.4

Transformer 82.2
Star-Transformer 86.0

Table 4: Test Accuracy on SNLI dataset.

The SNLI dataset is not a small dataset in NLP
area, so improving the generalization ability of the
Transformer is a significant topic.

The best result in Tab-4 (Yoon et al., 2018)
using a large network and fine-tuned hyper-
parameters, they get the best result on SNLI but
an undistinguished result on SST, see Tab-2.

5.4 Sequence Labelling

To verify the ability of our model in sequence la-
beling, we choose two classic sequence labeling
tasks: Part-of-Speech (POS) tagging and Named
Entity Recognition (NER) task.

Three datasets are used as our benchmark: one
POS tagging dataset from Penn Treebank (PTB)
(Marcus et al., 1993), and two NER datasets
from CoNLL2003 (Sang and Meulder, 2003),
CoNLL2012 (Pradhan et al., 2012). We use the fi-
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Model Adv Tech POS NER
PTB CoNLL2003 CoNLL2012

char CRF Acc F1 F1

(Ling et al., 2015) X X 97.78 - -
(Collobert et al., 2011) X X 97.29 89.59 -
(Huang et al., 2015) X X 97.55 90.10 -
(Chiu and Nichols, 2016a) X X - 90.69 86.35
(Ma and Hovy, 2016) X X 97.55 91.06 -
(Nguyen et al., 2016) X X - 91.2 -
(Chiu and Nichols, 2016b) X X - 91.62 86.28
(Zhang et al., 2018) X X 97.55 91.57 -
(Akhundov et al., 2018) X X 97.43 91.11 87.84

Transformer 96.31 86.48 83.57
Transformer + Char X 97.04 88.26 85.14
Star-Transformer 97.14 90.93 86.30
Star-Transformer + Char X 97.64 91.89 87.64
Star-Transformer + Char + CRF X X 97.68 91.98 87.88

Table 5: Results on sequence labeling tasks. We list the “Advanced Techniques” except widely-used pre-trained
embeddings (GloVe, Word2Vec, JMT) in columns. The “Char” indicates character-level features, it also includes
the Capitalization Features, Suffix Feature, Lexicon Features, etc. The “CRF” means an additional Conditional
Random Field (CRF) layer.

Model SNLI CoNLL03 MS
Acc Acc MSE

Star-Transformer 86.0 90.93 0.0284
variant (a) -radical 84.0 89.35 0.1536
variant (b) -ring 77.6 79.36 0.0359

Table 6: Test Accuracy on SNLI dataset, CoNLL2003
NER task and the Masked Summation n = 200, k =
10, d = 10.

nal state of satellite nodes HT to classify the label
in each position. Since we believe that the com-
plex neural network could be an alternative of the
CRF, we also report the result without CRF layer.

As shown in Tab-5, Star-Transformer achieves
the state-of-the-art performance on sequence la-
beling tasks. The “Star-Transformer + Char”
has already beat most of the competitors. Star-
Transformer could achieve such results without
CRF, suggesting that the model has enough ca-
pability to capture the partial ability of the CRF.
The Star-Transformer also outperforms the stan-
dard Transformer on sequence labeling tasks with
a significant gap.

5.5 Ablation Study
In this section, we perform an ablation study to
test the effectiveness of the radical and ring con-
nections.

We test two variants of our models, the first
variants (a) remove the radical connections and
only keep the ring connections. Without the radi-
cal connections, the maximum path length of this

variant becomes O(n). The second variant (b) re-
moves the ring connections and remains the rad-
ical connections. Results in Tab-6 give some in-
sights, the variant (a) loses the ability to han-
dle long-range dependencies, so it performs worse
on both the simulation and real tasks. However,
the performance drops on SNLI and CoNLL03
is moderate since the remained ring connections
still capture the local features. The variant (b)
still works on the simulation task since the max-
imum path length stays unchanged. Without the
ring connections, it loses its performance heavily
on real tasks. Therefore, both the radical and ring
connections are necessary to our model.

6 Conclusion and Future Works

In this paper, we present Star-Transformer which
reduce the computation complexity of the standard
Transformer by carefully sparsifying the topology.
We compare the standard Transformer with other
models on one toy dataset and 21 real datasets
and find Star-Transformer outperforms the stan-
dard Transformer and achieves comparable results
with state-of-the-art models.

This work verifies the ability of Star-
Transformer by excluding the factor of unsu-
pervised pre-training. In the future work, we
will investigate the ability of Star-Transformer
by unsupervised pre-training on the large corpus.
Moreover, we also want to introduce more NLP
prior knowledge into the model.
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Abstract

We address the problem of speech act recog-
nition (SAR) in asynchronous conversations
(forums, emails). Unlike synchronous conver-
sations (e.g., meetings, phone), asynchronous
domains lack large labeled datasets to train
an effective SAR model. In this paper, we
propose methods to effectively leverage abun-
dant unlabeled conversational data and the
available labeled data from synchronous do-
mains. We carry out our research in three main
steps. First, we introduce a neural architec-
ture based on hierarchical LSTMs and condi-
tional random fields (CRF) for SAR, and show
that our method outperforms existing methods
when trained on in-domain data only. Second,
we improve our initial SAR models by semi-
supervised learning in the form of pretrained
word embeddings learned from a large unla-
beled conversational corpus. Finally, we em-
ploy adversarial training to improve the results
further by leveraging the labeled data from
synchronous domains and by explicitly mod-
eling the distributional shift in two domains.

1 Introduction

With the ever-increasing popularity of Internet
and mobile technologies, communication media
like emails and forums have become an inte-
gral part of people’s daily life where they discuss
events, issues and experiences. Participants inter-
act with each other asynchronously in these me-
dia by writing at different times, generating a type
of conversational discourse that is different from
synchronous conversations such as meeting and
phone conversations (Louis and Cohen, 2015). In
the course of the interactions, the participants per-
form certain communicative acts like asking ques-
tions, requesting information, or suggesting some-
thing, which are known as speech acts (Austin,

∗All authors contibuted equally.

C1:hoping to do the XinJiang Tibet Highway. [Statement]
Has anyone done it? [Question]
Am hoping to hire a 4-wheel drive. [Statement]
I know the roads are bad and I would need an experienced
driver and guide - any recommendations? [Question]

C2:I never done this routine,however i been to Xinjiang
twice,in my opinion the local people not friendly, not safe
to do this. [Response]
I still have relative stay in Xinjiang, however don’t know
what they can offer for help... [Response]

C3:I’m not sure if travelling overland from Xinjiang to Tibet
is officially legal yet. [Response]
You might want to post your question on the North-
East Asia branch of Lonely Planet’s ThornTree forum for
more (useful) answers. [Suggestion]

C4:a frend and i are trying this route as well, we will likely
be in urumuqi and northern part of xinjiang from 8th apr
to end apr; looking at doing the xin jiang tibet highway
from end apr. (truncated) [Statement]
contact me at [email] if you want to hook up for possible
transport sharing [Suggestion]
cheers. [Polite]

Figure 1: Example of speech acts in a forum thread.

1962). For example, consider the forum conversa-
tion in Figure 1. The participant who posted the
initial comment C1, describes his situation and
asks a couple of questions. Other participants re-
spond to the initial post with more information and
provide suggestions. In this process, the partici-
pants get into a conversation by taking turns, each
of which consists of one or more speech acts.

Speech act recognition (SAR) is an impor-
tant step towards deep conversational analysis,
and can benefit many downstream applications.
Availability of large labeled datasets such as the
Switchboard-DAMSL (SWBD) (Jurafsky et al.,
1997) and the Meeting Recorder Dialog Act
(MRDA) (Dhillon et al., 2004) corpora has fos-
tered research in data-driven SAR methods in syn-
chronous domains. However, such large corpora
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are not available in the asynchronous domains,
and many of the existing (small-sized) ones use
task-specific tagsets as opposed to a standard one.
The unavailability of large annotated datasets with
standard tagsets is one of the main reasons for
SAR not getting much attention in asynchronous
domains, and it is often quite expensive to anno-
tate such datasets for each domain of interest.

SAR methods proposed before the neural
‘tsunami’, e.g., (Qadir and Riloff, 2011; Jeong
et al., 2009; Tavafi et al., 2013), used mostly
bag-of-ngram representation (e.g., unigram, bi-
gram) of a sentence, and most of these methods
disregard conversational dependencies (discourse
structure) between sentences. Recently, Joty and
Hoque (2016) proposed a neural-CRF framework
for SAR in forum conversations. In their ap-
proach, a bi-LSTM (trained on the SAR task) first
encodes the sentences separately into task-specific
embeddings, which are then used in a separate
CRF model to capture the conversational depen-
dencies between sentences. They also use la-
beled data from the MRDA meeting corpus, with-
out which their LSTMs perform worse than simple
feed-forward networks. Although their method at-
tempts to model sentence structure (using LSTM)
and conversational dependencies (using CRF), the
approach has several limitations.

First, the LSTM-CRF framework was disjoint,
and thus cannot be trained end-to-end. Second,
when using the MRDA meeting data, their method
simply concatenates it with the target domain data
assuming they have the same distribution. How-
ever, asynchronous domains (forum, email) dif-
fer from synchronous (MRDA) in their underlying
conversational structure (Louis and Cohen, 2015),
in style (spoken vs. written), and in vocabulary us-
age (meetings on some focused agenda vs. conver-
sations on any topic of interests in a public forum).
Therefore, we hypothesize that to make the best
use of labeled data from synchronous domains,
one needs to model the shift in domains.

In this work, we advance the state-of-the-art of
SAR in asynchronous conversations in three main
steps. First, we introduce an end-to-end neural
architecture based on a hierarchical LSTM en-
coder with a Softmax or CRF output layer. Sec-
ond, we improve our initial SAR model by semi-
supervised learning in the form of word embed-
dings learned from a large unlabeled conversa-
tional corpus. Most importantly, we adapt our hi-

erarchical LSTM encoder using domain adversar-
ial training (Ganin et al., 2016) to leverage the la-
beled data from synchronous domains by explic-
itly modeling the shift in the two domains.

We evaluate our models on three different asyn-
chronous datasets containing forum and email
conversations, and on the MRDA meeting cor-
pus. Our main findings are: (i) the hierarchi-
cal LSTMs outperform existing methods when
trained on in-domain data for both synchronous
and asynchronous domains, setting a new state-
of-the-art; (ii) conversational word embeddings
yield significant improvements over off-the-shelf
ones; and (iii) domain adversarial training im-
proves the results by inducing domain-invariant
features. The source code, the conversational
word embeddings, and the datasets are avail-
able at https://ntunlpsg.github.io/
demo/project/speech-act/.

2 Related Work

Previous studies on SAR in asynchronous con-
versation have used supervised, semi-supervised
and unsupervised methods. Cohen et al. (2004)
classify emails into acts like ‘deliver’ and ‘meet-
ing’. Their approach however does not take email
context into account. Carvalho and Cohen (2005)
use an iterative algorithm containing two different
classifiers: the content classifier that only looks at
the content of the message, and the context clas-
sifier that takes into account both the content and
contextual speech acts in the email thread struc-
ture. Other supervised approaches use classifiers
and sequence taggers with hand-crafted features
(Qadir and Riloff, 2011; Tavafi et al., 2013).

Jeong et al. (2009) use semi-supervised boost-
ing to induce informative patterns from labeled
spoken domains (MRDA, SWBD). Given a sen-
tence represented as a set of trees (dependency,
POS tags, n-grams), the boosting algorithm iter-
atively learns the sub-tree features. This approach
does not consider the dependencies between the
act types, something we successfully exploit in our
work. Also, we leverage labeled data from syn-
chronous conversations while adapting our model
to account for the domain shift. Joty and Hoque
(2016) use a bi-LSTM to encode a sentence, then
use a separate CRF to model conversational de-
pendencies. To learn an effective bi-LSTM model,
they use the MRDA meeting data; however, with-
out modeling the domain differences.
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The unsupervised methods use variations of
Hidden Markov Models (HMM) including HMM-
Topic (Ritter et al., 2010), HMM-Mix (Joty et al.,
2011), and Mixed Membership (Paul, 2012).

Several neural methods have been proposed
in recent years for SAR in synchronous con-
versations. Kalchbrenner and Blunsom (2013)
use a simple recurrent neural network (RNN) to
model sequential dependencies between act types
in phone conversations. They use a convolutional
network to compose sentence representations from
word vectors. Lee and Dernoncourt (2016) use
a similar model, but also experiment with RNNs
to compose sentence representations. Khanpour
et al. (2016) use a stacked LSTM to compose
word vectors into a sentence vector. Kumar et al.
(2018) also use a hierarchical LSTM-CRF. How-
ever, none of these methods were applied to asyn-
chronous conversations, where not much labeled
data is available. Also to the best of our knowl-
edge, no prior work attempted to do domain adap-
tation from the synchronous conversation, which
is our main contribution in this paper.

3 The Base Model
We use a bidirectional long short-term memory or
bi-LSTM (Hochreiter and Schmidhuber, 1997) to
encode each sentence into a vector representation.
Given an input sentence xi = (w1, · · · , wm) of
length m, we first map each word wt to its cor-
responding vector representation vt by looking up
the word embedding matrix. The LSTM recurrent
layer then computes a compositional representa-
tion zt at every time step t by performing nonlin-
ear transformations of the current input vt and the
output of the previous time step zt−1. The output
of the last time step zm is considered as the repre-
sentation of the sentence. A bi-LSTM composes a
sentence in two directions: left-to-right and right-
to-left, yielding a representation hi = [−→zm;←−zm],
where ‘;’ denotes concatenation. Similar to (Joty
and Hoque, 2016), we could use hi to classify sen-
tence xi into one of the speech act types using a
Softmax output layer. However, in that case, we
would disregard the discourse-level dependencies
between sentences in a conversation. To take con-
versational dependencies into account, we explore
two methods as we describe below.

3.1 Hierarchical LSTM
We consider a conversation as a sequence of utter-
ances (sentences). Given an input sequence of n

Figure 2: Hierarchical bi-LSTM-CRF model with do-
main adversarial training for speech act recognition.

sentences X = (x1, · · · ,xn), the sentence-level
bi-LSTM generates a sequence of n vectors H =
(h1, · · · ,hn). To consider interdependencies be-
tween sentences, we place another bi-LSTM layer
on top of H to connect the sentence vectors se-
quentially in both directions, and encode each sen-
tence within its left and right contexts. As shown
in Figure 2, the upper bi-LSTM combines the cur-
rent input hi with its previous hidden state −→u i−1
(resp., ←−u i+1) to generate a representation for the
current sentence −→u i (resp., ←−u i). The hierarchi-
cally encoded sentence vectors U = (u1, · · · ,un)
(where ui = [−→ui;←−ui]) are fed into a Softmax clas-
sifier for speech act classification.

p(yi = k|X,W, θ) = exp (wT
k ui)∑K

k=1 exp (wT
k ui)

where W are the classifier weights, and θ are the
parameters of the hierarchical LSTM encoder. We
train the model by minimizing the cross entropy:

Lc(W, θ) = −
n∑

i=1

K∑

k=1

yi,k log p(yi = k|X,W, θ)

with yi,k being the one-hot encoding of the label.

3.2 Hierarchical LSTM with CRF
The hierarchical LSTM (H-LSTM) captures con-
textual information by propagating information
through hidden layers, and has been shown to be
effective in similar tasks such as context encoding
in dialog systems (Serban et al., 2016). Despite
this, its modeling strength is limited compared
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to structured models that use global inference to
model consistency in the output, especially when
there are strong dependencies between output la-
bels (Collobert et al., 2011). Therefore, instead of
classifying sentences independently with a Soft-
max layer, our second method is to model them
jointly with a CRF layer (Lafferty et al., 2001).
For an input-output sequence pair (X,y), we de-
fine the joint probability distribution:

p(y|X) =
1

Z(U, A, V, θ)

n∏

i=1

ψn(yi|ui, V )︸ ︷︷ ︸
node factor

n∏

i=0

ψe(yi,i+1|A)︸ ︷︷ ︸
edge factor

where U = (u1, · · · ,un) is the hierarchically en-
coded sentence vectors as before, and ψn(yi =
k|ui, V ) = exp(V T

k ui) is the node-level score
with V being the weight matrix, ψe is the tran-
sition matrix parameterized by A, and Z(.) is the
global normalization constant that ensures a valid
probability distribution. The cross entropy loss for
the (X,y) sequence pair can be written as:

Lc(V,A, θ)=−
n∑

i=1

logψn(yi|ui, V )−
n∑

i=0

logAi,i+1+logZ

We use Viterbi decoding to infer the most probable
tag sequence for an input sequence of sentences,
y∗ = argmaxy p(y|X, V, A, θ). We will demon-
strate later in our experiments that a CRF layer
helps the H-LSTM to adapt quickly (i.e., with less
labeled data) to a target domain by exploiting the
tag dependencies in the source domain.

4 Adaptation Methods

The hierarchical models have many parameters.
Given enough training data, they should be able to
encode a sentence, capturing its syntactic and se-
mantic properties, and discourse-level dependen-
cies. However, when it comes to SAR in asyn-
chronous domains, not many large annotated cor-
pora are available. Because of the large number
of parameters, the models usually overfit when
trained on small datasets of asynchronous conver-
sations (shown in Sec. 6). We propose two solu-
tions to address this problem. Our first (simple but
effective) solution is to leverage large unlabeled
conversational corpus to learn better task-agnostic
word embeddings, and use it to initialize our mod-
els for better generalization. In the interests of co-
herence, we present this method in Section 5.

Our second solution is to leverage data from
synchronous domains for which large annotated

corpus is available (e.g., MRDA corpus). How-
ever, as we will see, simple concatenation of the
datasets is not quite effective in our case, be-
cause the conversations in synchronous and asyn-
chronous domains differ in their conversational
structures, modality (spoken vs. written), and vo-
cabulary usage. To get the best out of the available
synchronous domain data, we need to adapt our
models by explicitly modeling the domain shift.
More precisely, our goal is to adapt the hierarchi-
cal encoder so that it learns to encode sentence
representations U (i.e., features used for classi-
fication) that is not only discriminative for the
act classification, but also invariant across the do-
mains. We propose to use the domain adversarial
training proposed by Ganin et al. (2016).

Let DS = {Xp,yp}Pp=1 denote the set of P la-
beled training conversations in the source domain
(MRDA). We consider two adaptation scenarios.

(i) Unsupervised adaptation: In this scenario,
we have only unlabeled examples in the target do-
main (e.g., forum). Let DuT = {Xp}Qp=P+1 be the
set of (Q−P − 1) unlabeled training instances in
the target domain with Q being the total number
of training instances in the two domains.

(ii) Semi-supervised/supervised adaptation:
In addition to the unlabeled instancesDuT , here we
have access to some labeled training instances in
the target domain, DlT = {Xp,yp}Rp=Q+1, with R
being the total number of training examples in the
two domains. Depending on the amount of labeled
data in the target domain, this setting is referred to
as semi-supervised or supervised adaptation.

4.1 Unsupervised Adaptation

The dashed lines in Figure 2 show the extension
of our base model for adaptation. The input con-
versation X is sampled either from a synchronous
domain (e.g., meeting) or from an asynchronous
domain (e.g., forum). Our goal is to adapt the
H-LSTM encoder (parameterized by θ) to gener-
ate U such that it is not only informative for the
SAR task but also invariant across domains. Upon
achieving this, we can use the adapted encoder to
encode a target sentence, and use the source clas-
sifier (Softmax or CRF) to classify the sentences.

We achieve this by adding a domain discrimina-
tor (dashed lines in Figure 2), another neural net-
work that takes U as input, and tries to discrimi-
nate the domains of the input conversation X (e.g.,
meeting vs. forum). The output of the discrimina-
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tor is defined by a sigmoid function:

d̂ω = p(d = 1|ui, ω, θ) = sigm(wT
d hd) (1)

where d ∈ {0, 1} denotes the domain (1 for meet-
ing, 0 for forum), wd are the final layer weights of
the discriminator, and hd = g(Udui) defines the
hidden layer of the discriminator with Ud being
the layer weights, and g(.) being the activations.
We use cross entropy as the discrimination loss:

Ld(ω, θ) = −d log d̂ω − (1− d) log
(
1− d̂ω

)
(2)

The composite network has three players: the hier-
archical LSTM encoder, the classifier (Softmax
or CRF), and the domain discriminator. Dur-
ing training, the encoder and the classifier play a
co-operative game, while the encoder and the dis-
criminator play an adversarial game. The training
objective L(W, θ, ω) of the composite model is:

P∑

p=1

Lpc(W, θ)
︸ ︷︷ ︸

act classif (src)

−λ
[ P∑

p=1

Lpd(ω, θ)
︸ ︷︷ ︸
domain disc (src)

+

Q∑

p=P+1

Lpd(ω, θ)
︸ ︷︷ ︸

domain disc (tar)

]
(3)

where θ are the parameters of the encoder, W
are the classifier weights, and ω = {Ud,wd} are
the parameters of the discriminator.1 The hyper-
parameter λ controls the relative strength of the
act classifier and the discriminator. We learn θ that
optimizes the following min-max criterion:

θ∗ = argmin
W,θ

max
Ud,wd

L(W, θ, ω) (4)

Note that the updates of the shared encoder
for the two networks (classifier and discrimina-
tor) work adversarially with respect to each other.
Algorithm 1 provides pseudocode of our training
method. The main challenge in adversarial train-
ing is to balance the networks (Arjovsky et al.,
2017). In our experiments, we found the discrim-
inator to be weaker initially. To balance the two
components, we would need the error signals from
the discriminator to be fairly weak initially, with
full power unleashed only as the classification er-
rors start to dominate. We follow the weighting
schedule proposed in (Ganin et al., 2016, p. 21),
which initializes λ to 0, and then changes it grad-
ually to 1 as training progresses.

1For simplicity, we describe adaptation of the encoder
with Softmax output, but this generalizes naturally to CRF.

Algorithm 1: Adversarial training with SGD.
Input : Data DS , DuT , and batch size b
Output: Adapted model parameters θ, W
1. Initialize model parameters;
2. repeat

(a) Randomly sample b
2

labeled examples from DS
(b) Randomly sample b

2
unlabeled examples from

DuT
(c) Compute Lc(W, θ) and Ld(ω, θ)
(d) Set λ = 2

1+exp(−10∗p) − 1; p is the training
progress linearly changing form 0 to 1.

// Classifier & Encoder
(e) Take a gradient step for 2

b
∇W,θLc(W, θ)

// Discriminator

(f) Take a gradient step for 2λ
b
∇Ud,wdLd(ω, θ)

// Gradient reversal

(g) Take a gradient step for − 2λ
b
∇θLd(ω, θ)

until convergence;

4.2 Semi-supervised/supervised Adaptation
It is straight-forward to extend our adaptation
method to a semi-supervised/supervised setting.
Similar to the instances in the source domain, the
labeled instances in the target domainDlT are used
for act classification and domain discrimination.
The total training loss in this case is

L(W, θ, ω) =
P∑

p=1

Lpc(W, θ)
︸ ︷︷ ︸
act classif. (source)

+

R∑

p=Q+1

Lpc(W, θ)
︸ ︷︷ ︸

act classif. (target)

−

λ
[ P∑

p=1

Lpd(ω, θ)
︸ ︷︷ ︸
dom classif. (source)

+

R∑

n=P+1

Lpd(ω, θ)
︸ ︷︷ ︸
dom classif. (target)

]

where the second term is the classification loss
on the target dataset DlT , and the last term is the
discrimination loss on both labeled and unlabeled
data in the target domain.

5 Corpora

We now describe the datasets and the act tagset
that we use, and the conversational word embed-
dings that we learn from a large unlabeled corpus.

5.1 Labeled Datasets
As mentioned, asynchronous domains lack large
corpora that are annotated with a standard speech
act tagset. Jeong et al. (2009) annotated sentences
in TripAdvisor (TA) forum threads with the stan-
dard 12 act types defined in MRDA. They also
remapped the BC3 email corpus (Ulrich et al.,
2008) according to these tags. Subsequent studies
(Tavafi et al., 2013; Oya and Carenini, 2014; Joty
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Asynchronous Synchronous
TA BC3 QC3 MRDA

Total # of conversations 200 39 47 73
Avg. # of comments/conv 4.02 6.54 13.32 N.A
Avg. # of sentences/conv 18.56 34.15 33.28 955.10
Avg. # of words/sen 14.90 12.61 19.78 10.11

Table 1: Basic statistics about our corpora.

Asynchronous Synchronous
Tag Description TA BC3 QC3 MRDA

SU Suggestion 7.71 5.48 17.38 5.97
R Response 2.4 3.75 5.24 15.63
Q Questions 14.71 8.41 12.59 8.62
P Polite 9.57 8.63 6.13 3.77
ST Statement 65.62 73.72 58.66 66.00

Table 2: Distribution of speech acts in our corpora.

and Hoque, 2016) used these datasets but grouped
the 12 acts into 5 coarser classes. Joty and Hoque
(2016) also created a new dataset of QatarLiving2

forum threads called QC3.3 We use these three
asynchronous datasets in our experiments. For our
experiments on synchronous domains, we use the
MRDA meeting corpus that was also used in re-
lated studies (Jeong et al., 2009; Joty and Hoque,
2016). Tables 1 and 2 show some basic statis-
tics of the datasets and the tag distributions. Note
that the tagset used by us and other related studies
in asynchronous (written) conversation is differ-
ent from the one used in synchronous spoken con-
versations (Lee and Dernoncourt, 2016; Khanpour
et al., 2016; Kumar et al., 2018). The later tagset
contains acts like backchannel, filter and disrup-
tion that are more specific to speech.

The train-dev-test splits of the asynchronous
datasets are done uniformly at random at the con-
versation level. Since the asynchronous datasets
are quite small in size, to have a reliable test set,
we create the train:test splits with an equal number
of conversations (Table 3). Joty and Hoque (2016)
also created conversation level datasets to train and
test their CRF models. Their test sets however
contain only 20% of the conversations, providing
only 5 conversations for QC3 and BC3, and 20
for TA. Our experiments on these small test sets
showed unstable results for all the models. There-
fore, we use a larger test set (50%), and we report
more general results on the whole corpus based on
2-fold cross-validation, where the second fold was

2http://www.qatarliving.com/
3https://ntunlpsg.github.io/project/speech-act/

Train Dev. Test
Source MRDA 59 (50865) 6 (8366) 8 (10492)

Target
TA 90 (1667) 20 (427) 90 (1617)
QC3 20 (675) 7 (230) 20 (660)
BC3 16 (557) 7 (233) 16 (542)

Total 126 (2899) 34 (890) 126 (2819)

Table 3: Train, dev. and test sets for the datasets. Num-
bers in parentheses indicate the number of sentences.

# of Threads # of Tokens # of Words
W3C 23,940 21,465,830 546,921
TripAdvisor 25,000 2,037,239 127,333
Qatar Living 219,690 103,255,922 1,157,757

MRDA - 675,110 18,514
SWBD - 1,131,516 57,075

Table 4: Datasets and their statistics used for training
the conversational word embeddings.

created by interchanging the train and test splits in
Table 3. The same development set was used to
tune the hyperparameters of the models for exper-
iments on each fold. For experiments on MRDA,
we use the same train:test:dev split as in (Jeong
et al., 2009; Joty and Hoque, 2016).

5.2 Conversational Word Embeddings
One simple and effective approach to semi-
supervised learning is to use word embeddings
pretrained from a large unlabeled corpus. In our
work, we use generic off-the-shelf pretrained em-
beddings to boost the performance of our models.
In addition, we have also trained word embeddings
from a large conversational corpus to get more rel-
evant conversational word embeddings.

We use Glove (Pennington et al., 2014) to train
our word embeddings from a corpus that con-
tains 24K email threads from W3C (w3c.org),
25K threads from TripAdvisor, 220K threads from
QatarLiving, and all conversations from SWBD
and MRDA (a total of 120M tokens). Table 4
shows some statistics of the datasets used for train-
ing the conversational word embeddings. We
also trained skip-gram word2vec (Mikolov et al.,
2013), but its performance was worse than Glove.

6 Experiments

We followed similar preprocessing steps as Joty
and Hoque (2016); specifically: normalize all
characters to lower case, spell out digits and
URLs, and tokenize the texts using TweetNLP
(Gimpel et al., 2011). For performance compar-
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QC3 TA BC3 MRDA
SVMc-gl 16.96±0.00 20.17±0.00 17.20±0.00 31.47±0.00
FFNc-gl 48.29±0.25 61.36±0.21 39.58±0.26 71.12±0.13
FFNskip-th 50.80±1.21 61.44±0.92 47.67±0.74 71.73±0.48

B-LSTMrand 50.25±0.57 62.11±0.64 45.08±1.03 70.72±0.02
B-LSTMgl 53.21±0.77 63.23±0.80 49.04±0.90 72.23±0.18
B-GRUc-gl 60.50±0.36 67.23±0.76 55.45±1.05 72.04±0.35
B-LSTMc-gl 61.01±0.60 67.23±0.70 55.32±0.68 72.42±0.14
S-LSTMc-gl 56.70±0.58 62.28±1.23 52.31±0.86 71.32±0.28

H-LSTMc-gl 60.76±0.99 68.38±0.65 57.17±0.87 72.91±0.14
H-LSTM-CRFc-gl 59.83±1.27 68.10±0.68 56.37±0.61 72.77±0.17

Table 5: Macro-F1 scores for in-domain training.

ison, we use accuracy and macro-F1. Like other
related studies, we consider macro-F1 as the main
metric (more appropriate when class distributions
are imbalanced), and select our model based on
the best F1 on the development set. Due to space
limitations, we report only macro-F1 here. Please
refer to the Appendix for the accuracy numbers.

6.1 Experiments on In-domain Training

We first evaluate our base models on in-domain
datasets by comparing with state-of-the-art mod-
els. In the next subsection, we evaluate our adap-
tation method in the three adaptation scenarios.

Settings. To validate the efficacy of our model,
we compare it with two baselines: a Support Vec-
tor Machine (SVM) and a feed-forward network
(FFN). In one setting, we use the concatenated
word vectors as the input sentence representa-
tion, while in another, we use the pretrained skip-
thought vectors (Kiros et al., 2015). We also com-
pare our models with the bi-LSTM (B-LSTM)
model of Joty and Hoque (2016) and the stacked
LSTM (S-LSTM) of Khanpour et al. (2016).

We use the Adam optimizer (Kingma and Ba,
2014) with a learning rate of 0.001, and use
dropout to avoid over-fitting. We use the Xavier
initializer (Glorot and Bengio, 2010) to initialize
the weights, and uniform U(−0.05, 0.05) to ini-
tialize the word vectors randomly. For pretrained
word embeddings, we experiment with off-the-
shelf embeddings that come with Glove as well
as with our conversational word embeddings. For
both random and pretrained initialization, we fine-
tune our word embeddings on the SAR task.

We construct sequences from the chronological
order of the sentences in a conversation. Since
MRDA conversations are much longer compared
to those in asynchronous domains (955 vs. 18-34

sentences in Table 1), we split the MRDA con-
versations into smaller parts containing a maxi-
mum of 100 sentences.4 The number of epochs
and batch size were fixed to 30 and 5 (conver-
sations), respectively. We ran each experiment
5 times, each time with a different random seed,
and report the average of the (2-fold×5=10) runs
along with the standard deviation. Recently, Crane
(2018) show that the main source of variability in
results for neural models come from the random
seed, and the author has recommended to report
the distribution of results from a range of seeds.

Results. We present the results in Table 5. From
the first block of results, we notice that both SVM
and FFN baselines perform poorly compared to
other models that tune the word embeddings and
learn the sentence representation on the SAR task.

The second block contains five LSTM variants:
(i) B-LSTMrand, referring to bi-LSTM with ran-
dom initialization; (ii) B-LSTMgl, referring to bi-
LSTM initialized with off-the-shelf Glove embed-
dings; (iii) B-GRUc-gl, referring to bidirectional
Gated Recurrent Unit (Cho et al., 2014) initialized
with our conversational Glove; (iv) B-LSTMc-gl,
referring to bi-LSTM initialized with conversa-
tional Glove, and (v) S-LSTMc-gl, referring to a 2-
layer stacked LSTM with conversational Glove.5

From the results, we can make the following con-
clusions. First, B-LSTMrand overfits extremely on

4In a different setting, we created sequences by connect-
ing each non-initial comment with the initial comment gen-
erating many 2-comment sequences. This is considering the
fact that in many QA forums, users mostly answer to the
questions asked in the initial post. In our experiments on
in-domain training, we found this competitive with our ‘one
long-chain’ structure. However, the adaptation in this setting
was much worse because of the mismatch in discourse struc-
tures of synchronous and asynchronous conversations.

5Increasing the number of layers in S-LSTMc-gl did not
give any gain (see Table 2 in the Appendix).
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the asynchronous datasets, giving the worst results
among the LSTMs. Second, pretrained vectors
help to achieve better results, however, compared
to the off-the-shelf vectors, our conversational
word vectors yield much higher F1, especially,
in the asynchronous datasets that are smaller in
size (5 - 11% absolute gains). This demonstrates
that pretrained word embeddings provide an effec-
tive method to perform semi-supervised learning,
when they are learned from relevant datasets.

The last block shows the results of our models.
It is evident that both H-LSTM and H-LSTM-CRF
outperform other models in all the datasets except
QC3 where the difference is very small. They also
give the best F1 reported so far on MRDA, outper-
forming the B-LSTM models of Joty and Hoque
(2016) and S-LSTM model of Khanpour et al.
(2016). When we compare the two models, we
notice that H-LSTM outperforms H-LSTM-CRF
in all the datasets. A reason for this could be that
the contextual dependency is already captured by
the upper LSTM layer and the data may be too
small for the CRF to offer anything more.

6.2 Experiments on Domain Adaptation

Settings. We compare our adversarial adapta-
tion method with three baseline methods: Trans-
fer, Merge and Fine-tune. Transfer models are
trained on the source (MRDA) and tested on the
target (QC3, TA, BC3). Our adversarial unsu-
pervised adaptation method is comparable to the
transfer method as they use labeled data only from
the source domain. In Merge, models are trained
on the concatenated training set of source and tar-
get datasets. Fine-tune is a widely used adapta-
tion method for neural models (Chu and Wang,
2018). In this method, we first train a model on
the source domain until convergence, then we fine-
tune it on the target by training it further on the
target dataset. Both merge and fine-tune are com-
parable to our semi-supervised/supervised adap-
tation as these methods use labeled data from the
target domain. For semi-supervised experiments,
we take smaller subsets (e.g., 25%, 50%, and 75%
of the labeled data) from the target domain.

We also compare our method with Neural SCL
(Ziser and Reichart, 2017), which is another do-
main adaption method in the neural framework.
We used the implementation made available by
the authors.6 For training our adaptation models,

6https://github.com/yftah89/structural-correspondence-
learning-SCL

Method Model QC3 TA BC3

Transfer

SVM 17.78±0.00 20.44±0.00 17.85±0.00
FFN 46.91±0.00 56.30±0.00 46.74±0.00
S-LSTM 49.89±1.29 62.52±1.49 36.36±1.28
B-LSTM 50.50±0.91 65.47±0.62 35.92±0.62
H-LSTM 50.22±0.64 64.43±0.52 35.11±1.64
H-LSTM-CRF 50.83±0.70 63.80±0.81 34.45±1.42

Unsup.
adapt

Neural SCL 37.73±0.92 53.98±0.33 46.90±0.89
Adv-S-LSTM 43.36±1.44 48.51±0.51 42.05±0.21
Adv-B-LSTM 47.39±0.74 58.49±1.29 32.86±1.35
Adv-H-LSTM 46.53±1.48 52.90±1.20 31.36±1.91
Adv-H-LSTM-CRF 47.06±1.24 61.58±0.78 29.54±1.06

Merge
(50%)

S-LSTM 55.39±0.29 67.79±0.15 50.82±0.98
B-LSTM 55.08±0.67 68.99±0.35 51.05±0.60
H-LSTM 51.74±0.44 69.09±0.64 47.82±1.47
H-LSTM-CRF 50.92±0.48 68.66±0.12 48.58±0.59

Fine-tune
(50%)

S-LSTM 53.94±1.04 66.07±0.67 51.73±1.53
B-LSTM 54.81±0.48 68.43±0.51 52.26±0.82
H-LSTM 54.34±0.71 69.16±0.66 50.81±0.97
H-LSTM-CRF 54.97±0.87 69.91±0.53 51.42±1.24

Semisup.
adapt
(50%)

Neural SCL 41.46±0.75 58.85±0.27 48.32±0.19
Adv-S-LSTM 60.20±0.32 68.71±0.75 57.97±0.39
Adv-B-LSTM 58.57±0.80 66.51±0.81 54.39±1.28
Adv-H-LSTM 60.19±1.10 69.43±0.64 58.39±1.12
Adv-H-LSTM-CRF 61.81±0.63 70.34±0.62 59.43±1.41

Merge
(100%)

S-LSTM 59.18±1.40 66.93±1.70 54.87±1.47
B-LSTM 58.33±0.84 70.12±0.39 55.89±0.89
H-LSTM 59.85±0.57 70.40±0.41 57.19±0.87
H-LSTM-CRF 59.53±0.66 69.88±0.68 56.04±1.15

Fine-tune
(100%)

S-LSTM 56.67±0.85 67.41±0.34 56.40±0.44
B-LSTM 59.74±0.53 69.87±0.82 57.09±1.14
H-LSTM 60.12±0.44 70.96±0.61 58.09±1.03
H-LSTM-CRF 59.95±0.59 70.44±0.76 57.17±0.97

Sup.
adapt

Neural SCL 43.35±0.30 60.40±0.23 48.88±0.70
Adv-S-LSTM 61.15±0.48 70.33±0.66 59.19±0.67
Adv-B-LSTM 60.60±0.68 69.30±0.50 60.12±1.26
Adv-H-LSTM 63.10±0.83 72.82±0.59 60.38±1.07
Adv-H-LSTM-CRF 62.24±0.74 73.04±0.38 59.84±0.75

Table 6: Domain adaptation results on our datasets. All
models use conversational word embeddings. Results
are averaged over (2 folds×5) 10 runs.

we use SGD (Algorithm 1 in the Appendix) with
a momentum term of 0.9 and a dynamic learning
rate as suggested by Ganin et al. (2016).
Results. The adaptation results are shown in Ta-
ble 6. We observe that without any labeled data
from the target (Unsup. adap), our adversarial
adapted models (Adv-H-LSTM, Adv-H-LSTM-
CRF) perform worse than the transfer baseline in
all three datasets. In this case, since the out-of-
domain labeled dataset (MRDA) is much larger,
it overwhelms the model inducing features that
are not relevant for the task in the target do-
main. However, when we provide the models with
some labeled in-domain examples in the semi-
supervised (50%) setting, we observe about 11%
absolute gains in QC3 and BC3 over the corre-
sponding Merge baselines, and 7 - 8% gains over
the corresponding Fine-tune baselines. As we
add more target labels (100%), performance of
our adapted models (Sup. adap) improve further,
yielding sizable improvements (∼ 3% absolute)
over the corresponding baselines in all datasets.
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Figure 3: F1 with varying amount of target labels.

Also notice that our adversarial adaptation outper-
forms Merge and Fine-tune methods for all models
over all datasets, showing its effectiveness.

Figure 3 presents the F1 scores of our adapted
models with varying amount of labeled data in the
target domain. We notice that the largest improve-
ments for all three datasets come from the first
25% of the target labels. The gains from the sec-
ond quartile are also relatively higher than the last
two quartiles for TA and BC3. Another interesting
observation is that H-LSTM-CRF performs better
in unsupervised and semi-supervised settings (i.e.,
with less target labels). In other words, H-LSTM-
CRF adapts better than H-LSTM with small target
datasets by exploiting the tag dependencies in the
source. As we include more labeled data from the
target, H-LSTM catches up with H-LSTM-CRF.
Surprisingly, Neural SCL performs the worst. We
suspect this is due to the mismatches between
pivot features of the source and target domains.

If we compare our adaptation results with the
in-domain results in Table 5, we notice that us-
ing the same amount of labeled data in the target,
our supervised adaptation gives 3-4% gains across
the datasets. Our semi-supervised adaptation us-
ing half of the target labels (50%) also outperforms
the in-domain models that use all the target labels.

To further analyze the cases where our adapted
models make a difference, Figure 4 shows the con-
fusion matrices for the adapted H-LSTM and the
non-adapted H-LSTM on the concatenated test-
sets of QC3, TA, and BC3. In general, our clas-
sifiers get confused between Response and State-
ment, and between Suggestion and Statement the
most. We noticed similar phenomena in the hu-
man annotations, where annotators had difficulties

(a) Non-adapted H-LSTM

(b) Adapted H-LSTM

Figure 4: Confusion matrices on the combined test sets.

with these three acts. It is however noticeable that
the adapted H-LSTM is less affected by class im-
balance, and it can detect the Suggestion and Polite
acts more correctly than the non-adapted one.

7 Conclusion

We proposed an adaptation framework for speech
act recognition in asynchronous conversation. Our
base model is a hierarchical LSTM encoder with
a Softmax or CRF output layer, which achieves
state-of-the-art results for in-domain training.
Crucial to its performance is the conversational
word embeddings. We adapted our base model
with adversarial training to effectively leverage
out-of-domain meeting data, and to improve the
results further. A comparison with existing meth-
ods and baselines in different training scenarios
demonstrates the effectiveness of our approach.
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Abstract

Advances in the automated detection of of-
fensive Internet postings make this mechanism
very attractive to social media companies, who
are increasingly under pressure to monitor and
action activity on their sites. However, these
advances also have important implications as a
threat to the fundamental right of free expres-
sion. In this article, we analyze which Twitter
posts could actually be deemed offenses un-
der German criminal law. German law follows
the deductive method of the Roman law tradi-
tion based on abstract rules as opposed to the
inductive reasoning in Anglo-American com-
mon law systems. This allows us to show how
legal conclusions can be reached and imple-
mented without relying on existing court deci-
sions. We present a data annotation schema,
consisting of a series of binary decisions, for
determining whether a specific post would
constitute a criminal offense. This schema
serves as a step towards an inexpensive cre-
ation of a sufficient amount of data for auto-
mated classification. We find that the majority
of posts deemed morally offensive actually do
not constitute a criminal offense and still con-
tribute to public discourse. Furthermore, lay-
men can provide sufficiently reliable data to an
expert reference but are, for instance, more le-
nient in the interpretation of what constitutes a
disparaging statement.

1 Introduction

The Internet is frequently used for discussing a va-
riety of topics and an important medium for the ex-
change of opinions, considered crucial for healthy
democratic societies. However, the rough tone
in the Internet frequently leads to defamatory or
abusive comments in these discussions. The EU
has tried to tackle the problem by defining the

†Equal contribution.

term ‘illegal hate speech’.1 Additionally, in 2017,
the European Commission published a communi-
cation entitled ‘Tackling Illegal Content Online’
aiming for enhanced responsibility of online plat-
forms.2 Independently from these recent devel-
opments on the EU level, Germany adopted the
‘Network Enforcement Act’3 in 2017. The Act
provides for a regulatory framework for ‘illegal
content’4 on social network platforms like Twitter
or Facebook. It imposes the obligation on these
providers to delete illegal content upon notifica-
tion within seven days; in case of evidently illegal
content within 24 hours.5 From a practical point
of view, given the number of statements on social
media along with their possible notification, fea-
sibility and accuracy of the required legal assess-
ment becomes an important issue. Natural Lan-
guage Processing might thus provide the neces-
sary means to assist the legal assessment.

In this work, we investigate at which point
morally offensive statements in social media con-
stitute defamatory offenses under the German
Criminal Code (StGB)6, thus representing ‘ille-
gal content’ according to the Network Enforce-
ment Act and thereby triggering a deletion obli-
gation for platform providers.7 We analyze the le-
gal decision-making process to determine defam-

1Framework Decision 2008/913/JHA of 28 November
2008 on combating certain forms and expressions of racism
and xenophobia by means of criminal law and national laws
transposing it.

2COM(2017) 555 final.
3Netzwerkdurchsetzungsgesetz v. 1.9.2017
(BGBl. I S. 3352).

4See § 1(3) ‘rechtswidrige Inhalte’.
5See § 3(2)(2),(3) of the Act. It is however doubtful

whether these strict procedural requirements violate EU law,
namely Art. 3, Art. 14 e-Commerce Directive (2000/31/EC)
i.e. require acting ‘expeditiously’ after obtaining knowledge.

6Strafgesetzbuch v. 13.11.1998 (BGBl. I S. 3322).
7It is not guaranteed that a judge would necessarily arrive

at the same conclusion, but a lawyer’s expertise serves as a
strong indicator for potentially punishable conduct.
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atory offenses (§ 185 to § 187 StGB), which also
clarifies the tension between the right to honor
and the freedom of expression. Due to its addi-
tional complexity, we leave out incitement to ha-
tred against a national, racial, religious or ethnic
group or segments of the population (§ 130 StGB)
as an offense against public peace in this paper.
Furthermore, we investigate automated detection
of postings protected by the freedom of expression
in order to assist social media moderators. We fo-
cus in particular on the process of inexpensive and
scalable data annotation, as access to legal exper-
tise is a major bottleneck for providing a sufficient
amount of data for classifier training.

2 Related Work

An automated detection of Internet discourse in
which individuals or groups are verbally attacked
has been intensively investigated under a variety
of names, for instance: abusive language (Waseem
et al., 2017), ad hominem arguments (Habernal
et al., 2018), aggression (Kumar et al., 2018), cy-
berbullying (Xu et al., 2012; Macbeth et al., 2013),
hate speech (Warner and Hirschberg, 2012; Ross
et al., 2016; Del Vigna et al., 2017), offensive
language usage (Razavi et al., 2010), profanity
(Schmidt and Wiegand, 2017), threats (Oostdijk
and van Halteren, 2013) or socially unacceptable
discourse (Fišer et al., 2017).

The majority of the work focuses on the English
language with few exceptions for instance for Ger-
man (Ross et al., 2016), Dutch (Oostdijk and van
Halteren, 2013), Italian (Del Vigna et al., 2017)
or Slovene (Fišer et al., 2017). The dataset an-
notated in Fišer et al. (2017) is the only one that
includes a coarse-grained binary annotation cat-
egory indicating if an utterance violates Slovene
law. To the best of our knowledge, automatic de-
termination as to whether the (textual) content of
a posting constitutes a criminal offense has never
been previously attempted. Previous work focused
on detecting postings with socially unacceptable
content but without considering actual legal impli-
cations for freedom of expression.

Approaches that bring together Natural Lan-
guage Processing with the legal perspective are in
contrast significantly fewer, especially consider-
ing the fact that the legal evaluation depends on
the applicable legal regime. Previous work fo-
cused on predicting the outcome of court trials,
which all have in common that they derive their

data from a rather large set of court-provided in-
formation. Bruninghaus and Ashley (2003) works
on a combination of U.S. case law and normative
rules: they experiment with clustering and regres-
sion models for predicting the outcome of U.S.
cases. Katz et al. (2017) predicts U.S. supreme
court rulings by using a random forest classifier;
Kastellec (2010) investigates mappings from case
facts to court decisions as outcomes. Waltl et al.
(2017) predicts the outcome of decisions in Ger-
man tax law. Aletras et al. (2016) predicts de-
cisions of the European Court of Human Rights.
Deriving data from court decisions might be an
approach that is practical if relevant case law ex-
ists for the respective legal problem, which par-
ticularly makes sense from the perspective of the
Anglo-American common law system.8

3 Operationalising Legal Assessment

Unlike under Anglo-American common law, for
legal systems based on Roman law (‘civil law’
systems), the dogmatic perception of the respec-
tive legal disposition lies at the heart of legal
decision-making. Our approach thus differs from
the above-cited works by placing the focus on the
abstract concept of an existing legal norm. The ad-
vantage of our approach is therefore that we pur-
sue a solution to address legal problems by cre-
ating new data out of abstract legal rules, inde-
pendently of whether they have been decided by
a court. We rely solely on the Internet posting for
this consideration, which is the same information
available to moderators of social media platforms.
To build the bridge from legal thinking to a tech-
nical implementation, we start by analyzing the
legal requirements for social media content. We
find that the decision-making process to determine
criminal offenses can be formulated as a sequence
of binary decisions when applying the legal de-
pendencies between German criminal law and the
fundamental rights of the individual as shown in
Figure 1. The derived schema of binary decisions
is shown in Figure 2, which we will use in the
following section. We now turn to a discussion
and analysis of the legal decision process to clarify
how we derived this sequence of binary decisions.

8‘Common law’ refers to the Anglo-American legal sys-
tem that derives the law from judicial decisions, in contrast
to the ‘civil law’ system of continental Europe that focuses
on the abstraction of legal concepts in codified statutory law.
See: B.A. Garner (2001) A Dictionary of Modern Legal Us-
age (2nd, revised ed.) New York: OUP.
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defamatory conduct
→ disparaging statement
§ 185 (general) § 186, § 187 (special)
• value judgment
• untrue factual claim towards the victim

(on social media: § 186, 187 are special
because always towards third parties)

• untrue factual claim
• towards third parties

(on social media: always yes)
§ 186 § 187

fact that cannot be
proven to be true

untruth intended
and known

defamatory object
living individual

OR
specific group / collective

right to honor

scope of
protection

right to honor

interference

freedom of
expression

balancing of rights: 
right to honor ↔ freedom of 

expression
abusive insult
→ not protected by freedom of 

expression
topic of public interest
→ freedom of expression usually

outweighs the right to honor
→ usually not punishable
abusive criticism
→ right to honor usually outweighs

freedom of expression
→ usually punishable

fact true or untrue?

untrue factual claim not 
protected by freedom of

expression

taking of evidences by court
required

interference justfied?

§
19

3

defamatory offenses under German criminal law
(§§ 185, 186, 187 StGB)

fundamental 
rights

Figure 1: Conditions for defamatory offenses and fundamental rights’ background under German law

Scope So what constitutes ‘illegal content’ that
the Network Enforcement Act is targeting? The
legal definition of the term ‘illegal content’9 is re-
ferring to offenses stipulated in the German Crim-
inal Code. These references include, inter alia,
defamatory offenses in § 185 to § 187 StGB10

that cover the criminal punishment of insulting or
defamatory statements. Accordingly, if a state-
ment posted on social media fulfills the required
elements of these offenses, the provider has the
above-described obligation based on the Network
Enforcement Act to delete said statement upon
notification.11 For this paper, we exclude § 130

9See § 1(3) ‘rechtswidrige Inhalte’.
10§ 185: ‘insult’(Beleidigung), § 186: ‘defamation’ Üble

Nachrede) and § 187: ‘intentional defamation’ (Verleum-
dung). The reference to these defamatory offenses has
however been criticized in literature, see: Erbs/Kohlhaas,
Strafrechtliche Nebengesetze, 220. EL Juli 2018, § 1 Net-
zDG, Rn. 16-18.

11See § 3(2)(2),(3) of the Act.

StGB12, that covers incitement to hatred against a
national, racial, religious group or a group defined
by their ethnic origins, due to an additional com-
plexity of the assessment.

3.1 The Relevance of Fundamental Rights

To understand their elements in detail, it is cru-
cial to refer to the more general legal concept be-
hind these criminal offenses: as illustrated in Fig-
ure 1 the intention behind § 185 to § 187 StGB
is leading to the protection of the victim’s person-
ality right, namely their right to honor under the
German Constitution.13 It is this right that is po-
tentially at stake when social media users are dis-
seminating statements with third parties as poten-
tial victims.

12§ 130, ‘incitement to hatred’ (Volksverhetzung).
13Derived from Art. 2(1) and Art. 1(1) of the German

Constitution (Grundgesetz); BVerfGE 35, 202; E 54, 148,
155.
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Figure 2: Series of binary decisions for determining criminal offenses under German criminal law

3.2 Defamatory Object
Consequently, the scope of protection of § 185 to
§ 187 StGB follows the respective interpretation
of the right to honor. Thus, all three offenses share
the approach to the possible victim as a holder of
the right to honor: a living individual that might
be addressed by a name, personal pronoun or user-
mention as shown in Example 1.

(a) Are you kidding?
(b) John is this true?
(c) @user I don’t believe you.

Example 1: Addressing living individuals

A group of persons can be considered as a po-
tential victim if that group is distinguishable from
the general public such that every member of that
group could feel their honor is infringed as shown
in Example 2.14

(a) My school’s language teachers
are all idiots.

(b) The female students of this year’s
grad class are all dump.

Example 2: Addressing distinguishable group of
persons (highlighted in italic)

14BGHSt 19, 235, 238.

Consequently, only certain groups do qualify as
potential defamatory object. Example 3 illustrates
groups that would be too broad to be distinguish-
able from the general public.15

(a) All international conflicts are
caused by men.

(b) Refugees out!!

Example 3: Counterexamples for addressing too
unspecific or large groups

Collective entities such as governments or press
companies with a recognized social role and who
act with a collective, single will are included in the
right to honor as shown in Example 4.16

(a) The federal government is lying.
(b) I don’t like the Christian Democratic Party
(c) The New York Times got it all wrong.

Example 4: Addressing collective entities
(highlighted in italic)

We translate these conditions of § 185 to
§ 187 StGB into an either/or-question, respectively
whether either a living individual or a specific
group is an object of the respective statement.

15These groups may, however, still qualify as a potential
victim of ’incitement to hatred’ (§ 130).

16See § 194 StGB; BGHSt 6, 186, 191, 192.
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3.3 Defamatory Conduct

Disparaging Statement The next step in the
legal assessment is then the existence of insult-
ing or defamatory conduct with respect to the
above-mentioned object, in the form of an ex-
pressed disparaging statement. This requirement
is again shared by § 185 to § 187 StGB. It is al-
ready fulfilled by expressing contempt or disre-
spect through the allegation of shortcomings that
could reduce the victim’s social standing as shown
in Example 5.17

(a) John is an idiot.
(b) The government is lying.
(c) Minister M slept during the discussion.

Example 5: Disparaging statements

From the perspective of the underlying fun-
damental rights, it is this disparaging statement
which constitutes the interference with the poten-
tial victim’s right to honor. The existence of a dis-
paraging statement is implemented by a yes/no-
question.18

Value Judgment or Factual Claim? As simpli-
fied in Figure 1, the legal assessment then varies
between § 185 StGB as general disposition and
§ 186 and § 187 StGB with special rules and an
increased penalty range.

For the different scope of these dispositions, the
difference between the legal terms ‘value judg-
ment’ and ‘factual claim’ (i.e. the assertion of
facts, may they be true or untrue) is crucial. Value
judgments constitute expressions of personal opin-
ions as shown in Example 6:19

(a) Merkels decisions are bullshit.
(b) @user I don’t like you.

Example 6: Value judgments

A factual claim can be clearly classified as true
or untrue and is accordingly capable of proof as
shown in Example 7.20

17BGHSt 36, 145, 148.
18Regarding the mere expression of a statement, we as-

sume a yes-answer for statements published on social media
that are subject to this study, and therefore do not implement
this condition.

19BVerfGE 61, 1; for Twitter postings: OLG Karlsruhe,
24.10.2018, 6 U 65/18.

20RG 41, 193; 55, 131; BVerfGE 94, 8.

(a) I saw Mr. A buying drugs
yesterday evening.

(b) Minister M slept during the discussion.

Example 7: Factual claim

§ 185 StGB, stipulating the insult (‘Beleidi-
gung’), comprises value judgments and untrue fac-
tual claims, irrespective of their dissemination to-
wards third parties. § 186 and § 187 StGB on the
other side provide for special rules for the asser-
tion or dissemination of untrue facts, i.e. towards
third parties. As the publication of statements on
social media constitutes an ‘assertion’ or ‘dissem-
ination’, untrue facts - for our study - are only
treated by § 186, § 187 StGB. This reduces the
scope of § 185 StGB to value judgments only.

From the perspective of the right to honor, only
untrue factual claims may constitute a violation,
while the assertion of true facts is always cov-
ered by the freedom of expression.21 The distinc-
tion has consequences on the procedural level: be-
cause only the assertion of untrue facts violates
the right to honor, during criminal proceedings,
the court has to assess the truth by taking evi-
dence. A technical implementation of this assess-
ment would therefore require access to unlimited
knowledge that goes beyond the textual informa-
tion on which we work. Accordingly, we stop our
examination in case of a factual claim.22

3.4 Value Judgments: Balancing of Rights

As the distinction between value judgment and
factual claim is an alternative decision,23 we con-
tinue our implementation for value judgments. In
criminal proceedings, the court would have to con-
sider at this point once more fundamental rights:
value judgments - being not classifiable as untrue
or true - generally fall under the scope of the free-
dom of expression of the potential offender.24

In the German Criminal Code, this is reflected
by § 193 StGB: even if a statement falls under the
scope of said criminal offenses, it might still be

21BVerfGE 99, 185, 197; E 97, 381, 403.
22Consequently, we do not implement subsequent condi-

tions of § 186, § 187 StGB, as shown in Figure 1, respectively
whether facts cannot be proven to be true (§ 186 StGB) or
whether the untruth was intended and known (§ 187 StGB).

23Ambiguous statements that are based on facts, but are
overall characterized by a valuation of these facts, fall under
the category of ‘value judgments’.

24Art. 5(1)1 of the German Constitution (Grundgesetz).
According to Art. 5(2) the freedom of expression then again
is limited by the right to honor.
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justified based on § 193 StGB as exercise of legit-
imate interests. The most prominent example of
one of these conflicting interests is the offender’s
freedom of expression. On the constitutional level,
then, the decision of whether a social media post-
ing constitutes a punishable criminal offense and
leads to the platform provider’s deletion obliga-
tion can thus ultimately be perceived as a balanc-
ing between freedom of expression and the right
to honor.

Consequently, the court would have to balance
these concurrent rights depending on the case at
hand. But how could that balancing, usually com-
prising an evaluation of various factors, be car-
ried over to a technical implementation? Over the
years, German case law from the Federal Constitu-
tional Court has developed guidelines for this bal-
ancing to be considered by the judge, which take
the step of implying the typical outcome of the bal-
ancing. We implement these guidelines in three
yes/no-questions:25

Abusive Insult Statements that constitute break-
ing a taboo by themselves and intend only the
defamation of the victim without any substantiated
contribution are classified as ‘abusive insult’ (For-
malbeleidigung). According to settled case law,
these statements are already excluded from the
scope of freedom of expression.26 Consequently, a
justification based on § 193 StGB is, in this regard,
denied and the elements of § 185 StGB are ful-
filled along with a violation of the right to honor.
Given these severe consequences for free speech,
the German Constitutional Court has so far only
once approved a statement as constituting an ‘abu-
sive insult’ as shown in Example 8:27

A disabled person is called "cripple"

Example 8: Abusive insult

Topic of Public Interest For statements that
contain a contribution to the public discourse with
respect to a particular relevant topic of public in-
terest, the settled case law of the German Federal
Constitutional Court mandates a presumption in

25As illustrated in Figure 2, the judge would perform the
balancing freely based on all circumstances (which we do not
implement) if there is no ‘abusive insult’ and if ‘topic of pub-
lic interest’ and ‘abusive criticism’ are both yes or both no.

26Maunz/Dürig, Grundgesetz-Kommentar, 84. EL Au-
gust 2018, Art. 5 Abs. 1, Rn. 62.

27BVerfGE 86, 1, 45 ("Krüppel").

favor of free speech.28

Merkel prostitutes herself for the German
car industry costing tax payers

Example 9: Topic of public interest

Example 9 comments on the right to stay of
refugees, by this participating to the public de-
bate in Germany about refugees from Syria. Ac-
cordingly, such statements usually outweigh the
right to honor. They thus usually can be made,
justified as having a legitimate interest based on
§ 193 StGB, therefore usually not punishable.

Abusive Criticism Finally, as ‘abusive criti-
cism’ (Schmähkritik) settled case law has defined
statements that go beyond plausible criticism by
primarily intending to abusively offend the victim,
hereby neglecting a substantiated contribution.29

In Example 10, the statement:

Minister M, that asshole, is lying to all of
us!! noone has money to pay for this...

Example 10: No abusive criticism

despite the word ‘asshole’, still contributes to
the public discourse, which is why its primary pur-
pose is not (only) to abusively offend. Abusive
criticism thus usually leads to favoring the right to
honor over freedom of expression. Without justi-
fication pursuant to § 193 StGB, such statements
are therefore usually punishable.

4 Proof of Concept

In this section, we now use the schema in Figure 2
to annotate data and learn more about the reliabil-
ity of an automated classification.

4.1 Dataset

In order to legally assess social media postings, we
first need to annotate a corpus as a starting point
for an analysis. Randomly sampling postings from
the Internet is a possible strategy to collect data for
an annotation, but we would not have any certainty
that enough offending postings occur. Therefore,
we decide to use an existing corpus that has al-
ready been annotated for moral offensiveness. We
use the corpus provided by the GermEval shared

28BVerfGE 7, 198, 212.
29BVerfGE 61, 1, 12; E 82, 272 (284); for Twitter post-

ings: LG Berlin, 13.10.2012, 33 O 434/11.
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Agreement
Decision Acc Cohen’s κ

Living individual .985 .961

Specific group .940 .809

Disparaging .925 .867

Factual claim .925 .821

Abusive insult .925 .820

Of public interest .940 .855

Abusive criticism .866 .678

Joint-decision .821 .720

Table 1: Agreement between two legal experts on
two-hundred randomly selected postings

task for detecting offensive language usage (Rup-
penhofer et al., 2018). This dataset contains a mix-
ture of German Twitter postings with a focus on
German politics that are marked if the tweet is
considered morally offensive from the subjective
perception of the annotator. We work with a sub-
set of 1,100 postings from this corpus, two-thirds
of the postings (844) are marked as morally offen-
sive. This enables us to investigate which state-
ments commonly found in political debates are
protected by the freedom of expression and which
are not.

Annotation The reference annotation of these
postings is provided by a fully-qualified lawyer
of German law applying the schema in Figure 2.
We additionally received 200 postings from a sec-
ond fully-qualified lawyer in order to compute an
agreement score between the two legal experts,
which is shown in Table 1. We report accuracy
and Cohen’s κ (Cohen, 1960) for each decision
and show the agreement for a joint-decision where
we treat all decisions for a posting as a single de-
cision. The legal experts disagree slightly on the
assumption of abusive criticism. This is not sur-
prising as the evaluation of courts might differ in
different instances, especially regarding the bal-
ancing of interests in the case at hand.

Analysis Figure 3 shows the annotation results
of the postings marked as morally offensive. We
find that about half of the postings have to be cat-
egorized early on as not punishable for not con-
taining a defamatory object, i.e. no living individ-
ual addressed or the addressed group is too unspe-
cific. The remaining half is still to a large extent
usually not punishable, mostly because the posts
still contribute to a topic of public interest, despite

844 Tweets marked as
containing an offense

Third party
reference53% 

(587) 50%
(425)

(Usually) 
not 

punish-
able

39%
(333)

8%
(65)

1%
(12)

2%
(15)

yes

Not 
punish-

able

no
50% 
(419)

Factual
claim

Depends on 
individual 
circum-
stances

(Usually)
Punish-

able

Figure 3: Legal categorization of annotated Tweets
that were marked as containing an offense

of being disparaging. A small number of cases
are either factual claims that would require taking
evidence by the court or value judgments that do
not concern topics of public interest. Thus, de-
spite containing statements that may be deemed
morally offensive, the vast majority of statements
are legally acceptable, i.e. protected by the free-
dom of expression. The punishable cases often
contain insulting buzzwords such as slut, fat-ass
or scumbag when directed at a private individual,
not at a person of public interest. Furthermore,
punishable statements addressing a specific group
use more frequently offending comparisons or de-
scriptions but no typical single or two-word in-
sults. However, it is important to recall that the
dataset has a focus on political debates. Accord-
ingly, most statements tackle a topic of public in-
terest, and are thus considered usually not punish-
able granting a high degree of protection under the
freedom of expression.

This analysis also shows that shared tasks such
as OffensEval (Zampieri et al., 2019) tackle essen-
tially only one step in the legal assessment, namely
whether a statement is disparaging. Thus, they fall
short of valuing the freedom of expression, which
is in particular a problem for public discourse such
as political debates, where opinions are often ac-
companied by ‘bad’ language.

4.2 Automated Detection

For an automated detection, it would seem straight
forward to distinguish between punishable and not
punishable postings. This approach requires an
extremely large amount of data for each of the
two classes, which we do not have. The data dis-
tribution is skewed with the punishable class be-
ing extremely small, which makes this direct ap-
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Decision Acc Class F1

Living individual .794 Yes .685
No .847

Specific group .835 Yes .431
No .903

either of the above .744 Yes .775
No .702

D
ef

am
at

or
y

C
on

du
ct Disparaging .727 Yes .656

No .774

Factual claim .977 Yes .000
No .989

Abusive insult .984 Yes .000
No .992

Is of public interest .715 Yes .514
No .798

Abusive criticism .952 Yes .036
No .975

Table 2: Averaged 10-fold CV results for each
decision on 1,100 Tweets, using an LSTM

proach infeasible. Instead, we investigate how
well each of the binary decisions shown in Fig-
ure 2 can be learned independently, which has a
less skewed distribution. We use a bi-directional
LSTM (Hochreiter and Schmidhuber, 1997) for
classification.30 We use the 300-dimensional Ger-
man pre-trained word embeddings provided by
Grave et al. (2018), which are trained on the Ger-
man common crawl.

Table 2 shows averaged 10-fold CV results for
each decision point. We observe that the accuracy
is close to the underlying distribution of the two
classes. The classification of the defamatory ob-
ject has a mediocre performance. In particular, an
insufficient coverage of group names and names
of individuals in the dataset seem to be the main
cause as the no classes usually perform consider-
ably better than the yes classes. The classification
of the decisions under defamatory conduct follows
a similar trend. The few positive instances: factual
claim, abusive insult and abusive criticism prevent
a reliable distinction of these cases.

The next step would be to investigate how well
the classification works in sequence, i.e. contin-
uing the classification with the positively catego-
rized instances of the previous step. However, the
independent classification shows already that the
amount of data is insufficient. Therefore, we turn
next to the more pressing question of how to gen-
erate more data in a scalable way, especially with-
out relying on expensive legal experts as annota-
tors.

30We train 30 epochs, with 0.2 dropout and initialize using
Glorot, and ReLU as activation function.

5 Data Annotation by Laymen

A scalable annotation of more data requires that
laymen can be instructed in a way that enables
them to solve the task at hand. Laymen are readily
available, for instance via crowdsourcing but also
as student assistants who can be more cheaply em-
ployed than legal experts for annotating data.

Setup We compare the annotation performance
of both random crowd workers and student assis-
tants. The crowd workers and the student assis-
tants were required to speak German. We have
no information on the educational background of
the crowd workers, but we ensured that the student
assistants were not students of law-related sub-
jects. We prepared a simplified manual31 based
on Figure 2, which is supplemented with text
examples for each decision to guide the layman
through the annotation of each decision. We use
the crowdsourcing platform figure-eight.com to let
crowd workers and student assistants re-annotate
the 1,100 postings for which we have a reference
annotation by a legal expert. Each posting is an-
notated by three annotators.

The annotation results are shown in Table 3. It
is to be expected that some annotators will perform
better than others, but distinguishing the ‘good’
from the ‘bad’ is an additional challenge, which
we will not deal with here. Instead, we aggregate
the annotations of all participants in a voting-like
fashion, taking in each case the majority vote for
each decision.32 This provides us with an approxi-
mation of the average layman performance on this
task, which is the key information that we are in-
terested in.

Analysis The results show that student assis-
tants solve this task considerably better than crowd
workers. In particular, the recognition of refer-
ences to specific group poses the biggest chal-
lenges for crowd workers, which also explains
why this group performs much more poorly than
the student assistants. As shown in Figure 2, the
evaluation for a post ends if neither a living indi-
vidual nor specific group is addressed. If either
of the first two decisions is incorrect, an annotator
automatically makes up to five additional follow-
up errors. The student assistants applied the man-
ual considerably more consistently than the crowd

31github.com/Horsmann/NAACL-2019-legal
32We restrict the comparisons to postings for which we

have three votes of the respective sub-group.
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Crowd- Student
All users workers assistants

Decision Acc κ Acc κ Acc κ

Living individual .822 .628 .800 .555 .826 .655
Specific group .745 .357 .600 .192 .817 .502
Disparaging .649 .401 .475 .158 .765 .574
Factual claim .654 .381 .492 .131 .774 .577
Abusive insult .590 .285 .400 .005 .669 .436
Is of public interest .672 .263 .592 -.043 .691 .388
Abusive criticism .589 .161 .575 -.049 .530 .224

Joint-decision .357 .201 .175 .050 .383 .250

Table 3: Agreement between the reference annotation by a legal expert and the aggregated laymen annotations of:
all users (on 1,000 posts), only crowd-workers (on 402 posts) and only student assistants (on 390 posts). Results
for crowd-workers and student-assistants are limited to postings where all three votes per posting were provided
by users from the respective group.

workers, leading to fewer follow-up errors. Deter-
mining the referenced individual is also frequently
challenging when several Twitter users are refer-
enced by an at-mention, which introduces an un-
certainty that the statement might refer to one of
the linked users. We also find that the laymen tend
to apply a more lenient interpretation of what is
disparaging and consider many statements as non-
disparaging, i.e. already an allegation of short-
comings33, which could reduce the victim’s social
standing is disparaging in the legal sense.

The annotation results of the student assistants
are encouraging for obtaining sufficient training
data for a larger study on automated classification,
i.e. a correct automated classification of the first
two decisions would already be able to exclude
many cases that do not have to be deleted based
on the Network Enforcement Act.

6 Conclusion

We investigated which offenses found in German
political Tweets constitute defamatory offenses
under German criminal law, that social media op-
erators are obliged to delete under the Network
Enforcement Act. Following the dogmatic ap-
proach of civil law systems, we started with an
analysis of the legal framework for defamatory of-
fenses in the German Criminal Code along with
its foundations in the balancing between the po-
tential offender’s freedom of expression and the
potential victim’s right to honor. We derived from
this consideration a schema suited for data anno-

33e.g. I am not sure whether John knows what he’s doing.

tation consisting of a sequence of binary decisions
to determine if a statement constituted a defama-
tory offense, which we used for annotating data.
We find that the majority of the morally offensive
postings in our dataset still contribute to the pub-
lic discourse and are, hence, protected by the free-
dom of expression. We also investigated if laymen
can be instructed to use this annotation schema to
facilitate an inexpensive annotation of more data
for classifier training. We find that laymen suited
to the task can be found, but in particular the le-
gal notions of a specific group of persons and the
scope of what is considered disparaging are chal-
lenging for them.

In future work, we will investigate the useful-
ness of layman-annotated data for an automated
classification. Furthermore, we will expand our
work by investigating additionally the criminal of-
fense of incitement to hatred (§ 130 StGB) and its
implication on the freedom of expression.
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Abstract
We propose a novel attention network for doc-
ument annotation with user-generated tags.
The network is designed according to the hu-
man reading and annotation behaviour. Usu-
ally, users try to digest the title and obtain
a rough idea about the topic first, and then
read the content of the document. Present
research shows that the title metadata could
largely affect the social annotation. To bet-
ter utilise this information, we design a frame-
work that separates the title from the con-
tent of a document and apply a title-guided
attention mechanism over each sentence in
the content. We also propose two semantic-
based loss regularisers that enforce the output
of the network to conform to label semantic-
s, i.e. similarity and subsumption. We anal-
yse each part of the proposed system with t-
wo real-world open datasets on publication
and question annotation. The integrated ap-
proach, Joint Multi-label Attention Network
(JMAN), significantly outperformed the Bidi-
rectional Gated Recurrent Unit (Bi-GRU) by
around 13%-26% and the Hierarchical Atten-
tion Network (HAN) by around 4%-12% on
both datasets, with around 10%-30% reduction
of training time.

1 Introduction

Social annotation, or tagging, is a popular func-
tionality allowing users to assign “keywords” to
online resources for better semantic search and
recommendation (Vander Wal, 2007; Singer et al.,
2014; Gedikli and Jannach, 2014). Common so-
cially annotated textual resources include ques-
tions, papers, (micro-)blogs, product reviews, etc.
In practice, however, only a limited number of re-
sources is annotated with tags. Annotating a large
number of documents requires much cognitive ef-
fort and can be time-consuming. This has driven
research on document annotation based on exist-
ing tag sets (Belém et al., 2017; Nie et al., 2014).

Recent studies formalise the automated so-
cial annotation task as a multi-label classification
problem (Gibaja and Ventura, 2015) and apply
deep learning approaches (Li et al., 2016; Huang
et al., 2016; Hassan et al., 2018). A strong base-
line is the use of Bi-directional RNN (Schuster
and Paliwal, 1997) with GRU (Cho et al., 2014)
or LSTM (Hochreiter and Schmidhuber, 1997).
Another more recent improvement is achieved
through Hierarchical Attention Network (HAN)
(Yang et al., 2016) which discriminates importan-
t words and sentences from others, as adapted in
(Hassan et al., 2018) for annotation. These mod-
els, however, suffer from two issues: (i) simply s-
canning over the words and sentences, the models
do not fully mimic the way users read and anno-
tate documents, and (ii) semantic relations, simi-
larity and subsumption, among the labels are not
considered.

Our model focuses on simulating users’ read-
ing and annotation behaviour with attention mech-
anisms. The title of a document is highly abstract
while informative about the topics and has a direct
impact on users’ annotation choice (Lipczak and
Milios, 2010), showing high descriptive capacity
and effectiveness for annotation (Figueiredo et al.,
2013); the content provides complementary infor-
mation for annotation. Usually, users firstly read
the title, and based on their understanding of the
title, proceed to the content of the document. To
simulate this behaviour, we propose an attention
network with separated inputs (title and content)
and parallelled attention layers at both the word-
level and the sentence-level. One major distinction
to previous approaches is to represent the content
with a title-guided attention mechanism; this en-
ables the network to discriminate among sentences
based on its understanding of the title.

In addition, in the social context, users tend
to annotate documents collectively with tags of
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various semantic forms and granularities (Peters,
2009; Heymann and Garcia-Molina, 2006). One
challenging issue is how to exploit the relation-
s among labels (user-generated tags) (Zhang and
Zhou, 2014; Gibaja and Ventura, 2015) to improve
the learning performance. Among neural network
based methods, a recent attempt is to initialise
weights for dedicated neurons in the last layer to
memorise the label relations (Kurata et al., 2016;
Baker and Korhonen, 2017), however, the limita-
tion is the large number of neurons to be assigned,
making it inefficient (or inapplicable) for system-
s with large number of labels. To incorporate the
label semantics inferred from the data or from ex-
ternal knowledge bases into the network, we de-
sign two loss regularisers, for similarity and sub-
sumption relations, respectively. The regularisers
enforce the output layer of the network to satisfy
the semantic constraints of the labels.

2 Proposed Method

We propose a parallelled two-layered attention
network that simulates users’ reading and anno-
tation behaviour for document annotation. The
proposed Joint Multi-label Attention Network (J-
MAN) approach is depicted in Figure 1. The mod-
el inputs the title and content separately into t-
wo Bidirectional-RNNs with word-level attention
and sentence-level attention mechanisms to cap-
ture the important words and sentences. Each
target is a multi-hot (as opposed to an one-hot)
representation of the labels in the label set yd ∈
{0, 1}|T |, where T is a list all labels, “1” indi-
cates that a label appears in the label set of the
document d, “0” otherwise. In Figure 1, attention
mechanisms are indicated with dotted edges. One
key distinction from the HAN model (Yang et al.,
2016) is the title-guided sentence-level attention
that models the reading order for annotation (the
dotted edges linking ct and cta). The output lay-
er sd = σ(Wccd + bc), activated with the sigmoid
function σ, is further constraint by two loss regu-
larisers, emphasising two types of label relations,
similarity and subsumption, respectively.

For the RNN encoder, we apply the Gated Re-
current Unit (GRU) which can capture long ter-
m dependencies and is usually more time-efficient
than LSTM (Hochreiter and Schmidhuber, 1997)
in training. The Bidirectional-GRU (Bi-GRU) en-
coder (Cho et al., 2014) concatenates the hidden
states generated from two GRUs, one reading the

Figure 1: The Proposed Joint Multi-label Attention
Network (JMAN) for Social Text Annotation

words (or sentences) forward and the other reading
them backwards. This helps form a more complete
understanding of the current word (or sentence).

2.1 Hierarchical Attention

Hierarchical Attention captures the structure of
a document by a word-level attention on each
word’s hidden state to create a sentence represen-
tation, then a sentence-level attention to form a
content representation (Yang et al., 2016). The
attention coefficients are computed based on the
dot product between a non-linearly transformed
weight vector of the hidden state and an “infor-
mative” vector, which encodes “what is the most
informative word (or sentence)” in the sequence.
This “informative” vector is commonly treated as
a sequence of weights (Yang et al., 2016; Kumar
et al., 2018; Hassan et al., 2018), trained along
with other weights in the network. We applied par-
allelled word-level attention on the title and each
sentence in the content. The attention coefficient
and the final representation of a sequence is cal-
culated as (taking words in title as an example):

ct =
∑

i

αihi =
∑

i

exp(vwt • vi)∑
j exp(vwt • vj)

hi (1)

where vi = tanh(Wthi + bt) is the output of a
fully-connected layer of the hidden state hi for
each word in the title, vwt is the “informative” vec-
tor for titles, and ct is the resulting title represen-
tation. We can compute each sentence representa-
tion cs and the content representation ca in a simi-
lar manner (see Figure 1).

2.2 Title-guided Sentence-level Attention

The attention mechanisms above do not capture
the interaction between the title and content of the
document. Title represents highly abstract while
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important information about the topics of a docu-
ment. Selection of the important sentences in the
content should conform to the document’s general
topic, e.g. title. We can thus model the title-guided
sentence-level attention as:

cta =
∑

r

αrhr =
∑

r

exp(ct • vr)∑
k exp(ct • vk)

hr (2)

where vr = tanh(Wshr + bs) is a fully connected
layer with the hidden state of the rth sentence hr
as input and ct is the title representation obtained
from Equation 1.

Guiding sentence reading through title repre-
sentation facilitates content understanding, but
may lead to an overemphasis on the title in the an-
notation. In fact, the content itself, carrying more
terms, conveys detailed information not covered
by the title and may help suggest further tags for
annotation (Figueiredo et al., 2013). We thus con-
catenate the title guided content representation cta
and the content representation ca from the original
sentence-label attention, to form a more compre-
hensive representation of the content. The final
content representation is then concatenated with
the title representation cd = [ct, cta, ca]. In the
experiment, we will show the effectiveness of this
design against several variations of the model.

2.3 Semantic-based Loss Regularisers
Users tend to annotate documents collectively
with semantically related tags. Two major seman-
tic relations in user-generated tags are similarity
and subsumption (Stock, 2010; Peters, 2009). To
deal with this label correlation issue, we propose
two loss regularisers jointly learned with the bina-
ry cross entropy loss function. The intuition is that
the output values of the neural network sd, having
the dimensions as the label space |T |, should satis-
fy semantic relations among labels. Such relations
can be inferred from the label sets or observed in
external knowledge bases. The whole joint loss is
defined as L = LCE + λ1Lsim + λ2Lsub. LCE
is the binary cross entropy loss adopted for multi-
label text classification (Nam et al., 2014). Lsim
and Lsub are defined as:

Lsim =
1

2

∑

d

∑

(j,k)|Tj ,Tk∈yd

Simjk|sdj − sdk|2

Lsub =
1

2

∑

d

∑

(j,k)|Tj ,Tk∈yd

SubjkR(sdj)(1−R(sdk))

(3)

where yd is the label set (annotated tags) of the
document d. T is a list of all labels, where j and k

are the indices of the list T , corresponding to the
indices of nodes sdj and sdk in the output layer sd.
R() is the rounding function for binary prediction,
R(sdj) = 0 if Sdj < 0.5, otherwise R(sdj) = 1.

The similarity matrix Sim ∈ (0, 1)|T |∗|T | indi-
cates pairwise similarity between labels, the larg-
er the value of Simjk, the more similar the la-
bels Tj and Tk are. Each element Subjk in the
subsumption matrix Sub ∈ {0, 1}|T |∗|T | indicates
whether the label Tj is a child label of Tk. Both
the Sim and Sub matrix can be inferred from the
training data or from external knowledge bases be-
fore training. In implementation, Sim (if thresh-
olded) and Sub can be treated as sparse matrix to
reduce computational complexity. We also used
an adapted version of the loss regularisers in mini-
batch training (the same set of label pairs that co-
occurred within all documents in the same batch)
to further to reduce computational complexity.

The rationale is that the less the difference of the
two outputs of the similar labels is, the lower the
Lsim. On the contrary, for output values not re-
flecting the label similarity, i.e. large |sdj − sdk|2
when Simjk is close to 1, the error will be pe-
nalised with higher Lsim.

Given a document and a subsumption pair of la-
bels, if the child label is used for annotation, its
parent label has a relatively higher chance being
used as well. In Lsub, if a subsumption relation
< Tj → Tk > presents in the label set yd, the case
that the parent label Tk is predicted as false, i.e.
R(sdk) = 0, when its child label Tj is predicted
as true, i.e. R(sdj) = 1, will be penalised. Such
a case will result in a positive penalty, while the
penalty will be 0 in all other cases.

Thus, Lsim constrains similar labels to have
similar outputs, while Lsub reinforces each co-
occurring subsumption pair to satisfy the depen-
dency of the parent label on the child label.

3 Experiments

3.1 Datasets

We evaluate our proposed approach for automat-
ed social annotation on two representative open
datasets in social tagging, Bibsonomy1 (academ-
ic publication annotation) and Zhihu2 (general do-
main social question annotation). For Bibsono-
my, we used the cleaned dataset from (Dong et al.,

1
https://www.kde.cs.uni-kassel.de/bibsonomy/dumps

2
https://biendata.com/competition/zhihu/
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Bibsonomy Precision Recall F1 Score Time/Fold
Bi-GRU .522±.020∗ .217±.016∗ .306±.019∗ 1480±92s
HAN .572±.008∗ .246±.012∗ .344±.013∗ 1164±52s
JMAN-s-tg .591±.010 .269±.006∗ .370±.007∗ 1075±87s
JMAN-s-att .586±.009 .269±.005∗ .369±.006∗ 968±81s
JMAN-s .586±.004 .282±.005 .380±.005 894±55s
JMAN .592±.009 .284±.006 .384±.007 1044±73s
∗ Paired t-tests at 95 percent significance level against the JMAN model.

Table 1: Comparison Results on the Bibsonomy dataset

Zhihu Precision Recall F1 Score Time/Fold
Bi-GRU .238±.011∗ .154±.009∗ .187±.010∗ 1455±69s
HAN .257±.012 .167±.010∗ .203±.011∗ 1387±78s
JMAN-s-tg .257±.005 .175±.003∗ .208±.006∗∗ 1220±81s
JMAN-s-att .254±.007∗∗ .174±.005∗ .207±.005∗ 1275±99s
JMAN-s .257±.008 .177±.005 .210±.007 1147±44s
JMAN .260±.006 .179±.003 .212±.004 1135±52s
∗ Paired t-tests at 95 percent significance level against the JMAN model.
∗∗ Paired t-tests at 90 percent significance level against the JMAN model.

Table 2: Comparison Results on the Zhihu dataset

2017) and further selected the tags related to Com-
puter Sciences according to the ACM Computing
Classification System3 and selected the document
that have both title and abstract (content); for Zhi-
hu, we randomly sampled around 100,000 ques-
tions from the original data dump.

The cleaned Bibsonomy dataset has 12,101 doc-
uments, 17,619 vocabularies and 5,196 labels; the
average number of labels per document is 11.59.
The sample Zhihu dataset has 108,168 documents
(questions), 62,519 vocabularies and 1,999 labels;
the average number of labels per document is 2.45.

3.2 Implementation Details

To calculate Sim, we used cosine similarity, nor-
malised to between 0 and 1, of self-trained skip-
gram embedding (Mikolov et al., 2013) on all la-
bel sets in each dataset. To obtain Sub, about sub-
sumption relations, for Bibsonomy, we resorted to
an external knowledge source Microsoft Concept
Graph4 for label mapping and semantic ground-
ing; for Zhihu, we used the provided crowd-
sourced label subsumption relations. We tuned the
λ1 and λ2 in L based on 10-fold cross-validation5.

We implemented the proposed Joint Multi-label
Attention Network (JMAN) model in Figure 1

3
https://www.acm.org/publications/class-2012

4
https://concept.research.microsoft.com/Home

5λ1, λ2 were tuned to 1e-4, 1e-1 for Bibsonomy and 1e-3,
1e-1 for Zhihu, respectively.

on Tensorflow (Abadi et al., 2016) along with
the baselines6 based on brightmart’s implemen-
tation7 of TextRNN and HAN under the MIT li-
cense. Two strong baselines were chosen Bi-GRU
(Schuster and Paliwal, 1997; Cho et al., 2014) and
HAN (Yang et al., 2016; Hassan et al., 2018).
Several variations of JMAN were also consid-
ered: (i) JMAN-s, the proposed model without
semantic-based loss regularisers; (ii) JMAN-s-tg,
the proposed model without semantic-based reg-
ularisers and title guided sentence-level attention,
cd = [ct, ca]; (iii) JMAN-s-att, the proposed mod-
el without semantic-based regularisers and the o-
riginal sentence-level attention, cd = [ct, cta].

We optimised the joint loss L using the Adam
optimiser (Kingma and Ba, 2014) and set the num-
ber of hidden units as 100, learning rate as 0.01
and dropout rate as 0.5 (Srivastava et al., 2014)
for all models. The batch sizes for Bibsonomy
and Zhihu were set as 128 and 1,024, respectively.
The sequence lengths of the title (also the length of
each sentence) and the content were padded to 30
and 300 for Bibsonomy and 25 and 100 for Zhi-
hu. Non-static input embedding for the title and
the sentences were initialised as 100-dimension
self-trained skip-gram embedding (Mikolov et al.,

6Our code and datasets are available at https://github.
com/acadTags/Automated-Social-Annotation.

7
https://github.com/brightmart/text_

classification
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2013). We decayed the learning rate by half when
the loss on validation set increased and set an ear-
ly stopping point when learning rate is below 2e-
5. All experiments were run on a GPU server, N-
VIDIA GeForce GTX 1080 Ti.

3.3 Results

We report the mean and the standard deviation
of the testing results on models trained with 10-
fold cross-validation. The cleaned user-generated
tags, i.e. labels, for each dataset were taken as the
ground truth and the widely used example-based
metrics, Precision, Recall and F1 score (God-
bole and Sarawagi, 2004; Tsoumakas et al., 2010;
Zhang and Zhou, 2014), were adopted. The aver-
age training time per fold was also recorded.

The results with respect to the two datasets are
presented in the Table 1 and 2 respectively. Our
proposed JMAN model significantly outperforms
Bi-GRU and HAN. In terms of F1, with the Bib-
sonomy dataset, the proposed JMAN model pro-
vides a 7.8% absolute increase (by 25.5%) over
Bi-GRU and 4.0% (by 11.6%) over HAN; on the
Zhihu dataset, our model is 2.5% absolutely (by
13.4%) better than Bi-GRU and 0.9% (by 4.4%)
than HAN. This is mostly attributed to the boost
of recall through modeling the title metadata and
the title-guided attention mechanism. The JMAN
model also converges (“understands”) much faster
than HAN with around 10.3% (for Bibsonomy)
and 18.2% (for Zhihu) less training time per fold
and converges even faster than Bi-GRU (by 29.5%
and 22.0% for the Bibsonomy and Zhihu dataset
in terms of training time, respectively). Recal-
l and F1 score drop significantly, with training
time increased, when the title-guided or the orig-
inal sentence-level attention is removed. Adding
semantic-based loss regularisers further boosts the
precision, recall and F1 of the model.

We also noticed that, compared to the results on
the Bibsonomy dataset, the improvement on the
Zhihu dataset with the proposed model is less sig-
nificant. This may be related to the characterstics
of the dataset: Zhihu has shorter texts (padded to
1/3 of the Bibsonomy dataset), more vocabularies
(over 3 folds), less number of labels (about 40%)
and less average number of labels per documen-
t (about 1/5) than the Bibsonomy dataset. This
would warrant further study on the datasets and
on validating the model with datasets from other
social media platforms.

4 Conclusion

We proposed a parallelled two-layer attention net-
work for text annotation based on user-generated
tags. It models the behaviour how human user-
s read and understand document with the title-
guided attention mechanism and leverages label
semantics through two loss regularisers to con-
strain the network outputs. Experimental results
show the effectiveness of this method with superi-
or performance and training speed. This system
can be applied to various types of social media
platforms to support document organisation.

Future studies will explore the possibility of ap-
plying the title-guided attention mechanism to oth-
er large datasets on major social media platforms.
It is also interesting to see whether the semantic-
based loss regularisers can be adapted to improve
the performance of the recent pre-trained transfer-
able deep learning models, such as the Bidirec-
tional Encoder Representations from Transform-
ers (BERT) (Devlin et al., 2018).
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Abstract

The advent of micro-blogging sites has paved
the way for researchers to collect and analyze
huge volumes of data in recent years. Twit-
ter, being one of the leading social network-
ing sites worldwide, provides a great oppor-
tunity to its users for expressing their states
of mind via short messages which are called
tweets. The urgency of identifying emotions
and sentiments conveyed through tweets has
led to several research works. It provides a
great way to understand human psychology
and impose a challenge to researchers to ana-
lyze their content easily. In this paper, we pro-
pose a novel use of a multi-channel convolu-
tional neural architecture which can effectively
use different emotion and sentiment indicators
such as hashtags, emoticons and emojis that
are present in the tweets and improve the per-
formance of emotion and sentiment identifi-
cation. We also investigate the incorporation
of different lexical features in the neural net-
work model and its effect on the emotion and
sentiment identification task. We analyze our
model on some standard datasets and compare
its effectiveness with existing techniques.

1 Introduction

Social networking sites (e.g., Twitter) have be-
come immensely popular in the last decade.
User generated content (e.g., blog posts, statuses,
tweets etc.) in social media provides a wide range
of opinionated, emotional and sentimental con-
tent which gives researchers a massive data source
to explore. For example, Twitter, being one of
the leading social networking giants, provides an
online environment that allows people of various
backgrounds and locations to share their opinions
and views on different matters. As of July 2018,
over 500 million tweets are sent per day having
over 300 million monthly active users.1

1http://www.internetlivestats.com/twitter-statistics/

There is often a misconception about senti-
ments and emotions as these subjectivity terms
have been used interchangeably (Munezero et al.,
2014). Munezero et al. (2014) differentiate these
two terms along with other subjectivity terms and
provide the computational linguistics community
with clear concepts for effective analysis of text.
While sentiment classification tasks deal with the
polarity of a given text (whether a piece of text
expresses positive, negative or neutral sentiment)
and the intensity of the sentiment expressed, emo-
tion mining tasks naturally deal with human emo-
tions which in some end purposes are more de-
sirable (Ren and Quan, 2012; Desmet and Hoste,
2013; Mohammad et al., 2015). Detecting emo-
tion and sentiment from noisy twitter data is re-
ally challenging due to its nature. Tweets tend to
be short in length and have a diverse vocabulary
making them harder to analyze due to the limited
contextual information they contain. In this study,
we are interested in tackling these two tasks with a
novel use of a single neural network architecture.

A number of emotion theories are available
which suggest different sets of basic emotions. In-
terestingly, joy, sadness, anger, fear and surprise
are common to all. To the best of our knowledge,
the model suggested by Ekman (1999) is the most
broadly used emotion model. In this study, we use
Ekman’s basic emotions together with other sets
of emotions (Plutchik, 1984; Shaver et al., 1987).

In early textual emotion mining and sentiment
analysis research, the usefulness of using ex-
ternal lexicons along with predefined rules has
been demonstrated (Aman and Szpakowicz, 2008;
Neviarouskaya et al., 2007; Bandhakavi et al.,
2017; Thelwall et al., 2010; Gilbert, 2014). Aman
and Szpakowicz (2008) used Roget’s Thesaurus
along with WordNet-Affect for fine-grained emo-
tion prediction from blog data. Bandhakavi et al.
(2017) propose a unigram mixture model (UMM)
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Figure 1: Overview of the MC-CNN model

to create a domain-specific lexicon which per-
forms better in extracting features than Point-wise
Mutual Information and supervised Latent Dirich-
let Allocation methods. Neviarouskaya et al.
(2007) propose a rule-based system which can
handle informal texts in particular. They built
a database of abbreviations, emoticons, affect
words, etc., in which each entry is labeled with an
emotion and its intensity. Thelwall et al. (2010)
propose an algorithm, SentiStrength, which uti-
lizes a dictionary of sentiment words associated
with strength measures to deal with short informal
texts from social media. Gilbert (2014) propose
VADER, a rule-based model for sentiment analy-
sis. They built a lexicon which is specially attuned
to microblog-like contexts and their model out-
performs individual human raters. More recently,
deep learning models have proven to be very suc-
cessful when applied on various text-related tasks
(Kim, 2014; Kalchbrenner et al., 2014; dos San-
tos and Gatti, 2014; Tai et al., 2015; Wang et al.,
2016; Felbo et al., 2017; Abdul-Mageed and Un-
gar, 2017). Kim (2014) showed the effective-
ness of a simple CNN model that leverages pre-
trained word vectors for a sentence classification
task. Kalchbrenner et al. (2014) propose a dy-
namic CNN model using a dynamic k-max pool-
ing mechanism which is able to generate a fea-
ture graph which captures a variety of word rela-
tions. They showed the efficacy of their model by
achieving high performances on binary and multi-
class sentiment classification tasks without any

feature engineering. dos Santos and Gatti (2014)
propose a deep CNN model that uses both charac-
ter and word-level information allowing them to
achieve state-of-the-art performance on both bi-
nary and fine-grained multi-class sentiment clas-
sification for one of the twitter datasets. Tai et al.
(2015) propose a Tree-LSTM model which cap-
tures syntactic properties in text. Their model per-
forms particularly well on sentiment classification.
Wang et al. (2016) propose a regional CNN-LSTM
model for dimensional sentiment analysis. Their
proposed model computes valence-arousal ratings
from texts and outperforms several regression-
based methods. Felbo et al. (2017) propose a bi-
directional LSTM model with attention showing
that their model learns better representations when
distant supervision is expanded to a set of noisy la-
bels. Abdul-Mageed and Ungar (2017) also used
distant supervision to build a large twitter dataset
and proposed a Gated Recurrent Neural Network
model for fine-grained emotion detection.

The recent success of neural based models mo-
tivated us to take a different look at the sentiment
and emotion prediction from the noisy twitter data
task. Compared with sequential models, CNN
models train relatively faster and seem to work
very well on noisy data such as tweets which are
grammatically error-prone. We decided to work
with CNN models after our initial experiments
suggested that they perform comparatively better
than a simple BiLSTM model on twitter dataset.
We address the following questions in this paper:
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• Can CNN models be used in a way that can
improve the performance of detecting emo-
tion and sentiment from noisy Twitter data?

• How important are hashtag words, emoticons
and emojis as predictors of emotion and sen-
timent in micro-blogging sites? How can we
encode them in a multi-channel convolutional
neural network?

• How can we add external features to a CNN
model effectively?

The remainder of the paper is organized as fol-
lows: We describe our model architecture in detail
in Section 2. In Section 3, we describe the datasets
and lexicons used in our experiments. As well, we
describe the experimental setup required for work-
ing with Twitter data. In Section 4, we discuss the
results from our experiments. In Section 5, we dis-
cuss our findings with particular attention paid to
answering the above questions. Finally, in Section
6, we give a summary of our work followed by our
remarks on future studies.

2 Multi-channel CNN Model

We represent the architecture of our model in
Fig. 1. The model consists of an embedding layer
with two channels, a convolution layer with dif-
ferent kernel sizes and multiple filters, a dropout
layer for regularization, a max pooling layer, mul-
tiple hidden layers and a softmax layer. We now
describe each of these layers in detail.

2.1 Embedding Layer

In this layer, two embedding matrices, the Tweet
Matrix and the Hash-Emo Matrix, are passed
through two different channels of our convolu-
tional neural network. The first matrix represents
a particular tweet. Each tweet ti consists of a se-
quence of tokens w1,w2, . . . ,wni . L1 is the maxi-
mum tweet length. The height of the Tweet Matrix
is L1. Short tweets are padded using zero padding.

In the Tweet Matrix, every word is represented
as a d-dimensional word vector. Since tweets are
usually noisy, short in length, and have differ-
ent kinds of features other than text, it’s useful
to have a word embedding specially trained on a
large amount of Tweet data (Tang et al., 2014).
Previous research (Collobert et al., 2011; Socher
et al., 2011) has shown the usefulness of using pre-
trained word vectors to improve the performance

of various models. As a result, in our experiments,
we have used the publicly available pre-trained
GloVe word vectors for Twitter by (Pennington
et al., 2014a). The word vectors are trained on 27B
word tokens in an unsupervised manner.

In this layer, we also pass another matrix called
the Hash-Emo Matrix through a different chan-
nel in our network. This matrix is composed of
three different sets of features: hashtags, emoti-
cons and emojis. These are considered as dis-
tinguishable traits to showcase one’s mood (Zhao
et al., 2012). People like to use hashtags to ex-
press their emotional state through various micro-
blogging sites (e.g., Twitter) (Qadir and Riloff,
2014). Also graphical emoticons or emojis can
convey strong emotion or sentiment. So for each
tweet ti, we extract hashtags h1, h2, . . . , hki and
emoticons/emojis e1, e2, . . . , epi . We concatenate
the hashtags and emoticon/emoji vectors for each
tweet ti to get the Hash-Emo Matrix. We in-
troduce a hyper-parameter L2 as a threshold on
the height of the Hash-Emo Matrix. Tweets with
the number of hash-emo features less than L2 are
padded with zero while tweets with more hash-
emo features than L2 are truncated. We use word
vectors from GloVe with dimension d for hash-
tags words. In the case that no word vector is
found for a particular word we randomly initialize
it. We also do random initialization of word vec-
tors for emoticons. For emojis, we first map it to
something descriptive (to be discussed in more de-
tail in Section 3.2) and then generate random word
vectors. These word vectors are tuned during the
training phase.

2.2 Convolutional Layer

In this layer, we applym filters of varying window
sizes over the Tweet Matrix from the embedding
layer. Here, window size (k) refers to the num-
ber of adjacent word vectors in the Tweet Matrix
that are filtered together (when k > 1). Sliding our
filter down we repeat this for the rest of the word
vectors. Let wi ∈ IRd be the d-dimensional word
vector corresponding to the i-th word in a tweet.
Also let wi∶i+j denote the concatenation of word
vectors wi,wi+1, . . . ,wi+j and F ∈ IRk×d denote
the filter matrix. Thus a feature fi is generated by:

fi = F ⊗wi∶i+k−1 + b (1)

where b is a bias term and ⊗ represents the convo-
lution action (a sum over element-wise multipli-
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cations). At this stage, we apply a nonlinear ac-
tivation function such as ReLU (Nair and Hinton,
2010) before passing it through the dropout layer.
We use multiple filters with the same window size
in order to learn complementary features from the
same window. Different window sizes (k) allow
us to extract active local k-gram features.

For the Hash-Emo Matrix, we apply m filters to
each vector to generate local unigram features in
different scales before passing it to the next layer.

2.3 Pooling Layer
In this layer, employing a max-over pooling opera-
tion (Collobert et al., 2011) on the output from the
previous layer for each channel extracts the most
salient features. In this way, for each filter, we get
the maximum value. So we get features equal to
the number of filters in this stage. We chose max
pooling instead of other pooling schemes because
Zhang and Wallace (2017) showed that max pool-
ing consistently performs better than other pooling
strategies for various sentence classification tasks.

2.4 Hidden Layers
We concatenate all the feature vectors from the
previous layer. In addition, we concatenate addi-
tional sentiment and affect feature vectors (which
are described in detail in Section 3.2) as well
which forms a large feature vector. This is then
passed through a number of hidden layers. A non-
linear activation function (i.e., ReLU (Nair and
Hinton, 2010)) is applied in each layer before the
vector is finally passed through the output layer.
We tried a different activation function (tanh) as
well, but ReLU worked the best for us.

2.5 Output Layer
This is a fully connected layer which maps the in-
puts to a number of outputs corresponding to the
number of classes we have. For multi-class clas-
sification task, we use softmax as the activation
function and categorical cross-entropy as the loss
function. The output of the softmax function is
equivalent to a categorical probability distribution
which generally indicates the probability that any
of the classes are true. For binary classification
task, we use sigmoid as the activation function and
binary cross-entropy as our loss function.

3 Experiments

In this section, we describe in detail the datasets
and experimental procedures used in our study.

Emotion Dataset
BTD TEC CBET SE

joy 409,983 8,240 10,691 3,011
sadness 351,963 3,830 8,623 2,905
anger 311,851 1,555 9,023 3,091
love 175,077 − 9,398 −
thankfulness 80,291 − 8,544 −
fear 76,580 2,816 9,021 3,627
surprise 14,141 3,849 8,552 −
guilt − − 8,540 −
disgust − 761 8,545 −
Total 1419,886 21,051 80,937 12,634

(a)
Dataset #Positive #Negative #Neutral
STS-Gold 632 1,402 −
STS-Test 182 177 139
SS-Twitter 1,252 1,037 1,953

(b)

Table 1: (a) Basic statistics of the emotion datasets used
in our experiments. (b) Basic statistics of sentiment
labeled datasets used in our experiments.

3.1 Datasets

We used a number of emotion and sentiment
datasets for our experiments. A description of
each dataset is given below:

BTD. Big Twitter Data is an emotion-labeled
Twitter dataset provided by Wang et al. (2012).
The dataset had been automatically annotated
based on the seven emotion category seed words
(Shaver et al., 1987) being a hashtag and the qual-
ity of the data was verified by two annotators as
described in (Wang et al., 2012). We were only
able to retrieve a portion of the original dataset as
many tweets were either removed or not available
at the time we fetched the data using the Twitter
API. We applied the heuristics from (Wang et al.,
2012) to remove any hashtags from the tweets
which belong to the list of emotion seed words.

TEC. Twitter Emotion Corpus has been pub-
lished by Mohammad (2012) for research pur-
poses. About 21,000 tweets were collected based
on hashtags corresponding to Ekman’s (1999) six
basic emotions. The dataset has been used in re-
lated works (Shahraki and Zaiane, 2017; Balahur,
2013; Mohammad and Kiritchenko, 2015).

CBET. The Cleaned Balanced Emotional Tweet
dataset is provided by Shahraki and Zaiane (2017).
To the best of our knowledge, this is one of the
largest publically available balanced datasets for
twitter emotion detection research. The dataset
contains 80,937 tweets with nine emotion cate-
gories including Ekman’s six basic emotions.
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SE. The SemEval-2018 Task 1 - Affect dataset
was provided by Mohammad et al. (2018). The
SemEval task was to estimate the intensity of a
given tweet and its corresponding emotion. How-
ever, in this study, we utilize the labeled dataset
only to classify the tweets into four emotion cate-
gories and use the training, development and test
sets provided in this dataset in our experiments.

STS-Gold. This dataset was constructed by
Saif et al. (2013) for Twitter sentiment analysis.
The dataset contains a total of 2,034 tweets la-
beled (positive/negative) by three annotators. This
dataset has been extensively used in several works
for model evaluation (Saif et al., 2014b; Krouska
et al., 2017; Saif et al., 2014a).

STS. The Stanford Twitter Sentiment dataset
was introduced by Go et al. (2009). It consists
of a training set and a test set. The training set
contains around 1.6 million tweets, whereas the
test set contains 498 tweets. The training set was
built automatically based on several emoticons as
potential identifiers of sentiment. However, the
test set was manually annotated and heavily used
for model evaluation in related research. We per-
form one experiment with all three labels (posi-
tive/negative/neutral) to compare the performance
of different variants of our model and another one
with two labels (positive/negative) to make com-
parison with related works (Jianqiang et al., 2018;
dos Santos and Gatti, 2014; Go et al., 2009).

SS-Twitter. The Sentiment Strength Twitter
dataset was constructed by Thelwall et al. (2012)
to evaluate SentiStrength. The tweets were man-
ually labeled by multiple persons. Each tweet is
assigned a number between 1 and 5 for both pos-
itive and negative sentiments, 1 represents weak
sentiment strength and 5 represents strong senti-
ment strength. We followed the heuristics used by
Saif et al. (2013) to obtain a single sentiment la-
bel for each tweet, giving us a total of 4,242 posi-
tive, negative and neutral tweets. The transformed
dataset has been used in other literature (Go et al.,
2009; Zhang et al., 2018).

We provide basic statistics of the datasets used
in our experiments in Table 1.

3.2 Experimental Setup

Data Cleaning. Twitter data is unstructured and
highly informal (Yoon et al., 2013) and thus it
requires a great deal of effort to make it suit-
able for any model. NLTK (Bird and Loper,

2004) provides a regular-expression based tok-
enizer for Twitter, TweetTokenizer, which pre-
serves user mentions, hashtags, urls, emoticons
and emojis in particular. It also reduces the length
of repeated characters to three (i.e. ”Haaaaaapy”
will become ”Haaapy”)”. In our experiments, we
utilized the TweetTokenizer to tokenize tweets.

To accommodate the pretrained word vectors
from (Pennington et al., 2014b), we pre-processed
each tweet in a number of ways. We lowercased
all the letters in the tweet. User mentions have
been replaced with <user> token (i.e. @user-
name1 will become <user>). In addition, we also
removed urls from the tweets as urls do not pro-
vide any emotional value. We also normalized
certain negative words (e.g., “won’t” will become
“will not”). Using slang words is a very common
practice in social media. We compiled a list of the
most common slang words from various online re-
sources2 and replaced all of the occurrences with
their full form (e.g., “nvm” will become “never
mind”). Our list of slang words doesn’t contain
any word which has multiple meanings. Usage of
certain punctuation is often crucial in social me-
dia posts as it helps the user to emphasize certain
things. We found that two punctuation symbols
(! and ?) are common among social media users
to express certain emotional states. We kept these
symbols in our text and normalized the repetitions
(e.g., “!!!” will become “! <repeat>”).

The use of emojis and emoticons has increased
significantly with the advent of various social me-
dia sites. Emoticons (e.g., :-D) are essentially
a combination of punctuation marks, letters and
numbers used to create pictorial icons which gen-
erally display an emotion or sentiment. On the
other hand, emojis are pictographs of faces, ob-
jects and symbols. The primary purpose of using
emojis and emoticons is to convey certain emo-
tions and sentiments (Dresner and Herring, 2010).
One advantage of using the TweetTokenizer is
that it gives us emoticons and emojis as tokens.
Though we use the emoticons as is in our exper-
iment, we utilize a python library called “emoji”
to get descriptive details about the pictorial image.
For example, “,” represents “smiling face”.

In our experiments, we removed stop-words and
replaced numbers occurring in the tweets with the
token <number>. We also stripped off “#” sym-
bols from all the hashtags within the tweets (e.g.,

2Example: https://slangit.com/terms/social media
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Emotion
Dataset

BTD TEC CBET SemEval
P R F1 P R F1 P R F1 P R F1

joy 68.4 77.4 72.6 67.4 77.1 71.8 58.1 56.1 57.1 78.5 70.1 74.1
sadness 72.7 74.5 73.6 48.8 53.7 50.9 38.0 43.3 40.5 62.6 41.0 49.6
anger 74.7 79.1 76.8 34.5 23.8 27.7 49.3 52.1 50.7 59.7 63.6 61.6
love 57.0 46.4 51.1 − − − 65.4 53.3 58.7 − − −
thankfulness 63.2 55.3 59.0 − − − 66.1 68.0 67.0 − − −
fear 57.6 38.3 46.0 61.5 57.2 58.6 70.3 69.6 70.0 51.6 71.9 60.1
surprise 88.1 16.1 27.1 55.9 50.2 52.5 51.0 55.3 53.0 − − −
guilt − − − − − − 53.8 49.6 51.6 − − −
disgust − − − 67.4 77.1 71.8 59.3 61.0 60.2 − − −
Avg. 68.9 55.3 58.0 55.9 56.5 55.6 56.8 56.5 56.5 63.1 61.7 61.3

Table 2: Results (in %) of our model (MC-CNN) for four emotion-labeled datasets.

“#depressed” will become “depressed”) and used
the stripped version of hashtags on the second
channel of our model. We only kept tokens with
more than one character.

Input Features. Along with word embed-
dings, we used additional affect and sentiment fea-
tures in our network. In our experiments, we used
a feature vector Vf where each value in the vector
corresponds to a particular lexical feature ranging
between [0,1]. We utilized a number of publicly
available lexicons which are described briefly be-
low to construct the vector.

Warriner et al. (2013) provides a lexicon con-
sisting of 14,000 English lemmas with valence,
arousal and dominance scores. Three compo-
nents of emotion are scored for each word be-
tween 1 and 9 in this lexicon. We calculate the
average score for each component across all to-
kens in a tweet and normalize them in the range
[0, 1]. Gilbert (2014) provides a list of lexical
features along with their associated sentiment in-
tensity measures. We use this lexicon to calcu-
late the average of positive, negative, and neu-
tral scores over all the tokens in a tweet. In ad-
dition, we used the NRC Emotion Lexicon pro-
vided by Mohammad and Turney (2013) which
consists of a list of unigrams and their associa-
tion with one of the emotion categories (anger,
anticipation, disgust, fear, joy, sadness, surprise,
trust). We use the percentage of tokens belong-
ing to each emotion category as features. We
also used the NRC Affect Intensity Lexicon pro-
vided by Mohammad and Bravo-Marquez (2017)
and NRC Hashtag Emotion Lexicon provided by
Mohammad and Kiritchenko (2015) which con-
tain real-valued fine-grained word-emotion asso-
ciation scores for words and hashtag words.

We combined two lexicons MPQA and BingLiu

provided by Wilson et al. (2005) and Hu and
Liu (2004), respectively, and used them to calcu-
late the percentage of positive and negative tokens
belonging to each tweet. We also used AFINN
(Nielsen, 2011) which contains a list of English
words rated for valence with an integer between−5 (negative) to +5 (positive). We first normalized
the scores in the range [0,1] and then calculated
the average of this score over all the tokens in a
tweet. Lastly, we detect the presence of consecu-
tive exclamation (!) and question marks (?) in a
tweet and use them as boolean features.

Network Parameters and Training. Zhang
and Wallace (2017) performed a sensitivity anal-
ysis on various parameters of a one-layer CNN
model and showed how tuning the parameters can
affect the performance of a model. Inspired by the
work done by (Zhang and Wallace, 2017), we also
searched for the optimal parameter configurations
in our network. Table 3 shows different hyper-
parameter configurations that we tried and the final
configuration that was used in our model. The fi-
nal configuration was based on both performance
and training time. The embedding dimension has
been set to 100 for both channels of our network as
it worked best for us among other dimensions. We
also experimented with a different number of fil-

Hyper-parameter Ranges Selected
Embedding dimension 50/100/200 100
Number of filters 64/128/256 128
Kernel sizes 1/2/3/4/5 1/2/3
Batch size 16/30/50 16
Epochs 10/20 10
Dropout rate 0.1/0.2/0.5 0.5
Learning rate 0.015/0.001/0.01 0.001

Table 3: Ranges of different hyper-parameters searched
during tuning and the final configurations selected for
our experiments
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Datasets Methods Positive Negative Average AccuracyP R F1 P R F1 P R F1

STS-Gold

A 70.5 74.1 72.2 88.0 86.0 87.0 79.3 88.0 79.6 82.3
B − − − − − − 79.5 77.9 78.6 82.1
C − − − − − − − − 77.5 80.3
D 75.4 74.9 75.1 90.2 90.3 90.2 82.8 82.6 82.7 86.0

Ours 87.9 82.0 84.5 92.1 94.6 93.3 90.0 88.3 88.9 90.7

STS-Test

D 88.0 89.5 88.7 87.2 85.4 86.3 87.6 87.4 87.5 87.6
E − − − − − − − − − 86.4
F − − − − − − − − − 83.0

Ours 90.2 91.2 90.5 91.3 89.3 89.9 90.8 90.3 90.2 90.3

SS-Twitter
G − − − − − − 67.8 52.7 59.3 61.9
F − − 76.6 − − 69.2 − − 72.9 73.4

Ours 81.3 84.7 82.0 72.5 72.7 72.2 76.9 78.7 77.1 79.3

Table 4: Results (in %) of our model (MC-CNN) from 10-fold cross-validation compared against other methods for
sentiment labeled datasets (2-class). Bold text indicates the best performance in a column. A: Thelwall-Lexicon
(Updated + Expanded) (Saif et al., 2014b). B: SentiStrength (Krouska et al., 2017). C: SentiCircle with Pivot
(Saif et al., 2014a). D: Deep Convolutional Neural Network (Jianqiang et al., 2018). E: Character to Sentence
Convolutional Neural Network (CharSCNN) (dos Santos and Gatti, 2014). F: Maximum Entropy (Saif et al.,
2013). G: Quantum Language Model + Quantum Relative Entropy (Zhang et al., 2018).

ters and varying kernel sizes. The combination of
kernel sizes, (k = 1,2,3) in the first channel and
k = 1 in the second channel worked the best for
us. We also experimented with various batch sizes
and the performance of the model remained rea-
sonably constant, though the training time varied
significantly. In our network, we used three hidden
layers. In addition, we used the Adam optimizer
(Kingma and Ba, 2014) and the back-propagation
(Rumelhart et al., 1986) algorithm for training our
model. Keras 2.2.0 was used for implementing the
model.

Regularization. In order to reduce overfit-
ting, it is a common practice to employ regular-
ization strategies in CNNs. In our experiments,
we used dropout regularization (Srivastava et al.,
2014) for both of the channels after the convolu-
tional layer. We experimented with three different
dropout rates as seen in Table 3 and also with no
dropout at all. The model works better when we
apply dropouts after the convolutional layer.

4 Results

In this section, we describe the results obtained
in our experiments. We use precision, recall, F1-
score and accuracy as our evaluation metrics.

In recent emotion category recognition stud-
ies on Twitter data, people tend to construct their
own dataset by collecting tweets from Twitter for
their experiments. Hence, it is hard to find a
large enough benchmark dataset to compare the
performance with other people’s work. In this
study, we experimented with four emotion labeled

datasets which have been made publicly avail-
able by their authors. Table 2 shows the results
for each emotion category for all of the datasets.
For the BTD dataset, we trained our model with
1,136,305 tweets, while we used 140,979 and
142,602 tweets as development and test data re-
spectively. We used the same training, devel-
opment and test sets as (Wang et al., 2012) ex-
cept that our retrieved dataset contains fewer sam-
ples. We achieved relatively high F1-scores of
72.6%,73.6% and 76.8% for joy, sadness and
anger, respectively, whereas for surprise we get
a low F1-score of 27.1%. This is probably due
to the imbalanced nature of the dataset as can be
seen in Table 1. The number of samples for joy,
sadness and anger is much higher than for sur-
prise. Our model achieves an accuracy of 69.2%,
whereas Wang et al. (2012) reported an accuracy
of 65.6% when trained on a much larger dataset.
We can not make direct comparison with (Wang
et al., 2012) since we were not able to retrieve the
full test set due to the unavailability of some tweets
at the time of fetching data from Twitter. For the
TEC dataset, we evaluated our model with 10-fold
cross validation. Mohammad (2012) reported an
F1-score of 49.9% with SVM, whereas our model
achieves an F1-score of 55.6%. For the CBET
dataset, we used 80% of the data as the training
set and the remaining 20% as the test set. We get
an average F1-score of 56.5%. We also used 10-
fold cross-validation for the SemEval dataset and
achieved an F1-score of 61.3%. Table 4 shows
the performance of our model with 10-fold cross-
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Datasets Methods Positive Negative Neutral AccuracyP R F1 P R F1 P R F1

STS-Test
CNN 73.6 84.1 76.8 73.5 74.2 72.8 74.2 64.3 65.8 75.1

MC-CNN† 63.1 83.4 70.3 76.5 70.4 72.8 71.6 53.9 60.8 70.6
MC-CNN†‡ 80.3 83.8 81.4 87.5 81.2 83.5 79.2 77.9 77.7 81.5

SS-Twitter
CNN 48.9 51.7 49.3 43.9 53.7 47.4 67.8 66.8 64.3 59.1

MC-CNN† 61.6 62.0 61.4 55.3 65.5 59.7 71.6 62.7 66.4 63.2
MC-CNN†‡ 65.1 65.4 64.0 56.2 65.7 60.0 72.2 62.7 66.7 64.6

Table 5: Results (in %) of three variants of our model from 10-fold cross-validation for sentiment labeled datasets
(3-class). Bold text indicates the best performance in a column.† represents the inclusion of Hash-Emo embedding
into the network. ‡ represents the inclusion of external features into the network.

validation on different sentiment datasets with two
classes (positive and negative). For the STS-Gold
dataset, our model achieves an accuracy of 90.7%
whereas the previous best accuracy (86.0%) was
reported by Jianqiang et al. (2018) with a deep
CNN model. Our model achieves the best accu-
racy (90.3%) for the STS-Test dataset as well,
while the previous best (87.6%) was reported in
(Jianqiang et al., 2018). dos Santos and Gatti
(2014) also experimented with the same dataset
with their Character to Sentence CNN model, re-
porting an accuracy of 86.4%. Lastly, for the SS-
Twitter dataset, our model achieves an accuracy
of 79.3% whereas Zhang et al. (2018) and Saif
et al. (2013) reported an accuracy of 61.9% and
73.4%, respectively.

Tables 5 and 6 show the performance of three
variants of our model on the sentiment labeled
datasets and the emotion labeled datasets respec-
tively. The first variant is a basic CNN model
without hash-emo embedding or any additional
features. The second variant includes the hash-
emo embedding, while the last variant combines
additional lexical features as well. It can be ob-
served that when we introduce the second channel
with hash-emo embedding, we get a significant in-
crease in accuracy for most of the datasets. We can
see in Table 5 that, for STS-Test and SS-Twitter
datasets, we get better F1-scores for all three sen-
timent labels when we include the hash-emo em-
bedding along with external lexical features. In

Models Dataset
BTD TEC CBET SE

CNN 66.1 54.3 53.8 56.3
MC-CNN† 68.5 57.6 56.1 59.8
MC-CNN†‡ 69.2 58.9 56.4 62.0

Table 6: Comparison of results (accuracy in %) of
three variants of our model. † represents the inclusion
of Hash-Emo embedding into the network. ‡ represents
the inclusion of external features into the network.

Table 6, we can see that, inclusion of hash-emo
embedding in the network gives us 2.4,3.3,2.3
and 3.5 percentage points increase in accuracy
and the inclusion of additional features as well
gives us 3.1,4.6,2.6 and 5.7 percentage points
increase in accuracy for BTD, TEC, CBET and SE
datasets, respectively, over the base models.

5 Discussion

In this study, we have showed the effectiveness of
encoding hashtags, emoticons and emojis through
a separate channel in a CNN network for emo-
tion and sentiment detection tasks. Our MC-CNN
model with hash-emo embedding performs well
when compared to the basic CNN model. To the
best of our knowledge, our model achieves the
best accuracies on the three sentiment datasets,
and has significant improvement in performance
on the four emotion labeled datasets over the basic
CNN model. The results show the importance of
hashtags, emoticons and emojis in social media as
predictors of emotion and sentiment. The model
performs even better when additional lexical fea-
tures are introduced into the network.

6 Conclusions and Future Work

In this paper, we propose a novel use of a multi-
channel convolutional neural architecture which
effectively encodes different types of emotion in-
dicators which are found in social media posts.
Results suggest that encoding the emotion indica-
tors through a separate channel provides signifi-
cant improvement over the traditional CNN based
models. We also demonstrate a simple approach
to incorporate different lexical features in the net-
work giving us comparatively better results when
used along with our MC-CNN model. Our model
performs particularly well on two important tasks
in social media: emotion detection and sentiment
analysis. This model can be extended to perform
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other tasks as well. In future, we would like to
explore character embedding as this can give us
crucial linguistic features from noisy twitter data.
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Abstract

It is very critical to analyze messages shared
over social networks for cyber threat intel-
ligence and cyber-crime prevention. In this
study, we propose a method that leverages
both domain-specific word embeddings and
task-specific features to detect cyber secu-
rity events from tweets. Our model employs
a convolutional neural network (CNN) and
a long short-term memory (LSTM) recurrent
neural network which takes word level meta-
embeddings as inputs and incorporates contex-
tual embeddings to classify noisy short text.
We collected a new dataset of cyber security
related tweets from Twitter and manually an-
notated a subset of 2K of them. We exper-
imented with this dataset and concluded that
the proposed model outperforms both tradi-
tional and neural baselines. The results sug-
gest that our method works well for detecting
cyber security events from noisy short text.

1 Introduction

Twitter has become a medium where people can
share and receive timely messages on about any-
thing. People share facts, opinions, broadcast
news and communicate with each other through
these messages. Due to the low barrier to tweeting,
and growth in mobile device usage, tweets might
provide valuable information as people often share
instantaneous updates such as the breaking news
before even being broadcasted in the newswire c.f .
Petrović et al. (2010). People also share cyber se-
curity events in their tweets such as zero day ex-
ploits, ransomwares, data leaks, security breaches,
vulnerabilities etc. Automatically detecting such
events might have various practical applications
such as taking the necessary precautions promptly
as well as creating self-awareness as illustrated in
Fig. 1. Recently, working with the cyber security

∗Corresponding author.

Dear @AppleSupport, we noticed a *HUGE* se-
curity issue at MacOS High Sierra. Anyone can
login as “root” with empty password after click-
ing on login button several times. Are you aware
of it @Apple?

Figure 1: A cyber security event. A recently discovered se-
curity issue has been reported on Twitter which caught public
attention. A security fix has been published right afterward.

related text has garnered a lot of interest in both
computer security and natural language process-
ing (NLP) communities (c.f . Joshi et al. (2013);
Ritter et al. (2015); Roy et al. (2017)). Neverthe-
less, detecting cyber security events from tweets
pose a great challenge, as tweets are noisy and of-
ten lack sufficient context to discriminate cyber se-
curity events due to length limits. Recently, deep
learning methods have shown to be outperform-
ing traditional approaches in several NLP tasks
(Chen and Manning, 2014; Bahdanau et al., 2014;
Kim, 2014; Hermann et al., 2015). Inspired by
this progress, our goal is to detect cyber secu-
rity events in tweets by learning domain-specific
word embeddings and task-specific features using
neural architectures. The key contribution of this
work is two folds. First, we propose an end-to-
end learning system to effectively detect cyber se-
curity events from tweets. Second, we propose a
noisy short text dataset with annotated cyber secu-
rity events for unsupervised and supervised learn-
ing tasks. To our best knowledge, this will be
the first study that incorporates domain-specific
meta-embeddings and contextual embeddings for
detecting cyber security events.

2 Method

In the subsequent sections, we address the chal-
lenges to solve our task. The proposed system
overview is illustrated in Fig. 2.
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Task-Specific 
Features

Figure 2: System Overview. A tweet is first pre-processed, then task-specific features and word level meta-embeddings are
extracted to represent tokens. Finally, a Bi-LSTM, CNN, and Contextual Encoder are fused to classify the encoded tweet.

2.1 Meta-Embeddings

Word embedding methods might capture differ-
ent semantic and syntactic features about the same
word. To exploit this variety without losing the
semantics, we learn meta-embeddings for words.
Word Embeddings. Word2vec (Mikolov et al.,
2013), GloVe (Pennington et al., 2014), and fast-
Text (Joulin et al., 2016; Bojanowski et al., 2016)
are trained for learning domain specific word em-
beddings on the unlabeled tweet corpus.
Meta-Encoder. Inspired by Yin and Schütze
(2015) we learn meta-embeddings for words with
the aforementioned word embeddings. We use a
Convolutional Autoencoder (Masci et al., 2011)
for encoding 3xD size embeddings to a 1xD di-
mensional latent variable and to reconstruct the
original embeddings from this latent variable.
Both encoder and decoder are comprised of 2 con-
volutional layers where 32 neurons are used on
each. The encoder part is shown in Fig. 3. We ar-
gue that this network learns a much simpler map-
ping while capturing the semantic and syntactic re-
lations from each of these embeddings, thus lead-
ing to a richer word-level representation. Another
advantage of learning meta-embeddings for words

Meta-Embedding Vector

Convolutional Features

3xD Word Embeddings

Figure 3: Convolutional encoder as a feature extractor. The
decoder is symmetric to the encoder, and in inference time
we drop the decoder and use only the encoder network.

is that the proposed architecture alleviates the Out-
of-Vocabulary (OOV) embeddings problem, as we
still get embeddings from the fastText channel, in
contrast to GloVe and word2vec, where no embed-
dings are available for OOV words.

2.2 Contextual Embeddings

To capture the contextual information, we learn
task-specific features from tweets.
LDA. Latent Dirichlet Allocation (LDA) is a gen-
erative probabilistic model to discover topics from
a collection of documents (Blei et al., 2003). LDA
works in an unsupervised manner and learns a fi-
nite set of categories from a collection, thus rep-
resents documents as mixtures of topics. We train
an LDA model to summarize each tweet by using
the topic with the maximum likelihood e.g. with
the topic “vulnerability” for the tweet in Fig 1.
NER. Named Entity Recognition (NER) tags the
specified named entities from raw text into pre-
defined categories. Named entities could be more
general categories such as people, organizations,
or specific entities can be learned by creating a
dataset containing specific entity tags. We em-
ploy an automatically annotated dataset that con-
tains entities from cyber security domain (Bridges
et al., 2013) to train our Conditional Random Field
model using handcrafted features, i.e., uni-gram,
bi-gram, and gazetteers. The dataset comprises of
850K tokens that contain named entities such as
‘Relevant Term’, ‘Operating System’,‘Hardware’,
‘Software’, ‘Vendor’, in the standard IOB-tagging
format. Our NER model tags “password” as ‘Rel-
evant Term’ and “Apple” as ‘Vendor’ for the tweet
in Fig 1.
IE. Uncovering entities and the relations between
those entities is an important task for detecting
cyber security events. In order to address this
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we use Information Extraction (IE), in particu-
lar OpenIE annotator(Angeli et al., 2015) from
the Stanford CoreNLP (Manning et al., 2014).
Subsequently, we extract relations between noun
phrases with the following dependency triplet
〈arg1, rel, arg2〉, where arg1, arg2 denote the ar-
guments and rel represents an implicit semantic
relation between those arguments. Hence, the fol-
lowing triplet is extracted from the tweet in Fig. 1,
〈we, noticed, huge security issue〉.
Contextual-Encoder. We use the outputs of LDA,
NER and IE algorithms to obtain a combined
vector representation using meta-embeddings de-
scribed in Sec. 2.1. Thus, contextual embeddings
are calculated as follows1.

γ(τ) =

f(ϕ(τ)) +
N∑
i=1

f(ς(τ)i) +
M∑
j=1

f(δ(τ)j)

N +M + 1
(1)

where γ function extracts contextual embeddings
and τ denotes a tweet, f , ϕ, ς and δ represent
meta-embedding, LDA, NER, and IE functions,
respectively. Lastly, N and M denote the output
tokens.

2.3 Event Detection

Inspired by the visual question answering task
(Antol et al., 2015), where different modalities are
combined by CNNs and RNNs, we adopt a similar
network architecture for our task. Prior to train-
ing, and inference we preprocess, normalize and
tokenize each tweet as described in Sec. 3.
CNN. We employ a CNN model similar to that of
(Kim, 2014) where we feed the network with static
meta-embeddings. Our network is comprised of
one convolutional layer with varying filter sizes,
that is 2, 3, 5. All tweets are zero padded to the
maximum tweet length. We use ReLU as activa-
tion and global max pooling at the end of CNN.
RNN. We use a bi-directional LSTM (Hochreiter
and Schmidhuber, 1997) and read the input in both
directions and concatenate forward and backward
hidden states to encode the input as a sequence.
Our LSTM model is comprised of a single layer
and employs 100 neurons.

3 Experiments

Data Collection. We collected 2.5M tweets us-
ing the Twitter’s streaming API over a period from
2015-01-01 to 2017-12-31 using an initial

1We used zero vectors for the non-existent relations.

set of keywords, henceforth referred as seed key-
words to retrieve cyber security related tweets.
In particular, we use the main group names of
cyber security taxonomy described in Le Sceller
et al. (2017) as seed keywords e.g. ‘denial of ser-
vice’, ‘botnet’, ‘malware’, ‘vulnerability’, ‘phish-
ing’, ‘data breach’ to retrieve relevant tweets. Us-
ing seed keywords is a practical way to filter out
noise considering sparsity of cyber security related
tweets in the whole tweet stream. After the initial
retrieval, we use langid.py (Lui and Baldwin,
2012) to filter out non-English tweets.
Data Preprocessing. We substitute user han-
dles with $mention$, and hyperlinks with $url$.
We remove emoticons and reserved keyword RT
which denotes retweets. We substitute hashtags by
removing the prefix # character. We limit charac-
ters that repeat more than two times, remove cap-
italization and tokenize tweets using the Twitter
tokenizer in nltk library. We normalize non-
standard forms, i.e. writing cu tmrrw instead of
see you tomorrow. Although there are several rea-
sons for that, the most prominent one is that people
tend to mimic prosodic effects in speech (Eisen-
stein, 2013). To overcome this, we use lexical nor-
malization, where we substitute OOV tokens with
in-Vocabulary (IV) standard forms, i.e. a standard
form available in a dictionary. In particular we use
UniMelb (Han et al., 2012), UTDallas (Liu et al.,
2011) datasets. Lastly, we remove identical tweets
and check the validity by removing tweets with
less than 3 non-special tokens.
Data Annotation. We instructed cyber security
domain experts for manual labelling of the dataset.
Annotators are asked to provide a binary label for
whether there is a cyber security event in the given
tweet or not. Annotators are told to skip tweets
if they are unsure about their decisions. Finally,
we validated annotations by only accepting an-
notations if at least 3 among 4 annotators agreed
on. Therefore, we presume the quality of attained
ground truth labels is dependable. Overall, 2K
tweets are annotated.
Dataset Statistics. After preprocessing, our ini-
tial 2.5M tweet dataset is reduced to 1.7M tweets
where 2K of them are labeled2. The labeled
dataset is somewhat balanced as there are 843
event-related tweets and 1157 non-event tweets.
The training and testing sets have 1600 and 400
samples, respectively.

2Available at http://stmai.github.io/cydec
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Training. We used Keras with Tensorflow back-
end in our neural models. For fastText and
word2vec embeddings we used Gensim, and for
GloVe we used glove-python library. For
training the word embeddings, we use the en-
tire tweet text corpus and obtain 100 dimensional
word embeddings. We set word2vec and fastText
model’s alpha parameter to 0.025 and window size
to 5. For GloVe embedding model, we set the
learning rate to 0.01, alpha to 0.75 and maximum
count parameter to 100. For embedding mod-
els, we determined the minimum count parameter
to 5, culminating in the elimination of infrequent
words. Consequently, we have 3, 100-dimensional
word embedding tensor in which first, second and
third channels consist of word2vec, fastText and
GloVe embeddings respectively. We then, en-
code these 3x100 dimensional embeddings into
1x128 dimensional representations by using our
Meta-Encoder. We train our two channel architec-
ture that combines both LSTM and CNN with 2
inputs: meta-embeddings and contextual embed-
dings. We use meta-embeddings for feature learn-
ing via LSTM and CNN, and their feature maps
are concatenated with contextual embeddings in
the Fusion Layer. In the end, fully connected lay-
ers and a softmax classifier are added, and the
whole network is trained to minimize binary cross
entropy loss with a learning rate of 0.01 by using
the Adam optimizer (Kingma and Ba, 2014).3

Baselines. To compare with our results, we im-
plemented the following baselines: SVM with
BoW: We trained an SVM classifier using Bag-
of-words (BoW) which provides a simplified rep-
resentation of textual data by calculating the oc-
currence of words in a document. SVM with
meta-embeddings: We trained an SVM clas-
sifier with the aforementioned meta-embeddings.
CNN-Static: We used Kim (2014)’s approach
using word2vec embeddings.
Results. Table 1 summarizes the overall perfor-
mance of each method. To compare the models,
we used four different metrics: accuracy, recall,
precision and F1-score. Each reported result is the
mean of a 5-fold cross validation experiment. It is
clear that our method outperforms various simple
and neural baselines. Also, in Table 2, we pro-
vide results of our proposed model along with the
ground-truth annotations. We also provide results
with the different combinations of contextual fea-

3See supplementary for hyperparameter choices.

Models Accuracy Precision Recall F1
SVM+BoW 0.75 0.71 0.70 0.70
SVM+Meta-Emcoder 0.71 0.64 0.61 0.63
CNN-static (Yoon Kim, 2014) 0.76 0.72 0.69 0.70
Human 0.65 0.70 0.87 0.59
CNN+Meta-Encoder 0.78 0.78 0.63 0.70
LSTM+Meta-Encoder 0.78 0.74 0.70 0.72
Ours (see Fig. 2) 0.82 0.79 0.72 0.76

Table 1: Results

tures, i.e., LDA, NER, IE4.
Human Study. 8 different subjects are thoroughly
instructed about what is considered as a cyber se-
curity event and individually asked to label 50 ran-
domly selected tweets from the test set. The re-
sults are provided in Table 3.
Error Analysis. In order to understand how our
system performs, we randomly select a set of erro-
neously classified instances from the test dataset.
Type I Errors. Our model identifies this tweet
as an event “uk warned following breach in air
pollution regulation $url$” whereas it is clearly
about the a breach of a regulation. We hypothe-
size that this is due to the lack of sufficient train-
ing data. Following tweet is also identified as
an event “wannacry ransomware ransomwareat-
tack ransomwarewannacry malware $url$”. We
suspect that the weights of multiple relevant terms
deceive the model.
Type II Errors. Our model fails to identify the fol-
lowing positive sample as an event. For “playsta-
tion network was the target of miraibotnet ddos at-
tack guiding tech rss news feed search” our model
fails to recognize the ’miraibotnet’ from the tweet.
We suspect this is due to the lack of hashtag de-
composition; otherwise, the model could recog-
nize ‘mirai’ and ‘botnet’ as separate words.
Discussions. Cyber security related tweets are
complicated and analysing them requires in-depth
domain knowledge. Although human subjects
are properly instructed, the results of the human
study indicate that our task is challenging and
humans can hardly discriminate cyber security
events amongst cyber security related tweets. To
further investigate this, we plan to increase the
number of human subjects. One limitation of this
study is that we do not consider hyperlinks and
user handles which might provide additional in-
formation. One particular problem we have not
addressed in this work is hashtag decomposition.
Error analysis indicates that our model might get
confused by challenging examples due to ambigu-
ities and lack of context.

4See supplementary for feature combination details.
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Tweet Our Model GT
that thing where you run corporation phishing test and user does’nt
click it but clicks the next message which is real phishing email sigh

0 0

march 03 the fbi investigating alleged data breach at the center
for election systems at kennesaw state university

1 1

cia malware codenames are freaking amazing 1 0
proprietary software on malware vista10 is more malicious 0 1
in huge breach of trust deidentified medical history data from
millions of australians can be matched to individuals url2

0 1

hackers take aim at your mention account with this new phishing
attack cdwsocia

0 1

wannacry ransomware ransomwareattack ransomwarewannacry
malware url

1 0

Table 2: Some Example Results

Subjects Accuracy Precision Recall F1 Cohen’s κ
#1 0.62 0.54 1 0.7 0.43
#2 0.54 0.5 0.95 0.65 0.33
#3 0.66 0.58 0.91 0.71 0.42
#4 0.66 0.57 1 0.73 0.46
#5 0.8 0.8 0.73 0.77 0.28
#6 0.66 0.57 0.95 0.72 0.41
#7 0.7 0.63 0.82 0.71 0.31
#8 0.6 0.56 0.60 0.58 0.28
Average 0.65 0.70 0.87 0.59 0.36

Table 3: Human Study Results

4 Related Work

Event detection on Twitter is studied extensively
in the literature (Petrović et al., 2010; Sakaki et al.,
2010; Weng and Lee, 2011; Ritter et al., 2012;
Yuan et al., 2013; Atefeh and Khreich, 2015).
Banko et al. (2007) proposed a method to extract
relational tuples from web corpus without requir-
ing hand labeled data. Ritter et al. (2012) pro-
posed a method for categorizing events in Twit-
ter. Luo et al. (2015) suggested an approach to
infer binary relations produced by open IE sys-
tems. Recently, Ritter et al. (2015) introduced the
first study to extract event mentions from a raw
Twitter stream for event categories DDoS attacks,
data breaches, and account hijacking. Chang et al.
(2016) proposed an LSTM based approach which
learns tweet level features automatically to extract
events from tweet mentions. Lately, Le Sceller
et al. (2017) proposed a model to detect cyber se-
curity events in Twitter which uses a taxonomy
and a set of seed keywords to retrieve relevant
tweets. Tonon et al. (2017) proposed a method to
detect events from Twitter by using semantic anal-
ysis. Roy et al. (2017) proposed a method to learn
domain-specific word embeddings for sparse cy-
ber security text. Prior art in this direction (Ritter

et al., 2015; Chang et al., 2016) focuses on extract-
ing events and in particular predicting the events’
posterior given the presence of particular words.
Le Sceller et al. (2017); Tonon et al. (2017) focus
on detecting cyber security events from Twitter.
Our work distinguishes from prior studies as we
formulate cyber security event detection problem
as a classification task and learn meta-embeddings
from domain-specific word embeddings while in-
corporating task-specific features and employing
neural architectures.

5 Conclusion

We introduced a novel neural model that utilizes
meta-embeddings learned from domain-specific
word embeddings and task-specific features to
capture contextual information. We present a
unique dataset of cyber security related noisy short
text collected from Twitter. The experimental re-
sults indicate that the proposed model outperforms
the traditional and neural baselines. Possible fu-
ture research direction might be detecting cyber
security related events in different languages.

Acknowledgments

We would like to thank Merve Nur Yılmaz and
Benan Bardak for their invaluable help with the
annotation process on this project. This research
is fully supported by STM A.Ş. Any opinions,
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Schmidhuber. 2011. Stacked convolutional auto-
encoders for hierarchical feature extraction. Ar-
tificial Neural Networks and Machine Learning–
ICANN 2011, pages 52–59.

Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey
Dean. 2013. Efficient estimation of word represen-
tations in vector space. arXiv:1301.3781. Version
3.

Jeffrey Pennington, Richard Socher, and Christo-
pher D. Manning. 2014. Glove: Global vectors for
word representation. EMNLP.

1371
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Abstract

Adversarial examples are important for under-
standing the behavior of neural models, and
can improve their robustness through adver-
sarial training. Recent work in natural lan-
guage processing generated adversarial exam-
ples by assuming white-box access to the at-
tacked model, and optimizing the input di-
rectly against it (Ebrahimi et al., 2018). In this
work, we show that the knowledge implicit
in the optimization procedure can be distilled
into another more efficient neural network. We
train a model to emulate the behavior of a
white-box attack and show that it generalizes
well across examples. Moreover, it reduces
adversarial example generation time by 19x-
39x. We also show that our approach trans-
fers to a black-box setting, by attacking The
Google Perspective API and exposing its vul-
nerability. Our attack flips the API-predicted
label in 42% of the generated examples, while
humans maintain high-accuracy in predicting
the gold label.

1 Introduction

Adversarial examples (Goodfellow et al., 2014)
have gained tremendous attention recently, as they
elucidate model limitations, and expose vulnerabili-
ties in deployed systems. Work in natural language
processing (NLP) either (a) used simple heuristics
for generating adversarial examples (Jia and Liang,
2017; Belinkov and Bisk, 2017; Iyyer et al., 2018),
or (b) assumed white-box access, where the at-
tacker has access to gradients of the model with re-
spect to the input (Feng et al., 2018; Ebrahimi et al.,
2018). In this approach, adversarial examples are
constructed through an optimization process that
uses gradient descent to search for input examples
that maximally change the predictions of a model.
However, developing attacks with only black-box
access to a model (no access to gradients) is still
under-explored in NLP.

∗ Equal contribution

Figure 1: (A) Using a white-box attack we generate
adversarial examples for a source toxicity model S(·).
We train our black-box attacker, DISTFLIP, to emulate
the white-box attack. (B) We use DISTFLIP to attack a
black-box model.

Inspired by work in computer vision (Papernot
et al., 2016; Liu et al., 2017), we show in this work
that a neural network can learn to emulate the op-
timization process of a white-box attack and gen-
eralize well to new examples. Figure 1 gives a
high-level overview of our approach. We assume a
text classification model and a white-box attack that
flips characters in the input to modify the model
prediction (Ebrahimi et al., 2018). We generate
output adversarial examples using the white-box
attack and train a neural network from these input-
output examples to imitate the white-box attack.
This results in a much more efficient attack whose
run-time is independent of the optimization process.
Moreover, assuming adversarial examples transfer
between different models, our distilled model can
now be used to generate adversarial examples for
black-box attacks directly.

We use our approach to attack a toxicity clas-
sifier, aimed at detecting toxic language on social
media (Hosseini et al., 2017). We show that our
model achieves a speed-up of 19x-39x in generat-
ing adversarial examples while maintaining similar
attack quality, compared to an optimization-based
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method. We then use our model for a black-box at-
tack against Google Perspective API for detecting
toxic sentences, and find that 42% of our gener-
ated sentences are misclassified by the API, while
humans agree that the sentences are toxic.

Our code can be downloaded from http://
github.com/orgoro/white-2-black.

2 Background

Adversarial examples have been extensively used
recently in NLP for probing and understanding
neural models (Jia and Liang, 2017; Weber et al.,
2018). Methods for generating such examples in-
clude adding random or heuristically constructed
noise (Belinkov and Bisk, 2017; Rodriguez and
Rojas-Galeano, 2018; Gao et al., 2018), meaning-
preserving modifications that change the surface
form (Iyyer et al., 2018; Ribeiro et al., 2018),
and human-in-the-loop generation (Wallace et al.,
2018). A weakness of such models is that they do
not directly try to modify the prediction of a model,
which can reduce efficacy (Kurakin et al., 2016).
In the white-box setting, Feng et al. (2018) have
changed the meaning of an input without chang-
ing model output using access to gradients, and
Ebrahimi et al. (2018) proposed HOTFLIP, the
aforementioned white-box attack that we emulate
for flipping input characters.

In computer vision, Papernot et al. (2016) and
Liu et al. (2017) have shown that adversarial exam-
ples generated by a white-box model can be helpful
for a black-box attack. Generating adversarial text
examples is more challenging than adversarial im-
ages, because images are points in a continuous
space, and thus it is easier to apply norm restric-
tions. Text examples have a discrete structure and
thus such approaches have not been investigated
for adversarial text generation yet.

3 HOTFLIP

HOTFLIP (Ebrahimi et al., 2018) is a white-box
method for generating adversarial examples for a
character-level neural model. It uses the gradient
with respect to a 1-hot input representation to esti-
mate the character flip that incurs the highest cost.
We briefly describe HOTFLIP, which we use to
generate training examples for our distilled model.

Let x = ((x11, . . . , x
n
1 ), . . . , (x1m, . . . , x

n
m)) be a

sentence represented as a sequence ofm characters,
encoded as 1-hot vectors over a vocabulary of size
n. Define L(x, y) to be the loss of a trained model

for the input x with respect to a label y.
HOTFLIP requires one function evaluation (for-

ward pass) and one gradient computation (back-
ward pass) to compute a first-order estimate of the
best possible character flip in x. Flipping the ith

character from a to b can be represented by this vec-
tor: −→vib = (. . . , (0, . . . ,−1, . . . , 1, . . . , 0)i, . . . ),
where −1 and 1 are in the positions for the ath and
bth characters respectively. A first-order estimate
of the change in loss can be obtained by comput-
ing∇xL(x, y) with back-propagation, and taking
a directional derivative along −→vib :

∇−→vibL(x, y) = ∇xL(x, y) · −→vib .

We can now choose the character-flip a to b that
maximizes this estimate using the gradients with
respect to the input x:

arg max
i,b

[∇L(x, y) · −→vib ] = arg max
i,b

[
∂L

∂xbi
− ∂L

∂xai
].

To perform a sequence of flips, any search proce-
dure can be applied. HOTFLIP uses beam search
of r steps, keeping at each step the top-K flip
sequences that increased L(x, y) the most. This
require O(K · r) forward and backward passes.
Character insertions and deletions are modeled as
multiple flips, but for simplicity, we only consider
character flips in our work.

The main drawbacks of HOTFLIP are that it does
not gain any knowledge from optimizing over mul-
tiple examples, and that its efficiency is strongly
tied to the search procedure used (O(K ·r) forward
and backward passes per example for beam-search).
Next, we present our model that overcomes these
limitations.

4 Distilling a Black-box Attack

We are interested in whether (a) the knowledge
in the optimization process of HOTFLIP can be
distilled into a neural model, and (b) whether this
model can generalize to a black-box attack. There-
fore, the outline of our approach is as follows:
1. Train a source text classification model on data

from a similar distribution to the data used to
train the target black-box model.

2. Generate adversarial examples by performing
white-box optimization (with HOTFLIP) on the
source model.

3. Train an efficient attacker to generate adversar-
ial examples, and perform a black-box attack
against the target model.
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We assume a training setD = {(xi, yi)}Ni=1 used
to train a character-based source model S(·) that
takes a character sequence x as input, and returns a
distribution over the output space Y (details on the
source model are in Section 5). We now elaborate
on the processes of data generation and training of
the attacker.

Data generation We take examples (x, y) from
D and run HOTFLIP with search until we obtain an
adversarial example x̄ such that the probability of
the gold label is low, that is, [S(x̄)]y < τ , where
[S(x̄)]y is the probability given by S(x̄) to y ∈ Y
and τ is a threshold (we use τ = 0.15).

Let s = ((x(0) = x), x(1), . . . , (x(l) = x̄)) be
the sequence of sentences generating x̄, where ev-
ery consecutive pair (x(i), x(i+1)) differs by a single
character: the character in position j(i) was flipped
to the character c(i). Our attacker is trained from ex-
amples (x(i), (j(i), c(i))) generated from every pair
of consecutive sentences in s. For example, if the
sentence is the one-word sentence “Asshole”, and
after flipping one character it becomes “Assnole”,
the example would be (“Asshole”, (4, ‘n’)).

Model training Our attacker takes a character se-
quence x as input and outputs a pair (j∗, c∗), where
j∗ ∈ [1, . . . ,m] is the position of the character to
be flipped, and c∗ is the target character.

Figure 2 describes the architecture of our model.
Our model embeds each character using a pre-

trained 300-dimensional character embedding1,
and then passes the character sequence through a 1-
layer bidirectional LSTM (Hochreiter and Schmid-
huber, 1997) with 512-dimensional hidden states.
The BiLSTM hj hidden state in every position are
passed through two feed-forward networks, one
for replacement prediction (which character to flip)
and one for target prediction (what target character
to choose). The network that perfoms replacement
prediction has 2 hidden layers of dimensions 100
and 50 with ReLU activations, and a single logit
lj as output per position. The output distribution
over the sentence positions is given by a softmax
over all character positions. At inference time j∗ is
computed with an argmax instead of a softmax.

The network that produces target prediction has
two-hidden layers of dimensions 100 and 100 with
ReLU activations and outputs a vector of logits
vj ∈ R96 per position with a softmax layer, which

1https://github.com/minimaxir/char-
embeddings/blob/master/glove.840B.300d-
char.txt

Figure 2: The architecture of our attacker network.

provides a distribution over the character vocabu-
lary. The target character c∗ is computed at infer-
ence time with an argmax over the target position
xj∗ .

Our loss function is simply the sum of two cross-
entropy terms: one for the gold position, and one
for the gold character in the gold position.

Running our model is more efficient that HOT-
FLIP and run-time is independent of the optimiza-
tion procedure. A forward pass in our model is
equivalent to 2 ·K steps in HOTFLIP with beam-
search. We show this leads to large practical speed-
ups in Section 5.

5 Experiments

We now empirically investigate whether our
method can be used to attack classifiers for de-
tecting “toxic” language on social media. Recently
a challenge by Alphabet aimed to improve labeling
of toxic comments that are rude and disrespectful.
Alphabet released a dataset2 of 160K comments
from Wikipedia discussions, and classified each
comment to six labels. We focus on the Toxic label
only, which represents 9.5% of the dataset.

We used the dataset to train the source model
S(·), which runs a 2-layer bidirectional GRU (Cho
et al., 2014) over the input x, and then uses an
attention (Bahdanau et al., 2015) pooling layer to
obtain a fixed dimensional vector for x. This vector
is passed through a feed-forward layer to compute
the probability that x is toxic. The accuracy of the
source model is 96.5% AUC – comparable to the
top submissions in the challenge.

We used the 13,815 toxic-labeled sentences from
the training set to generate adversarial examples for
training the attacker as described above. Dataset

2https://www.kaggle.com/c/jigsaw-
toxic-comment-classification-challenge/
data
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generation depends on the search procedure, and
we experiment with 3 setups: (a) HOTFLIP-5:
beam-search with K=5, (b) HOTFLIP-10: beam-
search with K=10, and (C) HOTFLIP+: a more
expensive search procedure that calls S(·) more
frequently. We describe the details of this proce-
dure in Appendix A. Because our attacker is inde-
pendent of the search procedure, inference time is
not affected by the search procedure at data gener-
ation time. This results in three distilled models:
DISTFLIP-5, DISTFLIP-10, and DISTFLIP+.3

Attacking the source model We compare the
performance of DISTFLIP variants against HOT-
FLIP variant, including HOTFLIP-1 (K=1). We
also compare to a RANDOM baseline, which
chooses a position and target character randomly,
and to an ATTENTION baseline, which uses the
attention layer of S(·) to choose the character posi-
tion with maximum attention to flip, and selects a
target character randomly.

Table 1 summarizes our results. We report the
average number of flips required to change the pre-
diction of toxic sentences in the source model, the
slow-down per single character-flip, and the slow-
down per attack, which is computed by multiplying
slow-down per flip by the ratio of the number of
flips required per attack. Because roughly 15% of
the examples in the dataset mostly contain repeated
profanities that require many flips, we also report
the average number of flips for the other 85% of
the examples.

We observe that HOTFLIP+ requires the fewest
flips to change model prediction, but attacks are
very slow. The number of flips per attack for
DISTFLIP+ is comparable to HOTFLIP-5 and
HOTFLIP-10, but it achieves a speed-up of 19x-
39x. DISTFLIP-5 and DISTFLIP-10 require a few
more flips compared to DISTFLIP+. Overall attack
quality is high, with less than two flips necessary
for 85% of the examples for DISTFLIP+.

Figure 3 provides a more fine-grained view of
the results by showing the proportion of sentences
classified as toxic as a function of the number of
flips. Overall, the picture is similar to Table 1, with
DISTFLIP+ being comparable to HOTFLIP-10.

Attacking The Google Perspective API The
Google perspective API4 returns the probability

3DISTFLIP-5 is trained on 64K generated examples,
DISTFLIP-10 on 62K examples, and DISTFLIP+ on 46K.

4https://www.perspectiveapi.com

Figure 3: Proportion of sentences classified as toxic as
a function of the number of flips for all models on the
test set.

that a sentence is toxic, where probability > 0.7
is classified as toxic, < 0.3 is non-toxic, and oth-
erwise uncertain. The model itself is not publicly
available. We randomly selected 136 toxic exam-
ples from the validation set and attacked them with
DISTFLIP+ until the source model probability was
< 0.5.

We measured the toxicity probability before and
after our attack and found that the average toxi-
city probability decreased from 0.9 to 0.67, with
an average of 5.0 flips per sentence. The label is
flipped from toxic to uncertain or non-toxic in 42%
of these examples.

Human validation To validate that toxic sen-
tences remain toxic after our attack, we showed
5 independent annotators a total of 150 sentences
from three classes: toxic sentences, non-toxic
sentences, and attacked sentences (attacked by
DISTFLIP-5). The same annotator was never
shown a toxic sentence and its attacked counter-
part. We asked annotators whether sentences are
toxic, and measured average annotated toxicity.

We found that 89.8% of the toxic sentences were
annotated as toxic, compared to 87.6% in the at-
tacked toxic sentences. This shows that humans
clearly view the sentences as toxic, even after our
attack. Table 2 shows examples for sentences at-
tacked by DISTFLIP-10 and the change in toxicity
score according to The Google Perspective API.

6 Conclusion

In this work we present a general approach for
distilling the knowledge in any white-box attack
into a trained model. We show that this results in
substantial speed-up (19x-39x) while maintaining
comparable quality. Moreover, we show that our
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DISTFLIP+ DISTFLIP-10 DISTFLIP-5 HOTFLIP+ HOTFLIP-10 HOTFLIP-5 HOTFLIP-1 RAND. ATT.

#flips 5.05 7.5 8.6 3.2 4.5 4.6 13.8 56.0 70.6
#flips for 85% 1.88 2.27 2.30 1.66 2.16 2.18 2.24 24.57 36.09
Flip slow-down 1x 1x 1x 168.8x 43.3x 21.3x 6.1x - -

Attack slow-down 1x 1.48x 1.7x 108x 38.6x 19.4x 16.7x - -

Table 1: Average number of flips to change the prediction of toxic sentences, average number of flips to change
the prediction for 85% of the examples that do not contain repeated profanities, slow-down per flip compared
to DISTFLIP+, and slow-down per sentence attack compared to DISTFLIP+. One character-flip using DISTFLIP
takes 12ms on an Nvidia GTX1080Ti.

Original Adversarial Google score

decline=I don’t fucking think so decline=I don’t vucking think so 0.79→ 0.07
its an AP article you asshole, how is it not neutral??? its an AP article you assnole, how is it not neutral??? 0.96→ 0.48
I think the 1 million sales is total bullshit though. I think the 1 million sales is total bullshkt though. 0.79→ 0.07
do not know juden! silence is golde juden, now shut up. do not know juden! silence is golden juden, now xhjt up. 0.69→ 0.37
This article sucks . . woo woo wooooooo This article xuxks . . woo woo wooooooo 0.93→ 0.22
Also bring back the brendle article you piece of shit. Also bring back the brendle article you pkece of xhkt. 0.98→ 0.32
to be driven away and die to be driven away and dke 0.82→ 0.32

Table 2: Examples of sentences attacked by DISTFLIP-10 and The Google Perspective toxicity score before and
after the attack.

attack transfers to a black-box setting: we expose
the vulnerability of The Google Perspective API,
and are able to change the prediction for 42% of
input toxic examples, while humans easily detect
that examples are still toxic.
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A Appendix: HotFlip+

Algorithm 1 describes the search procedure of HOT-
FLIP+. The main motivation behind this search
procedure is that HOTFLIP uses gradients to es-
timate the character-flip that maximally changes
the predictions of a model, but this estimate is not
guaranteed to be correct. In HOTFLIP+ we try
to overcome this limitation by performing prun-
ing with gradients, and then actually evaluating
a larger number of possible flips by running the
source model on many possible flips. This makes
the search procedure slower, because we have to
run the source model (forward pass) much more
frequently. For this algorithm we use beam size 3.

In Algorithm 1, the toxicity score of a sentence
is the result of running it through the source model,
and the beam score is the first-order estimate de-
scribed in Section 3.
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Algorithm 1 HotFlip+
1: procedure HOTFLIP+(sentence)
2: beam← Initialize beam with the original sentence and its toxicity score.
3: while True do
4: bf, tox← Pop from the beam the flipped sentence with lowest toxicity, and its toxicity.
5: if tox < 0.5 then
6: break

7: create a new beam.
8: for every beam entry in the current beam do
9: compute all possible flipped sentences and their beam score (as in HOTFLIP).

10: for flip sent, flip score in flipped sentences do
11: min score← minimal beam score on the beam.
12: if flip score > min score then . Prune using beam score
13: tox← Compute the toxicity of flip sent with a forward pass.
14: max tox in beam← Pop from the new beam the maximal toxicity score.
15: if tox < max tox in beam then
16: push flip sent, flip score, tox to the new beam.
17: return bf
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Abstract

Breaking cybersecurity events are shared
across a range of websites, including secu-
rity blogs (FireEye, Kaspersky, etc.), in addi-
tion to social media platforms such as Face-
book and Twitter. In this paper, we investi-
gate methods to analyze the severity of cyber-
security threats based on the language that is
used to describe them online. A corpus of
6,000 tweets describing software vulnerabili-
ties is annotated with authors’ opinions toward
their severity. We show that our corpus sup-
ports the development of automatic classifiers
with high precision for this task. Furthermore,
we demonstrate the value of analyzing users’
opinions about the severity of threats reported
online as an early indicator of important soft-
ware vulnerabilities. We present a simple, yet
effective method for linking software vulner-
abilities reported in tweets to Common Vul-
nerabilities and Exposures (CVEs) in the Na-
tional Vulnerability Database (NVD). Using
our predicted severity scores, we show that it
is possible to achieve a Precision@50 of 0.86
when forecasting high severity vulnerabilities,
significantly outperforming a baseline that is
based on tweet volume. Finally we show how
reports of severe vulnerabilities online are pre-
dictive of real-world exploits.1

1 Introduction

Software vulnerabilities are flaws in computer sys-
tems that leave users open to attack; vulnerabili-
ties are generally unknown at the time a piece of
software is first published, but are gradually iden-
tified over time. As new vulnerabilities are discov-
ered and verified they are assigned CVE numbers
(unique identifiers), and entered into the National
Vulnerability Database (NVD).2 To help prioritize

1Our code and data are available at https://github.com/viczong/

cybersecurity threat severity analysis.
2

https://nvd.nist.gov/

Figure 1: Example tweet discussing the dirty copy-on-
write (COW) security vulnerability in the Linux kernel.

response efforts, vulnerabilities in the NVD are as-
signed severity scores using the Common Vulner-
ability and Scoring System (CVSS). As the rate of
discovered vulnerabilities has increased in recent
years,3 the need for efficient identification and pri-
oritization has become more crucial. However, it
is well known that a large time delay exists be-
tween the time a vulnerability is first publicly dis-
closed to when it is published in the NVD; a re-
cent study found that the median delay between
the time a vulnerability is first reported online and
the time it is published in the NVD is seven days;
also, 75% of threats are first disclosed online giv-
ing attackers time to exploit the vulnerability.4

In this paper we present the first study of
whether natural language processing techniques
can be used to analyze users’ opinions about the
severity of software vulnerabilities reported on-
line. We present a corpus of 6,000 tweets anno-
tated with opinions toward threat severity, and em-
pirically demonstrate that this dataset supports au-
tomatic classification. Furthermore, we propose
a simple, yet effective method for linking soft-
ware vulnerabilities reported on Twitter to entries
in the NVD, using CVEs found in linked URLs.
We then use our threat severity analyzer to con-
duct a large-scale study to validate the accuracy
of users’ opinions online against experts’ severity

3
https://www.cvedetails.com/browse-by-date.php

4
https://www.recordedfuture.com/vulnerability-disclosure-delay/
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ratings (CVSS scores) found in the NVD. Finally,
we show that our approach can provide an early
indication of vulnerabilities that result in real ex-
ploits in the wild as measured by the existence of
Symantec virus signatures associated with CVEs;
we also show how our approach can be used to ret-
rospectively identify Twitter accounts that provide
reliable warnings about severe vulnerabilities.

Recently there has been increasing interest in
developing NLP tools to identify cybersecurity
events reported online, including denial of ser-
vice attacks, data breaches and more (Ritter et al.,
2015; Chang et al., 2016; Chambers et al., 2018).
Our proposed approach in this paper builds on this
line of work by evaluating users opinions toward
the severity of cybersecurity threats.

Prior work has also explored forecasting soft-
ware vulnerabilities that will be exploited in the
wild (Sabottke et al., 2015). Features included
structured data sources (e.g., NVD), in addition to
the volume of tweets mentioning a list of 31 key-
words. Rather than relying on a fixed set of key-
words, we analyze message content to determine
whether the author believes a vulnerability is se-
vere. As discussed by Sabottke et al. (2015), meth-
ods that rely on tracking keywords and message
volume are vulnerable to adversarial attacks from
Twitter bots or sockpuppet accounts (Solorio et al.,
2013). In contrast, our method is somewhat less
prone to such attacks; by extracting users’ opin-
ions expressed in individual tweets, we can track
the provenance of information associated with our
forecasts for display to an analyst, who can then
determine whether or not they trust the source of
information.

2 Analyzing Users’ Opinions Toward the
Severity of Cybersecurity Threats

Given a tweet t and named entity e, our goal is to
predict whether or not there is a serious cybersecu-
rity threat towards the entity based on context. For
example, given the context in Figure 2, we aim at
predicting the severity level towards adobe flash
player. We define an author’s perceived severity
toward a threat using three criteria: (1) does the
author believe that their followers should be wor-
ried about the threat? (2) is the vulnerability easily
exploitable? and (3) could the threat affect a large
number of users? If one or more of these criteria
are met, then we consider the threat to be severe.

2.1 Data Collection
To collect tweets describing cybersecurity events
for annotation, we tracked the keywords “ddos”
and “vulnerability” from Dec 2017 to July 2018
using the Twitter API. We then used the Twitter
tagging tool described by Ritter et. al. (2011) to
extract named entities,5 retaining tweets that con-
tain at least one named entity. To cover as many
linguistic variations as possible, we used Jaccard
similarity with a threshold of 0.7 to identify and
remove duplicated tweets with same date.6

2.2 Mechanical Turk Annotation
We paid crowd workers on Amazon Mechanical
Turk to annotate our dataset. The annotation was
performed in two phases; during the first phase,
we asked workers to determine whether or not the
tweet describes a cybersecurity threat toward a tar-
get entity, in the second phase the task is to de-
termine whether the author of the tweet believes
the threat is severe; only tweets that were judged
to express a threat were annotated in the second
phase. Each HIT contained 10 tweets to be anno-
tated; workers were paid $0.20 per HIT. In pilot
studies we tried combining these two annotations
into a single task, but found low inter-rater agree-
ment, especially for the threat severity judgments,
motivating the need for separation of the annota-
tion procedure into two tasks.

Figure 2 shows a portion of the annotation inter-
face presented to workers during the second phase
of annotation. Details of each phase are described
below, and summarized in Table 1.

Figure 2: A portion of the annotation interface shown
to MTurk workers during the threat severity annotation.

Threat existence annotation: Not all tweets in
our dataset describe cybersecurity threats, for ex-
ample many tweets discuss different senses of the

5
https://github.com/aritter/twitter nlp

6We sampled a dataset of 6,000 tweets to annotate.
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Anno. Tweets Total
1st Annotation (5 workers per tweet) 2nd Annotation (10 workers per tweet)

Label # Tweets % Label # Tweets %

6,000
With threat

2,543
42.4

Severe threat 506 25.7
(1,966 for 2nd anno.) Moderate threat 1,460 74.3

Without threat 3,457 57.6 /

Table 1: Number of annotated tweets with break-down percentages to each category. In 1st annotation, a tweet
contains a threat if more than 3 workers vote for it. In 2nd annotation, a threat is severe if more than 6 workers
agree on it. Number of workers cut-offs are determined by comparing to our golden annotations in pilot studies.

word “vulnerability” (e.g., “It’s OK to show vul-
nerability”). During the first phase of our annota-
tion process, workers judged whether or not there
appears to be a cybersecurity threat towards the
target entity based on the content of the corre-
sponding tweet. We provide workers with 3 op-
tions: the tweet indicates (a) a cybersecurity threat
towards given entity, (b) a threat, but not towards
the target entity, or (c) no cybersecurity threat.
Each tweet is annotated by 5 workers.

Threat severity annotation: In the second phase,
we collect all tweets judged to contain threats by
more than 3 workers in the first phase and anno-
tated them for severity. 1,966 tweets were selected
out of 6,000.7 For each tweet we provided work-
ers with 3 options: the tweet contains (a) a severe,
(b) a moderate or (c) no threat toward the target
entity. During our pilot study, we found this to
be a more challenging annotation task, therefore
we increased the number of annotators per tweet
to 10 workers, which we found to improve agree-
ment with our expert judgments.

Inter-annotator agreement: During both phases,
we monitored the quality of workers’ annotations
using their agreement with each other. We cal-
culated the annotation agreement of each worker
against the majority vote of other workers. We
manually removed data from workers who have
an agreement less than 0.5, filling in missing an-
notations with new workers. We also manually
removed data from workers who answered either
uniformly or randomly for all HITs.

Agreement with expert judgments: To validate
the quality of our annotated corpus we compared
the workers’ aggregated annotations against our
own expert annotations. We independently anno-
tated 150 randomly sampled tweets, 61 tweets of

7We further deduplicate pairs of tweets where the longest
common subsequence covers the majority of the text con-
tents. During deduplication all hashtags and URLs were re-
moved and digits were replaced with 0.

which are marked as containing severe or moder-
ate threats. For threat existence annotation, we
observe a 0.66 value of Cohen’s κ (Artstein and
Poesio, 2008) between the expert judgements and
majority vote of 5 crowd workers. Although our
threat severity annotation task may require some
cybersecurity knowledge for accurate judgment,
we still achieve 0.52 Cohen κ agreement by com-
paring majority vote from 10 workers with expert
annotations.

2.3 Analyzing Perceived Threat Severity

Using the annotated corpus described in Sec-
tion 2.2, we now develop classifiers that detect
threats reported online and analyze users’ opin-
ions toward their severity. Specifically, given a
named entity and tweet, 〈e, t〉, our goal is to es-
timate the probability the tweet describes a cyber-
security threat towards the entity, pthreat(y|〈e, t〉)
and also the probability that the threat is severe,
psevere(y|〈e, t〉). In this section, we describe the
details of these classifiers and evaluate their per-
formance.

We experimented with two baselines to detect
reports of cyberthreats and analyze opinions about
their severity: logistic regression using bag-of-
ngram features, and 1D convolutional neural net-
works. In the sections below we describe the input
representations and details of these two models.

Logistic regression: We use logistic regression as
our first baseline model for both classifiers. In-
put representations are bag-of-ngram features ex-
tracted from the entire tweet content. Example
features are presented in Table 4. We use context
windows of size 2, 3 and 4 to extract features. We
map extracted n-grams that occur only once to a
〈UNK〉 token. In all our experiments, we replace
named entities with a special token 〈TARGET〉;
this helps prevent our models from biasing to-
wards specific entities that appear in our training
corpus. All digits are replaced with 0.
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Convolutional neural networks: We also exper-
imented with 1D convolutional neural networks
(Collobert et al., 2011; Kim, 2014). Given a tweet,
the model first applies convolutional operations on
input sequences with various filters of different
sizes. The intermediate representations for each
filter are aggregated using max-pooling over time,
followed by a fully connected layer. We choose
convolution kernel sizes to be 3, 4 and 5-grams
with 100 filters for each. We minimize cross-
entropy loss using Adam (Kingma and Ba, 2015);
the learning rate is set to 0.001 with a batch size of
1 and 5 epochs.

Word embeddings: We train our own cyberse-
curity domain word embeddings based on GloVe
(Pennington et al., 2014), as 39.7% of our to-
kens are treated as OOV words in GloVe pre-
trained Twitter embeddings. We used a corpus of
609,470 cybersecurity-related tweets (described in
Section 2.1) as our training corpus. The dimension
of word embeddings is 50. Table 2 shows nearest
neighbors for some sampled cybersecurity terms
based on the learned embeddings.

During network training, we initialize word em-
bedding layer with our own embeddings. We
initialize tokens not in our trained embeddings
by randomized vectors with uniform distribution
from -0.01 to 0.01. We fine-tune the word embed-
ding layer during training.

Token Nearest Neighbors

#ddos attacks, ddos, datacenter-insider, attack,
#cyberattack

#hackers hackers, sec cyber, #blackberryz00,
#malware, #hacking

threats defenses, cyberrisk, #cybersecurity,
threat, #iot-based

vulnerability risk, ..., #vulnerability, strength, critical

Table 2: Nearest neighbors to some cybersecurity re-
lated tokens in our trained word embeddings. Embed-
dings are trained by using GloVe. Similar tokens are
sorted by cosine similarity scores.

2.3.1 Experimental Setup
For threat existence classification, we randomly
split our dataset of 6,000 tweets into a training set
of 4,000 tweets, a development set of 1,000 tweets,
and test set of 1,000 tweets. For the threat sever-
ity classifier, we only used data from 2nd phase of
annotation. This dataset consists of 1,966 tweets
that were judged by the mechanical turk work-

ers to describe a cybersecurity threat towards the
target entity. We randomly split this dataset into
a training set of 1,200 tweets, a development set
of 300 tweets, and a test set of 466 tweets. We
collapsed the three annotated labels into two cat-
egories based on whether or not the author ex-
presses an opinion that the threat towards the tar-
get entity is severe.

2.3.2 Results
Threat existence classifier: The logistic regres-
sion baseline has good performance at identify-
ing threats, which we found to be a relatively easy
task; area under the precision-recall curve (AUC)
on the development and test set presented in Ta-
ble 5. This enables accurate detection of trending
threats online by tracking cybersecurity keywords
using the Twitter streaming API, following an ap-
proach that is similar to prior work on entity-based
Twitter event detection (Ritter et al., 2012; Zhou
et al., 2014; Wei et al., 2015). Table 3 presents an
example of threats detected using this procedure
on Nov. 22, 2018.8

Threat severity classifier: Figure 3 shows pre-
cision recall curves for the threat severity classi-
fiers. Logistic regression with bag-of-ngram fea-
tures provides a strong baseline for this task. Ta-
ble 4 presents examples of high-weight features
from the logistic regression model. These features
often intuitively indicate severe threats, e.g. “crit-
ical vulnerability”, “a massive”, “million”, etc.
Without much hyperparameter tuning on the de-
velopment set, the convolutional neural network
consistently achieves higher precision at the same
level of recall as compared to logistic regression.
We summarize the performance of our threat exis-
tence and severity classifiers in Table 5.

3 Forecasting Severe Cybersecurity
Threats

In Section 2 we presented methods that can accu-
rately detect threats reported online and analyze
users’ opinions about their severity. We now ex-
plore the effectiveness of this model for forecast-
ing. Specifically, we aim to answer the following
questions: (1) To what extent do users’ opinions
about threat severity expressed online align with
expert judgments? (2) Can these opinions provide
an early indicator to help prioritize threats based

8A live demo is available at: http://kb1.cse.ohio-state.edu:8123/
events/threat
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Named Entity Example Tweet Existence Severity

apple RT AsturSec: A kernel vulnerability in Apple devices gives access to remote code
execution - Packt Hub #infosec #CyberSecurity https://t....

0.96 0.59

google RT binitamshah: Unfixed spoofing vulnerability in Google Inbox mobile apps
https://t.co/TWx7jSi1gc

0.78 0.17

adobe RT Anomali: Adobe released patches for three “important-ranked” severity vul-
nerabilities, including one vulnerability in Adobe Acrobat and...

0.76 0.32

flash Vulnerability in Flash player allowing code execution. Patch before Black Friday:
https://t.co/4idb570d1E #CyberSecurity #vulnerability

0.71 0.43

mac adobe’s flash player for windows, mac and linux has a critical vulnerability that
should be patched as a top priori... https://t.co/LLlPATy9vR

0.69 0.88

Table 3: Top five threats extracted with highest confidence on Nov. 22, 2018. For each entity we aggregate tweets,
and average threat existence scores. The tweet with the maximum threat severity score is shown in each instance.

Figure 3: Precision/Recall curves showing perfor-
mances of convolutional model (CNN) and logistic re-
gression model (LR) for threat severity classification
task in test set.

Features Weight Features Weight

ddos attack 1.40 〈TARGET〉 , 0.89
hackers to 1.11 take over 0.87
a massive 1.07 00 countries 0.85
critical vulnerability 1.03 attackers to 0.84
0 billion 0.96 discovered in 0.82
lets attackers 0.95 000 million 0.82
〈TARGET〉 users 0.91 : #ddos 0.81
a critical 0.91 abuse and 0.81
of a 0.89 , ddos 0.81
many 〈TARGET〉 0.89 a severe 0.79

Table 4: High-weight n-gram features from logistic re-
gression model for threat severity classification task.

Task Model Dev AUC Test AUC

Existence LR 0.88 0.85

Severity LR 0.62 0.54
CNN 0.70 0.65

Table 5: Performance of our threat existence and sever-
ity classifiers. We show area under the precision-recall
curve (AUC) for both development and test sets.

on their severity?
A large corpus of users’ opinions: We follow
the same procedure described in Section 2.1 to
prepare another dataset for a large-scale evalua-
tion. For this purpose, we collected data from Jan
2016 to Nov 2017; this ensures no tweets over-
lap with those that were annotated in Section 2.2.
We collect all English tweets that explicitly con-
tain the keyword “vulnerability” within this time
period, which results in a total number of 976,180
tweets. 377,468 tweets remain after removing
tweets without named entities.

National Vulnerability Database (NVD): NVD
is the U.S. government database of software vul-
nerabilities. Started in 2000, NVD covers over
100,000 vulnerabilities, assigning a unique CVE
number for each threat. These CVE numbers serve
as common identifiers. NVD uses the Common
Vulnerability Scoring System (CVSS) to measure
the severity of threats. CVSS currently has two
versions: CVSS v2.0 and CVSS v3.0 standards.
CVSS v3.0 is the latest version released in July
2015. We summarize the two standards in Ta-
ble 6.9

Severity Base Score Severity Base Score

None 0.0
Low 0.0-3.9 Low 0.1-3.9
Medium 4.0-6.9 Medium 4.0-6.9
High 7.0-10.0 High 7.0-8.9

Critical 9.0-10.0

Table 6: Qualitative severity rankings of vulnerabilities
in NVD. (Left) CVSS v2.0 standards and (Right) CVSS
v3.0 standards.

Matching tweets with NVD records: Evaluat-
ing our forecasts of high severity vulnerabilities

9
https://nvd.nist.gov/vuln-metrics/cvss
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relies on accurately matching tweets describing
vulnerabilities to their associated NVD records.
To achieve this we present a simple, yet effective
method that makes use of content in linked web-
pages. We find that 82.4% of tweets contain exter-
nal urls in our dataset.

Our approach to link tweets to CVEs is to search
for CVE numbers either in url addresses or in
corresponding web pages linked in tweets report-
ing vulnerabilities.10 We ignore web pages that
contain more than one unique CVE to avoid po-
tential ambiguities. Using this approach, within
our dataset, 79,383 tweets were linked to 10,565
unique CVEs. In order to stimulate a forecasting
scenario, we only consider CVEs where more than
two associated tweets were posted at least 5 days
ahead of official NVD publication date. In our
dataset, 13,942 tweets are finally selected for fore-
cast evaluation, covering 1,409 unique CVE num-
bers. To evaluate the accuracy of this linking pro-
cedure, we randomly sampled 100 matched pairs
and manually checked them. We find the precision
of our matching procedure to be very high: only 2
mismatches out of 100 are found.

3.1 Forecasting Models

Now that we have a linking between tweets and
CVE numbers, our goal is to produce a sorted list
of CVEs with those that are indicated to be severe
threats the top. We consider two ranking proce-
dures, detailed below; the first is based on users’
opinions toward the severity of a threat, and the
second is a baseline that simply uses the volume of
tweets describing a specific vulnerability to mea-
sure its severity. To simplify the exposition below,
we denote each CVE number as CVEi, and the
collection of tweets linked to this CVE number as
TCVEi = {k|tweet tk is mapped to CVEi}.
Our model: Our severe threat classifier assigns
a severity score pseverity(y|〈e, t〉) for each tuple of
name entity e and corresponding tweet t. For a
specific CVE, we define our severity forecast score
to be the maximum severity scores among all tu-
ples from matched tweets 〈·, tk〉 (a single tweet

10 Readers may be wondering why a CVE number has been
generated before it is officially published in the database.
This is due to the mechanism of assigning CVEs. Some iden-
tified companies have the right to assign CVEs or have al-
ready reversed some CVEs. When a threat appears, a CVE
number is assigned immediately before any further evalua-
tion. NVD only officially publishes a threat after all evalua-
tions are completed. Therefore, there is a time delay between
CVE entry established date and the official publication date.

may contain more than one name entity):

(CVEi)forecast score = max
k∈TCVEi

pseverity(y|〈·, tk〉).

Tweet volume baseline: Intuitively, the number
of tweets and retweets can indicate people’s con-
cern about a specific event. Specifically, the sever-
ity for threat CVEi according to the volume model
is defined by the cardinality of TCVEi :

(CVEi)volume score = |TCVEi |.

3.2 Forecasting CVSS Ratings
In our first set of experiments, we compare our
forecasted threat severity scores against CVSS rat-
ings from the NVD. We define a threat as being
severe if its CVSS score is≥ 7.0. This cut-off cor-
responds to qualitative severity ratings provided
by CVSS (marked as HIGH or CRITICAL in Ta-
ble 6).11 We use the newest v3.0 scoring system,
which was developed to improve v2.0.12 Large
software vendors have announced of the adapta-
tion of the CVSS v3.0 standards, including Cisco,
Oracle, SUSE Linux, and RedHat.

We evaluate our models’ performance at identi-
fying severe threats five days ahead of the NVD
publication date, within their top k predictions.
Table 7 shows our results. We observe that tweet
volume performs better than a random baseline;
having a large number of tweets beforehand is a
good indicator for high severity, however our ap-
proach which analyzes the content of messages
discussing software vulnerabilities achieves sig-
nificantly better performance; 86% of its top 50
forecasts were indeed rated as HIGH or CRITI-
CAL severity in the NVD.

P@10 P@50 P@100 AUC

Random 59.0 61.2 58.8 0.595
Volume model 70.0 68.0 70.0 0.583
Our model 100.0 86.0 78.0 0.658

Table 7: Model performance of identifying severe
threats (CVSS scores ≥ 7.0) with Precision@k and
area under the precision-recall curve (AUC) metrics.
For majority random baseline, we average over 10
trails.

11The Forum of Incident Response and Security Teams
(FIRST) also provides an example guideline that recom-
mends patching all vulnerabilities with CVSS scores ≥ 7.0.
See https://www.first.org/cvss/cvss-based-patch-policy.pdf.

12
https://www.first.org/cvss/user-guide
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CVE Num /
Name Entity

CVE Description / Matched Tweets CVSS Scores /
Our Severity

Publish Date
(# Days Ahead)

(a)

CVE-2016-0728 The join session keyring function in security/keys/process keys.c in the Linux ker-
nel before 4.4.1 mishandles object references in a certain error case, which allows
local users to gain privileges or cause a denial of service (integer overflow and
use-after-free) via crafted keyctl commands.

7.2 HIGH (v2.0)
7.8 HIGH (v3.0)

2016-02-08

Android Vulnerability in the Linux kernel could allow attackers to gain access to millions
of Android devices! http://thenextweb.com/insider/2016/01/20/newly-discovered-
security-flaw-could-let-hackers-control-66-of-all-android-devices/ ...

0.98 2016-01-20 (+19)

Android A Serious Vulnerability in the Linux Kernel Hits Millions of PCs, Servers and
Android Devices http://ift.tt/1OvB4JA

0.89 2016-01-20 (+19)

Android Millions of PCs and Android devices are at risk from a recently discovered critical
zero-day vulnerability. http://goo.gl/r95ZYZ #infosec

0.89 2016-01-20 (+19)

(b)

CVE-2017-6753 A vulnerability in Cisco WebEx browser extensions for Google Chrome and
Mozilla Firefox could allow an unauthenticated, remote attacker to execute arbi-
trary code with the privileges of the affected browser on an affected system.

9.3 HIGH (v2.0)
8.8 HIGH (v3.0)

2017-07-25

Cisco WebEx Ex-
tensions

The Hacker News : Critical RCE Vulnerability Found in Cisco WebEx Extensions,
Again - Patch Now! http://ow.ly/gR3l30dJXlj #CDTTweets

0.98 2017-07-19 (+6)

Cisco Systems A critical vulnerability has been discovered in the Cisco Systems’ WebEx browser
extension for #Chrome and #Firefox: http://s.cgvpn.net/Zu

0.94 2017-07-18 (+7)

Cisco WebEx Ex-
tensions

“Critical RCE Vulnerability Found in Cisco WebEx Extensions, Again - Patch
Now!” via The Hacker News #security http://ift.tt/2va8Wrx

0.93 2017-07-17 (+8)

(c)

CVE-2016-5195 Race condition in mm/gup.c in the Linux kernel 2.x through 4.x before 4.8.3 allows
local users to gain privileges by leveraging incorrect handling of a copy-on-write
(COW) feature to write to a read-only memory mapping, as exploited in the wild
in October 2016, aka “Dirty COW.”

7.2 HIGH (v2.0)
7.8 HIGH (v3.0)

2016-11-10

Linux Serious Dirty COW bug leaves millions of Linux users vulnerable to attack: A
vulnerability discovered in the ... http://tinyurl.com/zjdp268

0.97 2016-10-22 (+19)

Linux OS A critical vulnerability has been discovered in all versions of the Linux OS and is
being exploited in the wild http://ift.tt/2es31Xc

0.95 2016-10-25 (+16)

Linux COW Serious vulnerability found in the Linux COW, may have persisted for a decade.
http://www.bbc.co.uk/news/technology-37728010?ocid=socialflow twitter ...
http://arstechnica.com/security/2016/10/most-serious-linux-privilege-escalation-
bug-ever-is-under-active-exploit/ ...

0.82 2016-10-21 (+20)

(d)

CVE-2016-7855 Use-after-free vulnerability in Adobe Flash Player before 23.0.0.205 on Windows
and OS X and before 11.2.202.643 on Linux allows remote attackers to execute
arbitrary code via unspecified vectors, as exploited in the wild in October 2016.

10.0 HIGH (v2.0)
9.8 CRITICAL (v3.0)

2016-11-01

Flash ICYMI Critical vulnerability found in Flash, being actively exploited. Patch Flash
NOW https://www.grahamcluley.com/patch-flash/

0.97 2016-10-27 (+5)

Adobe Adobe has released a Flash Player update to patch a critical vulnerability that ma-
licious actors have been ex... http://bit.ly/2eaTxhO

0.95 2016-10-26 (+6)

Adobe Flash
Player

A critical vulnerability for Adobe Flash Player that allows an attacker to take
control of the affected system. https://helpx.adobe.com/security/products/flash-
player/apsb16-36.html ...

0.80 2016-10-27 (+5)

Table 8: Top 4 threats identified by our forecast model. Severity scores are generated by using threat severity
classifier in Section 2.3.

Table 8 presents top 4 forecast results from our
model. We observe that our model can predict ac-
curate severity level even 19 days ahead of the of-
ficial published date in NVD (Table 8(a), (c)).

3.3 Predicting Real-World Exploits
In addition to comparing our forecasted sever-
ity scores against CVSS, as described above, we
also explored several alternatives suggested by
the security community to evaluate our methods:
(1) Symantec’s anti-virus (AV) signatures13 and
intrusion-protection (IPS) signatures,14 in addition
to (2) Exploit Database (EDB).15

Sabottke et al. (2015) suggested Symantec’s AV
and IPS signatures are the best available indicator

13
https://www.symantec.com/security-center/a-z

14
https://www.symantec.com/security response/attacksignatures/

15
https://www.exploit-db.com/

for real exploitable threats in the wild. We fol-
low their method of explicitly querying for CVE
numbers from the descriptions of signatures to
generate exploited threats ground truth. Exploit
Database (EDB) is an archive of public exploits
and software vulnerabilities. We query EDB for
all threats that have been linked into NVD.16 In
total we gathered 134 CVEs verified by Symantec
and EDB to be real exploits within the 1,409 CVEs
used in our forecasting evaluation.

We evaluate the number of exploited threats
identified within our top ranked CVEs. Table 9
presents our results. We observe that 7 of top 10
threats from our model were exploited in the wild.
We also observe that for the actual CVSS v3.0
scores, only 1 out of the top 10 vulnerabilities was

16
http://cve.mitre.org/data/refs/refmap/source-EXPLOIT-DB.html
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exploited.

Top 10 Top 50 Top 100
P R P R P R

True CVSS 10.0 0.7 16.0 6.0 16.0 11.9
Volume model 60.0 4.5 22.0 8.2 19.0 14.2
Our model 70.0 5.2 28.0 10.4 21.0 15.7

Table 9: Model performance against real-world ex-
ploited threats identified by Symantec and Exploit-DB.
“True CVSS” refers to ranking CVEs based on actual
CVSS scores in NVD. This model is only for reference
and can not be used in real practice, as we do not know
true CVSS scores when forecasting.

3.4 Identifying Accounts that Post Reliable
Warnings

Finally we perform an analysis of the reliability
of individual Twitter accounts. We evaluate all
accounts with more than 5 tweets exceeding 0.5
confidence score from our severity classifier. Ta-
ble 10 presents our results. Accounts in our data
whose warnings were found to have highest preci-
sion when compared against CVSS include “@se-
curityaffairs” and “@EduardKovacs”, which are
known to post security related information, and
both have more than 10k followers.

Account Name # Corr / # Fcst Acc. (%)

jburnsconsult 15 / 15 100
securityaffairs 10 / 10 100
EduardKovacs 6 / 6 100
cripperz 5 / 5 100
cipherstorm 4 / 5 80

Table 10: List of users with top accuracies on forecast-
ing severe cybersecurity threats.

4 Related Work

There is a long history of prior work on analyz-
ing users’ opinions online (Wiebe et al., 2004), a
large body of prior work has focused on sentiment
analysis (Pang et al., 2002; Rosenthal et al., 2015),
e.g., determining whether a message is positive or
negative. In this paper we developed annotated
corpora and classifiers to analyze users’ opinions
toward the severity of cybersecurity threats re-
ported online, as far as we are aware this is the
first work to explore this direction.

Forecasting real-world exploits is a topic of in-
terest in the security community. For example,
Bozorgi et al. (2010) train SVM classifiers to rank

the exploitability of threats. Several studies have
also predicted CVSS scores from various sources
including text descriptions in NVD (Han et al.,
2017; Bullough et al., 2017).

Prior work has also explored a variety of fore-
casting methods that incorporate textual evidence
(Smith, 2010), including the use of Twitter mes-
sage content to forecast influenza rates (Paul et al.,
2014), predicting the propagation of social media
posts based on their content (Tan et al., 2014) and
forecasting election outcomes (O’Connor et al.,
2010; Swamy et al., 2017).

5 Conclusion

In this paper, we presented the first study of the
connections between the severity of cybersecurity
threats and language that is used to describe them
online. We annotate a corpus of 6,000 tweets
describing software vulnerabilities with authors’
opinions toward their severity, and demonstrated
that our corpus supports the development of auto-
matic classifiers with high precision for this task.
Furthermore, we demonstrate the value of analyz-
ing users’ opinions about the severity of threats
reported online as an early indicator of important
software vulnerabilities. We presented a simple,
yet effective method for linking software vulnera-
bilities reported in tweets to Common Vulnerabil-
ities and Exposures (CVEs) in the National Vul-
nerability Database (NVD). Using our predicted
severity scores, we show that it is possible to
achieve a Precision@50 of 0.86 when forecasting
high severity vulnerabilities, significantly outper-
forming a baseline that is based on tweet volume.
Finally we showed how reports of severe vulnera-
bilities online are predictive of real-world exploits.
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A Linking Algorithm

We describe our approach to match tweets with
NVD records in full detail in Algorithm 1.

B Limitations of CVSS and Real-World
Exploits Ground Truth

In Section 3.2 - Section 3.3, we compare our fore-
cast results with (1) CVSS ratings, and (2) real ex-
ploited threats identified by Symantec signatures
and Exploit Database. Each of these sources of

17If a tweet or its associate urls explicitly contains a CVE
number, then we ignore this maximum time range constraint.

Algorithm 1 Linking tweets to NVD records.
1: // Linking
2: for every tweet t do
3: if CVE number in tweet context or in url links then
4: match CVEs to this tweet
5: else
6: query webpage contents to search for CVEs
7:
8: // Check linking results
9: Keep tweets that matched to only one unique CVE to

avoid ambiguities
10:
11: // Apply time constraints
12: Select out tweets that are posted at least 5 days ahead of

official NVD publication date (at most 365 days17)

ground truth have limitations, which we discuss
below.

CVSS ratings are widely used as standard in-
dicators for risk measurement in practice. How-
ever, one problem of CVSS ratings is that high
severity threats do not necessarily lead to real-
world exploits. Allodi and Massacci (2012) show
that only a small portion (around 2%) of reported
vulnerabilities were found to be exploited in the
wild. Furthermore, more than half of the threats in
NVD are marked as HIGH or CRITICAL, causing
a large burden on vendors to fix.18 We also no-
tice these CVSS scores are closely tied with spe-
cific categories of threats. For example, 85.6% of
buffer errors are marked as HIGH or CRITICAL,
while 72.5% of information leaks were marked
as MEDIUM or LOW. All these issues post chal-
lenges on how to prioritize real exploitable threats,
with the goal of reducing false positives and false
negatives simultaneously. Our work provides one
such additional source of information for helping
to prioritize threats.

The ground truth we use for real exploited
threats is still an incomplete list. For example,
Linux kernel vulnerabilities are less likely to ap-
pear in Symantec signatures, as Symantec does not
have a security product for Linux. Identifying real
exploited threats is a difficult task; to the best of
our knowledge, there does not exist an easy-to-
access list covering all exploited threats currently.

C Additional Analysis of Results

In this section, we present further analyses of peo-
ple’s online behaviors when discussing cybersecu-
rity threats on social media.

We find that the real severity of threats is pre-

18
https://www.riskbasedsecurity.com/2017/05/

cvssv3-when-every-vulnerability-appears-to-be-high-priority/
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CVE Num Name Entity Tweet Our Score Real Severity

(a) CVE-2017-4984 EMC VNX1VNX2
OE

threatmeter: Vuln: EMC VNX1/VNX2 OE for File CVE-2017-4984 Remote
Code Execution Vulnerability http://ift.tt/2rWXQXa

0.01 10.0 HIGH (v2.0)
9.8 CRITICAL (v3.0)

(b) CVE-2016-1730 iPhone A newly discovered vulnerability may expose iPhone users to attack when
using a Wi-Fi hotspot - via @InfosecurityMag http://owl.li/Xw3VO

0.76 5.8 MEDIUM (v2.0)
5.4 MEDIUM (v3.0)

iPhone Apple iOS Flaw Enables Attacks via Hotspot: The vulnerability opens up
iPhone users to a raft of problems, inc... http://bit.ly/1JqGtD9

0.45

Table 11: Some examples of forecast errors made by our model. (a) False negative examples: there is no clear
language clue for demonstrating the severity of threats, experts are needed for threats of this kind. (b) False positive
examples: there exist some signals captured by our model for being severe threats, but actual severity might be
overestimated.

dictable based on users’ opinions online. We ob-
serve several repeated patterns in how people de-
scribe severe threats. We summarize some of these
patterns below:

• describing severity levels (see Ap-
pendix C.1), such as “critical”, “serious”,
“highly”;
• describing the number of users or devices af-

fected, such as “millions of 〈TARGET〉 de-
vices”, “huge number of”;
• potential consequences, such as “allows

hackers to”, “could allow for remote code ex-
ecution”, “malware”;
• alerts or warnings, such as “please be aware”,

“warning”;
• suggesting immediate actions, such as “patch

now”.

C.1 Usage of Subjective Adjectives
We notice people rely on adjectives for describing
the level of severity for threats, rather than numer-
ical scores. These subjective adjectives form our
initial impressions on these threats.

We examine subjective adjectives people use for
measuring threats. We run POS tagging to extract
all tokens marked as JJ, JJP, and JJS. We then
rank subjective adjectives in Subjectivity Lexicon
(SUB) (Wilson et al., 2005) by log-odds ratio of
their occurrences in NVD descriptions for HIGH
or CRITICAL threats versus MEDIUM or LOW
threats. Table 12 presents top ranked subjective
adjectives. We observe variants people are using
for severe threats, e.g. “serious”, “severe”, “mali-
cious”, etc.

C.2 Temporal Analysis
We collect all CVEs having matched tweets posted
at least 1 day ahead of the official NVD publica-
tion date, resulting in a set of 3,678 CVEs. Within
our dataset, 84.7% of CVEs are reported within 60
days after the first disclosure on social media. We

Adj. Ratio Adj. Ratio Adj. Ratio

serious 2.01 aware 1.61 fast 1.39
pivotal 1.95 most 1.61 original 1.39
sure 1.95 vivid 1.61 able 1.39
free 1.95 accessible 1.39 blind 1.39
active 1.79 popular 1.39 arbitrary 1.35
intelligent 1.79 deep 1.39 high 1.30
static 1.79 black 1.39 incomplete 1.25
critical 1.67 top 1.39 malicious 1.20
severe 1.61 dangerous 1.39 wily 1.10
great 1.61 wild 1.39 evil 1.10

Table 12: Top ranked log-odds ratio of subjective ad-
jectives describing severe threats (CVSS scores ≥ 7.0)
versus non-severe threats (CVSS scores < 7.0). Sub-
jective adjectives are identified by using Subjectivity
Lexicon (SUB) (Wilson et al., 2005).

observe a median of 5 days delay in our dataset,
whereas some of threats have significant longer
delays. For example, CVE-2016-212319 (Over-
flow Remote Code Execution Vulnerability) first
appears at Twitter on Dec. 19, 201620, but is pub-
lished in NVD on Nov. 1, 2018. It again shows the
difficulty of threat evaluation and management.

C.3 Error Analysis
We evaluate two types of errors with respect to
forecasting high severity vulnerabilities: false pos-
itive and false negative examples. We observe that
some severe threats are difficult to predict based
on contents in general, such as Table 11(a). There
is no clear clue for estimating the severity level
merely on tweet contents.

We present another incorrect example extracted
by our forecast system in Table 11(b). We notice
tokens like “expose users to attack”, “opens up to a
raft of problems”, etc. This threat does seem to be
exploitable and harmful to a lot of users. However,
experts mark it as of medium severity. It might
be the case that the actual severity level of some
threats are overestimated by some accounts.

19
https://nvd.nist.gov/vuln/detail/CVE-2016-2123

20
https://twitter.com/ryf feed/status/810981102768758784
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Abstract

Deep-learning-based models have been suc-
cessfully applied to the problem of detecting
fake news on social media. While the corre-
lations among news articles have been shown
to be effective cues for online news analy-
sis, existing deep-learning-based methods of-
ten ignore this information and only consider
each news article individually. To overcome
this limitation, we develop a graph-theoretic
method that inherits the power of deep learn-
ing while at the same time utilizing the cor-
relations among the articles. We formulate
fake news detection as an inference problem in
a Markov random field (MRF) which can be
solved by the iterative mean-field algorithm.
We then unfold the mean-field algorithm into
hidden layers that are composed of common
neural network operations. By integrating
these hidden layers on top of a deep network,
which produces the MRF potentials, we obtain
our deep MRF model for fake news detection.
Experimental results on well-known datasets
show that the proposed model improves upon
various state-of-the-art models.

1 Introduction

The term “fake news” refers to news articles that is
intentionally and verifiably false (Shu et al., 2017).
The problem of fake news has existed since the ap-
pearance of the printing press, but only gained a lot
of momentum and visibility during the age of so-
cial media. This is due to the large audience, easy
access and fast dissemination mechanism of social
media, where more and more users are consuming
news in a daily basis (Shu et al., 2017). Tradi-
tional methods for verifying the veracity of news
that rely on human experts, despite being reliable,
do not scale well to the massive volume of news
nowadays. This renders the automatic detection of
fake news on social media an important problem,

w23 = 5

w14 = 3

w13 = 3
w34 = 3

a1

a2

a3

a4

Figure 1: Modeling the relationship among news arti-
cles (or events): the dash lines represent engagements
of users to articles, the solid lines represent the rela-
tionships between articles with weights determined by
the number of common engaged users.

drawing a lot of attention from both the academic
and industrial communities.

The recent literature has witnessed the success
of deep learning models in detecting fake news
on social media (Ma et al., 2016; Yu et al., 2017;
Ruchansky et al., 2017; Rashkin et al., 2017; Ma
et al., 2018a; Kochkina et al., 2018). By lever-
aging the capability of deep networks in learn-
ing high-level representations, these models have
achieved state-of-the-art performance on various
benchmark datasets. Nevertheless, one limitation
of existing deep-learning-based methods is that
they often ignore the correlations among news ar-
ticles, which have been proved to be effective for
analysing online events (Freire et al., 2016; Fair-
banks et al., 2018).

To overcome this limitation, we aim at a model
that leverages the capability of deep neural net-
works while effectively incorporating the correla-
tions among articles when determining their cred-
ibility. To this end, we first model the relationship
between two articles by the number of the com-
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Figure 2: Percentage of edges having certain weights,
which connects two articles with the same labels on the
news graph constructed from the Weibo dataset (Ma
et al., 2016).

mon users that engage to them, e.g., by means of
tweeting, re-tweeting, commenting. An example
is illustrated in Fig. 1: the articles a2 and a3 have
a strong relationship as they are engaged to by 5
common users, whereas, there is no relationship
between the articles a1 and a2 because there is no
user engage to both of them. With this modeling,
we can construct a news graph, where each node
corresponds to an article and an edge encodes the
relationship between two articles.

Our underlying assumption is that if there exists
a strong relationship between two articles, they
are likely to share the same labels. To verify this
assumption, we calculate the percentages of the
edges that connect two articles with the same la-
bels, among those whose weights are equal to cer-
tain values, and plot the results for the news graph
constructed from the Weibo dataset (Ma et al.,
2016) in Fig. 2. It is clear from Fig. 2 that the
higher the edge weight, the more likely it is that
the corresponding articles share the same labels
(fake or true). Similar patterns are observed on
other datasets such as the Twitter (Ma et al., 2016)
and the PHEME (Zubiaga et al., 2017) datasets.
Evidently, these results support our assumption.

In order to incorporate the correlations among
news articles, we formulate fake news detection
as an inference problem in a Markov random field
(MRF). Our motivation behind this formulation is
to leverage the capability of MRF in capturing de-
pendencies among random variables. We solve
the resulting inference problem using the mean-
field algorithm (Koller and Friedman, 2009). We
then propose a method to unfold this algorithm
into hidden layers that can be integrated on top

of a deep network that computes the potentials of
the MRF. By doing this, we obtain our deep MRF
model for detecting fake news, referred to as the
DMFN model. To the best of our knowledge, this
is the first integration of deep networks and MRF
for detecting fake news. Our main contributions
are as follows:

• We formulate fake news detection as an in-
ference problem in an MRF model. This al-
lows us to incorporate the correlations among
news articles when deciding their credibility.

• We propose a method to unfold the mean-
field algorithm into specially-designed neural
network layers, and build a deep MRF model
for detecting fake news.

• We carry out comprehensive experiments on
widely-used datasets collected from popular
social networks. Experimental results show
the effectiveness of the proposed model com-
pared to various state-of-the-art models.

The remainder of the paper is organized as fol-
lows: we review the related work in Section 2, and
describe our formulation of fake news detection as
an inference problem MRF in Section 3. In Sec-
tion 4, we describe our model in detail. We present
our experimental studies in Section 5 and finally
draw the conclusions in Section 6.

2 Related Work

Early work in fake news detection focused on find-
ing a good set of features that are useful for sep-
arating fake news from genuine news. Linguistic
patterns, such as special characters, specific key-
words and expression types, have been explored
to spot fake news (Castillo et al., 2011; Liu et al.,
2015; Zhao et al., 2015). Different feature types
have also been considered, such as the charac-
teristics of users involved in spreading the news,
e.g. the number of followers, the users’ ages and
genders (Castillo et al., 2011; Yang et al., 2012),
and the news’ propagation patterns (Castillo et al.,
2011; Kwon et al., 2013). Instead of relying on a
single feature type, existing works normally made
use of multiple types of feature at the same time.

Recent years have witnessed the use of deep
learning for fake news detection. The idea is to
leverage deep neural networks to overcome the
limitation of the shallow hand-craft features em-
ployed in the earlier methods (Ma et al., 2016).
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Many works proposed to represent news articles
as multivariate time series using the timestamp in-
formation and to formulate fake news detection
as a sequence classification problem (Ma et al.,
2016; Yu et al., 2017; Ma et al., 2018a; Liu and
Brook Wu, 2018; Kochkina et al., 2018). As it is
common in the literature to utilize multiple types
of features in detecting fake news, deep networks
with multiple branches to incorporate various fea-
ture types were also proposed (Ruchansky et al.,
2017; Volkova et al., 2017; Yang et al., 2018). In
general, deep learning based methods yield higher
accuracy compared to shallow-feature-based ap-
proaches, leading to state-of-the-art performance.

The existing deep-learning models, however,
often ignore the correlations among news arti-
cles which haven been shown to be effective
cues for analysing online news and events (Freire
et al., 2016; Fairbanks et al., 2018). Freire et
al. proposed a method to detect breaking news
on Wikipedia by exploring the graph of related
events (Freire et al., 2016). This graph is built by
connecting any pair of pages on Wikipedia which
were edited by the same users in a small time win-
dow. In (Fairbanks et al., 2018), a graph of news
was constructed by connecting the corresponding
web pages using the links between them in form
of html tags. The credibility of the news was
assessed by applying the loopy belief propaga-
tion algorithm to perform semi-supervised learn-
ing on this graph. In their experiments, the authors
showed that the correlations among the news, en-
coded in the constructed graph, were more effec-
tive than the textual content of the news for pre-
dicting their credibility.

In this work, we propose a deep MRF model
for fake news detection. Apart from leveraging
the power of deep networks, our model incorpo-
rates the correlations among news articles when
determining their credibility. In this regard, our
method shares a similar motivation with the graph-
based methods for social event analysis as men-
tioned above. Nevertheless, while these graph-
based methods do not utilize any information of
the news articles beyond the labels, our model is
more generic and allows incorporating an arbitrary
number of features.

3 Fake News Detection on MRF

We employ a Markov random field (MRF)
model (Freeman et al., 2000) to incorporate the

correlations among the events due to its capabil-
ity in capturing dependencies among random vari-
ables. To this end, we first construct an event
graph G = (V, E), with V the set of vertices and
E the set of edges as described in Section 1. We
then define an MRF model over G. In this model
a node k is associated with a random variable Xk,
which represents the label of the k-th event. The
random variables Xk,∀k ∈ {1, . . . , n} have do-
main L = {L1,L2 . . .Ls}, which represent the
s possible labels. For notation brevity, we re-
fer to the nodes in V by their indices, namely,
k ∈ {1, . . . , n}. We are interested in inferring the
distribution P (X) of the MRF, from which the la-
bels for the events can be obtained. In the MRF,
the probability P (X = x), with x a set of values
of the random variables, is given by (Koller and
Friedman, 2009)

P (X = x) =
1

Z
exp(−E(x)), (1)

with Z the partition function ensuring a valid dis-
tribution and E(x) the energy of the MRF, which
has the following form

E(x) =
∑

k∈V
Φ (xuk) + λ

∑

k,l∈N
Ψ (xuk , x

v
l ) . (2)

In (2), N is the set of nodes that are connected in
the MRF . The unary potential, Φ (xuk), measures
the cost of assigning the label Lu to the node k,
while the pairwise potential, Ψ(xuk , x

v
l ), measures

the cost of assigning the nodes k and l respectively
the labels Lu and Lv. As such, the pairwise poten-
tials capture the dependencies among the nodes of
the MRF. λ is a hyperparameter.

As exactly computing P (X) is intractable,
we employ the mean-field algorithm (Koller and
Friedman, 2009) to approximate P (X) by a
fully-factorized proposal distribution Q(X) =∏
∀k∈V Qk(Xk). Qk(Xk = Lu) is the probabil-

ity that the node k have the label Lu according
to the distribution Qk. Denote Qk(Xk = Lu) as
quk , the mean-field algorithm iteratively calculates
quk , ∀k ∈ {1, . . . , n}, u ∈ {1, . . . , s} according
to (Koller and Friedman, 2009)

(3)

quk =
1

Zk
exp



−


Φ (xuk)

+ λ
∑

l∈Nk

∑

v∈L
qvl Ψ (xuk , x

v
l )





 ,
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with Nk the set of nodes connected to k and
Zk =

∑
u∈L q

u
k the normalization factor ensuring

quk , ∀u ∈ {1, . . . , s}, add up to 1. The generic
mean-field update in (3) requires the unary po-
tentials and pairwise potentials. In Section 4, we
show how we realize these potentials.

4 Deep MRF Model for Fake News
Detection

In this section, we present our realizations of the
unary and pairwise potentials, with which we ob-
tain the final mean-field update equation. After
that, we present a method to unfold the mean-field
update into specially-designed neural network lay-
ers, and describe our deep MRF model for fake
news detection.

4.1 Computing the Unary and Pairwise
Potentials

We compute the unary potential Φ(xuk) of the MRF
as the negative log likelihood:

Φ(xuk) = − ln p(Xk = Lu), (4)

with p(Xk = Lu) the likelihood that Xk has
label Lu. As such, Φ(xuk) will be high if this
node is not likely to have the label Lu, and vice
versa. The likelihood p(Xk = Lu) is computed as
p(Xk = Lu) = Fθ(Ok), where Fθ is a non-linear
function represented by a deep neural network pa-
rameterized by θ and Ok is the observations, i.e,
features associated to the k-th event. The design
of this network is described later in Section 4.

The pairwise potential is computed by

Ψ(xuk , x
v
l ) = a(k, l)× µ(u, v), (5)

where a(k, l) is the weight of the edge between
the nodes k and l, namely, a(k, l) represents how
strong the relationship between the nodes k and
l is; and µ(u, v) is the label compatibility, which
is calculated using the Pott model (Boykov et al.,
1998):

µ(u, v) =

{
1, if u 6= v,

0, otherwise.
(6)

Substituting the pairwise potential in (5) into (3),

we obtain the final mean-field update equation:

(7)

quk =
1

Zk
exp



−Φ (xuk)

− λ
∑

l∈Nk
a(k, l)

∑

v∈L
qvl × µ (u, v)



 .

We refer to the term
∑

v∈L q
v
l × µ(u, v) in (7) as

the compatibility transform step, and to the term∑
l∈Nk a(k, l)

∑
v∈L q

v
l ×µ (u, v) summing up in-

formation from the nodes connected to the node k
as the message passing step.

4.2 Mean-Field Updates as Neural Network
Layers

We now describe a method to implement the up-
date equation in (7) using operations that are com-
mon in the deep learning literature. Abusing the
notation, we denote also by Q ∈ Rn×s a matrix,
with an entry Qk,u corresponding to the value quk ,
i.e., the probability that the node k has the label
Lu. Denote by A ∈ Rn×n the adjacency ma-
trix, containing all the edge weights in G. We set
Ak,k = 0, ∀k ∈ {1, . . . , n}. We further denote
by M ∈ Rs×s a square matrix whose the entry
Mu,v corresponds the label compatibility µ(u, v)
calculated using (6), and by Φ ∈ Rn×s the ma-
trix containing the unary potentials Φ(xuk), for all
k ∈ {1, . . . , n} and u ∈ {1, . . . , s}. Φ is calcu-
lated by taking the logarithm of Q element-wise.

4.2.1 The Compatibility Transform Step
The compatibility transform in (7) can be per-
formed via a 1-D convolutional layer applied on
the matrix Q. This convolutional layer has s fil-
ters of kernel size 1 × s. The weights of the u-th
filter are set equal to the values along the u-th row
of M . We do not employ any padding and set the
stride to 1. When applying this operation, the u-th
filter slides vertically across Q, and calculates the
inner product between its weights and the rows of
Q. The output is denoted as Q′ ∈ Rn×s, with an
entry Q

′
l,u given by

Q
′
l,u =

∑

v∈L
Ql,v ×Mu,v

=
∑

v∈L
qvl × µ(u, v), (8)

for all l ∈ {1, . . . , n}, u ∈ {1, . . . , s}, which is
equal to the result of the compatibility transform
step in (7).
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Figure 3: The architecture of the DMFN model: the first block consists of three feature branches, each with
configurable numbers of fully-connected (FC) layers to process a type of feature, a concatenation layer and a
number of FC layers with softmax activation function at the end to produce labels’ probability matrix Q; Each
mean-field (MF) layer consists of four main operations, namely convolution (conv), matrix multiplication (⊗),
point-wise addition (⊕) and the softmax function. T MF layers are stacked one after another to implement the
mean-field algorithm with T iterations. All MF layers share the same set of parameters, namely, the matrix of the
unary potentials Φ, which is computed fromQ, the adjacency matrixA encoding the relationships among the input
events, and the compatibility matrix M .

4.2.2 The Message Passing Step
Given the adjacency matrix A ∈ Rn×n and the
output Q

′ ∈ Rn×s from the compatibility trans-
form step, the message passing step can be per-
formed simply by multiplying A with Q

′
. This

multiplication results in Q
′′ ∈ Rn×s, in which:

Q
′′
k,u =

n∑

l=1

Ak,l.Q
′
l,u

=
n∑

l=1

a(k, l)
∑

v∈L
qvl × µ(u, v). (9)

As Ak,l = 0 if l 6∈ Nk, the operation in (9) is
equivalent to the message passing step in (7).

4.2.3 The Mean-field Layer
To finish the update in (7), one needs to element-
wise multiply Q

′′
with λ, add Φ and negate the

result. The exponential and normalization can be
performed jointly using the softmax function, re-
sulting in the new matrix Q ∈ Rn×s whose entries
correspond to the values of quk after one mean-field
iteration, for all k ∈ {1, . . . , n}, u ∈ {1, . . . , s}.
We can consider these operations together with
those implementing the compatibility transform
and the message passing steps, as the operations of
specially-designed a neural network layer, which
we call the mean-field (MF) layer. As all the
component operations are differentiable, the op-
eration implemented by the MF layer is also dif-
ferentiable. Each MF layer, hence, implements

one iteration of the mean-field algorithm. Clearly,
by stacking T MF layers, we can implement the
mean-field algorithm with T iterations.

4.3 The DMFN Model

4.3.1 Model Architecture

The architecture of the DMFN model is illustrated
in Figure 3, with two blocks: the first block cor-
responds to the deep network Fθ that produces
the unary potentials, and the second block is com-
posed of T MF layers, which implements the T -
iteration mean-field algorithm. The deep network
Fθ takes as inputs several feature types extracted
to represent the given set of events. Each fea-
ture type is processed by a feature branch with
a number of fully-connected (FC) layers. The
outputs of the last layers in all feature branches
are concatenated to produce high-level represen-
tations for all the events. These representations
are then fed to another set of FC layers and a
softmax function to produce the label probabili-
ties. These label probabilities form the matrix Q,
as described in Section 4.2. All the FC layers in
the model are followed by a batch normalization
layer (Ioffe and Szegedy, 2015), a ReLU activa-
tion function (Glorot et al., 2011), and the dropout
regularization (Srivastava et al., 2014).

In the second block, all the MF layers share the
same parameters, namely, the matrix Φ, the ad-
jacency matrix A that encodes the relationships
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among the given events, and the label compatibil-
ity matrix M . The first MF layer takes as input
the matrix Q, whereas, the later MF layers oper-
ate on the outputs from their previous MF layers.
The output after the last MF layer is the final la-
bel probabilities predicted for the given events. It
should be noted that the parameters of the MF lay-
ers are pre-computed and shared. As such, adding
MF layers after the layers in the first block does
not increase the the risk of overfitting of the model.

4.3.2 Feature Extraction
We extract multiple types of features to capture
the characteristics of the events, namely, the tex-
tual contents and social engagements. For the
textual features, we first group all the tweets re-
lated to an event into a document. We pre-
process the documents by removing stop words,
converting the words into lower case and tokeniz-
ing them. From the pre-processed documents,
we extract the term frequency - inverse docu-
ment frequency (tf-idf) (Wu et al., 2008), and
word2vec (Mikolov et al., 2013) feature vectors.
We use the word2vec model pre-trained on the
Google News dataset to map each word in a doc-
ument to a 300−dimensional embedding vector,
and then obtain the embedding for the document
by taking the average of the word embeddings.

We use a graph embedding technique to capture
the social engagements associated to the events.
Concretely, we first build a graph of users from
the given dataset. Two users are connected by
an edge if they engage to at least one event in
common, with the edge’s weight determined by
the total number of common engaged events. We
then employ the node2vec algorithm (Grover and
Leskovec, 2016) to learn an embedding for each
user. The social engagement feature of an event is
then calculated by taking the average of the em-
beddings of all users engaged to it. It is worth
noting that the graph of users used in this step is
different from the graph of events, constructed as
described in Section 1.

4.3.3 Training and Testing the DMFN Model
We employ the weighted cross entropy loss func-
tion to train the DMFN model. When calcu-
lating the loss, the weight given to the training
samples of a particular label is inversely propor-
tional to the number of samples in the current
batch which have this label. This technique is
highly beneficial when dealing with imbalanced

dataset, e.g., the PHEME dataset (Zubiaga et al.,
2016). The model’s parameters are learned by us-
ing the SGD algorithm with the Adam parameter
update (Kingma and Ba, 2015).

At the testing stage, we select for the testing
event k the label Lû ∈ L with û determined by
û = arg maxu∈{1,...,s} q

u
k . As we want to utilize

the correlations among events in the prediction, we
provide an adjacency matrix encoding the relation-
ships among a set of events and run a forward pass
with all their features as input. Without the adja-
cency matrix or when setting the adjacency matrix
to the identity matrix, the model predicts the labels
for each events without considering their correla-
tions.

5 Experiments

5.1 Experimental Settings

We employ three well-known benchmark datasets,
namely the Twitter, Weibo (Ma et al., 2016) and
PHEME datasets (Zubiaga et al., 2017) for our
experiments. The Twitter dataset consists of 992
events, involving 233.7 thousand users and 592.4
thousand tweets. The Weibo dataset is larger,
with 4, 664 events, 2.8 million users and 3.8 mil-
lion posts. Events in these datasets are labeled
as either fake or true, and the two labels are rel-
atively balanced. The PHEME dataset consists
of 5, 802 comment threads collected from Twitter,
with approximately 103 thousand tweets in total.
This dataset is imbalanced, with 1, 972 threads la-
beled as rumour and 3, 830 threads labeled as non-
rumour.

5.2 Hyperparameter Selection

For the DMFN model, we employ one hidden
layer in each feature branch, and one hidden layer
after the concatenation layer, all with 100 hid-
den units. We train the model for maximum 100
epochs with learning rate 0.001 and stop training
early if the validation loss does not improve over
the average of those of the previous 25 epochs. To
control overfitting, we employ dropout with high
dropping rate of 0.9.

We determine the values of λ which balance
the weight between the unary and pairwise poten-
tials in the MRF, and of the number of MF layers,
T by cross validation on a separate split on the
Weibo dataset. First, we fix T to 30, with which
the mean-field algorithm is highly likely to con-
verge (Krähenbühl and Koltun, 2011), and experi-
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λ 0.005 0.050 0.100 0.500

Weibo 0.958 0.960 0.959 0.949

Table 1: Accuracy of the DMFN model when varying
λ on the Weibo datasets (Ma et al., 2016).

T 1 5 10 15

Weibo 0.949 0.960 0.960 0.960

Table 2: Accuracy of the DMFN model when varying
T on the Weibo datasets (Ma et al., 2016).

ment with different values of λ. The result of this
is presented in Table 1.

Fixing λ to 0.05, we experiment with differ-
ent number of MF layers by varying T . The re-
sults are summarized in Table 2. As can be seen
from the table, employing multiple MF layers im-
proves the results over just one MF layer. Even
though we still observe improvements in the per-
formance with more than 5 MF layers, the differ-
ence is small. As a result, we select T = 5 as it
produces the best trade-off between accuracy and
computational complexity.

5.3 Experimental Results

We compare the results of different models in two
experimental settings, namely late detection and
early detection. The former setting allows the
models to use all the available users posts in the
entire time span of the given datasets, whereas
in the latter setting, the models are only allowed
to use posts that have appeared within a specific
deadline (in hours) since the appearances of the
events.

5.3.1 Late Detection Setting
We compare the results of the proposed models
in the late detection setting with those of refer-
ence models, including the decision tree classifier
(DTC) (Castillo et al., 2011), the SVM classifier
(SVM-RBF) (Yang et al., 2012), the random for-
est classifier (RFC) (Kwon et al., 2013), the SVM
classifier with timeseries features (SVM-TS) (Ma
et al., 2015), the 2-layer GRU model (GRU-2) (Ma
et al., 2016) and the convolutional neural network
(CAMI) (Yu et al., 2017), the Tree-structured Re-
cursive Neural Networks (TD-RvNN) (Ma et al.,
2018b), and the CRF and Naive Bayes classifiers
in (Zubiaga et al., 2017). The performance of
the models is assessed using four metrics, namely,
accuracy, average precision, average recall and

macro F1 score. Similar to (Yu et al., 2017), on the
Twitter and Weibo datasets, we randomly reserve
10% of the samples for parameter tuning and per-
form four-fold cross validation on the remaining.
On the PHEME dataset, we follow the leave-one-
event-out approach as in (Zubiaga et al., 2017).
We report the average results for the models.

The results for different models on the Twit-
ter and the Weibo datasets (Ma et al., 2016)
are shown in Table 3. On these two datasets,
we do not include the results of the TD-RvNN
model (Ma et al., 2018b) as this model requires
a tree-like connections among the tweets to repre-
sent an event. As can be seen from the table, the
DMFN model consistently outperforms the refer-
ence models on both datasets. The results of all
the models are better on the Weibo dataset than on
the Twitter dataset. This is possibly because num-
ber of posts available on the Weibo dataset is much
larger than that available on the Twitter dataset.

The results on the PHEME dataset is illustrated
in Table. 4. As this dataset is imbalanced, the pre-
diction accuracy is not a good metric for compar-
ison. Similar to (Zubiaga et al., 2017), we fo-
cus on the other metrics, namely, precision, re-
call and macro F1 score in the comparison. The
CRF model with content features (Zubiaga et al.,
2017) yields the highest precision, whereas the
Naive Bayes classifiers yield the highest recalls..
While the reference models are either biased to-
ward high precision or high recall scores, the
DMFN model produces more balanced precision
and recall, and the best Macro F1 score. The DF-
RvNN model (Ma et al., 2018a) also achieves bal-
anced precision and recall, nevertheless its perfor-
mance is lower than that of the DMFN model in all
metrics (with p-values of 0.004, 0.04, 0.03 respec-
tively for the precision, recall and macro f1 scores
in a pairwise t-test).

On the PHEME dataset, the average number of
tweets per event is 17.8, which is much smaller
than those on the Twitter and Weibo datasets (805
and 815 posts per event respectively). The lower
number of tweets, and the class imbalance ren-
der this dataset highly challenging. As such, the
performance of all the considered models on this
dataset is lower than that on the Twitter and Weibo
datasets. Overall on all the considered datasets,
we observe consistent performance of the DMFN
model: The variance of the Macro F1 score over
10 repetitions are relatively low, which are equal to
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Model
Twitter Weibo

Acc. Prec. Rec. Macro F1 Acc. Prec. Rec. Macro F1
SVM-RBF 0.715 0.720 0.710 0.709 0.818 0.819 0.818 0.818

DTC 0.718 0.718 0.718 0.718 0.831 0.831 0.831 0.831

RFC 0.728 0.728 0.728 0.728 0.849 0.866 0.849 0.847

SVM-TS 0.745 0.741 0.741 0.740 0.857 0.859 0.858 0.859

GRU-2 0.757 0.760 0.757 0.771 0.910 0.914 0.910 0.910

CAMI 0.777 0.782 0.777 0.776 0.933 0.933 0.933 0.933

DMFN 0.800 0.803 0.803 0.799 0.962 0.963 0.962 0.970

Table 3: Results for different models on the Twitter and Weibo datasets (Ma et al., 2016).

Model Prec. Rec. Macro F1
Naive Bayes Content 0.309 0.723 0.433

CRF Content 0.683 0.545 0.606

Naive Bayes Content + Social 0.310 0.723 0.434

CRF Content + Social 0.667 0.556 0.607

TD-RvNN 0.616 0.612 0.609

DMFN 0.667 0.670 0.657

Table 4: Results for different models on the PHEME datasets (Zubiaga et al., 2017).

Model
Twitter Weibo PHEME

Acc. Macro F1 Acc. Macro F1 Acc. Macro F1
DMFN-base 0.763 0.762 0.944 0.944 0.682 0.607

DMFN-separate 0.789 0.788 0.958 0.959 0.690 0.641

DMFN 0.800 0.799 0.962 0.970 0.703 0.657

Table 5: Results of different variants of the DMFN model on the three datasets.

1e−4, 2e−4 and 6e−5 respectively on the Twitter,
Weibo and PHEME datasets.

5.3.2 Early Detection Setting

We perform the early detection experiments on
the Twitter and Weibo datasets with different
deadlines, in {1, 5, 12, 24, 36, 48, 72, 96} (hours).
Fig. 4a and Fig. 4b illustrate the results on the
Twitter and the Weibo datasets, respectively. As
can be seen, on both datasets, the DMFN model
performs the best among the selected models,
followed by the CAMI model. On the Weibo
dataset, the average number of posts per event is
approximately 168, 353, 497 within the 1-hour,
5-hour and 12-hour deadlines respectively.These
figures suggest that Weibo users are responsive
and quickly react to a newly broadcasted event.
The large number of posts per event, even at 1-
hour deadline, gives enough information for the
DMFN, as well as the CAMI models to produce
good results, even within short deadlines.

5.3.3 The Effects of Jointly Training the Deep
Network with Mean-field Inference

An advantage of the proposed model is that it al-
lows training the deep network that produces the
unary potentials with feedback from the mean-
field inference. To verify this argument, we com-
pare the performance when using different vari-
ants of the proposed model: (i) training and testing
without the MF inference, (ii) training without the
MF inference and testing with the MF inference,
and (iii) training and testing with the MF inference
(the full DMFN model). We denote the three vari-
ants as DMFN-base, DMFN-separate and DMFN.
As can be seen from the table, applying the MF
inference improves the results of the base model
even if it has been trained without the MF infer-
ence. This proves the benefits of enforcing the de-
pendencies between the events in the MRF when
making predictions. Nevertheless, training and
testing with MF inference consistently yields the
best results among the three variants. This proves
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Figure 4: Accuracy of different models when considering only posts within specific deadlines on the Twitter and
Weibo datasets.

the benefits of unfolding the MF inference and in-
corporate it on top of the base network.

6 Conclusion

We formulated the fake news detection on social
media as an inference problem in an MRF model
that can be solved using the mean-field algorithm.
By translating each update step in this algorithm
into common operations in the deep learning lit-
erature, we can unfold it into hidden layers that
can be integrated on top of another deep neural
network. This results in our deep MRF model
(DMFN) for detecting fake news. As such, the
DMFN carries the advantages of both deep neural
networks in learning high-level representations,
and of MRF in incorporating correlations among
the news articles. Experiments on well-known
benchmark datasets show that the proposed model
consistently improves over the state of the art in
fake news detection in both the late and early de-
tection settings.
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Abstract
In online discussion fora, speakers often make
arguments for or against something, say birth
control, by highlighting certain aspects of the
topic. In social science, this is referred to as
issue framing. In this paper, we introduce a
new issue frame annotated corpus of online
discussions. We explore to what extent mod-
els trained to detect issue frames in newswire
and social media can be transferred to the do-
main of discussion fora, using a combination
of multi-task and adversarial training, assum-
ing only unlabeled training data in the target
domain.

1 Introduction

The framing of an issue refers to a choice of per-
spective, often motivated by an attempt to influ-
ence its perception and interpretation (Entman,
1993; Chong and Druckman, 2007). The way is-
sues are framed can change the evolution of pol-
icy as well as public opinion (Dardis et al., 2008;
Iyengar, 1991). As an illustration, contrast the
statement Illegal workers depress wages with This
country is abusing and terrorizing undocumented
immigrant workers. The first statement puts fo-
cus on the economic consequences of immigra-
tion, whereas the second one evokes a morality
frame by pointing out the inhumane conditions
under which immigrants may have to work. Be-
ing exposed to primarily one of those perspectives
might affect the publics attitude towards immigra-
tion.

Computational methods for frame classifica-
tion have previously been studied in news articles
(Card et al., 2015) and social media posts (John-
son et al., 2017). In this work, we introduce a
new benchmark dataset, based on a subset of the
15 generic frames in the Policy Frames Codebook
by Boydstun et al. (2014). We focus on frame clas-
sification in online discussion fora, which have be-

Platform: Online discussions

Economic Frame, Topic: Same sex marriage
But as we have seen, supporting
same-sex marriage saves money.

Legality Frame, Topic: Same sex marriage
So you admit that it is a right
and it is being denied?

Platform: News articles

Economic Frame, Topic: Immigration
Study Finds That Immigrants Are
Central to Long Island Economy

Legality Frame, Topic: Same sex marriage
Last week, the Iowa Supreme
Court granted same-sex couples
the right to marry.

Platform: Twitter

Legality Frame, Topic: Same sex marriage
Congress must fight to
ensure LGBT people have
the full protection of the
law everywhere in America.
#EqualityAct

Table 1: Example instances from the datasets de-
scribed in §2 and 3.

come crucial platforms for public dialogue on so-
cial and political issues. Table 1 shows example
annotations, compared to previous annotations for
news articles and social media. Dialogue data is
substantially different from news articles and so-
cial media, and we therefore explore ways to trans-
fer information from these domains, using multi-
task and adversarial learning, providing non-trivial
baselines for future work in this area.

Contributions We present a new issue-frame
annotated dataset that is used to evaluate issue
frame classification in online discussion fora. Is-
sue frame classification was previously limited to
news and social media. As manual annotation is
expensive, we explore ways to overcome the lack
of labeled training data in the target domain with
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Frames 1 13 5 6 7
# instances 78 96 234 166 186

Table 2: Class distribution in the online discussion test
set. The frame labels correspond to the classes Eco-
nomic (1), Political (13), Legality, Jurisprudence and
Constitutionality (5), Policy prescription and evalua-
tion (6) and Crime and Punishment (7).

multi-task and adversarial learning, leading to im-
proved results in the target domain.1

Related Work Previous work on automatic
frame classification focused on news articles and
social media. Card et al. (2016) predict frames
in news articles at the document level, using clus-
ters of latent dimensions and word-based features
in a logistic regression model. Ji and Smith
(2017) improve on previous work integrating dis-
course structure into a recursive neural network.
Naderi and Hirst (2017) use the same resource,
but make predictions at the sentence level, using
topic models and recurrent neural networks. John-
son et al. (2017) predict frames in social media
data at the micro-post level, using probabilistic
soft logic based on lists of keywords, as well as
temporal similarity and network structure. All the
work mentioned above uses the generic frames of
Boydstun et al. (2014)’s Policy Frames Codebook.
Baumer et al. (2015) predict words perceived
as frame-evoking in political news articles with
hand-crafted features. Field et al. (2018) analyse
how Russian news articles frame the U.S. using
a keyword-based cross-lingual projection setup.
Tsur et al. (2015) use topic models to analyze is-
sue ownership and framing in public statements
released by the US congress. Besides work on
frame classification, there has recently been a lot
of work on aspects closely related to framing, such
as subjectivity detection (Lin et al., 2011), detec-
tion of biased language (Recasens et al., 2013) and
stance detection (Mohammad et al., 2016; Augen-
stein et al., 2016; Ferreira and Vlachos, 2016).

2 Online Discussion Annotations

We create a new resource of issue-frame anno-
tated online fora discussions, by annotating a sub-
set of the Argument Extraction Corpus (Swanson
et al., 2015) with a subset of the frames in the Pol-
icy Frames Codebook. The Argument Extraction

1Code and annotations are available at https://
github.com/coastalcph/issue_framing.

Corpus is a collection of argumentative dialogues
across topics and platforms.2 The corpus contains
posts on the following topics: gay marriage, gun
control, death penalty and evolution. A subset of
the corpus was annotated with argument quality
scores by Swanson et al. (2015), which we exploit
in our multi-task setup (see §3).

We collect new issue frame annotations for each
argument in the argument-quality annotated data.3

We refer to this new issue-frame annotated cor-
pus as online discussion corpus henceforth. Each
argument can have one or multiple frames. Fol-
lowing Naderi and Hirst (2017), we focus on the
five most frequent issue frames: Economic, con-
stitutionality and jurisprudence, policy prescrip-
tion and evaluation, law and order/crime and jus-
tice, and political. See Table 1 for examples and
Table 2 for the class distribution in the resulting
online discussions test set. Phrases which do not
match the five categories are labeled as Other, but
we do not consider this class in our experiments.
The annotations were done by a single annota-
tor. A second annotator labeled a subset of 200
instances that we use to compute agreement as
macro-averaged F-score, assuming one of the an-
notations as gold standard. Results are 0.73 and
0.7, respectively. The averaged Cohen’s Kappa is
0.71.

3 Additional Data

The dataset described in the previous section
serves as evaluation set for the online discussions
domain. As we do not have labeled training data
for this domain, we exploit additional corpora and
additional annotations, which are described in the
next subsection. Statistics of the filtered datasets
as well as preprocessing details are given in Ap-
pendix A.

Media Frames Corpus The Media Frames Cor-
pus (Card et al., 2015) contains US newspaper ar-
ticles on three topics: Immigration, smoking and
same-sex marriage. The articles are annotated
with the 15 framing dimensions defined in the Pol-
icy Frames Codebook.4 The annotations are on

2The corpus is a combination of dialogues from http:
//www.createdebate.com/, and Walker et al. (2012)’s
Internet Argument Corpus, which contains dialogues from
4forums.com.

3Topic cluster Evolution was dropped, because it con-
tained too few examples matching our frame categories.

4We discard all instances that do not correspond to the
frame categories in the online discussions data.

1402



Model Task Domain Labelset # classes # sequences

Baseline
Main task News articles Frames 5 10,480
Target task Online disc. (test) Frames 5 692

Multitask
+Aux task Tweets Frames 5 1,636
+Aux task Online disc. Argument quality 2 3,785

Adversarial +Adv task Online disc. + News articles Domain 2 4,731 + 10,480

Online disc. (dev) Frames 5 176

Table 3: Overview over the data and labelsets for the different tasks. The baseline model trains on the main task
and predicts the target task. The multi-task model uses one or both auxiliary tasks in addition to the main task. The
adversarial model uses the adversarial task in addition to the main task. All models use the online disc. dev set for
model selection.

span-level and can cross sentence boundaries. We
convert span annotations to sentence-level annota-
tions as follows: if a span annotated with label l
lies within sentence boundaries and covers at least
50% of the tokens in the sentence, we label the
sentence with l. We only keep sentence annota-
tions if they are indicated by at least two annota-
tors.

Congressional Tweets Dataset The congres-
sional tweets dataset (Johnson et al., 2017) con-
tains tweets authored by 40 members of the US
Congress, annotated with the frames of the Policy
Frames Codebook. The tweets are related to one
or two of the following six issues: abortion, the
Affordable Care Act, gun rights vs. gun control,
immigration, terrorism, and the LGBTQ commu-
nity, where each tweet is annotated with one or
multiple frames.

Argument Quality Annotations The corpus of
online discussions contains additional annotations
that we exploit in the multi-task setup. Swan-
son et al. (2015) sampled a subset of 5,374 sen-
tences, using various filtering methods to increase
likelihood of high quality argument occurrence,
and collected annotations for argument quality via
crowdsourcing. Annotators were asked to rate ar-
gument quality using a continuous slider [0-1].
Seven annotations per sentence were collected.
We convert these annotations into binary labels (1
if ≥ 0.5, 0, otherwise) and generate an approxi-
mately balanced dataset for a binary classification
task that is then used as an auxiliary task in the
multi-task setup. Balancing is motivated by the
observation that balanced datasets tend to be bet-
ter auxiliary tasks (Bingel and Søgaard, 2017).

4 Models

The task we are faced with is (multi-label) se-
quence classification for online discussions. How-
ever, we have no labeled training data (and only
a small labeled validation set) for the target task
in the target domain. Hence, we train our model
on a dataset which is labeled with the target la-
bels, but from a different domain. The largest such
dataset is the news articles corpus, which we con-
sequently use as main task. Our baseline model is
a two-layer LSTM (Hochreiter and Schmidhuber)
trained on only the news articles data. We then ap-
ply two strategies to facilitate the transfer of infor-
mation from source to target domain, multi-task
learning and adversarial learning. We briefly de-
scribe both setups in the following. An overview
over tasks and data used in the different models is
shown in Table 3.

Multi-Task Learning To exploit synergies be-
tween additional datasets/annotations, we explore
a simple multi-task learning with hard parameter
sharing strategy, pioneered by Caruana (1993), in-
troduced in the context of NLP by Collobert et al.
(2011), and to RNNs by Søgaard and Goldberg
(2016), which has been shown to be useful for a
variety of NLP tasks, e.g. sequence labelling (Rei,
2017; Ruder et al., 2019; Augenstein and Søgaard,
2017), pairwise sequence classification (Augen-
stein et al., 2018) or machine translation (Dong
et al., 2015). Here, parameters are shared between
hidden layers. Intuitively, it works by training sev-
eral networks in parallel, tying a subset of the hid-
den parameters so that updates in one network af-
fect the parameters of the others. By sharing pa-
rameters, the networks regularize each other, and
the network for one task can benefit from repre-
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Figure 1: Overview over the multi-task model (left)
and the adversarial model (right). The baseline LSTM
model corresponds to the same architecture with only
one task.

sentations induced for the others.
Our multi-task architecture is shown in Fig-

ure 1. We have N different datasets T1, · · · , TN .
Each dataset Ti consists of tuples of sequences
xTi ∈ XTi and labels yTi ∈ YTi . A model for
task Ti consists of an input layer, an LSTM layer
(that is shared with all other tasks) and a feed
forward layer with a softmax activation as output
layer. The input layer embeds a sequence xTi us-
ing pretrained word embeddings. The LSTM layer
recurrently processes the embedded sequence and
outputs the final hidden state h. The output layer
outputs a vector of probabilities pTi ∈ RYTi , based
on which the loss Li is computed as the categori-
cal cross-entropy between prediction pTi and true
label yTi . In each iteration, we sample a data batch
for one of the tasks and update the model parame-
ters using stochastic gradient descent. If we sam-
ple a batch from the main task or an auxiliary task
is decided by a weighted coin flip.

Adversarial Learning Ganin and Lempitsky
(2015) proposed adversarial learning for domain
adaptation that can exploit unlabeled data from the
target domain. The idea is to learn a classifier that
is as good as possible at assigning the target la-
bels (learned on the source domain), but as poor
as possible in discriminating between instances of
the source domain and the target domain. With
this strategy, the classifier learns representations
that contain information about the target class but
abstract away from domain-specific features. Dur-
ing training, the model alternates between 1) pre-

1 5 6 7 13

Figure 2: Improvement in F-score over the random
baseline by class. The absolute F-scores for the best
performing system for classes 1, 5, 6, 7, and 13, are
0.529, 0.625, 0.298, 0.655, and 0.499, respectively.

dicting the target labels and 2) predicting a binary
label discriminating between source and target in-
stances. In this second step, the gradient that is
backpropagated is flipped by a Gradient-Reversal
layer.5 Consequently, the model parameters are
updated such that the classifier becomes worse at
solving the task. The architecture is shown in the
right part of Figure 1. In our implementation, the
model samples batches from the adversarial task
or the main task based on a weighted coinflip.

5 Experiments

We compare the multi-task learning and the adver-
sarial setup with two baseline models: (a) a Ran-
dom Forest classifier using tf-idf weighted bag-
of-words-representations, and (b) the LSTM base-
line model. For the multi-task model, we use
both the Twitter dataset and the argument quality
dataset as auxiliary tasks. For all models, we re-
port results on the test set using the optimal hyper-
parameters that we found averaged over 3 runs on
the validation set. For the neural models, we use
100-dimensional GloVe embeddings (Pennington
et al., 2014), pre-trained on Wikipedia and Giga-
word.6 Details about hyper-parameter tuning and
optimal settings can be found in Appendix B.

Results The results in Table 5 show that both the
multi-task and the adversarial model improve over

5In the forward pass, this layer multiplies its input with
the identity matrix.

6https://nlp.stanford.edu/projects/
glove/
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Nr. Gold Adv MTL LSTM Sentence

(1) 5 5 5 7 But, star gazer, we had guns then when the Constitution was written and enshrined in the BOR
and now incorporated into th 14th Civil Rights Amendment.

(2) 6 6 5 1 Gun control is about preventing such security risks.

(3) 7 7 5 1 First, you warn me of the dangers of using violent means to stop a crime .

(4) 5 6 6 6 So I don’t see restrictions on handguns in D.C. as being a clear violation of the Second Amend-
ment.

Table 4: Examples for model predictions on the online discussion dev set. The first column shows the gold label
and the following columns the prediction made by the adversarial model (Adv), the Multi-Task model (MTL) and
the LSTM baseline (LSTM).

Model Pma Rma Fma Fmi

Random Baseline 0.196 0.198 0.189 0.196

Random Forest Baseline 0.496 0.335 0.267 0.279
LSTM Baseline 0.512 0.510 0.503 0.521

Multi-Task 0.526 0.525 0.505 0.534
Adversarial 0.533 0.534 0.515 0.548

Table 5: Macro- (ma) and micro-averaged (mi) scores
for the online discussion test data averaged over 3 runs.
The multi-task model uses the Twitter and argument
quality datasets as auxiliary tasks. The micro-average
F of a baseline that predicts the majority class is 0.307.

the baselines. The multi-task model achieves mi-
nor improvements over the LSTM baseline, with a
bigger improvement in the micro-averaged score,
indicating bigger improvements with frequent la-
bels. The adversarial model performs best, with
an error reduction in micro-averaged F over the
LSTM baseline of 5.6%.

Figure 2 shows the system performances for
each class. Each bar indicates the difference be-
tween the F-score of the respective system and the
random baseline. The adversarial model achieves
the biggest improvements over the baseline for
classes 5 and 7, which are the two most frequent
classes in the test set (cf. Table 6). For classes
1 and 13, the adversarial model is outperformed
by the LSTM. Furthermore, we see that the hard-
est frame to predict is the Policy prescription and
evaluation frame (6), where the models achieve
the lowest improvement over the baseline and the
lowest absolute F-score. This might be because
utterances with this frame tend to address specific
policies that vary according to topic and domain
of the data, and are thus hard to generalize from
source to target domain.

Analysis Table 4 contains examples of model
predictions on the dialogue dev set. In Exam-

ple (1), the adversarial and the multi-task model
correctly predict a Constitutionality frame, while
the LSTM model incorrectly predicts a Crime and
punishment frame. In Examples (2) and (3), only
the adversarial model predicts the correct frames.
In both cases, the LSTM model incorrectly pre-
dicts an Economic frame, possibly because it is
misled by picking up on a different sense of the
terms means and risks. In Example (4), all mod-
els make an incorrect prediction. We speculate this
might be because the models pick up on the phrase
restrictions on handguns and interpret it as refer-
ring to a policy, whereas to correctly label the sen-
tence they would have to pick up on the violation
of the Second Amendment, indicating a Constitu-
tionality frame.

6 Conclusion

This work introduced a new benchmark of polit-
ical discussions from online fora, annotated with
issue frames following the Policy Frames Cook-
book. Online fora are influential platforms that
can have impact on public opinion, but the lan-
guage used in such fora is very different from
newswire and other social media. We showed,
however, how multi-task and adversarial learning
can facilitate transfer learning from such domains,
leveraging previously annotated resources to im-
prove predictions on informal, multi-party discus-
sions. Our best model obtained a micro-averaged
F1-score of 0.548 on our new benchmark.
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Appendix A Data Preprocessing

For the Twitter and news articles datasets, we re-
move all instances that do not correspond to the
five target frames. Table 6 shows the class distri-
butions in the filtered datasets. We tokenize all se-
quences using spaCy 7, which we also use for sen-
tence splitting in the news articles dataset. For the
Twitter dataset, we follow Johnson et al. (2017) in
removing URLs and @-mentions.

Appendix B Hyperparameters in
Experiments

The hyperparameters for all neural models were
tuned on the online disc. dev set. We report test
results for the optimal settings found by averag-
ing over 3 training runs, which we determine by
the best macro-averaged F-score and smallest vari-
ance between the runs. We set the DyNet weight

7https://spacy.io/

Dataset # instances # instances per class # multi

1 13 5 6 7

NEWSPAPER (TRAIN) 10,480 1088 1959 2023 924 890 45
TWITTER (TRAIN) 1,636 73 300 137 27 174 554
ONLINE DISC. (TEST) 692 78 96 234 166 186 67

0 1

ARGUMENT QUALITY 3,785 1,350 2,435 0

ONLINE DISC. UNLABELED 4731

Table 6: Dataset statistics and class distributions. The
frame labels correspond to the classes Economic (1),
Political (13), Legality, Jurisprudence and Constitu-
tionality (5), Policy prescription and evaluation (6)
and Crime and Punishment (7). # multi refers to the
number of multi-label instances. For Argument qual-
ity, label 1 indicates a score greater or equal 0.5.

decay parameter to 1e-7 for all neural models,
batch size is 128, and the word embeddings are
not updated during training.

For the multi-task and adversarial model,
we do a grid-search over the weight of the
coin flip used to decide on sampling from
main/aux or main/adversarial task in the range of
[0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9]. The optimal
weight for sampling the main task is 0.5 for the
multi-task model and 0.3 for the adversarial task.

All models are trained using early stopping (af-
ter at least 80 epochs of training) with a patience
of 5 epochs. The number of iterations (updates)
per epoch is a hyperparameter, that we set by de-
fault as twice the number of data batches for the
main task. For a fair coin flip, the models hence
see as much data for the main task as for the aux-
iliary/adversarial task per epoch.
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Abstract
We present Vector of Locally Aggregated
Embeddings (VLAE) for effective and, ulti-
mately, lossless representation of textual con-
tent. Our model encodes each input text by
effectively identifying and integrating the rep-
resentations of its semantically-relevant parts.
The proposed model generates high quality
representation of textual content and improves
the classification performance of current state-
of-the-art deep averaging networks across sev-
eral text classification tasks.

1 Introduction

Representation learning algorithms can reveal in-
trinsic low-dimensional structure in data (Rumel-
hart et al., 1986; Bengio et al., 2013; LeCun et al.,
2015). In particular, deep averaging networks
(DANs) are effective for text classification (Shen
et al., 2018; Arora et al., 2017; Wieting et al.,
2016; Iyyer et al., 2015). They achieve their
improvement through use of word embeddings,
weighted averaging, and deepening networks. The
above works show that DANs can outperform
RNNs and CNNs in text classification while tak-
ing only a fraction of their training time.

In this work, with a special focus on DANs,
we study the effect of information loss associated
with average word embeddings and develop al-
gorithms that are robust against information loss
for text representation. We show that divergence
of word embeddings from their average can be
considered as a good proxy to quantify informa-
tion loss; in particular, longer documents suf-
fer from significant information loss when repre-
sented by average word embeddings. These results
inspire our work to develop a novel representa-
tion learning approach based on Vector of Locally
Aggregated Descriptors (VLAD) (Jégou et al.,
2010; Arandjelovic and Zisserman, 2013)–an ef-
fective approach to integrate image descriptors for

large scale image datasets. Our model identifies
semantically-relevant parts of documents and lo-
cally integrates their representations through clus-
tering and autoencoding. In contrast to averaging,
our model prevents larger semantically-relevant
parts of inputs to dominate final representations. It
improves DANs by 5.30 macro-F1 points in clas-
sifying longer texts and show comparable perfor-
mance to them on shorter text.

2 Preliminary Analysis

How can information loss be quantified when
word embeddings are averaged? How important
it is to address information loss when represent-
ing textual content? Are representation learn-
ing algorithms robust against information loss?
We conduct experiments to answer these ques-
tions with respect to deep averaging network
(DANs). Our study can inspire works in more
complex averaging approaches such as those re-
ported in (Torabi Asr et al., 2018; Kiela et al.,
2015) as well as recent works on unsupervised se-
mantic similarity (Pagliardini et al., 2018). We use
the DAN developed in (Joulin et al., 2017) and
several datasets containing short and long docu-
ments to answer these questions.

2.1 Quantifying Information Loss
Let’s assume a d-dimensional word embedding
space. We quantify the amount of information loss
in the average word embedding vector of a given
document S ∈ Rn×d by computing the average
divergence (or distance) between its word embed-
dings, wi ∈ Rd ∀i ∈ {1 . . . n}, and their average
vector, s = 1/n

∑
iwi, s ∈ Rd, as follows:

divergence =
1

n

∑

i

(1− cosine(s,wi)). (1)

Figures 1(a)–1(c) show strong positive corre-
lation between divergence and document length
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Figure 1: Quantification of information loss associated with average word embeddings. Divergence indicates
the average distance between individual word embeddings (of size d = 300) and their average embedding, see
Equation (1). (a-c): show strong positive correlation between divergence and average document length (number
of words in a document) across datasets. (d-f): show macro F1 performance of the deep averaging network
developed in (Joulin et al., 2017) across datasets: performance considerably drops for higher values of information
loss/divergence, e.g. divergence values above 0.55. Note that, we sort and bin instances based on their divergence
values and report average length (a-c) and macro-F1 (d-f) for each bin.

across long and short text datasets. Given these
results and if we assume longer documents should
suffer from greater information loss if represented
by average word embeddings, divergence from
mean can be a good proxy to quantify information
loss associated with average embeddings.

2.2 Effect of Information Loss

As Figures 1(d) and 1(e) show, DAN’s macro-F1
classification performance considerably decreases
as divergence (or text length) increases for IMDb
and Reddit datasets; note that we sort and bin in-
stances based on their divergence values and re-
port average macro-F1 for each bin. In partic-
ular, as the trend lines in Figures 1(d) and 1(e)
show, the average macro-F1 performance drops
from 0.86 and 0.82 on shorter IMDb and Red-
dit posts to 0.82 and 0.71 on their longer posts
respectively. In addition, the result on Twitter
dataset, Figure 1(f), shows that DANs are robust
against small information loss, i.e. small diver-
gence values below 0.55 do not inversely affect
macro-F1 performance. This result is also ob-
served on the other two datasets, see macro-F1
performance for small divergence values (≤ 0.55)
in Figures 1(d) and 1(e).

The above experiments show that (a): signifi-
cant information loss can occur when word em-
beddings are averaged, in particular, when repre-
senting longer documents, and (b) such informa-
tion loss can inversely affect the performance of
downstream classifiers like DANs on longer texts.
In this paper, we develop an effective representa-
tion learning model to tackle this problem.

3 Method

We propose to utilize semantically-relevant parts
of inputs to tackle information loss associated
with average word embeddings. Assuming that
semantically-relevant words are closer to each
other in semantic space (constructed over a global
vocabulary), we expect divergence between words
in semantically-relevant parts of inputs (i.e. infor-
mation loss associated to their average word em-
bedding) to be very small. Thus, as Figure 2 il-
lustrates, we propose to cluster the semantic space
to first identify semantically-relevant parts of in-
puts over a global vocabulary; we then effectively
integrate these parts to represent documents.

Let’s assume a global vocabulary V in which
words are represented in a d-dimensional space,
w ∈ Rd. As Figure 2 shows, we first cluster this
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semantic space into k clusters through the follow-
ing objective function over V:

min
∑

w∈V
||f(C,w)−w||2, (2)

where C is the set of k cluster centers, |C| = k, and
f(C,w) returns the nearest cluster center c ∈ C to
the embedding vector w based on cosine simi-
larity among embeddings or Euclidean distance in
case of K-Means.1

Given a document S ∈ Rn×d with an arbitrary
number of n ≥ 1 words, and the above k cluster
centers, we compute the representation of the doc-
ument in each cluster ci, i = 1 . . . k as follows:

ai =
1

zi

∑

j:f(C,wj)=ci

wj (3)

zi = |j : f(C,wj) = ci|,

where ai ∈ Rd indicates the representation of
the document at cluster ci and is obtained by tak-
ing the average embedding of words of the doc-
ument that have been assigned to cluster ci ac-
cording to Equation (2), and zi is the number of
such words in cluster ci. To this end, each doc-
ument can be represented by A ∈ Rd×k which
is obtained by concatenating its cluster-level rep-
resentations. Note that we didn’t observe any
performance difference between the above aver-
aging process versus computing residuals (differ-
ences between word embeddings and correspond-
ing cluster centroids) which is commonly used
to represent cluster-level image descriptors (Jégou
et al., 2010; Arandjelovic and Zisserman, 2013) in
image processing.

Since As are of fixed length, they can be read-
ily used as features in traditional classification and
clustering algorithms. However, they can cause ef-
ficiency issues because of their large size (d× k);
note that the typical value for embedding dimen-
sion d is 300 (Pennington et al., 2014; Mikolov
et al., 2013). To tackle this issue, we further in-
tegrate cluster-level representations, at the cost of
some further information loss, to create represen-
tations of lower dimension for inputs.

In particular, given all input documents with k
cluster-level representations A ∈ Rd×k for each
document, we develop an autoencoder with one

1This problem can be solved through gradient descent
seeded with an initial set of k examples drawn uniformly at
random from V (Bottou and Bengio, 1995; Sculley, 2010).

Figure 2: Illustration of VLAEs: squares show word
embeddings of a hypothetical document and crosses
show their corresponding average. (a): shows average
word embedding in center - the case of high informa-
tion loss or divergence from mean, (b): shows aver-
age word embeddings in corresponding word clusters;
these embeddings are used to produce VLAEs.

hidden layer that integrates these cluster-level rep-
resentations to create a final representation for
each document, vector a ∈ Rd×m where m is the
dimensionality reduction parameter and m × d is
length of the representation (final layer of the en-
coder) and is smaller than d×k for m < k. Train-
ing a single-layer autoencoder corresponds to op-
timizing the learning parameters to minimize the
overall loss between inputs and their reconstruc-
tions. For real-valued A, squared loss is often
used (Vincent et al., 2010), i.e. l(A) = ||A−Â||2
where Â ∈ Rd×k is reconstruction of A and gen-
erated by the decoder from a. Our intuition is that
if a leads to a good reconstruction of A, it has re-
tained all information available in the input.

We refer to a ∈ Rd×m as the Vector of Locally
Aggregated Embeddings (VLAE). We expect this
final representation to be robust against informa-
tion loss due to its cluster-level local aggregation
which prevents larger portions of semantically-
similar words to dominate the representation.

4 Experiments

Data: We investigate VLAEs in three binary
classification tasks: sentiment classification on
IMDb (Maas et al., 2011), disease-text classifi-
cation on Reddit, where the task is to classify
reddit posts as relevant or irrelevant to specific
diseases, and churn prediction on Twitter (Amiri
and Daumé III, 2015), where the task is to clas-
sify/predict if given tweets indicate user intention
about leaving brands, e.g. the tweet “my days with
BRAND are numbered” is a churny tweet. See de-
tails in Table 1. For pre-processing, we change all
texts to lowercase, and remove stop words, user
names, and URLs from texts.
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Train Val Test Unlabeled
IMDb 40K 5K 5K 50K
Reddit 2K 1K 1K 100K
Twitter 3K 1K 1K 100K

Table 1: Statistics of dataset used in experiments.

Settings: We use validation data for hyperpa-
rameter tuning and model selection. We use 300-
dimensional word embeddings (d = 300) pro-
vided by Google (Mikolov et al., 2013), and for
greater number of ds, we train word2vec on un-
labeled data, see Table 1. In addition, we set
the dimensionality reduction parameter m from
{1 . . . 4} using validation data. The best value
of m is the same across tasks/datasets, m = 2.
Furthermore, we determine the number of clus-
ters k for VLAEs by choosing the optimal k from
{2i, i = {1 . . . 7}} using validation data of each
dataset. We learn optimal k with respect to task,
but not embedding space, due to significant den-
sity of the semantic space of word embeddings,
see Note on Clustering Word Embeddings.

Baselines: We consider two versions of DANs
as baselines: Avg small and Avg large
which represent documents by average word em-
bedding of size d = 300 and d = m× 300 respec-
tively. Note that, for fair comparison, Avg large
has the exact same size as our model (VLAE);
however, depending on m, their network size is
1.3-1.6 times greater than that of Avg small due
to difference in input dimensions. We use 3 hid-
den layers of size 300 for above networks. Also, to
directly evaluate the effect of averaging, we do not
adjust initial word embeddings during training.

Experimental Results: Table 2 shows the per-
formance of different models across datasets. The
results show that VLAE significantly outperforms
Avg small and Avg large by 2.6 and 7.2
points in Macro-F1 on IMDb. The correspond-
ing values on Reddit dataset are 6.7 and 3.4 points
respectively. We believe these improvements are
due to more effective and lossless representation
of inputs. We note that Avg large performs
worse than Avg small on IMDb. This could be
attributed to the size of training data which may
not be enough to train Avg large, or to lower
quality of input representations in Avg large
compared to Avg small in case of IMDb. Note
that although VLAE has the same number of pa-
rameters as Avg large, it uses autoencoding to
effectively filter redundant information. Verify-

Avg small Avg large VLAE
IMDb 83.11 78.52 85.72*
Reddit 59.42 62.72 66.10*
Twitter 61.42 73.08* 72.62
AVG 67.98 71.44 74.81

Table 2: Macro-F1 performance of different models
across datasets. Asterisk mark (*) indicates signifi-
cant difference between top two systems. VLAE out-
performs other models on longer texts, and show com-
parable performance to Avg large on shorter text.

ing these hypotheses will be the subject of fu-
ture work. In addition, VLAE show lower perfor-
mance than Avg large on Twitter dataset, F1 of
72.62 versus 73.08. We attribute this result to the
shorter length of tweets for which, as we experi-
mentally showed before, averaging does not cause
major divergence in representations. On average,
VLAE improves Avg small and Avg large by
4.7 and 5.3 F1 points on IMDb and Reddit (longer
texts) respectively. It also shows comparable per-
formance to best performing model on Twitter
(shorter texts).

We also compare models in terms of the quality
of their representations. For this comparison, we
ignore input preparation time and assume a model
that generates better representations should con-
verge faster than other models; note that the over-
all turnaround time of VLAE is greater than that of
Avg small or Avg large because of its input
preparation time which we ignore for the purpose
of this experiment. The result show that VLAE
leads to 7.5, 1.3, and 1.3 times faster convergence
than Avg small and 14.9, 2.6, and 1.8 times
faster convergence than Avg large on IMDb,
Reddit, and Twitter datasets respectively. Consid-
ering the size of these networks, these results indi-
cate that representations obtained from VLAE are
much better than those of its counterparts.

Note on Clustering Word Embeddings: In ex-
periments, we observe clusters obtained from
word embeddings are often very dense. This is a
challenge for our model because with small num-
ber of clusters (ks) potentially dissimilar words
can appear in the same cluster, while with large
ks semantically-similar words may appear in dif-
ferent clusters. Neither of these are desired.

To illustrate the above challenge, we report Sil-
houette Coefficient (SC) (Rousseeuw, 1987) of k-
means with different number of clusters obtained
from words embeddings across datasets. SC in-
dicates how well cluster boundaries are detected
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Figure 3: Mean Silhouette Coefficient computed for
different number of clusters; a higher Silhouette Co-
efficient score indicates better defined clusters.

by a clustering model. It is calculated using the
mean intra-cluster distance and the mean nearest-
cluster distance for each sample. Specifically, the
mean distance between each embedding and all
other embeddings in the same cluster (mc), and
the mean distance between the embedding and all
other embeddings in the next nearest cluster (the
nearest cluster that the embedding is not part of)
(mn) are used to measure SC for the embedding:

mn−mc
max(mn,mc)

.

The best and worst SC scores are 1 and −1 which
indicate ideal and worst clustering respectively.
Also, values near 0 indicate overlapping clusters.

Figure 3 shows the mean SCs computed over all
word embeddings for IMDb and Reddit datasets.2

The results show that (a): the best number of clus-
ters is k = 2 on both datasets, and (b): Silhou-
ette Coefficient scores generally home in on val-
ues close to zero as the number of clusters in-
creases. These results show significant density of
embeddings in semantic space. Therefore, we op-
timize the number of clusters for creating VLAEs
by resorting to validation data and measuring task-
specific performance. From these results, we
conclude that a hierarchical clustering approach
that recursively combines pairs of semantically-
similar clusters could help better defining these
clusters and perhaps improve the performance of
our model.

5 Related Work

Deep averaging networks (DANs) (Joulin et al.,
2017; Iyyer et al., 2015; Arora et al., 2017; Shen

2The corresponding values for Twitter data are [0.52,
0.48, 0.42, 0.31, 0.21, 0.13, 0.09] respectively. We have not
reported these values in Figure 3 to better illustrate the scores
for other datasets.

et al., 2018) were developed based on the suc-
cesses of vector operations in embedding space.
In contrast to their simplicity, DANs showed high
performance in text classification tasks.

Arora et al. (2017) showed that sentences can
be effectively represented by the weighted average
of their word embeddings modified by PCA/SVD.
In addition, the DANs developed in (Iyyer et al.,
2015), (Joulin et al., 2017), and (Shen et al., 2018)
were feed-forward networks that used average
word embeddings to represent inputs; they were
effective for several NLP tasks such as document
categorization, text pair similarity, and short sen-
tence classification. Furthermore, feed-forward
architectures like DANs have been used for lan-
guage modeling (Bengio et al., 2003) and greedy
transition-based dependency parsing (Chen and
Manning, 2014) with fast turnaround time.

In addition, previous research investigated a va-
riety of vector operations that could replace the
averaging operation used in the DANs. Many of
these operations have been studied in (Mitchell
and Lapata, 2008) for modeling the composition-
ality of short phrases, or showing the utility of sim-
ple vector computations(Banea et al., 2014). The
operations in (Mitchell and Lapata, 2008) were
also extended to use syntactic relation between
words and grammar (Erk and Padó, 2008; Col-
lobert and Weston, 2008). Also, clustering seman-
tic space was studied in (Mekala et al., 2017) to
learn context information for words and for tasks
like topic coherence and information retrieval.

In this work, we built on previous work on
DANs and investigated and tackled information
loss associated with average word embeddings.

6 Conclusion and Future Work

We investigate information loss associated with
average word embeddings. We show that averag-
ing lead to significant information loss and pro-
pose to tackle the issue by identify semantically-
similar parts of documents through clustering
of semantic space at word-level and integrating
cluster-level representations through autoencod-
ing. A promising future direction is to use hierar-
chical clustering to create better cluster-level rep-
resentations.
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Abstract

As offensive content has become pervasive in
social media, there has been much research
in identifying potentially offensive messages.
However, previous work on this topic did not
consider the problem as a whole, but rather fo-
cused on detecting very specific types of offen-
sive content, e.g., hate speech, cyberbulling,
or cyber-aggression. In contrast, here we tar-
get several different kinds of offensive content.
In particular, we model the task hierarchically,
identifying the type and the target of offensive
messages in social media. For this purpose,
we complied the Offensive Language Identi-
fication Dataset (OLID), a new dataset with
tweets annotated for offensive content using
a fine-grained three-layer annotation scheme,
which we make publicly available. We discuss
the main similarities and differences between
OLID and pre-existing datasets for hate speech
identification, aggression detection, and simi-
lar tasks. We further experiment with and we
compare the performance of different machine
learning models on OLID.

1 Introduction

Offensive content has become pervasive in social
media and thus a serious concern for government
organizations, online communities, and social me-
dia platforms. One of the most common strategies
to tackle the problem is to train systems capable
of recognizing offensive content, which can then
be deleted or set aside for human moderation. In
the last few years, there have been several stud-
ies on the application of computational methods
to deal with this problem. Prior work has stud-
ied offensive language in Twitter (Xu et al., 2012;
Burnap and Williams, 2015; Davidson et al., 2017;
Wiegand et al., 2018), Wikipedia comments,1 and
Facebook posts (Kumar et al., 2018).

1http://bit.ly/2FhLMVz

Previous studies have looked into different as-
pects of offensive language such as the use of
abusive language (Nobata et al., 2016; Mubarak
et al., 2017), (cyber-)aggression (Kumar et al.,
2018), (cyber-)bullying (Xu et al., 2012; Dadvar
et al., 2013), toxic comments1, hate speech (Kwok
and Wang, 2013; Djuric et al., 2015; Burnap and
Williams, 2015; Davidson et al., 2017; Malmasi
and Zampieri, 2017, 2018), and offensive lan-
guage (Wiegand et al., 2018).

Recently, Waseem et al. (2017) analyzed the
similarities between different approaches pro-
posed in previous work and argued that there was
a need for a typology that differentiates between
whether the (abusive) language is directed towards
a specific individual or entity, or towards a gener-
alized group, and whether the abusive content is
explicit or implicit. Wiegand et al. (2018) further
applied this idea to German tweets. They experi-
mented with a task on detecting offensive vs. non-
offensive tweets, and also with a second task on
further sub-classifying the offensive tweets as pro-
fanity, insult, or abuse. However, to the best of our
knowledge, no prior work has explored the target
of the offensive language, which might be impor-
tant in many scenarios, e.g., when studying hate
speech with respect to a specific target. Below, we
aim at bridging this gap.

More generally, in this paper, we expand on the
above ideas by proposing a novel three-level hier-
archical annotation schema that encompasses the
following three general categories:

A: Offensive Language Detection

B: Categorization of Offensive Language

C: Offensive Language Target Identification
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Tweet A B C

@USER He is so generous with his offers. NOT — —
IM FREEEEE!!!! WORST EXPERIENCE OF MY FUCKING LIFE OFF UNT —
@USER Fuk this fat cock sucker OFF TIN IND
@USER Figures! What is wrong with these idiots? Thank God for @USER OFF TIN GRP

Table 1: Four tweets from the dataset, with their labels for each level of the annotation schema.

We further use the above schema to annotate a
large dataset of English tweets, which we make
publicly available online.2

The key contributions of this paper can be sum-
marized as follows:

• We propose a new three-level hierarchical an-
notation schema for abusive language detec-
tion and characterization.

• We apply the schema to create Offensive Lan-
guage Identification Dataset (OLID), a new
large-scale dataset of English tweets with
high-quality annotation of the target and type
of offenses.

• We perform experiments on OLID using
different machine learning models for each
level of the annotation, thus setting important
baselines to compare to in future work.

While each of these sub-tasks tackles a particular
type of abuse or offense, they share similar prop-
erties and the hierarchical annotation model pro-
posed in this paper aims to capture this. Consid-
ering that, for example, an insult targeted at an in-
dividual is commonly known as cyberbulling and
that insults targeted at a group are known as hate
speech, we believe that OLID’s use of a hierarchi-
cal annotation schema makes it a useful resource
for various offensive language identification and
characterization tasks.

2 Hierarchically Modelling Offensive
Content

In the OLID dataset, we use a hierarchical anno-
tation schema split into three levels to distinguish
between whether the language is offensive or not
(A), its type (B), and its target (C). Each level is
described in more detail in the following subsec-
tions and examples are shown in Table 1.

2The data can be downloaded from the following address:
http://scholar.harvard.edu/malmasi/olid

2.1 Level A: Offensive language Detection
Level A discriminates between the following types
of tweets:

• Not Offensive (NOT): Posts that do not con-
tain offense or profanity;

• Offensive (OFF): Posts containing any form
of non-acceptable language (profanity) or a
targeted offense, which can be veiled or di-
rect. This includes insults, threats, and posts
containing profane language or swear words.

2.2 Level B: Categorization of Offensive
Language

Level B categorizes the type of offense:

• Targeted Insult (TIN): Posts containing in-
sult/threat to an individual, a group, or others;

• Untargeted (UNT): Posts containing non-
targeted profanity and swearing. Posts with
general profanity are not targeted, but they
contain non-acceptable language.

2.3 Level C: Offensive Language Target
Identification

Level C categorizes the targets of insults/threats:

• Individual (IND): Posts targeting an individ-
ual. This can be a famous person, a named
individual or an unnamed participant in the
conversation. Insults and threats targeted at
individuals are often defined as cyberbulling.

• Group (GRP): Posts targeting a group of
people considered as a unity due to the same
ethnicity, gender or sexual orientation, polit-
ical affiliation, religious belief, or other com-
mon characteristic. Many of the insults and
threats targeted at a group correspond to what
is commonly understood as hate speech.

• Other (OTH) The target of these offensive
posts does not belong to any of the previous
two categories (e.g., an organization, a situa-
tion, an event, or an issue).
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Keyword Offensive %

medical marijuana 0.0
they are 5.9
to:NewYorker 8.3
you are 21.0
she is 26.6
to:BreitBartNews 31.6
he is 32.4
gun control 34.7
-filter:safe 58.9
conservatives 23.2
antifa 26.7
MAGA 27.7
liberals 38.0

Table 2: The keywords from the full dataset (except
for the first three rows) and the percentage of offensive
tweets for each keyword.

3 Data Collection

We retrieved the examples in OLID from Twitter
using its API and searching for keywords and con-
structions that are often included in offensive mes-
sages, such as ‘she is’ or ‘to:BreitBartNews’3. The
full list of keywords we used is shown in Table 2.

We first carried out a round of trial annotation
of 300 instances with six experts using nine key-
words. The goal of the trial annotation was (i) to
evaluate the proposed tagset, (ii) to evaluate the
data retrieval method, and (iii) to create a gold
standard with instances that could be used as test
questions to ensure the quality of the annotators
for the rest of the data, which was carried out us-
ing crowdsourcing. The keywords used in the trial
annotation are shown in the first nine rows of Ta-
ble 2. We included left (@NewYorker) and far-
right (@BreitBartNews) news accounts because
there tends to be political offense in the comments
for such accounts. The keyword that resulted in
the highest concentration of offensive content was
the Twitter ‘safe’ filter, corresponding to tweets
that were flagged as unsafe by Twitter (the ‘-’ sym-
biol indicates ‘not safe’).

Since the vast majority of content on Twitter is
not offensive, we tried different strategies to keep
the distribution of offensive tweets at around 30%
of the dataset. We excluded some keywords that
were not high in offensive content during the trial
annotation such as ‘they are’ and ‘to:NewYorker’.

3to is a special Twitter API word indicating that the tweet
was directed at a specific account (e.g., BreitBartNews).

Although ‘he is’ was poor in offensive content in
the trial dataset (15%), we kept it as a keyword
in order to avoid gender bias, and we found that
in the full dataset it was more offensive (32.4%).
The trial keywords that we ultimately decided to
exclude due to low percentage of offensive tweets
are shown in the top portion of Table 2.

We computed Fleiss’ kappa on the trial dataset
for the five annotators on 21 of the tweets. The
value was .83 for Layer A (OFF vs. NOT) indi-
cating high agreement. As to normalization and
anonymization, we did not store any user meta-
data or Twitter IDs, and we substituted the URLs
and the Twitter mentions by placeholders.

During the full annotation task, we decided to
search for more political keywords as they tend
to be richer in offensive content. Thus, we sam-
pled our full dataset, so that 50% of the tweets
come from political keywords, and the other 50%
come from non-political keywords. Within these
two groups, tweets were evenly sampled for the
keywords. In addition to ‘gun control’, and
‘to:BreitbartNews’ used during the trial annota-
tion, four new political keywords were used to col-
lect tweets for the full dataset: ‘MAGA’, ‘antifa’,
‘conservatives’, and ‘liberals’. The breakdown of
keywords and their offensive content in the full
dataset is shown in the bottom of Table 2.

We follow prior work in related areas (Burnap
and Williams, 2015; Davidson et al., 2017) and
we annotate our data using crowdsourcing. We
used Figure Eight4 and we ensured data quality by
(i) only hiring annotators who were experienced
in the platform, and (ii) using test questions to dis-
card annotations by individuals who did not reach
a certain threshold. Each instance in the dataset
was annotated by multiple annotators and inter-
annotator agreement was calculated at the end.

We first acquired two annotations for each in-
stance. In the case of disagreement, we requested
a third annotation, and we then took a majority
vote. The annotators were asked to label each
tweet at all three levels of the annotation scheme,
and we considered there to be agreement only
when the annotators agreed on the labels for all
levels. Approximately 60% of the time, the two
annotators agreed, and thus no additional annota-
tion was needed. A third annotation was requested
for the rest of the tweets; there was no instance
when more than three annotations were needed.

4http://www.figure-eight.com
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A B C Training Test Total

OFF TIN IND 2,407 100 2,507
OFF TIN OTH 395 35 430
OFF TIN GRP 1,074 78 1,152
OFF UNT — 524 27 551
NOT — — 8,840 620 9,460

All 13,240 860 14,100

Table 3: Distribution of label combinations in OLID.

The breakdown of the data into training and test-
ing for the labels from each level is shown in Ta-
ble 3. It is worth noting that one of the key chal-
lenges we observed when collecting for OLID was
producing a dataset containing a sufficient num-
ber of instances for each class. This is particularly
evident in the sizes for Subtasks B and C. Other
studies also had this issue when collecting similar
datasets. For example, in (Davidson et al., 2017),
only 5% of the tweets were considered hate speech
by the majority of the annotators, and in (Burnap
and Williams, 2015) only 11.6% of the examples
were labeled as hate speech.

4 Experiments and Evaluation

We experiment with various models:

SVM Our simplest machine learning model is
a linear SVM trained on word unigrams. SVMs
have achieved state-of-the-art results for many text
classification tasks (Zampieri et al., 2018).

BiLSTM We also experiment with a bidi-
rectional Long Short-Term-Memory (BiLSTM)
model, which we adapted from a pre-existing
model for sentiment analysis (Rasooli et al.,
2018). The model consists of (i) an input em-
bedding layer, (ii) a bidirectional LSTM layer,
and (iii) an average pooling layer of input fea-
tures. The concatenation of the LSTM layer and
the average pooling layer is further passed through
a dense layer, whose output is ultimately passed
through a softmax to produce the final prediction.
We set two input channels for the input embed-
ding layers: pre-trained FastText embeddings (Bo-
janowski et al., 2017), as well as updatable embed-
dings learned by the model during training.

CNN Finally, we experiment with a Convolu-
tional Neural Network (CNN) model based on the
architecture of (Kim, 2014), and using the same
multi-channel inputs as the above BiLSTM.

Our models are trained on the training dataset, and
evaluated by predicting the labels for the held-out
test set. As the label distribution is highly im-
balanced (see Table 3), we evaluate and we com-
pare the performance of the different models us-
ing macro-averaged F1-score. We further report
per-class Precision (P), Recall (R), and F1-score
(F1), and weighted average. Finally, we compare
the performance of the models against simple ma-
jority and minority class baselines.

4.1 Offensive Language Detection

The performance on discriminating between of-
fensive (OFF) and non-offensive (NOT) posts is
reported in Table 4. We can see that all models
perform significantly better than chance, with the
neural models performing substantially better than
the SVM. The CNN outperforms the RNN model,
achieving a macro-F1 score of 0.80.

4.2 Categorization of Offensive Language

In this set of experiments, the models were
trained to discriminate between targeted insults
and threats (TIN) and untargeted (UNT) offenses,
which generally refer to profanity. The results are
shown in Table 5. We can see that the CNN per-
forms better than the BiLSTM, with a macro-F1
score of 0.69. Note that all models perform better
at identifying TIN compared to UNT.

4.3 Offensive Language Target Identification

The results for the offensive target identification
experiment are shown in Table 6. Here the models
were trained to distinguish between three targets:
a group (GRP), an individual (IND), or others
(OTH). We can see that all three models achieved
similar results, far surpassing the random base-
lines, with a slight performance edge for the neural
models.

The performance of all models for the OTH
class is 0, which can be explained by two factors.
First, unlike the two other classes, OTH is a het-
erogeneous collection of targets. It includes of-
fensive tweets targeted at organizations, situations,
events, etc., thus making it more challenging for
models to learn discriminative properties for this
class. Second, there are fewer training instances
for this class compared to the other two: there are
only 395 instances for OTH vs. 1,075 for GRP and
2,407 for IND.
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NOT OFF Weighted Average

Model P R F1 P R F1 P R F1 F1 Macro
SVM 0.80 0.92 0.86 0.66 0.43 0.52 0.76 0.78 0.76 0.69
BiLSTM 0.83 0.95 0.89 0.81 0.48 0.60 0.82 0.82 0.81 0.75
CNN 0.87 0.93 0.90 0.78 0.63 0.70 0.82 0.82 0.81 0.80

All NOT - 0.00 0.00 0.72 1.00 0.84 0.52 0.72 0. 0.42
All OFF 0.28 1.00 0.44 - 0.00 0.00 0.08 0.28 0.12 0.22

Table 4: Results for offensive language detection (Level A). We report Precision (P), Recall (R), and F1 for each
model/baseline on all classes (NOT, OFF), and weighted averages. Macro-F1 is also listed (best in bold).

TIN UNT Weighted Average
Model P R F1 P R F1 P R F1 F1 Macro

SVM 0.91 0.99 0.95 0.67 0.22 0.33 0.88 0.90 0.88 0.64
BiLSTM 0.95 0.83 0.88 0.32 0.63 0.42 0.88 0.81 0.83 0.66
CNN 0.94 0.90 0.92 0.32 0.63 0.42 0.88 0.86 0.87 0.69

All TIN 0.89 1.00 0.94 - 0.00 0.00 0.79 0.89 0.83 0.47
All UNT - 0.00 0.00 0.11 1.00 0.20 0.01 0.11 0.02 0.10

Table 5: Results for offensive language categorization (level B). We report Precision (P), Recall (R), and F1 for
each model/baseline on all classes (TIN, UNT), and weighted averages. Macro-F1 is also listed (best in bold).

GRP IND OTH Weighted Average

Model P R F1 P R F1 P R F1 P R F1 F1 Macro

SVM 0.66 0.50 0.57 0.61 0.92 0.73 0.33 0.03 0.05 0.58 0.62 0.56 0.45
BiLSTM 0.62 0.69 0.65 0.68 0.86 0.76 0.00 0.00 0.00 0.55 0.66 0.60 0.47
CNN 0.75 0.60 0.67 0.63 0.94 0.75 0.00 0.00 0.00 0.57 0.66 0.60 0.47

All GRP 0.37 1.00 0.54 - 0.00 0.00 - 0.00 0.00 0.13 0.37 0.20 0.18
All IND - 0.00 0.00 0.47 1.00 0.64 - 0.00 0.00 0.22 0.47 0.30 0.21
All OTH - 0.00 0.00 - 0.00 0.00 0.16 1.00 0.28 0.03 0.16 0.05 0.09

Table 6: Results for offense target identification (level C). We report Precision (P), Recall (R), and F1 for each
model/baseline on all classes (GRP, IND, OTH), and weighted averages. Macro-F1 is also listed (best in bold).

5 Conclusion and Future Work

We presented OLID, a new dataset with annotation
of type and target of offensive language. It is the
official dataset of the shared task SemEval 2019
Task 6: Identifying and Categorizing Offensive
Language in Social Media (OffensEval) (Zampieri
et al., 2019).5 In OffensEval, each annotation level
in OLID is an independent sub-task. To the best of
our knowledge, this is the first dataset to contain
annotation of type and target of offenses in social
media, and it opens interesting research directions.

We further presented baseline experiments us-
ing SVMs and neural networks, which have shown
that this is a challenging, yet doable task.

5http://competitions.codalab.org/
competitions/20011

In future work, we would like to make a cross-
corpus comparison of OLID vs. datasets anno-
tated for similar tasks such as aggression identi-
fication (Kumar et al., 2018) and hate speech de-
tection (Davidson et al., 2017). We further plan to
create similar datasets for other languages, follow-
ing OLID’s hierarchical annotation scheme.
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Abstract
Event extraction for the biomedical domain
is more challenging than that in the general
news domain since it requires broader ac-
quisition of domain-specific knowledge and
deeper understanding of complex contexts.
To better encode contextual information and
external background knowledge, we propose
a novel knowledge base (KB)-driven tree-
structured long short-term memory networks
(Tree-LSTM) framework, incorporating two
new types of features: (1) dependency struc-
tures to capture wide contexts; (2) entity prop-
erties (types and category descriptions) from
external ontologies via entity linking. We eval-
uate our approach on the BioNLP shared task
with Genia dataset and achieve a new state-
of-the-art result. In addition, both quantita-
tive and qualitative studies demonstrate the ad-
vancement of the Tree-LSTM and the exter-
nal knowledge representation for biomedical
event extraction.

1 Introduction

Biomedical information extraction is widely used
to assist the biology community on knowledge ac-
quisition and ontology construction. Biomedical
events generally refer to a change of status, par-
ticularly on proteins or genes. The goal of event
extraction is to identify triggers and their argu-
ments from biomedical text, and then assign an
event type to each trigger and a role to each ar-
gument. For example, in the sentence shown in
Figure 1, it includes a gene expression and a pos-
itive regulation event mention, both triggered by
the word transduced. Tax is the Theme argument
of the gene expression event. An event could
also serve as an argument of another event, lead-
ing to a nested structure. For instance, the gene
expression event triggered by transduced is also a
Theme argument of the positive regulation event
as shown in Figure 1.

Earlier studies on biomedical event extrac-
tion rely on kernel classification methods like
the support vector machines (SVMs) (Björne and
Salakoski, 2011; Venugopal et al., 2014) using
hand-crafted features, which require high engi-
neering effort and domain-specific knowledge.
Recent distributional representation based ap-
proaches (Rao et al., 2017; Björne and Salakoski,
2018) explore deep neural networks which only
require distributed semantic features. However,
different from event extraction in the general news
domain, biomedical event extraction requires
broad acquisition of domain-specific knowledge
and deep understanding of complex contexts. For
example, in Genia event extracton of BioNLP
shared task 2011 (Kim et al., 2011), about 80%
of entity mentions are abbreviations of genes, pro-
teins and diseases while more than 36% of event
triggers and arguments are separated with more
than 10 words.

In order to efficiently capture indicative infor-
mation from broad contexts, we first adopt tree
structure based long short-term memory (Tree-
LSTM) networks. Compared to the linear chain
structured LSTM, the Tree-LSTM takes tree-
structured network topology into consideration.
As shown in the top frame of Figure 1, Tree-
LSTM takes the dependency tree structure of each
sentence as input and gradually incorporates the
information from the whole subtree into each
node. Dependency tree structure can connect se-
mantically related concepts, and thus shorten the
distance between a trigger and its arguments sig-
nificantly. For instance, in the following sentence
“... , which binds to the enhancer A located in
the promoter of the mouse MHC class I gene H-
2Kb, ...”, when determining the trigger type of
binds, we need to carefully select its contextual
words, such as H-2Kb, which indicates the object
of binds. However, binds and H-2Kb are sepa-
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Figure 1: The framework of the KB-driven Tree-LSTM model. The upper frame shows the dependency tree
structure and event annotations of a sentence; the middle frame demonstrates the knowledge base information
obtained from the Gene Ontology for Tax; the bottom frame describes the KB-driven Tree-LSTM which takes the
KB concept embedding and word embedding as input.

rated with 16 words which is difficult for a chain-
structured LSTM to capture their long distance de-
pendency, while within dependency tree structure,
their distance is significantly shortened to 7.

Moreover, to better capture domain-specific
knowledge, we further propose to leverage the ex-
ternal knowledge bases (KBs) to acquire proper-
ties of all the biomedical entities. The KB prop-
erties are extremely beneficial for our model to
learn patterns more explicitly. Take the entity Tax
in Figure 1 as an example, it’s a protein often in-
volved in the biological process of positive regu-
lation of transcription referred to Gene Ontology
(Ashburner et al., 2000). This function descrip-
tion provides crucial clues to determine the type
of transduced as positive regulation. Therefore,
to capture such knowledge from external KBs, for

each entity, we first learn a KB concept embedding
from its properties, and then automatically incor-
porate the KB representation into its Tree-LSTM
hidden state with a gate function.

Our contributions are twofold: First, to the best
of our knowledge, it’s the first time to adopt Tree-
LSTM for biomedical event extraction to effec-
tively capture the wide contexts. Second, we fur-
ther incorporate external knowledge from domain-
specific KBs into the Tree-LSTM, which yields
state-of-the-art performance on Genia event ex-
traction shared task.

2 KB-driven Tree-LSTM for Event
Extraction

In this section, we present our KB-driven Tree-
LSTM approach for biomedical event extraction.
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Figure 2: (A): a Tree-LSTM unit. (B): a KB-driven Tree-LSTM unit. The yellow circles with µ̃ notations denote
external KB concept embeddings.

We first introduce the Tree-LSTM framework, and
then describe the construction of KB concept em-
bedding for each entity. Finally we incorporate the
KB concept embedding into a Tree-LSTM and ap-
ply it for event trigger and argument extraction.

2.1 Tree-LSTM

The Tree-LSTM (Tai et al., 2015) is a variation
of LSTM (Hochreiter and Schmidhuber, 1997)
to a tree-structured network topology. It shows
improvement in representing sentence semantic
meaning compared to sequential LSTM such as
Bidirectional LSTM (BiLSTM) (Graves et al.,
2013). The main difference between sequential
LSTM and Tree-LSTM is, at each time step, the
former calculates its hidden state from the input at
the current time step and the hidden state from pre-
vious step, while Tree-LSTM computes its hidden
state from the input token and the hidden states
of all its children nodes from the tree structure.
A Tree-LSTM reduces to sequential LSTM when
each node in the tree only has one child. Figure 2
(A) shows a Tree-LSTM unit. In order to obtain
the hidden state hj of an input token xj , the unit
calculates all of its children hidden states (hj−1,
hj−2) through depth-first traversal.

2.2 Constructing KB Concept Embedding

For the biomedical event extraction, we mainly ex-
plore the Gene Ontology as our external KB since
it provides detailed descriptions for each gene and
gene product attributes across all species. It con-
sists of two types of information: (1) the gene on-
tology (GO) defines all the gene functions, rela-
tions between these gene functions, and aspects
used to describe the gene functions, including
molecular function, cellular component and bio-
logical process. (2) the gene product annotations

(GO Anno) provide all entity related attributes,
such as the full entity name, entity type, as well as
the gene functions it is related to. For example, in
Figure 1, given the entity tax, from the gene prod-
uct annotations, we can get its full entity name as
tax protein which is a type of proteins and it’s re-
lated to a function about biological process. From
the gene ontology, we can further determine the
specific function that tax is related to positive reg-
ulation of transcription in terms of biological pro-
cess aspect.

In order to leverage the external KB informa-
tion, we first apply QuickGO API (Binns et al.,
2009) to link each entity mention to the Gene On-
tology and retrieve all the KB annotations. For
each entity, we carefully select two types of prop-
erties which are beneficial for event extraction
task: the entity type (e.g., protein for tax) and the
gene ontology function it is related to (e.g., posi-
tive regulation of transcription for tax). The entity
type can facilitate the explicit pattern learning for
argument role labeling, for example, the gene ex-
pression event pattern (Theme: Protein, Trigger:
transduced) is more popular than (Theme: Tax,
Trigger: transduced) in Figure 1. The gene on-
tology function can provide implicit clues to de-
termine the trigger type as aforementioned in Sec-
tion 1.

As shown in Figure 1, we assign a word em-
bedding which pretrained on PubMed and PMC
texts (Moen and Ananiadou, 2013) to represent
each entity type. For each gene ontology func-
tion which is usually a long phrase, we use a state-
of-the-art sentence embedding approach (Conneau
et al., 2017) to automatically learn a vector repre-
sentation. We then concatenate these two types of
KB property representations as the final KB con-
cept embedding.
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2.3 Event Trigger Extraction
After obtaining the KB concept embeddings, we
further incorporate them into the Tree-LSTM to
leverage the domain-specific knowledge.

Given a sentence, for example the sentence
shown in Figure 3, we first perform the de-
pendency parsing with the Stanford dependency
parser (Chen and Manning) and obtain a depen-
dency tree structure. For each node j in the tree
structure, C(j) is the set of children nodes of node
j and µk is the KB concept embedding of node k.
We set µk to 0 if node k is not a biomedical entity.
µ̃j denotes the sum of the KB concept embeddings
of j’s children nodes and h̃j is the sum of the hid-
den states of j’s children nodes:

h̃j =
∑

k∈C(j)

hk

µ̃j =
∑

k∈C(j)

µk

where hk is the hidden state of node k.
Then we incorporate the KB concept embed-

dings into the input, forget, and output gates of the
Tree-LSTM:

ij = σ(Wi[xj , h̃j , µ̃j ] + bi)

fjk = σ(Wf [xj , hk, µ̃k] + bf )

oj = σ(Wo[xj , h̃j , µ̃j ] + bo)

where ij and oj are the input gate and the out-
put gate for node j respectively. fjk is the forget
gate for node j in terms of its child node k. Wi,
Wf , and Wo are learnable parameters, bi, bf and
bo are bias terms. Thus, for each node j, the input
gate gathers all KB information from its children
nodes, and the output gate balances the meaning-
ful information from its local contexts and the KB
concept embeddings of its children nodes.

Besides adding the KB concept embeddings
into the three gates to select useful KB formation
implicitly, similar to Ma et al. (2018), we also
introduce a knowledge specific output gate gj to
explicitly incorporate knowledge information into
each node’s hidden state. While different from Ma
et al. (2018) which only considers the knowledge
concept embedding of each node itself, we use the
sum of the KB concept embeddings of the whole
subtree instead:

gj = σ(Wg[xj , h̃j , µ̃j ] + bg)

where Wg is a weight matrix to be learned, bg is
the bias term.

As demonstrated in Figure 2 (B), we eventually
combine the implicit way of incorporating KB in-
formation into the input, output and forget gates
and an explicit way of directly incorporating the
KB information into a node’s hidden state:

c̃j = tanh(Wc[xj , h̃j ] + bc)

cj =
∑

k∈C(j)

fjk � ck + ij � c̃j

hj = oj � tanh(cj) + gj � tanh(Wµµ̃j)

where cj is the memory cell, Wc and Wµ are
weight matrices to be learned.

After getting the hidden state hj of each node
j, we use a softmax classifier to predict a label for
each node, and optimize the parameters by mini-
mizing a negative log-likelihood loss.

2.4 Event Argument Role Labeling

After detecting all candidate triggers, we further
extract arguments for each trigger. The Genia
event extraction shared task provides the annota-
tions of all entity mentions. Thus, for each trig-
ger, we use all the entity mentions that occur in
the same sentence as its candidate arguments, and
then assign an argument role or None. Different
from trigger extraction, we use the shortest de-
pendency path (SDP) within the dependency tree
structure instead of the surface contexts to better
capture the dependency between the trigger and
each argument.

Taking the sentence in Figure 3 as an example,
given a trigger transcription and a candidate argu-
ment OBF-1, we first perform dependency pars-
ing and extract the shortest dependency path be-
tween transcription and OBF-1 with the Dijkstra’s
algorithm (Johnson, 1973) and obtain the shortest
dependency path transcription → of → genes →
OBF-1. We use the same KB-driven Tree-LSTM
architecture as introduced in Section 2.3 to encode
each node into a new hidden state representation.
We use the hidden state of the root node h0 as the
overall vector representation of the whole depen-
dency path. Finally, we feed the concatenation of
h0 with the hidden state of the trigger and argu-
ment as input to another softmax to predict the ar-
gument role. We also optimize the model by min-
imizing a negative log-likelihood loss.
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Figure 3: Examples of trigger labeling and argument role labeling via a KB-driven Tree-LSTM.

Event Type Core Arguments
Gene expression Theme(P)
Transcription Theme(P)
Protein catabolism Theme(P)
Phosphorylation Theme(P)
Localization Theme(P)
Binding Theme(P)+
Regulation Theme(P/E), Cause(P/E)
Positive regulation Theme(P/E), Cause(P/E)
Negative regulation Theme(P/E), Cause(P/E)

Genia corpus 2011 statistics
events 14496
sentences 11581
nested events 37.2%
intersentence events 6.0%
abbrev. of entities 15912

Table 1: Predefined event types with accepted argu-
ment roles in Genia event extraction task, and data
statistics of Genia event extraction 2011 dataset. P:
protein; E: event.

3 Experiment

3.1 Task Description

The Genia Event Extraction task is the main task
in the BioNLP Shared Task series (Kim et al.,
2009, 2011; Nédellec et al., 2013). The Genia
task defines 9 fine-grained event types as shown
in Table 1. Note that a Binding event may take
more than one protein as its Theme arguments. A
Regulation event may take one protein or event as
its Theme argument and also optionally take one

protein or event as its Cause argument. A Regu-
lation event taking an event as its argument will
lead to a nested structure. 37.2% nested events
are observed in Genia 2011 corpus (Björne and
Salakoski, 2011). There are 6.0% inter-sentence
events while our model only focuses on sentence-
level event extraction.

3.2 Experimental Setup

We apply our KB-driven Tree-LSTM model on
Genia 2011 data set. The entities in Genia data
set are manually annotated and given as part of the
input.

We evaluate our results on the test set using
the official online tool provided by the Genia task
organizers.1 Following previous studies (Björne
and Salakoski, 2011; Venugopal et al., 2014; Rao
et al., 2017; Björne and Salakoski, 2018), we re-
port scores obtained by the approximate span (al-
lowing trigger spans to differ from gold spans by
single words). As we only focus on matching core
arguments, we use recursive matching criterion for
evaluation which not requires matching of addi-
tional arguments for events referred from other
events (Kim et al., 2011).

We use the word embedding pretrained on
PubMed and PMC texts (Moen and Ananiadou,

1http://bionlp-st.dbcls.jp/GE/2011/eval-test/
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2013) for word and type embeddings. The hyper-
parameters are tuned on the development set and
listed in Table 2. Word representations are updated
during training with an initial learning rate of 0.1.

Parameter Value
Word embedding size 200
Type embedding size 200
Sentence embedding size 4096
Tree-LSTM hidden size 100
Batch size 25
Epoch size 30
Dropout rate 0.5
Learning rate 0.05
Initial embedding learning rate 0.1
Optimizer AdaGrad

Table 2: Hyper-parameters.

3.3 Results and Error Analysis

Table 3 shows the final event extraction results of
applying our KB-driven Tree-LSTM model on Ge-
nia 2011 dataset with the comparison of only using
Tree-LSTM and a standard BiLSTM model. Tree-
LSTM outperforms the BiLSTM baseline which
indicates the power of Tree-LSTM in dealing with
long-distance dependency structure in biomedical
literature. By incorporating external KB informa-
tion, our approach achieves about 2.12% F-score
gain comparing to Tree-LSTM, which demon-
strates the effectiveness of the KB properties for
biomedical event extraction. We will show de-
tailed analysis in Section 3.4.

Table 4 presents the previous event extrac-
tion results from the BioNLP shared task using
the same corpus. Our approach outperforms all
previous methods. Among them, the systems
TEES (Björne and Salakoski, 2011), EventMine-
CR (Miwa et al., 2012) and Stacked Generaliza-
tion (Majumder et al., 2016) are based on SVMs
with well designed features. FAUST (Riedel and
McCallum, 2011) and BioMLN (Venugopal et al.,
2014) use jointed inference models. Björne and
Salakoski (2018) adopts a convolutional neural
networks (CNNs) with abundant features derived
from TEES system. In our work, instead of using
high-dimensional features with manual effort as in
these previous models, our approach only requires
pretrained distributed word representations as in-
put features.

We notice that our approach achieves high
scores on Simple event types but get relatively low
scores on Binding event and Regulation event
types. We analyze the results and find that Bind-

System Event Type Rec Prec F1

KB-driven
Tree-LSTM

Gene expression 74.35 87.24 80.28
Transcription 69.54 82.31 75.39
Protein catabolism 46.67 87.50 60.87
Phosphorylation 81.62 87.28 84.36
Localization 59.69 80.28 68.47
Simple total 72.62 85.95 78.73
Binding 37.68 53.16 44.10
Regulation 36.62 53.61 43.52
Positive regulation 41.37 57.90 48.26
Negative regulation 46.06 52.39 49.02
Regulation total 41.73 55.73 47.72
Event total 52.14 67.01 58.65

Tree-LSTM
Simple total 71.22 83.41 76.83
Binding 34.83 48.72 40.62
Regulation total 39.78 53.54 45.64
Event total 50.28 64.56 56.53

BiLSTM
Simple total 68.09 78.75 73.03
Binding 38.49 43.05 40.65
Regulation total 37.64 53.81 44.30
Event total 48.44 62.18 54.46

Table 3: Precision (Prec), recall (Rec) and F-score (F1)
results achieved by the KB-driven Tree-LSTM model
on the test set of BioNLP Genia 2011, evaluated on
approximate span and recursive criteria.

System Rec Prec F1
TEES(Björne and Salakoski, 2011) 49.56 57.65 53.30
FAUST(Riedel and McCallum,
2011)

49.41 64.75 56.04

EventMine-CR(Miwa et al., 2012) 53.35 63.48 57.98
BioMLN(Venugopal et al., 2014) 53.42 63.61 58.07
Stacked Generalization(Majumder
et al., 2016)

48.96 66.46 56.38

CNN(Björne and Salakoski, 2018) 49.94 69.45 58.07

Table 4: State-of-the-art system results evaluated on
BioNLP Genia 2011 test dataset with approximate span
and recursive criteria.

ing event extraction is more challenging since it
usually has multiple arguments. For example, Fig-
ure 4 shows two sentences which are chosen from
the output of the development data set. There are
two Binding event mentions in the first sentence:
E1 (Trigger: interacting, Type: Binding, Theme:
RUNX1, Theme2: p3000) and E2 (Trigger: bind-
ing, Type: Binding, Theme: CREB). Our model
mistakenly extracts CREB as a Theme of E1 since
CREB is highly related to protein p300 in the de-
pendency tree structure.

Regulation events are considered as the most
challenging event type because they usually have
an optional Cause argument and are involved in
nested structures, which are not handled well by
most of current event extraction approaches. In ad-
dition, intuitively, most trigger words are verbs or
nouns. We rank all the trigger words in the train-
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Figure 4: Case study on binding event and regulation event types.
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Figure 5: Visualization of the effect of KB concept embeddings on trigger labeling for the word transcription.

ing data set according to their frequency, and find
that most of spurious errors for Regulation event
trigger extraction occur when the trigger words
are prepositions or conjunctions. For instance, in
Figure 4, the second sentence contains two posi-
tive Regulation events triggered by a preposition
from and a conjunction rather than. Such function
words are rarely annotated as triggers and our KB-
aware Tree-LSTM cannot well collect meaningful
contexts from their subtrees.

3.4 Effect of KB concepts

As shown in Table 3, we achieve about 3.5% and
2.1% F1 score gain on Binding and Regulation
event types by leveraging external KB information
into the Tree-LSTM. In order to show the effect of
KB concept embeddings, we visualize the prob-
abilities of word transcription to be predicted for
each event type. As Figure 5 shows, by adding KB
concept embeddings, the function description pos-
itive regulation of transcription, DNA-templated
provided by the biomedical entity OBF-1 signif-
icantly enhances the probability of transcription
being predicted to a Transcription event type.

Similarly, Figure 6 visualizes the probabili-
ties of the E1 event mention (Trigger: trans-

transduced	[gene_expression]/[positive_regulation]

with

mutants

Tax	[protein]

E1:	(Type:gene	expression,	Theme:	Tax,	Trigger:	transduced)

E2:	(Type:positive	regulation,	Theme:	E1,	Trigger:	transduced)

E2:	(Theme:	None)

E2:	(Theme:	E1)

Theme

Theme

Figure 6: Visualization of the effect of KB concept em-
bedding on argument role labeling for a Positive Reg-
ulation event triggered by transduced and a Gene Ex-
pression event E1 (Theme: Tax, Trigger: transduced).

duced, Type: gene expression, Theme: Tax) to
be predicted as an argument of E2 event mention
(Trigger: transduced, Type: positive regulation,
Theme: E1). We can see that, without using KB
information, the Tree-LSTM mistakenly predict
the argument role of E1 as None. In contrast, by
incorporating KB concept embeddings, especially
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the information from the function description pos-
itive regulation of transcription, DNA-templated
for Tax, our approach successfully promotes the
probability of E1 being predicted as the Theme of
E2.

4 Related Work

As a crucial task in information extraction, event
extraction has gained a lot of interest. In gen-
eral news domain, previous work on event extrac-
tion can be divided into two main categories. The
first is feature-based methods which mainly fo-
cus on feature design, leveraging local features
(Grishman et al., 2005; Ahn, 2006) and global
features (Ji and Grishman, 2008; Liao and Gr-
ishman, 2011; Huang and Riloff, 2012) to im-
prove the performance. Some studies proposed
joint models to overcome the error propagation
problem (Poon and Vanderwende, 2010; Riedel
et al., 2009; Li et al., 2013; Venugopal et al.,
2014; Li et al., 2014). The second category in-
cludes distributional representation based meth-
ods which have been applied into event extrac-
tion extensively. Most of these approaches are
based on the standard Convolutional Neural Net-
works (CNNs) (Chen et al., 2015; Nguyen and
Grishman, 2015, 2016), Recurrent Neural Net-
works (RNNs) (Nguyen et al., 2016), generative
adversarial networks (Hong et al., 2018), zero-shot
learning (Huang et al., 2017) and advanced atten-
tion mechanisms (Liu et al., 2018b; Chen et al.,
2018).

Our work is also related to the studies which
leverage the external knowledge base for informa-
tion extraction. Liu et al. (2017) takes advantage
of external resources, such as FrameNet, to label
events while Chen et al. (2017) adopts distance
supervision to augment the training data. Liu
et al. (2018a) develops an attention-based model
for event extraction. What’s more, shortest depen-
dency path is broadly explored for information ex-
traction, especially for relation classification (Xu
et al., 2015; Miwa and Bansal, 2016) and shows
promising benefits.

Biomedical event extraction task part of the
BioNLP Shared Task series (Kim et al., 2009,
2011; Nédellec et al., 2013). Previous stud-
ies mainly explore local and global features with
SVM model (Miwa et al., 2010, 2012; Björne and
Salakoski, 2013; Majumder et al., 2016). Riedel
and McCallum (2011) develop a joint model with

dual decomposition. Cohen et al. (2009), Kil-
icoglu and Bergler (2011) and Bui et al. (2013)
develop rule-based methods and achieve high pre-
cision. Venugopal et al. (2014) leverage Markov
logic networks for joint inference. Rao et al.
(2017) uses the Abstract Meaning Representations
(AMR) to extract events based on the assump-
tion that an event structure can be derived from an
AMR subgraph. Recently, some representation-
based models (Jagannatha and Yu, 2016; Rao
et al., 2017; Björne and Salakoski, 2018) have
been proposed while most of them adopt the
widely used CNNs and RNNs with features de-
rived from the biomedical text. Lim et al. (2018)
implements a binary Tree-LSTM architecture for
biomedical relation extraction. Compared with
these methods, our approach only requires pre-
trained distributed word representations as input
features and incorporates meaningful KB informa-
tion into a Tree-LSTM.

5 Conclusions and Future Work

In this paper, we show the effectiveness of using
a KB-driven tree-structured LSTM for event ex-
traction in biomedical domain. The Tree-LSTM
can efficiently capture semantically related con-
cepts for each node within the tree structure. By
leveraging the external KB concept properties in-
cluding the entity type and the function descrip-
tion, our approach is able to perform deep under-
standing of domain-specific expressions and con-
nections. Without using manually designed high-
dimensional features, our approach significantly
outperforms all previous methods. In the future,
we plan to explore a broader range of properties
from KB to facilitate biomedical information ex-
traction tasks.
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Abstract

Linguistic features have shown promising ap-
plications for detecting various cognitive im-
pairments. To improve detection accuracies,
increasing the amount of data or the num-
ber of linguistic features have been two ap-
plicable approaches. However, acquiring addi-
tional clinical data can be expensive, and hand-
crafting features is burdensome. In this paper,
we take a third approach, proposing Consensus
Networks (CNs), a framework to classify after
reaching agreements between modalities. We
divide linguistic features into non-overlapping
subsets according to their modalities, and let
neural networks learn low-dimensional repre-
sentations that agree with each other. These
representations are passed into a classifier net-
work. All neural networks are optimized itera-
tively.

In this paper, we also present two methods
that improve the performance of CNs. We then
present ablation studies to illustrate the effec-
tiveness of modality division. To understand
further what happens in CNs, we visualize the
representations during training. Overall, using
all of the 413 linguistic features, our models
significantly outperform traditional classifiers,
which are used by the state-of-the-art papers.

1 Introduction

Alzheimer’s disease (AD) and its usual precur-
sor, mild cognitive impairment (MCI), are preva-
lent neurodegerative conditions that inhibit cog-
nitive abilities. Cognitive impairments are tradi-
tionally diagnosed only with standard clinical tests
like MoCA (Nasreddine et al., 2005) and the Rey-
Auditory Verbal learning Test (Rey, 1941), but
hiring clinicians to administer these tests and an-
alyze their results is costly. Fortunately, many
cognitive impairments can be observable in daily
life, because they impact one’s language abilities.
For example, cognitively impaired people tend to

use more pronouns instead of nouns, and pause
more often between sentences in narrative speech
(Roark et al., 2011).

This insight makes automatic detection possi-
ble. Machine learning classifiers can detect cogni-
tive impairments given descriptive linguistic fea-
tures. In recent work, linguistic features includ-
ing pronoun-noun-ratios, pauses, and so on, are
used to train classifiers to detect cognitive dis-
eases in various tasks. For example, Fraser et al.
(2015) achieved up to 82% accuracy on Demen-
tiaBank1, the largest publicly available dataset on
detecting cognitive impairments from speech, and
Weissenbacher et al. (2016) achieved up to 86%
accuracy on a corpus of 500 subjects. Yancheva
et al. (2015) estimated Mini-Mental State Estima-
tion scores (MMSEs), describing the cognitive sta-
tus and characterizing the extent of cognitive im-
pairment.

To improve the accuracy of automated assess-
ment using engineered linguistic features, there
are usually two approaches: incorporating more
clinical data or calculating more features. Tak-
ing the first approach, Noorian et al. (2017) in-
corporated normative data from Talk2Me2 and
the Wisconsin Longitudinal Study (Herd et al.,
2014) in addition to DementiaBank, which in-
creased AD:control accuracy up to 93%, and mod-
erateAD:mildAD:control three-way classification
accuracy to 70%. Taking the second approach,
Yancheva and Rudzicz (2016) used 12 features
derived from vector space models and reached a
.80 F-score on DementiaBank. Santos et al. (2017)
calculated features depicting characteristics of co-
occurrence graphs of narrative transcripts (e.g., the
degree of each vertex in the graph). Their clas-
sifiers reached 65% accuracy on DementiaBank

1https://talkbank.org/DementiaBank
2https://www.cs.toronto.edu/talk2me/
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(MCI versus a subset of Control).
There are limitations in either of the two ap-

proaches. On one hand, acquiring additional clin-
ical data can be expensive (Berndt and Cockburn,
2013). Moreover, the additional data should be
similar enough to existing training data to be help-
ful. On the other hand, crafting new features re-
quires creativity and collaboration with subject
matter experts, and the implementation can be
time consuming. Neither of these approaches is
satisfactory.

These limitations motivate us to take a third,
novel approach. Instead of using new data or com-
puting new features, we use the existing linguistic
features.

If the speaker is cognitively impaired, and their
language ability is affected, features from each of
the acoustic, syntactic, and semantic modalities
should reflect such change (Szatloczki et al., 2015;
Moro et al., 2015; Fraser et al., 2015). We there-
fore need to distill the common information re-
vealed by features from multiple, mainly distinct,
modalities.

To utilize information common across differ-
ent modalities, Becker and Hinton (1992) and
de Sa (1994) let classifiers look at each modal-
ity and supervise each other. These examples il-
lustrated the effectiveness of multi-view learn-
ing in utilizing common information among dif-
ferent observations, but their algorithms fail to
train useful classifiers for cognitive impairments
in our datasets. Without explicit supervision, self-
supervised models almost always converge to a
state producing the same predictions for all peo-
ple, giving trivial classifiers.

Instead of aligning the predictions from modal-
ities, we let the representations of the modalities
agree. Generative adversarial networks (GANs)
provide an approach. In GANs, a “discriminator”
network is trained to tell whether a vector is drawn
from the real world or produced synthetically by a
“generator” neural network, while the generator is
trained to synthesize images as close to real data
as possible. We borrow this setting, and encourage
the neural networks interpreting different modal-
ities to produce representations of modalities as
similar to each other as possible. This leads to our
classifier framework, consensus networks (CNs).

Consensus networks constitute a framework us-
ing adversarial training to utilize common in-
formation among modalities for classification. In

this framework, several neural networks (“ePhysi-
cians”) are juxtaposed, each learning the repre-
sentation of a partition of linguistic features for
each transcript. Being trained towards producing
agreed representations, we show they are increas-
ingly able to capture common information con-
tained across disparate subsets of linguistic fea-
tures.

We empirically add two extensions to CN that
improve the classification accuracies, called the
“noise modality” and “cooperative optimization”
respectively, as explained below. To illustrate the
effectiveness of the consensus mechanisms, we
present two ablation studies. First, we compare
neural networks built with consensus (CN) and
those without (MLP). On partial or complete
modalities, CN outperforms MLP significantly.
Second, we compare CNs built with linguistic fea-
tures divided into random subsets. Division ac-
cording to their natural modalities train better con-
sensus networks. We also visualize the represen-
tations during training procedure, and show that
when the representations agree, their distributions
appear symmetric.

Overall, taking all 413 linguistic features, our
models significantly outperform traditional classi-
fiers (e.g., support vector machines, quadratic dis-
criminant analysis, random forest, Gaussian pro-
cess), which are used by the state-of-the-art.

2 Related Works

Generative Adversarial Networks The idea of
aligning representations by making them indistin-
guishable is inspired by GAN (Goodfellow et al.,
2014), where a generator produces fake images (or
other data) that are as similar to real data as possi-
ble. However, our model does not have a generator
component as GANs do. Instead, we only com-
press features into representations while trying to
align them.

Multi-view Learning Learning from multiple
modalities is also referred to as multi-view learn-
ing. Becker and Hinton (1992) set up multiple neu-
ral networks to look at separate parts of random-
dot stereograms of curved surfaces, and urge their
prediction to equal each other. The trained neu-
ral networks were able to discover depth with-
out prior knowledge about the third dimension.
de Sa (1994) divided linguistic features into two
modalities, and passed them to two separate neu-
ral networks. The two neural networks supervised
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each other (i.e., output labels that are used to train
the other) during alternative optimization steps
to reach a consensus. Their self-supervised sys-
tem reached 79±2% accuracy using the Peterson-
Barney vowel recognition dataset (Peterson and
Barney, 1952). Benediktsson et al. (1997) com-
puted multiple views from the same feature sets
and classified by taking their majority votes. Pou-
Prom and Rudzicz (2018) used canonical correla-
tion analysis (CCA) to classify using multiple as-
pects. Contrary to that work, our consensus net-
works take in distinct subsets of features as modal-
ities. Co-training (Blum and Mitchell, 1998) and
tri-training (Zhou and Li, 2005) use distinct sub-
sets of features, but they use them to train distinct
classifiers, and let the results directly supervise
each other. Their approach ‘bootstrapped’ clas-
sifications based on a few labeled data, but our
method explicitly uses a modality discriminator
that enforces alignments between modalities.

Domain Adaptation In domain adaptation and
multi-task learning, there have been many at-
tempts to learn indistinguishable embeddings be-
tween domains. For example, Ganin et al. (2016)
and Joty et al. (2017) applied a gradient reversal
layer to let encoders minimize the domain clas-
sification loss. Baktashmotlagh et al. (2013) min-
imized the maximum-mean discrepancy (MMD)
loss in a reproductive kernel Hilbert space (RKHS)
of the latent representations. Motiian et al. (2017)
used semantic similarity loss between latent rep-
resentations of different class data to encourage
alignments between domains. Liu et al. (2017)
and Chen and Cardie (2018) used shared and pri-
vate networks to learn information contained ei-
ther commonly in domains or domain-specific.
Our work is unique. First, there is only one domain
in our problem setting. Second, we use iterative
optimization to encourage discrepancies between
domains. Third, we have two empirical improve-
ments (noise modality and cooperative optimiza-
tion) that make our Consensus Networks outper-
form traditional classifiers.

3 Methods

3.1 Dataset

We use DementiaBank, the largest publicly avail-
able dataset for detecting cognitive impairments. It
includes verbal descriptions (and associated tran-
scripts) of the Cookie Theft picture description

task from the Boston Diagnostic Aphasia Exam-
ination (Becker et al., 1994). The version we have
access to contains 240 speech samples labeled
Control (from 98 people), 234 with AD (from 148
people), and 43 with MCI (from 19 people)3. All
participants were older than 44 years.

3.2 Linguistic Features

The dataset contains narrative speech descriptions
and their transcriptions. We preprocess them by
extracting 413 linguistic features for each speech
sample. These linguistic features are proposed by
and identified as the most indicative of cogni-
tive impairments by various previous works, in-
cluding Roark et al. (2007), Chae and Nenkova
(2009), Roark et al. (2011), Fraser et al. (2015),
and Hernández-Domı́nguez et al. (2018). After
calculating these features, we use KNN imputation
to replace the undefined values (resulting from
divide-by-zero, for example), and then normal-
ize the features by their z-scores. The following
are brief descriptions of these features, grouped
by their natural categories. More detailed descrip-
tions are included in the Appendix.

There are 185 acoustic features (e.g., average
pause time), 117 syntactic features (e.g., Yngve
statistics (Yngve, 1960) of the parse tree, com-
puted by the LexParser in CoreNLP (Manning
et al., 2014)), and 31 semantic features (e.g., co-
sine similarity between pairs of utterances) More-
over, we use 80 part-of-speech features that relate
to both syntax and semantics but are here primar-
ily associated with the latter.

Modality Division After representing each sam-
ple with a 413-dimensional vector x consisting
of all available linguistic features, we divide the
vector into M partitions (‘modalities’) of approx-
imately equal sizes [x1, x2, ..., xM], according
to the groups mentioned above. Unless mentioned
otherwise (e.g., in the ablation study shuffling

3The version of DementiaBank dataset we acquired con-
tains a slightly different number of samples from what some
previous works used. In Control:AD, Fraser et al. (2015) used
233 Control and 240 AD samples; Yancheva and Rudzicz
(2016) had 241 Control and 255 AD samples; Hernández-
Domı́nguez et al. (2018) had 242 Control and 257 AD sam-
ples (with 10% control samples excluded from the evalua-
tion). In Control:MCI, Santos et al. (2017) used all 43 tran-
scriptions from MCI and 43 sampled from the Control group.
With no clear descriptions of the sampling procedures, the
constituents of the Control group might differ from our sam-
ple. In this paper, we run our models on the same tasks (i.e.,
Control:AD) and compare to the results of models used in the
literature.
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Figure 1: Overview of model structure when fea-
tures (blue rectangles) are divided into three modali-
ties (non-overlapping subsets). Each subset of features
are passed into an “ePhysician” neural network whose
outputs (green rectangles) are the representations. They
are passed (one by one) into a “Discriminator” neural
network and (after combined) into a “Classifier” net-
work, respectively.

modalities), this is our default choice for assign-
ing modalities.

3.3 Model
Figure 1 is an example of our model structure
(with M = 3 modalities), and this section elab-
orates the inference procedure, the training algo-
rithm, and our two improvements.

Inference With the extracted linguistic features
divided into subsets by their modalities, each
speech sample is described by M = 3 non-
overlapping feature vectors x = [x1, ...,xm].
These feature vectors are then passed into corre-
sponding ePhysician networks, each outputting a
vector im, which is a distilled representation of the
subject from a modal-specific perspective (e.g.,
the semantic). We also refer to it as the interpre-
tation vector and use them interchangeably. For-
mally, themth ePhysician can be written as a func-
tion, fm(.) generating the representation:

im = fm(xm)

To challenge the similarity of representations
from different modalities, we let a discriminator
neural network fD(.) take in each of the M repre-
sentations and predict the likelihood of the origi-
nating modality m.

P (m = k | i) = efD(i)k

∑
k e

fD(i)k

where k = 1, ...,M .
To attempt a diagnosis, a classifier network

fC(.) takes in the combination of M representa-
tions of each speech sample, and outputs a predic-
tion probability for detection result y:

P (y = l |x) = efC(i1..M)l
∑

l e
fC(i1..M)l

where l ∈ {0, 1} for two-class classification (i.e.,
0 for healthy and 1 for dementia). The predicted
class corresponds to those with the highest proba-
bility:

ŷ = argmax
l

P (y = l|x)

Optimization The training procedure optimizes
the adversarial objective, and the conventional
classifier objective:

• The adversarial objective sets up the ePhysi-
cians and the Discriminator to work in an
adversarial manners. The ePhysicians try
to produce indistinguishable representations,
while the discriminator tries to tell them
apart.

min
D

max
P
LD where

LD = ExEm=1..M {−logP (m̂ = m|im)}
(1)

• Make the classifier network as accurate as
possible. This is done by minimizing the
cross entropy classification loss:

min
C
LC where

LC = Ex {−logP (ŷ = y|i1..M)}
(2)

Overall, min
C
LC and min

D
max
P
LD set up a com-

plex optimization problem. We use iterative opti-
mization steps, similar to Goodfellow et al. (2014).

There are two tricks that we found to improve
the performance of the models. Namely, the noise
modality and the cooperative optimization. We ex-
plain them below.

Noise Modality For each participant session, we
add a “noise modality representation” i0 drawn
from a Gaussian distribution with the mean and
variance identical to those of other representation
vectors.

i0 ∼ N (µi1..M , σ
2
i1..M

)
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This additional representation vector is passed into
the discriminator, but not passed into the classifier.
The first optimization goal (1) is therefore:

min
D

max
P
LD where

LD = ExEm=0..M {−logP (m̂ = m|im)}
(3)

To some extent, the noise representation vector
works like a regularization mechanism to refrain
the discriminator from making decisions based on
superficial statistics. We show in 4.1 that this addi-
tion empirically improves classifier performance.

Cooperative Optimization When optimizing
the classifier, we find that allowing gradients to
propagate back to the ePhysicians improves the
model’s overall performance. During optimiza-
tion, the ePhysicians need to cooperate with the
classifier (while adversarial to the discriminator).
The second optimization goal (2) is therefore:

min
C,P
LC where

LC = Ex {−logP (ŷ = y|i1..M)}
(4)

Implementation As a note of implementation,
all ePhysicians, the classifier, and the discrim-
inator networks are fully connected networks
with Leaky ReLU activations (Nair and Hinton,
2010) and batch normalization (Ioffe and Szegedy,
2015). The hidden layer sizes are all 10 for all
ePhysician networks, and there are no hidden lay-
ers for the discriminator or classifier networks. Al-
though modalities might contain slightly different
numbers of input dimensions, we do not scale the
ePhysician sizes. This choice comes from the in-
tuition that the ePhysicians should extract into the
representation as similar information as possible.
We use three Adam optimizers (Kingma and Ba,
2014), each corresponding to the minimization of
ePhysician, Discriminator, and the Classifier, and
optimize iteratively for no more than 100 steps.
The optimization is stopped prior to step 100 if
the classification loss LC converges (i.e., does not
differ from the previous iteration by more than
1 × 10−4) on training set. The train / validation
/ test set are divided randomly in 60/20/20 propor-
tions.

Algorithm 1 The overall algorithm
1: Initialize the networks
2: for step := 1 to N do . N is a hyper-param
3: for minibatch x in training data X do
4: for modality m := 1 to M do
5: im = Im(xm)

6: Sample the noise modality i0
7: Calculate LD with i0..M
8: Concatenate i1..M and calculate LC
9: min

C,P
LC . Cooperative optimization

10: max
P
LD

11: for k:=1 to K do . K is a
hyper-param

12: min
D
LD

4 Experiments

We first show the effectiveness of our two im-
provements to the model. Next, we do two ab-
lation studies on the arrangements of modalities.
Then, we evaluate our model against several tradi-
tional supervised learning classifiers used by state-
of-the-art works. To understand the model further,
we also visualize the principal components of the
representation vectors throughout several runs.

4.1 Noise Modality Improves Performance

We compare a CN model with a noise modality to
one without (with other hyper parameters includ-
ing hidden dimensions and learning rates identi-
cal).

Table 1 shows that in the AD:MCI classification
task, the model with an additional noise modal-
ity is better than the one without (p = 0.04 on
2-tailed t-test with 18 DoF). Here is a possible
explanation. Without adding a noise modality, the
discriminators may simply look at the superficial
statistics, like the mean and variances of the rep-
resentations. This strategy tends to neglect the de-
tailed aspects encoded in the representation vec-
tors. Adding in the noise modality penalizes this
strategy and trains better discriminators by forcing
them to study the details.

In the following experiments, all models con-
tain the additional noise modality.

4.2 Effectiveness of Cooperative
Optimization

The second improvement, cooperative optimiza-
tion, also significantly improves model perfor-
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Model Micro F1 Macro F1
Noise .7995 ± .0450 .7998 ± .0449
No noise .7572 ± .0461 .7577 ± .0456

Table 1: Comparison of models with and without rep-
resentations in noise modality. The models containing
a Gaussian noise modality outperform those without.

mance. We compare Consensus Network classi-
fiers trained with cooperative optimization (i.e.,
min

C,P1..M

LC) to models with the same hyper-

parameters but trained non-cooperatively (i.e.,
min
C
LC). As shown in Table 2, the cooperative

variant produces higher-score classifiers than the
non-cooperative one (p < 0.001 on a 2-tailed
t-test with 18 DoF). With the cooperative opti-
mization setting, the ePhysicians are encouraged
towards producing representations both indistin-
guishable (by the discriminator) and beneficial
(for the classifier). Although the representations
might agree less with each other, they could con-
tain more complementary information, leading to
better overall classifier performances.

In other experiments, all of our models use co-
operative optimization.

Optimization Micro F1 Macro F1
Non-coop .6696 ± .0511 .6743 ± .0493
Cooperative .7995 ± .0450 .7998 ± .0449

Table 2: Comparison of models optimized in coopera-
tive and non-cooperative manner.

4.3 Effectiveness of Agreement Among
Modalities

In this and the next experiment, we illustrate the
effectiveness of our models on different config-
urations of modalities in an ablation study. We
show that our models work well because of the ef-
fectiveness of the “consensus between modalities”
scheme.

In this experiment, we compare our Consensus
Network models (i.e., with agreements) with fully-
connected neural network classifiers (i.e., without
agreements) taking the same partial input features.
The networks are all simple multiple layer per-
ceptrons containing the same total number of neu-
rons as the ‘classifier pipeline’ of our models (i.e.,
ePhysicians plus the classifier)4 with batch nor-

4For example, for models taking in two modalities, if our

malization between hidden layers. A few observa-
tions could be made from Table 3:

1. Some features from particular modalities are
more expressive than others. For example,
acoustic features could be used for building
better classifiers than those in the semantic
(p = .005 for 2-tailed t-test with 18 DoF) or
syntactic modality (p < .001 for 2-tailed t-
test with 18 DoF). More specifically, the syn-
tactic features themselves do not tell much.
We think this is because the syntactic fea-
tures are largely based on the contents of the
speech, and remain similar across speakers.
For example, almost none of the speakers
asked questions, giving zero values in “occur-
rences” of corresponding syntactic patterns.

2. Our model is able to utilize multiple modal-
ities better than MLP. For MLP classifiers,
combining features from different modalities
does not always give better models. The syn-
tactic modality features confuse MLP and
“drag down” the accuracy. However, our
models built with the consensus framework
are able to utilize the less informative features
from additional modalities. In all scenarios
using two modalities, our models achieve ac-
curacies higher than neural networks trained
on any of the two individual modalities.

3. Given the same combinations of features, let-
ting neural networks produce representation
in agreement does improve the accuracy in
all four scenarios5.

4.4 Dividing Features by Natural Modalities
is Preferred

This is the second ablation study towards modality
arrangement. We show that dividing features into
subsets according to their natural modalities (i.e.,
the categories in which they are defined) is better
than doing so randomly.

In this experiment, we train CNs on features
grouped by either their natural modalities, or ran-
domly divided. For natural groupings, we try to

model contain ePhysicians with one layer of 20 hidden neu-
rons, the interpretation vector dimension 10, and classifier
5 neurons, then the benchmarking neural network contains
three hidden layers with [20×2, 10×2, 5] neurons.

5p = 3 × 10−12 on syntactic+semantic features, p =
0.044 on acoustic + semantic, p = 0.005 on acoustic + syn-
tactic, and p = 0.046 on all modalities. All 18 DoF one-tailed
t-tests.
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Models (Modality) Accuracy
MLP (Acoustic) .7519 ± .0245
MLP (Syntactic) .5222 ± .0180
MLP (Semantic) .6987 ± .0278
MLP (Syntactic + Semantic) .5819 ± .0216
CN (Syntactic + Semantic) .7257 ± .0344
MLP (Acoustic + Semantic) .7002 ± .1128
CN (Acoustic + Semantic) .7542 ± .0433
MLP (Acoustic + Syntactic) .6776 ± .0952
CN (Acoustic + Syntactic) .7574 ± .0361
MLP (All 3 modalities) .7528 ± .0520
CN (All 3 modalities) .7995 ± .0450

Table 3: Performance comparison between Consensus
Networks and fully-connected neural network classi-
fiers having certain modality information.

let each group contain comparable number of fea-
tures, resulting in the following settings:

• Two groups, natural: (a) acoustic + semantic,
216 features; (b) syntactic + PoS, 197 fea-
tures.

• Three groups, natural: (a) acoustic, 185 fea-
tures; (b) semantic and PoS, 111 features;
and (c) syntactic, 117 features. This is the de-
fault configuration used in other experiments
in this paper.

For random grouping, we divide the features
into almost equal-sized 2/3/4 groups randomly. As
shown in Table 4. The two natural modality divi-
sion methods produce higher accuracies than those
produced by any of the random modality division
methods.

Modality division method Accuracy
Three groups, random .7408 ± .0340
Two groups, random .7623 ± .0164
Four groups, random .7666 ± .0141
Two groups, natural .7769 ± .0449
Three groups, natural .7995 ± .0450

Table 4: Performance comparison between different
modality division methods, sorted by accuracy.

4.5 Visualizing the Representations

To further understand what happens inside con-
sensus network models during training, we visu-
alize the representation vectors with PCA. Figure
2 consists of the visualizations drawn from an ar-

bitrary trial in training the model. Each represen-
tation vector is shown on the figure as a data point,
with its color representing its originating modality
(including the noise modality).

Several common themes could be observed:

1. The clusters are symmetric. Initially the con-
figurations of representations largely depend
on the initializations of the network param-
eters. Gradually the representations of the
same modality tend to form clusters. Opti-
mizing the ePhysicians towards both targets
make they compress modalities into repre-
sentations which are symmetrical in an ag-
gregate manner.

2. The agreements are simple. The variances ex-
plained by the first a few principal compo-
nents usually increase as the optimizations
proceed. When distilling information rele-
vant to detection, the agreement tend to be-
come simple.

3. The agreements are imperfect. As shown in
Figure 2, the modal representations do not
overlap. Also, the discriminator loss is low
(usually at 10−3 when training is done). This
confirms that these representations are still
easily distinguishable. This may because the
modalities inherently have some complemen-
tary information, leading to the ePhysicians
projecting the modalities differently.

4. The representations are complex. Their
shapes do not resemble the noise represen-
tations (Gaussian) lying at the center of the
three petals. This shows that the representa-
tions are not simply Gaussian.

5. The accuracy increases. The accuracy in val-
idation set generally increases as the training
proceeds. Note that the distributions of repre-
sentation vectors are increasingly similar in
shape but remains distinct in spatial alloca-
tions. This confirms our conjecture that the
information about cognitive impairment re-
sides in complicated details instead of super-
ficial statistics, which neural networks could
represent.

4.6 Evaluation Against Benchmarks
With the previous sets of experiments, we have
a best working architecture. We now evaluate it
against traditional classifiers, which are used by
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(a) Step 5
LD = 1.34
Val accr .74%
Variance 71.2%

(b) Step 10
LD = 1.32
Val accr .76%
Variance 72.9%

(c) Step 20
LD = 1.17
Val accr .77%
Variance 77.1%

(d) Step 30
LD = 0.89
Val accr .79%
Variance 77.0%

(e) Step 40
LD = 0.64
Val accr .79%
Variance 80.8%

Figure 2: Initially, the representations from the three modalities are mixed. As the training go on, the three modali-
ties gradually form three symmetric “petals”, while the (Gaussian) noise modality stays in the center. These petals
do not overlap, as they contain complementary information when combined and passed into the classifier. Instead,
their distributions become symmetric. (Best viewed in colours.)

the state-of-the-art papers (Hernández-Domı́nguez
et al., 2018; Santos et al., 2017; Fraser et al., 2015)
on our 413 features. Note that the results could be
different from what they reported, because the fea-
ture sets are different.

We test several traditional supervised learn-
ing benchmark algorithms here: support vector
machine (SVM), quadratic discriminant analysis
(QDA), random forest (RF), and Gaussian pro-
cess (GP). For completeness, multiple layer per-
ceptrons (MLPs) containing all features as inputs
are also mentioned in Table 5. On the binary clas-
sification task (healthy control vs. dementia), our
model does better than them all.

Classifier Micro F1 Macro F1
SVM .4810 ± .0383 .6488 ± .0329
QDA .5243 ± .0886 .5147 ± .0904
RF .6184 ± .0400 .6202 ± .0422
GP .6775 ± .0892 .6873 ± .0819
MLP .7528 ± .0520 .7561 ± .0444
CN .7995 ± .0450 .7998 ± .0449

Table 5: Comparison with different traditional classi-
fiers in AD:Control classification task. In particular,
our model has higher accuracy than the best traditional
classifier, MLP.

5 Conclusion and Future Works

We introduce the consensus network framework,
in which neural networks are encouraged to
compress various modalities into indistinguish-
able representations (‘interpretation vectors’). We
show that consensus networks, with the noise
modality and cooperative optimization, improve
upon traditional neural network baselines given
the same features. Specifically, with all 413 lin-

guistic features, our models outperform fully-
connected neural networks and other traditional
classifiers used by state-of-the-art papers.

In the future, the “agreement among modali-
ties” concept may be applied to design objective
functions for training classifiers in various tasks,
and from other data sets (for example, education
and occupation “modalities” for the bank market-
ing prediction task). Furthermore, the mechanisms
that represent linguistic features into symmetric
spaces should be analyzed within the context of
explainable AI.
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Chloé Pou-Prom and Frank Rudzicz. 2018. Learning
multiview embeddings for assessing dementia. In
Empirical Methods in Natural Language Processing
(EMNLP).

1439



A Rey. 1941. L’examen psychologique dans les
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A Appendices

Linguistic Features

Acoustic

• The fluency of speech. We quantify it with
phonation rate, duration of pauses, and num-
ber of filled pauses (e.g., ”um”) of various
lengths.

• Following the convention of speech process-
ing literatures (Zhou et al., 2016; Yancheva
et al., 2015; Zhao et al., 2014), we compute
Mel-scaled cepstral coefficients (MFCCs)
containing the amount of energy in 12 differ-
ent frequency intervals for each time frame
of 40 milliseconds, as well as their first- and
second-order derivatives. We calculate the
mean, variance, kurtosis, and skewness of the
MFCCs and include them as features.

Semantic and Lexical

• Lexical norms, including age-of-acquisition,
familiarity, imageability, and frequency
(Taler et al., 2009). These are averaged
over the entire transcript and specific PoS
categories, respectively.

• Lexical richness, including moving-average
type-token ratio over different window sizes
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(Covington and McFall, 2010), Brunet’s in-
dex, and Honoré’s statistics (Guinn and
Habash, 2012).

• Cosine similarity statistics (minimum, max-
imum, average, etc.) between pairs of utter-
ances (represented as sparse vectors based on
lemmatized words)

• Average word length, counts of total words,
not-in-dictionary words, and fillers. The dic-
tionary we use contains around 98,000 en-
tries, including common words, plural forms
of countable nouns, possessive forms of sub-
jective nouns, different tenses of verbs, etc.

Syntactic

• Composition of languages. We describe it
by several features, including the average
proportion of context-free grammar (CFG)
phrase types6, the rates of these phrase
types7, and the average phrase type length8

(Chae and Nenkova, 2009)

• The syntactic complexity of languages. We
characterize it by the average heights of
the context-free grammar (CFG) parse trees,
across all utterances in each transcript. Each
tree comes from an utterance parsed by a con-
text free grammar parser (LexParser im-
plemented in Stanford CoreNLP (Manning
et al., 2014)). In addition, we compute the
Yngve scores statistics of CFG parse trees
(Yngve, 1960; Roark et al., 2007), where Yn-
gve score is the degree of left-branching of
each node in a parsed tree.

• Syntactic components. We describe them
by including the number of occurrences of
a set of 104 context-free production rules
(e.g.,S->VP) in the CFG parse trees.

Part-of-speech

• The number of occurrences of part-of-speech
(PoS) tags from Penn-treebank9.

6number of words in these types of phrases, divided by
the total number of words in the transcript

7number of occurrences in a transcript, divided by the to-
tal number of words in the transcript

8number of words belonging to this phrase type in a tran-
script, divided by the occurrences of this phrase type in a tran-
script

9Using https://spacy.io

• The ratio of occurrences of several PoS tags,
including noun-pronoun ratio.

• Number of occurrences of words in each
of the five categories: subordinate (e.g: “be-
cause”, “since”, etc.), demonstratives (e.g:
“this”, “that”), function (e.g: words with PoS
tag CC, DT, and IN), light verbs (e.g: “be”,
“have”), and inflected verbs (words with PoS
tag VBD, VBG, VBN, and VBZ), borrowing
the categorization method in Kortmann and
Szmrecsanyi (2004)
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Abstract

Relation Extraction (RE) aims to label rela-
tions between groups of marked entities in
raw text. Most current RE models learn
context-aware representations of the target en-
tities that are then used to establish relation
between them. This works well for intra-
sentence RE and we call them first-order re-
lations. However, this methodology can some-
times fail to capture complex and long depen-
dencies. To address this, we hypothesize that
at times two target entities can be explicitly
connected via a context token. We refer to
such indirect relations as second-order rela-
tions and describe an efficient implementation
for computing them. These second-order rela-
tion scores are then combined with first-order
relation scores. Our empirical results show
that the proposed method leads to state-of-the-
art performance over two biomedical datasets.

1 Introduction

There are wide applications for Information Ex-
traction in general (Jin et al., 2018) and Relation
Extraction (RE) in particular, one reason why re-
lation extraction continues to be an active area of
research (Bach and Badaskar, 2007; Kambhatla,
2004; Kumar, 2017). Traditionally, a standard RE
model would start with entity recognition and then
pass the extracted entities as inputs to a separate
relation extraction model, which meant that the er-
rors in entity recognition were propagated to RE.
This problem was addressed by end-to-end mod-
els (Miwa and Bansal, 2016; Zheng et al., 2017;
Adel and Schütze, 2017; Bhatia et al., 2018) that
jointly learn both NER and RE.

Generally, these models consist of an encoder
followed by a relationship classification (RC) unit
(Verga et al., 2018; Christopoulou et al., 2018;

∗G. Singh was an intern at Amazon at the time of work

College FranceBill ...........

located_in located_in

located_in

Figure 1: Pictorial representation of a second-order re-
lation between two entities (Bill & France) connected
by a context token (College).

Su et al., 2018). The encoder provides context-
aware vector representations for both target enti-
ties, which are then merged or concatenated be-
fore being passed to the relation classification unit,
where a two layered neural network or multi-
layered perceptron classifies the pair into different
relation types.

Such RE models rely on the encoder to learn
‘perfect’ context-aware entity representations that
can capture complex dependencies in the text.
This works well for intra-sentence relation extrac-
tion i.e. the task of extracting relation from enti-
ties contained in a sentence (Christopoulou et al.,
2018; Su et al., 2018). As these entities are closer
together, the encoder can more easily establish
connection based on the language used in the sen-
tence. Additionally, these intra-sentence RE mod-
els can use linguistic/syntactical features for an
improved performance e.g. shortest dependency
path.

Unfortunately, success in intra-sentence RE has
not been replicated for cross-sentence RE. As an
example, a recent RE method called BRAN (Verga
et al., 2018) proposed to use encoder of Trans-
former (Vaswani et al., 2017) for obtaining to-
ken representations and then used these represen-
tations for RE. However, our analysis revealed that
it wrongly marks many cross-sentence relations as
negative, especially when the two target entities
were connected by a string of logic spanning over
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multiple sentences. This showed that reliance on
the encoder alone to learn these complex depen-
dencies does not work well.

In this work we address this issue of over-
reliance on the encoder. We propose a model
based on the hypothesis that two target entities,
whether intra-sentence or cross-sentence, could
also be explicitly connected via a third context to-
ken (Figure 1). More specifically, we find a token
in the text that is most related to both target en-
tities, and compute the score for relation between
the two target entities as the summation of their
relation scores with this token. We refer to these
relations as second-order relations. At the end,
we combine these second-order scores with first-
order scores derived from a traditional RE model,
and achieve state-of-the-art performance over two
biomedical datasets. To summarize the contribu-
tion of this work:

1. We propose using second-order relation
scores for improved relation extraction.

2. We describe an efficient algorithm to obtain
second-order relation scores.

2 Background

In this section we describe the encoder and rela-
tion classification unit of a SOTA RE model called
BRAN (Verga et al., 2018). This model computes
relation scores between two entities directly from
their representations, therefore we refer to these as
first-order relation scores.

2.1 Transformer Encoder

BRAN uses a variant of Transformer (Vaswani
et al., 2017) encoder to generate token represen-
tations.

The encoder contains repeating blocks and each
such block consists of two sublayers: multi-head
self-attention layer followed by position-wise con-
volutional feedforward layer. There are residual
connections and layer normalization (Ba et al.,
2016) after each sublayer. The only difference
from a standard transformer-encoder is the pres-
ence of a convolution layer of kernel width 5 be-
tween two consecutive convolution layers of ker-
nels width 1 in the feedforward sublayer. It takes
as input word embeddings that are added with po-
sitional embeddings (Gehring et al., 2017).

2.2 First-Order Relations
The relation classification unit takes as input to-
ken representations from the described encoder.
These are then passed through two MLPs to gen-
erate head/tail representation eheadi /etaili for each
token corresponding to whether it serves the first
(head) or second (tail) position in the relation.

eheadi =Whead2(ReLU(Whead1bi)) (1)

etaili =Wtail2(ReLU(Wtail1bi)) (2)

where bi is the representation of the ith token gen-
erated by the encoder.

These are then combined with a bi-affine trans-
formation operator to compute a N ×R×N ten-
sor A of pairwise affinity scores for every token
pair and all relation types, scoring all triplets of
the form (head, relation, tail):

Airj = (eheadi L)etailj , (3)

where L is a learned tensor of dimension d×R×d
to map pairs of tokens to scores over each of theR
relation types and d is the dimension of head/tail
representations. Going forward we will drop the
subscript r for clarity.

The contributions from different mention pairs
are then aggregated to give us first-order re-
lation scores. This aggregation is done using
LogSumExp, which is a smooth approximation
of max that prevents sparse gradients:

scores(1)(phead, ptail) = log
∑

i∈Phead
j∈P tail

exp(Aij), (4)

where P head(P tail) contains mention indices for
head (tail) entity.

3 Proposed Second-Order Relations

In this section we describe in detail our proposed
method to obtain second-order relation scores.

We use the encoder described in Sec 2.1 for
getting token representations. These token rep-
resentations are then passed through two MLPs
(as in previous section), which generate head/tail
representations for each token corresponding to
whether it serves the first or the second position
in the relation. We used a separate set of these
head/tail MLPs for second-order scores than the
ones used for getting first-order scores. This was
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Figure 2: Schematic of the model architecture.

motivated by the need for representations focused
on establishing relations with context tokens, as
opposed to first-order relations (described in pre-
vious section) that attempt to directly connect two
target entities.

The head and tail representations are then com-
bined with a d × R × d bilinear transformation
tensor M to get a N × R × N tensor B of inter-
mediate pairwise scores.

Bij = (eheadi M)etailj (5)

After that we arbitrarily define the scores be-
tween tokens i and j when conditioned on a con-
text token k as the sum of the scores of relations
(i, k) and (k, j).

C(i, j|k) = Bik +Bkj (6)

These context-conditioned scores are computed
for every triplet of the form (i, j, k).

Second-order relation scores are then derived
by aggregating over all context tokens and men-
tion pairs using LogSumExp.

scores(2)(phead, ptail) = log
∑

k
i∈Phead
j∈P tail

exp(C(i, j|k))

(7)

Here LogSumExp ensures that one specific men-
tion pair connected via one specific context token
is responsible for the relation. This is equivalent to

max-pooling over all context tokens that could po-
tentially connect the two target entities, which re-
duces over-fitting by removing contributions from
noisy associations of the target entities with ran-
dom tokens e.g. stopwords.

It is important to mention that a naive imple-
mentation of this would require O(N3) space to
store context-conditioned scores between all pairs
of token i.e. C(i, j|k). To address this, we
describe an efficient method in Section 3.1 that
avoids explicitly storing these.

At the end, the final score for relation between
two entities is given as a weighted sum of first (eq.
4) and second (eq. 7) order scores.

scores(phead, ptail) = scores(1)(phead, ptail)

+ α ∗ scores(2)(phead, ptail)
(8)

where α is a hyper-parameter denoting the weight
of second-order relation scores.

Entity Recognition. We do entity recognition
alongside relation extraction, as the transfer of
knowledge between the two tasks has been shown
to improve relation extraction performance (Verga
et al., 2018; Miwa and Bansal, 2016). For this we
feed encoder output bi to a linear classifier Wer

that predicts scores for each entity type.

di =Wer(bi) (9)

3.1 Efficient Implementation
The problem lies in storing score for every in-
termediate relation of the form C(i, j|k), as that
would require space of the order O(N3). Here we
describe a space-time efficient method to compute
final second-order relation scores.

The intermediate scores (eq. 5) are a tensor of
dimension b × N × R × N comprising of pair-
wise scores for b batches. We create two ten-
sors out of these intermediate scores, namely T1
and T2. T1 computes the exponential of indices
({b, i ∈ P head, j ∈ C, R}) corresponding to pair-
wise scores between head entity and all the con-
text tokens (C i.e., all the tokens except the two
target entities), and sets other indices to 0. Simi-
larly, T2 computes exponential of indices ({b, i ∈
P tail, j ∈ C, R}) corresponding to pairwise scores
between tail entity and context tokens, setting all
other indices to 0. To get the context conditioned
scores one needs to compute the batch product of
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Data Model Pr Re F1

DCN
BRAN 0.614 0.850 0.712
+ SOR 0.643 0.879 0.734

i2b2
HDLA 0.378 0.422 0.388
BRAN 0.396 0.403 0.395
+ SOR 0.424 0.419 0.407

CDR
BRAN 0.552 0.701 0.618
+ SOR 0.552 0.701 0.618

Table 1: The performance of proposed model using
second-order relations. BRAN is the model used in
(Verga et al., 2018) and +SOR is our proposed model
with second-order relations. Results for HDLA are
quoted from Chikka and Karlapalem (2018). Results
on CDR are identical for both BRAN and our proposed
model as α was set to 0 after tuning over the dev set at
which point our model is the same as BRAN. All the
metrics are macro in nature.

R two dimensional slices of size N × N from T1
and T2 along the dimension of context, but this
would be sequential in R. Instead we can permute
T1 and T2 to b×R×N ×N followed by reshap-
ing to bR × N × N and perform a batch matrix
multiplication along the context dimension to get
bR × N × N . Afterwards, we can sum along the
last two dimensions to get a tensor of size bR. Fi-
nally, we can take the log succeeded by reshaping
to b×R to obtain second-order scores.

4 Experimentation

4.1 Datasets
We have used three datasets in this work, i2b2
2010 challenge (Uzuner et al., 2011) dataset, a
de-identified clinical notes dataset and a chemical-
disease relations dataset known as BioCreative V
(CDR) (Li et al., 2016; Wei et al., 2016).

First is a publicly available subset of the dataset
used for the i2b2 2010 challenge. It consists of
documents describing relations between different
diseases and treatments. Out of the 426 docu-
ments available publicly, 10% are used each for
both dev and test and the rest for training. There
are 3244/409 relations in train/test set and 6 pre-
defined relations types including one negative re-
lation e.g. TrCP (Treatment Causes Problem),
TrIP (Tr Improves Pr), TrWP (Tr Worsens Pr). We
have used the exact same dataset as Chikka et al.
(Chikka and Karlapalem, 2018).

Second is a dataset of 4200 de-identified clini-
cal notes (DCN), with vocabulary size of 50K. It
contains approximately 170K relations in the train

set and 50K each in dev/test set. There are 7 pre-
defined relation types including one negative re-
lation type. These are mostly between medica-
tion name and other entities e.g. “paracetamol ev-
ery day”,“aspirin with dosage 100mg”. The fre-
quency of different relations in this dataset is fairly
balanced.

Third is a widely used and publicly available
dataset called CDR (Li et al., 2016; Wei et al.,
2016). It was derived from Comparative Toxi-
cogenomics Database (CTD) and contains docu-
ments describing the effect of chemicals (drugs)
on diseases. There are only two relation types be-
tween any two target entities i.e. positive/negative
and these relations are annotated at the document
level. It consists of 1500 documents that are di-
vided equally between train/dev/test sets. There
are 1038/1012/1066 positive and 4280/4136/4270
negative relations in train/dev/test sets respec-
tively. We performed the same preprocessing as
done in BRAN (Verga et al., 2018).

4.2 Experimental Settings

We jointly solve for NER and RE tasks using
cross-entropy loss. During training we alternate
between mini-batches derived from each task. We
fix the learn rate to 0.0005 and clip gradient for
both tasks at 5.0. For training, we used adams op-
timizer with β = (β1, β2) = (0.1, 0.9). We tune
over the weight of second-order relations denoted
by α to get α = 0.2 for DCN/i2b2 and α = 0.0
for CDR dataset.

Our final network had two encoder layers, with
8 attention heads in each multi-head attention
sublayer and 256 filters for convolution layers
in position-wise feedforward sublayer. We used
dropout with probability 0.3 after: embedding
layer, head/tail MLPs, output of each encoder sub-
layer. We also used a word dropout with probabil-
ity 0.15 before the embedding layer.

4.3 Results

To show the benefits of using second-order re-
lations we compared our model’s performance
to BRAN. The two models are different in the
weighted addition of second-order relation scores.
We tune over this weight parameter on the dev set
and observed an improvement in MacroF1 score
from 0.712 to 0.734 over DCN data and from
0.395 to 0.407 over i2b2 data. For further com-
parison a recently published model called HDLA
(Chikka and Karlapalem, 2018) reported a macro-
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F1 score of 0.388 on the same i2b2 dataset. It
should be mentioned that HDLA used syntactic
parsers for feature extraction but we do not use any
such external tools.

In the case of CDR dataset we obtained α = 0
after tuning, which means that the proposed model
converged to BRAN and the results were identical
for the two models. These results are summarized
in Table 1.

4.4 Ablation Study

We experimented with different ablations of
BRAN and noticed an improvement in results
for DCN dataset upon removing multi-head self-
attention layer. Also, our qualitative analysis
showed that relations between distant entities were
often wrongly marked negative. We attribute
these errors to the token representations generated
by the encoder. To this effect, our experiments
showed that incorporating relative position (Shaw
et al., 2018) information in the encoder to improve
token representations does not lead to superior RE.
Separately, we observed that the proposed method
improved results when using a standard CNN en-
coder as well.

5 Conclusions and Future Work

We proposed a method that uses second-order re-
lation scores to capture long dependencies for im-
proved RE. These relations are derived by explic-
itly connecting two target entities via a context to-
ken. These second-order relations (SORs) are then
combined with traditional relation extraction mod-
els, leading to state-of-the-art performance over
two biomedical datasets. We also describe an effi-
cient implementation for obtaining these SORs.

Despite restricting ourselves to SORs, it should
be noted that the proposed method can be general-
ized to third and fourth order relations. We conjec-
ture that these may serve well for cross-sentence
relation extraction in long pieces of texts. Also,
we only considered one relation type between each
entity and bridge token but it is possible, and very
likely that two different relation types may lead to
a third relation type. We will explore both these
aspects in future work.
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Abstract

The recent surge of text-based online coun-
seling applications enables us to collect and
analyze interactions between counselors and
clients. A dataset of those interactions can
be used to learn to automatically classify
the client utterances into categories that help
counselors in diagnosing client status and pre-
dicting counseling outcome. With proper
anonymization, we collect counselor-client di-
alogues, define meaningful categories of client
utterances with professional counselors, and
develop a novel neural network model for clas-
sifying the client utterances. The central idea
of our model, ConvMFiT, is a pre-trained con-
versation model which consists of a general
language model built from an out-of-domain
corpus and two role-specific language models
built from unlabeled in-domain dialogues. The
classification result shows that ConvMFiT out-
performs state-of-the-art comparison models.
Further, the attention weights in the learned
model confirm that the model finds expected
linguistic patterns for each category.

1 Introduction

Some mental disorders are known to be treated ef-
fectively through psychotherapy. However, people
in need of psychotherapy may find it challenging
to visit traditional counseling services because of
time, money, emotional barriers, and social stigma
(Bearse et al., 2013). Recently, technology-
mediated psychotherapy services emerged to alle-
viate these barriers. Mobile-based psychotherapy
programs (Mantani et al., 2017), fully automated
chatbots (Ly et al., 2017; Fitzpatrick et al., 2017),
and intervention through smart devices (Torrado
et al., 2017) are examples. Among them, text-
based online counseling services with professional
counselors are becoming popular because clients
can receive these services without traveling to an

office and with reduced financial burden com-
pared to traditional face-to-face counseling ses-
sions (Hull, 2015).

In text-based counseling, the communication
environment changes from face-to-face counsel-
ing sessions. The counselor cannot read non-
verbal cues from their clients, and the client uses
text messages rather than spoken utterances to
deliver their thoughts and feelings, resulting in
changes of dynamics in the counseling relation-
ship. Previous studies explored computational ap-
proaches to analyzing the dynamic patterns of re-
lationship between the counselor and the client
by focusing on the language of counselors (Imel
et al., 2015; Althoff et al., 2016), clustering topics
of client issues (Dinakar et al., 2014), and look-
ing at therapy outcomes (Howes et al., 2014; Hull,
2015).

Unlike previous studies, we take a computa-
tional approach to analyze client responses from
the counselor’s perspective. Client responses
in counseling are crucial factors for judging the
counseling outcome and for understanding the sta-
tus of the client. So we build a novel catego-
rization scheme of client utterances, and we base
our categorization scheme on the cognitive behav-
ioral theory (CBT), a widely used theory in psy-
chotherapy. Also, in developing the categories, we
consider whether they are adequate for the unique
text-only communication environment, and appro-
priate for the annotation of the dialogues as train-
ing data. Then using the corpus of text-based
counseling sessions annotated according to the
categorization scheme, we build a novel conver-
sation model to classify the client utterances.

This paper presents the following contributions:

• First, we build a novel categorization method
as a labeling scheme for client utterances in
text-based counseling dialogues.
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• Second, we propose a new model, Conversa-
tion Model Fine-Tuning (ConvMFiT) to clas-
sify the utterances. We explicitly integrate
pre-trained language-specific word embed-
dings, language models and a conversation
model to take advantage of the pre-trained
knowledge in our model.

• Third, we empirically evaluate our model in
comparison with other models including a
state-of-the-art neural network text classifica-
tion model. Also, we show typical phrases of
counselors and clients for each category by
investigating the attention layers.

2 Categorization of Client Utterances

Client responses provide essential clues to un-
derstanding the client’s internal status which can
vary throughout counseling sessions. For exam-
ple, client’s responses describing their problems
prevail at the early stage of counseling (Hill, 1978;
E. Hill et al., 1983), but as counseling progresses,
problem descriptions decrease while insights and
discussions of plans continue to increase (Seeman,
1949). Client responses can also help in predicting
counseling outcomes. For example, a higher pro-
portion of insights and plans in client utterances
indicates a high positive effect of counseling (Hill,
1978; E. Hill et al., 1983).
Categorization Objective. Our final aim is to
build a machine learning model to classify the
client utterances. Thus, the categorization of the
utterances should satisfy the following criteria:

• Suitable for the text-only environment: Cate-
gories should be detected only using the text
response of clients.

• Available as a labeling scheme: The num-
ber of categories should be small enough for
manual annotation by counseling experts.

• Meaningful to counselors: Categories should
be meaningful for outcome prediction or
counseling progress tracking.

Previous studies in psychology proposed nine and
fourteen categories for client and counselor verbal
responses, respectively, by analyzing transcrip-
tions from traditional face-to-face counseling ses-
sions (Hill, 1978; Hill et al., 1981). But these cate-
gories were developed for face-to-face spoken in-
teractions, and we found that for online text-only

counseling dialogues, these categories are not di-
rectly applicable. Using text without non-verbal
cues, a client’s responses are inherently differ-
ent from the transcriptions of verbally spoken re-
sponses which include categories such as ‘silence’
(no response for more than 5 seconds) and ‘non-
verbal referent’ (physically pointing at a person).
Another relevant study, derived from text-based
counseling sessions with suicidal adolescents pro-
poses 19 categories which we judged to be too
many to be practical for manual annotation (Kim,
2010).

The last criterion of “meaningful to counselors”
is perhaps the most important. To meet that cri-
terion, we base the categorization process on the
cognitive behavioral theory (CBT) which is the
underlying theory behind psychotherapy counsel-
ing. The details of using CBT for the categoriza-
tion process is explained next.

Categorization Process and Results. In develop-
ing the categories, we follow the Consensual Qual-
itative Research method (Hill et al., 1997). Two
professional counselors with clinical experience
participated in this qualitative research method to
define the categorization.

To begin, we randomly sample ten client cases
considering demographic information including
age, gender, education, job, and previous counsel-
ing experiences. We then start the categorization
process with the fundamental components of the
CBT which are events, thoughts, emotions, and be-
havior (Hill et al., 1981). The professional coun-
selors annotate every client utterance to with those
initial component categories with tags that add de-
tail. For example, if an utterance is annotated as
‘emotion’, we add ‘positive/negative’ or concrete
label such as ‘hope’. If these tags are categorized
to be a new category, we add that category to the
list until it is saturated. When the number of cat-
egories becomes more than 40, we define higher
level categories that cover the existing categories.

In the second stage, annotators discuss and
merge these categories into five high-level cate-
gories. Category 1 is informative responses to
counselors, and category 2 is providing factual in-
formation and experiences. Categories 3 and 4 are
related to the client factors, expressing appealing
problems and psychological changes. The last cat-
egory is about the logistics of the counseling ses-
sions including scheduling the next session. The
categories in detail are as follows:
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Characteristic Informative Client Factors Process

Category
Name

Factual
Information

(Fact.)

Anecdotal
Experience

(Anec.)

Appealing
Problem
(Prob.)

Psychological
Change
(Chan.)

Counseling
Process
(Proc.)

Explanation
Brief mention of

categorical
information

Clients experience
contributing to the
appealing problem

Clients factors
related to the

appealing problem

Statement at the
resolution stage
of the appealing

problem

Statement of
counseling

structure and
relationship

Examples

• Objective
Fact

• Experience
with others

• Negative
Emotion

• Positive
Prediction

• A message to
counselor

• Living
conditions

• Comments
from others

• Cognitive
distortion

• Expectation,
Determination

• Gratitude,
Greetings

• Demographic
information

• Trauma
• Interpersonal

problems
• Coping

behaviors
• Time

appointment
• Limited

conditions
• Interpersonal

situations
• Family

problems
• Self-

awareness
• Questions about

the consultation

Table 1: Final Categorization of client utterances. Five categories are discovered, two for informative giving in-
formation to a counselor (Factual information, Anecdotal Experience), two for client factors (appealing problems,
psychological change), and the last one for counseling process.

• Factual information (Fact.) Informative re-
sponses to counselor’s utterances, including
age, gender, occupation, education, family,
previous counseling experience, etc.

• Anecdotal Experience (Anec.) Responses de-
scribing past incidents and current situations
related to the formation of appealing prob-
lems. Responses include traumatic experi-
ences, interactions with other people, com-
ments from other people, and other anecdotal
experiences.

• Appealing Problems (Prob.) Utterances ad-
dressing the main appealing problem which
is yet to be resolved, including client’s inter-
nal factors or their behaviors related to the
problems. Specifically, the utterances include
cognition, emotion, physiological reaction,
and diagnostic features of the problem and
desire to be changed.

• Psychological Change (Chan.) Utterances
describing insights, cognition of small and
big changes in internal factors or behaviors.
That is, an utterance at the point where the
appealing problem is being resolved.

• Counseling Processes (Proc.) Utterances that
include the objective of counseling, requests
to the counselor, plans about the counseling
sessions, and counseling relationship. This

category also covers greetings and making an
appointment for the next session.

We summarize the category explanations and
examples in Table 1.

3 Dataset

In this section, we explain how counseling dia-
logues differ from general dialogues, describe the
dialogues we collected and annotated, and explain
how we preprocessed the data.

3.1 Characteristics of Counseling Dialogues

The counseling dialogues consist of multiple turns
taken by a counselor and a client, and each turn
can contain multiple utterances. Here we de-
scribe two unique characteristics of text-based on-
line counseling conversations compared to general
non-goal oriented conversations.
Distinctive roles of speakers. Counseling con-
versations are goal-oriented with the aim to pro-
duce positive counseling outcomes, and the two
speakers have distinctive roles. The client gives
objective information about themselves and sub-
jective experiences and feelings to the counselor
to appeal the problems they are suffering from.
Then the counselor establishes a therapeutic rela-
tionship with the client and elicits various strate-
gies to induce psychological changes in the client.
These distinct roles of the conversational partic-
ipants distinguish counseling conversations from
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Figure 1: Translated example conversation between a
counselor and a client. Each turn can have multiple
utterances, and we annotate the client turn at the utter-
ance-level. The first two boxes indicate 1) Counselor’s
utterance and the next two are 2) Client’s context ut-
terance, and the last box is 3) Client’s target utterance.
The annotation for the last client utterance is ”appeal-
ing problem”.

non-goal oriented open-domain response genera-
tion modeling.
Multiple utterances in a turn. We define an ut-
terance as a single text bubble. Counselors and
clients can generate multiple utterances in a turn.
Especially in a client turn, various information not
to be missed by a counselor may occur across mul-
tiple utterances. Thus, we treat every utterance
separately, as shown in Fig. 1

3.2 Collected Dataset
Total dialogues. We collect counseling dialogues
of clients with their corresponding professional
counselors from Korean text-based online coun-
seling platform Trost. 1 Overall, we use 1,448
counseling dialogues which are anonymized be-
fore researchers obtain access to the data, by re-
moving personally identifiable information in the
dialogues. All meta-data of the dialogues are
not provided to the researchers, and named enti-
ties such as client’s and counselor’s names are re-
placed with random numeric identifiers. The re-
search process including data anonymization and
pre-processing is validated by the KAIST Institu-
tional Review Board (IRB).
Labeled Dialogues. We randomly choose and la-
bel 100 dialogues with the discovered five cate-
gories. Note that we only label client utterances.

1https://www.trost.co.kr/

Based on these categories, five professional coun-
selors annotated their own client’s every utterance
in the conversations, as shown in Fig. 1. Note
that each utterance can have multiple labels if it
includes information across multiple categories.

Table. 2 shows the descriptive statistics of our
labeled dataset. The first two rows present the av-
erage lengths of each utterance of counselors and
clients in terms of words and characters, showing
there is a small difference between the counselor
utterance and the client utterance. On the other
hand, the average number of utterances in a sin-
gle counseling session differs; on average, clients
write more utterances than counselors.

Counselor Client

Mean Std. Mean Std.

# of words 6.26 6.25 5.91 14.62

# of chars 25.71 23.44 24.31 61.10

# of utters 163.2 236.97 238.72 578.49

Table 2: Descriptive statistics of labeled counseling di-
alogues.

3.3 Preprocessing
We intentionally leave in punctuations and emo-
jis since they can help to infer the categories of
the client utterances, treating them as separate to-
kens. Then we construct triples from the labeled
dialogues consisting of 1) counselor’s utterances
(blue in Fig. 1), 2) client’s context utterances
(green), and 3) client’s target utterances to be cat-
egorized. (yellow)

We split the dataset into train, validation, and
test sets. Table. 3 shows the number of triples in
each set, showing factual information (Fact.) and
psychological change (Chan.) categories appear
less frequently than the others.

4 Model

We introduce ConvMFiT (Conversation Model
Fine-Tuning), fine-tuning pre-trained seq2seq
based conversation model to classify the client’s
utterances.
Background. Our corpus of 100 labeled conver-
sations is not large enough to fully capture the lin-
guistic patterns of the categories without external
knowledge. The small size of the dataset is dif-
ficult to overcome because the labeling by pro-
fessional counselors is costly. We found a poten-
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Counselor’s 
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Figure 2: ConvMFiT (Conversation Model Fine-Tuning) model architecture. We use a pre-trained conversation
model using seq2seq models. The model is based on pre-trained counselor’s and client’s language models. (lower
colored part) Then, we stack additional task-specific seq2seq layers and classification layers over the conversation
model to learn specific features. Between the two layers, attention layer is added to enhance its interpretability.

Train Valid Test # of labels

Fact. 817 140 172 1129
Anec. 5317 1180 1175 7726
Prob. 4728 1004 981 6713
Chan. 887 211 199 1297
Pros. 4570 964 961 6459

# of triples 14679 3166 3165 21100

Table 3: The number of triples (partner’s utterance,
client’s context utterance, client’s target utterance) and
corresponding labels for each set. Factual information
(Fact.) and psychological change (Chan.) categories
have less number of instances compared to the others.

tially effective solution for a small labeled dataset
by using pre-trained language models for various
NLP tasks (Ramachandran et al., 2017; Howard
and Ruder, 2018). Therefore, we focus on trans-
ferring knowledge from unlabeled in-domain dia-
logues as well as a general out-of-domain corpus.
Overview. We illustrate the overall model archi-
tecture. We first stack pre-trained seq2seq lay-
ers which represent a conversation model (see
Fig. 2, lower colored part). Then we stack addi-
tional seq2seq layers and classification layers over
it to capture task-specific features, and an atten-
tion layer is added between the two to enhance the
model’s interpretability (see Fig. 2, upper white
part).

This approach leverages the advantages of us-

ing a language model based conversation model
for transfer learning. The model can be regarded
as an extended version of ULMFiT (Howard and
Ruder, 2018) with modifications to fit our task.
In ConVMFiT, the model accepts a pre-trained
seq2seq conversation model that requires two pre-
trained language models, like an encoder and a
decoder, learning the dependencies between them
on the seq2seq layers. This approach is shown
to be effective for machine translation, applying
a source language model for the encoder and tar-
get language model for the decoder (Ramachan-
dran et al., 2017).

4.1 Model Components

Word Vectors. Counseling dialogues consist of
natural Korean text which is morphologically rich,
so we train word vectors specifically developed for
the Korean language (Park et al., 2018a). We train
the vectors over a Korean corpus including out-of-
domain general documents, 1) Korean Wikipedia,
2) online news articles, and 3) Sejong Corpus, as
well as in-domain unlabeled counseling dialogues.
The corpus contains 0.13 billion tokens. To vali-
date the trained vector quality, we check perfor-
mance on word similarity task (WS353) for Ko-
rean (Park et al., 2018a). The Spearmans corre-
lation is 0.682, which is comparable to the state-
of-the-art performance. These vectors are used as
inputs (see Fig. 2, yellow).
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Pre-trained Language Models. We assume that
counselors and clients have different language
models because they have distinctive roles in the
dialogue. Therefore, we train a counselor lan-
guage model and a client language model sepa-
rately. We collect counselor utterances in the total
dialogue dataset, except dialogues in the test set,
to train a counselor language model, and all oth-
ers are used for training a client language model.
Then, We fine-tune the two trained LMs with ut-
terances in the labeled dialogues.

For each model, we train word-level language
models by using multilayer LSTMs. We apply var-
ious regularization techniques, weight tying (Inan
et al., 2017), embedding dropout and variational
dropout (Gal and Ghahramani, 2016), which are
used to regularize LSTM language models (Inan
et al., 2017; Ramachandran et al., 2017; Merity
et al., 2018).

We use a 3-layer LSTM model having 300 hid-
den units for every layer. We set embedding
dropout and output dropout for each layer to 0.2,
0.1, respectively. The pre-trained language models
generate inputs to seq2seq layer of a conversation
model (Fig. 2, blue and red).
Pre-trained Conversation Model. Next, we train
a seq2seq conversation model (Vinyals and Le,
2015). We use the pre-trained counselor lan-
guage model as an encoder, and the client lan-
guage model as a decoder. The dependency of the
decoder on the encoder is trained by seq2seq lay-
ers, stacked over the pre-trained models. (Fig. 2,
green)

We stack 2-layer LSTMs over the pre-trained
counselor and client language models, respec-
tively. The final states of the LSTMs on the coun-
selor language model is used as an initial state of
the LSTMs on the client language model. We set
the hidden unit size of 300 for every LSTMs and
set output dropout to 0.05. The outputs of pre-
trained conversation models is used for inputs to
seq2seq layers of the task-specific layers.

During training the conversation model, we reg-
ularize the parameters of the model by adding
cross entropy losses of the pre-trained counselor
and client language models to seq2seq cross en-
tropy loss of the conversation model. Three losses
are weighted equally. This prevents catastrophic
forgetting of the pre-trained language models and
is important to achieve high performance (Ra-
machandran et al., 2017). Also, there is room

for improvement of the architecture of a conversa-
tion model, which integrates pre-trained language
models, to capture dialogue patterns better and
thus leads to higher classification performance.
We will explore the architecture in future work.
Task-specific layers. By leveraging pre-trained
language model based conversation model, we fi-
nally add layers for classification. In order to cap-
ture task-specific features, we first stack seq2seq
layers over the conversation model. Then we add
attention mechanism for document classification
(Yang et al., 2016). Lastly, we use a sigmoid func-
tion as an output layer to predict whether the infor-
mation is included in utterances because multiple
categories can appear in a single utterance. (Fig.
2, gray)

We use a 2-layer LSTM model for the seq2seq
layers. We set 300 hidden units for every LSTMs
and set output dropout to 0.05. The size of atten-
tion layer is set to 500.

4.2 Model Training

Thus the model is trained by three steps: 1)
training word vectors and two language models,
2) training seq2seq conversation model with pre-
trained LMs, and 3) fine-tuning task-specific clas-
sification layers, after removing softmax of the
conversation model. In the last step, we com-
pute binary logistic loss between predicted prob-
ability for each category and label as a loss func-
tion. We use Adam with default parameters for
the optimizer, in order to train language models,
conversation model, and fine-tuning the classifier.
Also, gradual unfreezing is applied while training
the model, starting updating parameters from the
task-specific layers and unfreezing the next lower
frozen layer for each epoch. We unfreeze layers
every other epoch until all layers are tuned, and
we stop training when the validation loss is min-
imized. All hyperparameters are tuned over the
development set.

5 Experiments

5.1 Comparison Models

We compare our model with baseline models in
Table 4. Models 1-5 are classifiers which only use
the target client utterance to classify it, and models
6-8 are conversation model-based classifiers con-
sidering counselor’s utterances and client’s con-
text utterances. All models use the same pre-
trained word vectors for a fair comparison.
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(1) Random Forest, (2) SVM with RBF kernel.
We represent an utterance by an average of all
word vectors in it, then feed it to the classifier in-
put.
(3) CNN for text classification (Kim, 2014). In
the convolution layer, we set the filter size to 1-10,
and 30 filters each, then we apply max-over-time
pooling. Then, a dense layer and sigmoid activa-
tion is applied over the layer.
(4) RNN Bidirectional LSTM is used where the
final states for each direction are concatenated to
represent the utterances. Then, a dense layer and a
sigmoid activation are stacked.
(5) ULMFiT. A pre-trained client language model
is used as a universal language model. Details are
the same as described in Section 5.3. In addition,
2-LSTM layers and dense layer with sigmoid ac-
tivations are stacked over the LM for classifica-
tion. Gradual unfreezing is applied during training
(Howard and Ruder, 2018).
(6) Seq2Seq. Like encoder-decoder based con-
versation model (Vinyals and Le, 2015), three
LSTMs are assigned for each Counselor’s ut-
terances, client’s context/target utterances. The
initial states of the client language models are
set to the final states of preceding utterances.
Then dense & sigmoid layers for classification are
stacked over the final state of the client’s target ut-
terances.
(7) HRED. Hierarchical encoder-decoder model
(HRED) is used as a conversation model (Serban
et al., 2016). For the encoder RNN, counselor’s
utterances and client’s context utterances are given
as inputs, and their information is stored in context
RNN, which delivers it to the decoder accepting
client’s target utterances. Like (6) Seq2Seq, dense
& sigmoid layers for classification are stacked
over the final state of the client’s target utterances.

5.2 Ablation Study

We conduct an ablation study to investigate the ef-
fect of the pre-trained models in Table 5.
(1-4) Adding pre-trained models. Model 1-4
have the same architecture as ConvMFiT, which
is Model (8) in Table. 4. Model (1) in Table. 5
initializes every parameter randomly. Model (2)
starts training only with pre-trained word vectors.
Model (3) leverages counselor and client language
models as well, and Model (4) shows the perfor-
mance of ConvMFiT. As Model (3) and (4) use
more than two pre-trained components, gradual

unfreezing in applied, unfreezing shallower layers
first during training.
(4-1) Task-specific Seq2Seq Layers. Model (4-
1) removes task-specific Seq2Seq layers in the
model, which leaves only attention and dense layer
to capture task-specific features. It may result in
an insufficient model capacity to capture relevant
features for the task.
(4-2) Effect of Gradual Unfreezing. Model (4-2)
is trained without gradual unfreezing, allowing the
parameters of every layer in the model change by
the gradients from the first epoch.

6 Results

6.1 Classification Performance

We show the performance of our model and com-
parison models in Table. 4. (1) Random Forests
and (2) Support Vector Machines underperform
to classify utterances correctly which belong to
rarely occurred classes. Compared to (1) and (2),
(3) CNN and (4) RNN show better performance
since they look at the sequence of words (.416,
.431, respectively). RNN shows slightly better
performance than CNN. (6) ULMFiT outperforms
the others by using a pre-trained client language
models (.455).

The client target utterances have their context,
and they also depend on the counselor’s preced-
ing utterances, so using the preceding counselor
utterance as well as the client context utterances
helps to improve the classification performance.
When integrating the information using simple (6)
seq2seq model, it shows better performance (.530)
than (5) ULMFiT. (7) HRED adds a higher-level
RNN to seq2seq models, but we find there is little
performance gain (.001) which makes the model
overfit easily.

(8) ConvMFiT employs pre-trained conversa-
tion model based on pre-trained LMs and so out-
performs all other baseline models (.642). This is
because ConvMFiT integrates conversational con-
texts and the counselor language model, which
helps to capture the patterns of client’s language
better. Also, the improvement is higher for the
class (Fact.) and (Chan.) which have small num-
bers of examples since the ConvMFiT could lever-
age pre-trained knowledge to classify them.

6.2 Effect of Pre-trained Components

With an ablation study applying pre-trained com-
ponents step by step to our model, we show the
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No. Dep. Model
F1

(Fact.)
F1

(Anec.)
F1

(Prob.)
F1

(Chan.)
F1

(Proc.)
Macro
Prec

Macro
Rec

Macro
F1

1 X RF .000 .564 .420 .000 .723 .476 .269 .341
2 X SVM(rbf) .012 .683 .457 .000 .766 .602 .385 .384
3 X CNN .211 .528 .506 .128 .706 .450 .397 .416
4 X RNN .193 .574 .570 .046 .770 .607 .375 .431
5 X ULMFiT .205 .641 .591 .057 .784 .613 .413 .455

6 O Seq2Seq .263 .662 .678 .226 .823 .695 .472 .530
7 O HRED .261 .706 .675 .193 .820 .680 .475 .531
8 O ConvMFiT .441 .761 .726 .447 .835 .716 .602 .642

Table 4: Classification results. Among the models 1-6 which only use client’s utterances to predict categories, (6)
ULMFiT show better performance to the others. Models 7-9 are classifiers based on the conversation model, and
ConvMFiT outperforms the others (.642).

No. Emb. LM Conv.
seq2seq

Grad.
Unf.

Task.
seq2seq

F1
(Fact.)

F1
(Anec.)

F1
(Prob.)

F1
(Chan.)

F1
(Proc.)

Macro
Prec

Macro
Rec

Macro
F1

1 X X X - O .032 .706 .602 .222 .711 .418 .575 .455
2 O X X - O .043 .758 .661 .258 .748 .459 .662 .494
3 O O X O O .425 .782 .727 .365 .831 .587 .719 .626
4 O O O O O .441 .761 .726 .447 .835 .602 .716 .642

4-1 O O O O X .307 .738 .666 .304 .802 .513 .687 .563
4-2 O O O X O .417 .768 .721 .399 .824 .591 .695 .626
4 O O O O O .441 .761 .726 .447 .835 .602 .716 .642

Table 5: Ablation study results. All models use the same architecture of ConvMFiT. Adding pre-trained word
vectors (2), counselor and client language models (3), seq2seq layers of conversation model (4) results in a per-
formance improvement. Also, adding task-specific seq2seq layers to ensure the model’s sufficient capacity for
capturing relevant features (4-1), and applying gradual unfreezing lead to performance improvement (4-2).

sources of performance improvement in Table 5.
Model (1) uses the same architecture but no pre-
trained models are applied, showing poor perfor-
mance due to overfitting (.455). The f1 score
is lower than that of the simple seq2seq model.
Model (2) only uses pre-trained word vectors, and
it helps to increase the performance slightly (.494).
Also, Model (3) adds two pre-trained LMs with
gradual unfreezing, resulting in a substantial per-
formance increase (.626.), so we find pre-trained
LMs are essential to the improvement. Lastly,
Model (4) adds the dependency between two lan-
guage models to fully leverage the pre-trained con-
versation model. This also helps classify utter-
ances better (.642).

In addition, we find only adding attention and
dense layers are not sufficient to learn task-specific
features, so providing the model more capacity
helps improving the performance. Without task-
specific seq2seq layers, model (4-1) shows de-
creased f1 score (.563). Meanwhile, model (4-2)
shows careful training scheme affects to the per-

formance as well.

6.3 Qualitative Results

To investigate how linguistic patterns of coun-
selors and clients differ in the various categories,
we report qualitative results based on the activa-
tion values of the attention layer. To protect the
anonymity of the clients, we explore key phrases
from utterances rather than publish parts of the
conversation in any form.

To this end, we compute the relative importance
of n-grams. For any n of n-gram in an utterance of
length N where n < N , the relative importance r
is computed as follows:

(
n∏

i=1

ai − ( 1/N )n ) / ( 1/N )n (1)

where ai is corresponding attention value of a
word,

∏n
i=1 ai is the product of the values for ev-

ery words in the n-gram, normalized by the ex-
pected attention weights (1/N)n. The normaliza-
tion term considers the length of utterance since a
word in short utterances tends to have high atten-
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tion value because of
∑N

i=1 ai = 1.
We name this measure ‘relative importance’ r

meaning that the degree of the n-gram is how
much it is attended to compared to the expecta-
tion. Based on this, we select examples from 100
top-ranked key phrases for each category and the
results are presented in Appendix (Table. 6). All
of the presented key phrases are translated to En-
glish from Korean.
Factual Information. Clients provide demo-
graphic information and previous experience of
visits to counselors or psychiatrists. In some case,
clients talk more about the motivation of counsel-
ing. Since this information is explored in an early
stage of counseling sessions, we also find coun-
selor greetings with client’s names.
Anecdotal Experience. Clients describe their ex-
periences by using past tense verbs. Usually, ut-
terances include phrases such as ‘I thought that’,
‘I was totally wrong’. Counselors show simple re-
sponses ‘well..’, and reflections.
Appealing Problem. Like anecdotal experience,
clients describe their problems, but with using the
present tense of verbs. They are appealing their
thinking and emotions. Counselors also show sim-
ple responses or reflections. Since some clients
immediately start pouring out their problems right
after counseling sessions starts, so greetings from
counselor appear in key phrases.
Psychological Change. Clients obviously report
their change of feelings, emotions or thoughts. It
includes looking back on the past and then deter-
mining to change in the future. Counselors give
supportive responses and empathetic understand-
ing.
Counseling Process. Clients and counselors ex-
change greetings with each other. Also, they dis-
cuss making an appointment for the next session.
In some cases, counselors respond to client’s ques-
tions about the logistics of the sessions.

7 Related Work

Researchers have explored psycho-linguistic pat-
terns of people with mental health problems
(Gkotsis et al., 2016), depression (Resnik et al.,
2015), Asperger’s and autism (Ji et al., 2014) and
Alzheimer’s disease (Orimaye et al., 2014). In ad-
dition, these linguistic patterns can be quantified,
for example, overall mental health (Loveys et al.,
2017; Coppersmith et al., 2014), and schizophre-
nia (Mitchell et al., 2015).

To aid people with those mental issues, large
portion of studies are dedicated to detecting
those issues from natural language. Depression
(Morales et al., 2017; Jamil et al., 2017; Fraser
et al., 2016), anxiety (Shen and Rudzicz, 2017),
distress (Desmet et al., 2016), and self-harm risk
(Yates et al., 2017) can be effectively detected
from narratives or social media postings.

8 Discussion and Conclusion

In this paper, we developed five categories of
client utterances and built a labeled corpus of
counseling dialogue. Then we developed the Con-
vMFiT for classifying the client utterances into
the five categories, leveraging a pre-trained con-
versation model. Our model outperformed com-
parison models, and this is because of transferring
knowledge from the pre-trained models. We also
explored and showed typical linguistic patterns of
counselors and clients for each category.

Our ConvMFiT model will be useful in other
classification tasks based on dialogues. ConvM-
FiT is a seq2seq model for counselor-client con-
versation, however, another approach would be
to model with existing non-goal oriented conver-
sation models incorporating Variational Autoen-
coder (VAE) (Serban et al., 2017; Park et al.,
2018b; Du et al., 2018). We plan to attempt these
models in future work.

We expect to apply our trained model to various
text-based psychotherapy applications, such as ex-
tracting and summarizing counseling dialogues or
using the information to build a model addressing
the privacy issue of training data. We hope our
categorization scheme and our ConvMFiT model
become a stepping stone for future computational
psychotherapy research.
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A Appendices

Factual Information

Counselor

nice to meet you
of course first
I see. now
. . [clients name]s
well . .

Client

never visited neuropsychiatry
female , worker
never received psychological counseling
motivation of counseling
age # , female

Anecdotal Experience

Counselor

might be left behind
be in a peer relationships
I see. actually
well . .
I understand what you mean

Client

too hard
didnt get along
seem to be
I thought that
I was totally wrong

Appealing Problem

Counselor

right . all
but now the relationship is
nice to meet you
you told me well
more comfortable?

Client

sick and sad
have many thoughts
keep thinking
I think I did it
no future and frustrating
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Psychological Change

Counselor

right . and
if you do that someday
suddenly I did
I hope so
question arises

Client

did not think so but
I was so shocked
it could have been longer
but looking back
I think I will

Counseling Process

Counselor

hard to express but
counseling proceeds
Hello ? [clients name] ,
lets talk at #
yes the counseling time is

Client

how are you ?
what do you think ?
thank you for listening
hello counselor
time is not enough

Table 6: Representative phrases in utterances of both
conversational parties, extracted based on the relative
importance of the phrase in terms of classification by
using attention weights.
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Abstract

Word vectors and Language Models (LMs)
pretrained on a large amount of unlabelled data
can dramatically improve various Natural Lan-
guage Processing (NLP) tasks. However, the
measure and impact of similarity between pre-
training data and target task data are left to in-
tuition. We propose three cost-effective mea-
sures to quantify different aspects of similar-
ity between source pretraining and target task
data. We demonstrate that these measures are
good predictors of the usefulness of pretrained
models for Named Entity Recognition (NER)
over 30 data pairs. Results also suggest that
pretrained LMs are more effective and more
predictable than pretrained word vectors, but
pretrained word vectors are better when pre-
training data is dissimilar.

1 Introduction

Modern neural architectures for NLP are highly
effective when provided a large amount of labelled
training data (Zhang et al., 2015; Conneau et al.,
2017; Bowman et al., 2015). However, a large la-
belled data set is not always readily accessible due
to the high cost of expertise needed for labelling
or even due to legal barriers. Researchers working
on such tasks usually spend a considerable amount
of effort and resources on collecting useful exter-
nal data sources and investigating how to transfer
knowledge to their target tasks (Qi et al., 2009;
Kim et al., 2017). Recent transfer learning tech-
niques make the most of limited labelled data by
incorporating word vectors or LMs pretrained on
a large amount of unlabelled data. This produces
dramatic improvements over a range of NLP tasks
where appropriate unlabelled data is available (Pe-
ters et al., 2017, 2018; Akbik et al., 2018; Devlin
et al., 2019).

However, there is still a lack of systematic study
on how to select appropriate data to pretrain word

vectors or LMs. We observe a range of heuristic
strategies in the literature: (1) collecting a large
amount of generic data, e.g., web crawl (Penning-
ton et al., 2014; Mikolov et al., 2018); (2) selecting
data from a similar field (the subject matter of the
content being discussed), e.g., biology (Chiu et al.,
2016; Karimi et al., 2017); and, (3) selecting data
from a similar tenor (the participants in the dis-
course, their relationships to each other, and their
purposes), e.g., Twitter, or online forums (Li et al.,
2017; Chronopoulou et al., 2019). In all these set-
tings, the decision is based on heuristics and varies
according to the individual’s experience. We also
conducted a pilot study that suggests that the prac-
titioner’s intuition is to prioritise field over tenor
(see Section 3).

Our overarching goal is to develop a cost-
effective approach that, given a NER data set,
nominates the most suitable source data to pretrain
word vectors or LMs from several options. Our
approach builds on the hypothesis that the more
similar the source data is to the target data, the
better the pretrained models are, all other aspects
(such as source data size) being equal. We pro-
pose using target vocabulary covered rate and lan-
guage model perplexity to select pretraining data.
We also introduce a new measure based on the
change from word vectors pretrained on source
data to word vectors initialized from source data
and then trained on target data. Experiments lever-
age 30 data pairs from five source and six target
NER data sets, each selected to provide a range
of fields (i.e., biology, computer science, medica-
tions, local business) and tenors (i.e., encyclope-
dia articles, journal articles, experimental proto-
cols, online reviews).

Our contributions can be summarized as below:

• We propose methods to quantitatively mea-
sure different aspects of similarity between
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source and target data sets and find that these
measures are predictive of the impact of pre-
training data on final accuracy. To the best
of our knowledge, this is the first systematic
study to investigate LMs pretrained on vari-
ous data sources.1

• We find that it is important to consider tenor
as well as field when selecting pretraining
data, contrary to human intuitions.
• We show that models pretrained on a mod-

est amount of similar data outperform pre-
trained models that take weeks to train over
very large generic data.

2 Related Work

Text Similarity Word similarity following the
hypothesis that similar words tend to occur in sim-
ilar contexts (Harris, 1954) is well studied and
forms the foundation of neural word embedding
architectures. Hill et al. (2015) and Budanitsky
and Hirst (2006) evaluate functional similarity (as
in school versus college) and associative similar-
ity (as in school versus teacher) captured by se-
mantic models, respectively. Pavlick et al. (2015)
study sentence-level similarity, using entailment
relation, vector embedding and stylistic variation
measures. Kusner et al. (2015) propose Word
Mover’s Distance to measure the similarity be-
tween documents and evaluate on document clas-
sification tasks. We extend the study of similarity
to corpus-level, and focus on its implication on un-
supervised pretraining.

Pretrained Word Vectors The effectiveness of
pretrained word vectors mainly depends on three
factors: source data, training algorithm, and its
hyper-parameters. Turian et al. (2010) and Levy
et al. (2015) systematically compare count-based
distributional models and distributed neural em-
bedding models. They find that both models can
improve the performance of downstream tasks.
Chiu et al. (2016) identify the most influential
hyper-parameters of neural embedding methods.
They also investigate the impact of the source
data size and find that larger pretraining data do
not necessarily produce better word vectors for
biomedical NER. Our work regarding pretrained
word vectors is conducted using skip-gram model
with default hyper-parameter setting (Mikolov
et al., 2013), and our focus is on the impact of

1Our pretrained word vectors and LMs are publicly avail-
able: https://bit.ly/2O0mOOG.

similarity between source data and target task data
on the effectiveness of pretrained word vectors for
NER tasks. Our observations are a useful supple-
ment to the literature as a practitioners’ guide.

Pretrained Language Models Dai and Le
(2015) investigate different methods to transfer
knowledge to supervised recurrent neural net-
works. They establish that a pretrained recurrent
LM can improve the generalization ability of the
supervised models. They use unlabelled data from
Amazon reviews to pretrain the LM and find that
it can improve classification accuracy on the Rot-
ten Tomatoes data set. Joshi et al. (2018) empiri-
cally showed that, for their vaccination behaviour
detection task on twitter data, LMs pretrained on
a small amount of movie reviews outperform the
ones pretrained on large size of Wikipedia data.
Peters et al. (2017) successfully inject the infor-
mation captured by a bidirectional LM into a se-
quence tagger, and extend this approach to other
NLP tasks (Peters et al., 2018). Our work is based
on (Peters et al., 2018) and investigates the im-
pact of pretraining data on the effectiveness of pre-
trained LMs for downstream NER tasks.

Transfer Learning While our study falls into
the paradigm of semi-supervised learning, we dis-
tinguish ourselves from other studies in transfer
learning. One sub-area of transfer learning is do-
main adaptation, which aims to learn transferable
representation from a source domain and apply it
to a target domain (Blitzer et al., 2006; Yang and
Eisenstein, 2015). The question in domain adapta-
tion is usually framed as ‘Given a source and a tar-
get, how to transfer?’. In contrast, the question we
address is ‘Given a specific target, which source
to choose from?’. The other sub-area of transfer
learning is transferring from multiple sources (Yin
and Schütze, 2015; Li et al., 2018). Our work fo-
cuses, instead, on the selection of a single external
data source. Our work is inspired by the methodol-
ogy proposed by Johnson et al. (2018) where they
predict a system’s accuracy using larger training
data from its performance on much smaller pilot
data. However, we aim to predict the usefulness
of pretrained models for target tasks from the sim-
ilarity between the source pretraining data and the
target task data.

Named Entity Recognition Our work builds on
the literature on deep neural networks applied to
sequence tagging tasks. Architectures based on
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Figure 1: Likert scale ratings from NLP and ML practitioners (N = 30) for the statement ‘Unsupervised pretrain-
ing on S would be useful for supervised named entity recognition learning on T.’ Target data T is described as
‘Online forum posts about medications,’ source data S1 as ‘Research papers about biology and health,’ and source
data S2 as ‘Online reviews about restaurants, hotels, barbers, mechanics, etc.’

different combinations of convolutional and recur-
rent neural networks have achieved state-of-the-art
results on many NER tasks. A detailed review
and comparison of these methods can be found
in (Yang et al., 2018). Our experiments on the use-
fulness of pretrained word vectors and pretrained
LMs for NER tasks are based on one variant pro-
posed by Lample et al. (2016).

3 What Human Intuition Indicates

Results of a survey capturing intuition regarding
selection of pretraining data across 30 NLP or ma-
chine learning practitioners is shown in Figure 1.
Participants were provided short descriptions of
the target data set T, and two possible source data
sets S1 and S2 as

• T: Online forum posts about medications;

• S1: Research papers about biology and
health;

• S2: Online reviews about restaurants, hotels,
barbers, mechanics, etc.

We constructed each of these descriptions as
‘t about f ’ where t is intended to describe the
tenor and f the field. Each participant rated both
sources on a five-point Likert, indicating agree-
ment with the statement “Unsupervised pretrain-
ing on S would be useful for supervised named
entity recognition learning on T”. 73% of partici-
pants agreed or strongly agreed that S1 would be
useful, while only 27% agreed that S2 would be
useful. A Wilcoxon signed-rank test indicates that
scores are significantly higher for S1 than for S2
(Z = 43.0, p < 0.001).

Although small in scale, these results show that
intuition varies across practitioners, motivating
our work on identifying quantitative measures that

are predictive of performance. These results also
suggest that practitioners favour field over tenor
when selecting pretraining data, which would be
detrimental to accuracy of the target NER tasks in
later experiments (Section 7.2).

4 Similarity Measures

To measure the similarity between source and tar-
get data, we start from identifying linguistic con-
cepts behind these human intuitions. Then, we
propose several measures to quantify these at-
tributes which lead to the perception that two data
sets are similar.

Researchers who select pretraining data from a
similar field believe that, if the source data has a
similar field to the target data, they tend to share
similar vocabulary. Conversely, vocabularies are
different from each other if source and target are
from different fields. Imagine data sets about
medications and restaurants. Those who select
pretraining data from a similar tenor believe that
tenor may impact the writing style of text. Imag-
ine the participants in online reviews and scien-
tific papers, their relationships to each other, their
purposes and how these affect text style, includ-
ing punctuation, lexical normalization, politeness,
emotiveness and so on (Lee, 2001; Solano-Flores,
2006; Pavlick and Tetreault, 2016).

Below, we detail different measures based on
these intuitions to quantify different aspects of
similarity between two data sets.

4.1 Target Vocabulary Covered

The first measure is simply the percentage of the
target vocabulary that is also present in the source
data. An extremely dissimilar example is that of
different languages. They have a totally different
vocabulary and are considered dissimilar, even if
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they are written in a similar style and talking about
the same subject 2. We propose Target Vocabulary
Covered (TVC) as a measure of field, calculated as

TV C(DS , DT ) =
|VDS ∩ VDT |
|VDT |

,

where VDS and VDT are sets of unique tokens in
source and target data sets respectively. We also
investigate a variant where only content words
(nouns, verbs, adjectives) are used to calculate
VDS and VDT . We denote this variant as VCcR.

4.2 Language Model Perplexity
A language model can assign a probability to any
sequence of words < w1, · · · , wN > using chain
rule of probability:

p(w1, w2, · · · , wN ) =

N∏

i=1

p(wi|ww−11 ),

where N is the length of the sequence and wi−11

are all words before word wi. In practice, this
equation can be simplified by n-gram models
based on Markov Assumption:

p(w1, w2, · · · , wN ) =
N∏

i=1

p(wi|wi−1i−n+1),

where wi−1i−n+1 represents only n preceding words
of wi. To make the model generalize bet-
ter, smoothing techniques can be used to assign
non-zero probabilities to unseen events. In this
study, we use Kneser-Ney smoothed 5-gram mod-
els (Heafield, 2011). To measure the similarity be-
tween two data sets using language modeling, we
first train the language model on the source data,
then evaluate it on the target data using perplex-
ity to represent the degree of similarity. The in-
tuition is that, if the model finds a sentence very
unlikely (dissimilar from the data where this lan-
guage model is trained on), it will assign a low
probability and therefore high perplexity. The
summed up perplexity (PPL) is then:

PPL(DS , DT ) =

m∑

i=1

P (Di
T )
− 1
Ni ,

where m is the number of sentences in the target
data set, and P (Di

T ) is the probability assigned by
2Our focus is on transferring through pretrained models

using one single source and we do not consider multilingual
similarity.

the language model trained on the source data to
the i-th sentence from the target data set, whose
sentence length is Ni.

PPL is token-based, similar to TVC, but also
captures surface structure. We therefore propose
PPL as a proxy to measure tenor as well as field.

4.3 Word Vector Variance
Pretrained word vectors capture semantic and syn-
tactic regularities of words (Artetxe et al., 2018).
The variance of a word vector that is first trained
on the source data and then on the target data can
reflect the difference of linguistic regularities be-
tween the two data sets.

Intuitively, if the context words around a given
word are very different in the source and target
data, then the word vector of this word learned
from the source will be updated more than those
words whose context words are similar between
source and target. Therefore, we use Word Vector
Variance (WVV) as another combined measure of
tenor and field.

To calculate word vector variance, we first train
word vectors on the source data set using skip-
gram model (Mikolov et al., 2013). The trained
word vectors are denoted as WS ∈ R|VS |×d,
where |VS | is the vocabulary size of the source
data set and d is the vector dimension. Then,
we use WS as initial weights of a new skip-gram
model, and train this new model on the target data.
We denote the final word vectors as WT . The
WVV can be calculated as:

WV V (DS , DT ) =
1

|VS |
1

d

|VS |∑

i

d∑

j

(WSji−WT ji )2.

The smaller the word vector variance, the more
similar context surrounds the same words from the
two data sets, and therefore the more similar the
two data sets are.

5 Data Sets

Source data sets We use five data sets as source
data, covering a range of fields (i.e., clinical,
biomedical, local business and Wiki with diverse
fields) and tenors (i.e., popular reporting, notes,
scholarly publications, online reviews and ency-
clopedia). To isolate the impact of source size, we
sample all source data to approximately 100 mil-
lion tokens. We also analyze the impact of source
data size separately in Section 7.3. The specifica-
tions of these source data sets are given in Table 1.
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Data set Description

1BWB The original one billion word language
model benchmark data (Chelba et al.,
2013), produced from News Crawl data. It
has been randomly shuffled and we use the
last 13 out of 100 files.

MIMIC A clinical database comprising over
58,000 hospital admissions for intensive
care unit (ICU) patients (Johnson et al.,
2016). We use the first 50,000 notes
associated with hospital stays.

PubMed Around 30 million citations for biomedical
literature covering the fields of biomedical
and health. We use articles published af-
ter October 2017 and utilize their titles and
abstracts only.

Wiki WikiText-103, released by Merity et al.
(2016) and consisting of around 28K
Good or Featured articles from Wikipedia.
These articles are reviewed by human ed-
itors, and they are selected based on the
writing quality. We refer to this data set
as Wiki.

Yelp An online forum where customers can
write reviews about local businesses. We
use data released in round 12 of the Yelp
Data set Challenge and select the first 2 out
of 6 million reviews.

Table 1: List of the source data sets.

Target data sets Six NER data sets are
used as target data: CADEC (Karimi et al.,
2015), CoNLL2003 (Sang and Meulder, 2003),
CRAFT (Bada et al., 2012), JNLPBA (Collier and
Kim, 2004), ScienceIE (Augenstein et al., 2017)
and WetLab (Kulkarni et al., 2018). Details of
these target data are listed in Table 2. We choose
these data sets based on two considerations:

1. NER is a popular structured NLP task. Using
NER, we want to observe how the similar-
ity between source and target data may affect
the effectiveness of different pretrained word
vectors and LMs on downstream tasks.

2. NER is highly sensitive to word representa-
tions, because the model needs to make token
level decisions. That is, each token needs to
be assigned a proper label. Past studies have
shown that removing pretrained word vectors
from a tagging system results in a large drop
in performance (Huang et al., 2015; Lample
et al., 2016).

6 Experimental Setup

To investigate the impact of source data on pre-
trained word vectors and LMs, we pretrain word
vectors and LMs on different sources separately,
then observe how the effectiveness of these pre-
trained models varies in different NER data sets.

We use the BiLSTM-CRF model, a state-of-the-
art model for sequence tagging tasks, as a super-
vised model for the target NER task. We follow
the architecture proposed in (Lample et al., 2016),
except that we use two BiLSTM-layers and em-
ploy a CNN network to learn character-level rep-
resentations (Ma and Hovy, 2016). Micro average
F1 score is used to evaluate the performance of the
tagger (Sang and Meulder, 2003).

Word vectors are pretrained using word2vec
with its default hyper-parameter setting (Mikolov
et al., 2013). In different experiments, we only re-
place the word embedding weights initialized by
word vectors pretrained on different source data,
then make these weights trained jointly with other
model parameters. The baseline is denoted as
None in Table 3, where word embedding weights
are randomly initialized.

LMs are pretrained using the architecture pro-
posed by Jozefowicz et al. (2016) with hyper-
parameters in (Peters et al., 2018). The supervised
model used for NER is the same BiLSTM-CRF
model mentioned above, and we follow the ap-
proach proposed by Peters et al. (2018) to incorpo-
rate the pretrained LMs. Note that these pretrained
LMs are character-based. Therefore, words in the
target data set are first converted into a sequence of
characters, and then fed into the LMs. The contex-
tualized representation of each word is generated
using the outputs of all layers of the pretrained
LMs, then injected to the input of the second BiL-
STM layer of the supervised model.

7 Experimental Results

Using proposed similarity measures, we first
quantify the similarity between all source-target
pairs (Section 7.1), then investigate how these
measures can be used to predict the usefulness of
pretraining data (Section 7.2). Finally, we take the
source data size into consideration, and observe its
impact on the effectiveness of pretrained model on
both similar and dissimilar source-target settings
(Section 7.3).
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Data set Size Entity Types Description

CADEC 120,341 Adverse Drug Event, Disease, Drug, Finding, Symp-
tom

Posts taken from AskaPatient,
which is a forum where con-
sumers can discuss their expe-
riences with medications.

CoNLL2003 301,418 Person, Organization, Location, Miscellany Newswire from the Reuters
RCV1 corpus.

CRAFT 561,015 Cell, Chemical entity, Biological taxa, Protein,
Biomacromolecular sequence, Entrez gene, Biological
process and molecular function, Cellular component

Full-length, open-access jour-
nal articles about biology.

JNLPBA 593,590 Protein, DNA, RNA, Cell line and Cell type Abstract of journal articles
about biology.

ScienceIE 99,555 Process (including methods, equipment), Task and Ma-
terial (including corpora, physical materials)

Journal articles about Computer
Science, Material Sciences and
Physics.

Wetlab 220,618 Action, 9 object-based (Amount, Concentration, De-
vice, Location, Method, Reagent, Speed, Tempera-
ture, Time) entity types, 5 measure-based (Numeri-
cal, Generic-Measure, Size, pH, Measure-Type) and 3
other (Mention, Modifier, Seal) types

Protocols written by re-
searchers about conducting
biology and chemistry experi-
ments.

Table 2: List of the target NER data sets and their specifications. Size is shown in number of tokens.

7.1 Similarity Between Source and Target
Data Sets

Different aspects of similarity measured between
five source and six target data sets are shown in the
left side of Table 3. The language model trained
on PubMed achieves lower perplexity when eval-
uated on CRAFT, JNLPBA and ScienceIE com-
pared to other sources. On one hand, it is expected
that PubMed is similar to CRAFT and JNLPBA,
since they are all sampled journal articles about
biology and health, thus being similar in terms of
both field and tenor. On the other hand, although
ScienceIE does not have the same field as PubMed
(computer science, material and physics versus bi-
ology and health), they are similar because they
share a similar tenor (scholarly publications).

The measures calculated on CADEC also show
that tenor is reflected more than field by PPL and
WVV. Source data set Yelp is more similar to
CADEC than PubMed and MIMIC from both PPL
and WVV perspectives. CADEC is a data set
focusing on recognizing drugs, diseases and ad-
verse drug events. The field of CADEC is there-
fore more similar to PubMed which includes jour-
nal articles in health discipline and MIMIC which
contains clinical notes. However, CADEC is writ-
ten by patients, and can be considered as ‘drug re-
views’. The tenor is therefore closer to the one in
Yelp, where customers use informal language to
describe their experiences.

All sources are measured against WetLab with
relatively high PPL and WVV values. This reflects
the fact that the tenor of WetLab (experimental
protocols) is different from the tenor of all sources,
although WetLab has a similar field (biology)
with PubMed which is therefore more similar than
other sources. For CoNLL2003, 1BWB which is
News Crawl data is the most similar source, while
PubMed is the most dissimilar source from PPL
perspective, and MIMIC is the most dissimilar one
using WVV measure.

Although WVV does not distinguish between
different sources as PPL does, it still reflects the
same trend as PPL regarding which source is the
most similar to a given target data set.

Can these different similarity measures reach
a consensus? Similarity results in Table 3 indi-
cate that using different measures can lead to al-
most the same answer regarding which source is
the most similar one to a given target. To further
investigate the level of agreement between differ-
ent similarity measures, we employ inter-method
agreement that we ask a fine-grained question on
the results in Table 3: given a target and two
sources, do similarity measures make the same
conclusion as to which source is more similar? Us-
ing the five source and six target data sets, we gen-
erate a total of 60 binary comparisons. For exam-
ple, given WetLab, is 1BWB a more similar source
than Wiki? PPL shows that 1BWB is more simi-
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Similarity NER F1 Score
Pretrained word vectors Pretrained LMs

Target Source PPL WVV TVC (%) TVcC (%) F1 score ∆ F1 score ∆

CADEC

None – – – – 66.14 (± 0.53) – 66.14 (± 0.53) –
1BWB 307.4 1.137 81.73 82.94 69.44 (± 0.52) 3.30 70.08 (± 0.43) 3.94
MIMIC 1007.0 1.134 78.19 81.69 69.65 (± 0.43) 3.51 70.11 (± 0.48) 3.97
PubMed 927.4 1.195 78.81 79.79 69.84 (± 0.55) 3.70 70.15 (± 0.50) 4.01
Wiki 519.8 1.196 79.74 76.71 69.62 (± 0.15) 3.48 69.32 (± 0.65) 3.18
Yelp 291.1 1.104 80.76 82.28 70.27 (± 0.34) 4.13 70.46 (± 0.52) 4.32

CoNLL2003

None – – – – 82.08 (± 0.38) – 82.08 (± 0.38) –
1BWB 480.6 1.020 75.64 87.35 86.36 (± 0.29) 4.28 89.78 (± 0.12) 7.70
MIMIC 2945.0 1.542 34.47 39.55 84.94 (± 0.35) 2.86 83.68 (± 0.30) 1.60
PubMed 3143.1 1.356 53.29 68.41 85.56 (± 0.46) 3.48 84.15 (± 0.22) 2.07
Wiki 650.4 1.159 66.21 80.87 86.32 (± 0.28) 4.24 89.11 (± 0.23) 7.03
Yelp 2025.5 1.399 53.92 68.95 85.58 (± 0.26) 3.50 85.19 (± 0.38) 3.11

CRAFT

None – – – – 69.17 (± 0.64) – 69.17 (± 0.64) –
1BWB 1328.1 2.073 59.07 62.98 73.97 (± 0.06) 4.80 71.23 (± 0.81) 2.06
MIMIC 2427.5 2.390 48.73 50.03 73.01 (± 0.22) 3.84 71.90 (± 0.26) 2.73
PubMed 360.3 1.838 76.29 80.69 75.45 (± 0.28) 6.28 75.45 (± 0.09) 6.28
Wiki 974.7 2.075 63.66 63.12 74.07 (± 0.40) 4.90 69.75 (± 0.09) 0.58
Yelp 2085.7 2.187 48.01 50.85 72.48 (± 0.13) 3.31 72.75 (± 0.26) 3.58

JNLPBA

None – – – – 70.45 (± 0.21) – 70.45 (± 0.21) –
1BWB 1190.8 2.000 39.90 53.54 72.39 (± 0.23) 1.94 72.54 (± 0.34) 2.09
MIMIC 2533.4 2.172 36.95 50.04 73.24 (± 0.29) 2.79 71.76 (± 0.13) 1.31
PubMed 205.9 1.597 58.87 80.17 72.77 (± 0.65) 2.32 74.29 (± 0.40) 3.84
Wiki 717.9 2.036 42.34 53.05 72.77 (± 0.27) 2.32 72.42 (± 0.23) 1.97
Yelp 2134.4 2.155 30.78 41.41 72.53 (± 0.18) 2.08 72.51 (± 0.21) 2.06

ScienceIE

None – – – – 26.85 (± 0.17) – 26.85 (± 0.17) –
1BWB 884.6 1.197 71.50 76.78 34.40 (± 0.50) 7.55 38.10 (± 0.31) 11.25
MIMIC 2706.7 1.461 54.29 59.34 31.23 (± 0.15) 4.38 35.27 (± 0.43) 8.42
PubMed 345.6 1.037 83.25 87.01 37.91 (± 0.12) 11.06 42.07 (± 0.03) 15.22
Wiki 684.2 1.127 76.99 78.01 36.15 (± 0.11) 9.30 40.39 (± 0.05) 13.54
Yelp 1562.2 1.347 62.32 66.42 33.92 (± 0.14) 7.07 36.05 (± 0.02) 9.20

WetLab

None – – – – 76.91 (± 0.10) – 76.91 (± 0.10) –
1BWB 1526.0 2.167 59.67 61.47 78.66 (± 0.35) 1.75 78.94 (± 0.05) 2.26
MIMIC 3046.1 2.393 53.83 55.31 78.68 (± 0.14) 1.13 78.65 (± 0.13) 1.74
PubMed 1104.7 2.078 71.39 74.46 78.93 (± 0.28) 2.02 79.62 (± 0.07) 2.71
Wiki 1617.8 2.158 61.02 60.31 78.45 (± 0.20) 1.54 79.05 (± 0.21) 2.14
Yelp 1784.5 2.240 54.16 54.96 78.48 (± 0.15) 1.57 79.04 (± 0.19) 2.13

Table 3: Similarity between source and target data sets (left), and the effectiveness of word vectors and LMs
pretrained using different sources for NER (right). Lower PPL or WVV values indicate higher similarity between
source and target, while higher TVC and TVcC values indicate higher similarity. None rows refer to the models
that word embedding weights are randomly initialized with no pretrained LMs. ∆ shows absolute improvement.
We repeat every NER experiment 5 times, and report mean and standard deviation of test F1 scores.

lar, while WVV gives an opposite answer. Fleiss’s
kappa (Fleiss, 1971) (a variant of Cohen’s kappa
for more than two raters) is a robust metric used
to measures inter-rater agreement, since it takes
random chance into consideration. We use it to
measure the inter-method agreement between the
60 binary comparisons inferred using PPL, WVV
and TVC. Our results achieve a Fleiss’s kappa of
0.733, which shows a high agreement between
conclusions inferred using different measures.

Overall, we find that these similarity measures
can reach high level of consensus. To simplify our
following discussion, from here on similar means

low PPL (because of its clear distinction between
different sources), unless otherwise stated.

7.2 Impact of Pretraining Data

After we quantify the similarity between source
and target data sets, the next question is how these
similarity measures can be used to predict the ef-
fectiveness of pretrained models for NER tasks.

Results in Table 3 show that, although all pre-
trained word vectors and LMs can improve the
performance of the target model, the improvement
varies in different target data sets. In other words,
no single source is suitable for all target NER data
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Word vectors LMs

TVC 0.454 0.666
TVcC 0.469 0.739

PPL -0.398 -0.618
WVV -0.406 -0.747

Table 4: Correlation coefficients between similarity
measures and the effectiveness of pretrained models.
The coefficients vary between -1 (negative correlation)
and 1 (positive correlation). Zero means no correlation.

sets. Word vectors and LMs pretrained on a source
similar to the target outperform the ones pretrained
on other sources (except pretrained word vectors
for JNLPBA data set).

We also observe that pretrained LMs provide
more benefits than pretrained word vectors if
source data is similar to the target (see 1BWB-
CoNLL2003 and PubMed-JNLPBA data pairs).
However, if the source is dissimilar to the tar-
get, pretrained word vectors outperform pretrained
LMs (see these pairs: MIMIC-CoNLL2003,
PubMed-CoNLL2003, MIMIC-CRAFT).

Predictiveness of similarity measures To ana-
lyze how proposed similarity measures correlate
to the effectiveness of pretrained word vectors and
LMs for the target NER tasks, we employ the
Pearson correlation analysis to find out the rela-
tionships between improvement due to pretrained
models and TVC, TVcC, PPL and WVV. The re-
sults in Table 4 show that our proposed similarity
measures are predictive of the effectiveness of the
pretraining data. In terms of pretrained word vec-
tors, VCcR is the most informative factor in pre-
dicting the effectiveness of pretrained word vec-
tors given a target data set. It implies that find-
ing a source data set which has large vocabulary
intersection with the target data set is a promising
first step to generate effective pretrained word vec-
tors. The results regarding the LM performance
show that it has a stronger correlation with simi-
larity measures than the one of word vectors, thus
more predictable using our proposed measures.

Comparison to publicly available pretrained
models Recent literature shows substantial im-
provements are sometimes possible when pretrain-
ing on very large generic corpora. Given that
pretrained models are freely available, is it even
necessary to pretrain on similar data as proposed
above? We compare to publicly available (1) word
vectors trained on 6 billion tokens of encyclopae-

Word vectors LMs
GloVe Ours ELMo Ours

CADEC 70.30 70.27 71.91 70.46
CoNLL2003 90.25 86.36 91.34 89.78

CRAFT 74.22 75.45 75.77 75.45
JNLPBA 73.19 73.24 73.65 74.29

ScienceIE 37.10 37.91 41.15 42.07
WetLab 79.15 78.93 79.57 79.62

Table 5: Comparison between our best performance
pretrained models and the publicly available ones,
which are pretrained on much larger corpora.

ScienceIE WetLab
Def Opt Def Opt

1BWB 34.40 34.57 78.66 79.12
MIMIC 31.23 34.14 78.68 78.65

PubMed 37.91 38.86 78.93 79.28
Wiki 36.15 35.63 78.45 78.99
Yelp 33.92 34.25 78.48 78.78

Table 6: Impact of hyper-parameter setting on the
effectiveness of pretrained word vectors. ‘Opt’ is
hyper-parameter setting proposed in (Chiu et al., 2016),
whereas ‘Def’ is the default setting in word2vec.

dia articles and news stories about various fields 3

and (2) LMs trained on 5.5 billion tokens of en-
cyclopaedia articles and news stories about vari-
ous fields 4. We use the same experimental setup
described in Section 6, that pretrained word vec-
tors are used to initialize the weights of word em-
bedding layer, whereas outputs of pretrained LMs
are used as input features of the supervised model.
We find that word vectors and LMs pretrained on
small similar sources can achieve competitive or
even better performance than the ones pretrained
on larger sources (Table 5). On JNLPBA, Scien-
ceIE and Wetlab, LMs pretrained on the small sim-
ilar source perform better, while word vectors pre-
trained on the small similar source perform better
on CRAFT, JNLPBA, and ScienceIE.

These results indicate that a small similar source
reduces the computational cost without sacrificing
the performance. This is especially important in
practice, because collecting data and pretraining
models are expensive. For example, a LM pre-
trained on 1 billion tokens takes three weeks to
train on 32 GPUs (Jozefowicz et al., 2016).

Comparison to other hyper-parameter settings
Chiu et al. (2016) propose a hyper-parameter com-
bination of skip-gram model that is empirically

3https://nlp.stanford.edu/projects/glove/
4https://allennlp.org/elmo
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identified on NER tasks. They find that a narrow
context window size can boost the performance
since it can capture better word function rather
than domain similarity. We use their proposed
hyper-parameter setting to train word vectors on
different source data, and evaluate these pretrained
word vectors on the ScienceIE and WetLab data
sets. The reason for hand-picking these two is
that benefits of pretrained word vectors on these
two sets vary with a large margin. Our results
suggest that this hyper-parameter setting can over-
all (except Wiki-ScienceIE and MIMIC-WetLab
pairs) produce better performance compare to the
default setting (Table 6). Most importantly we
observe that our observation that similar sources
generate better pretrained models can still holds
with these hyper-parameters: PubMed, which is
the most similar source to both target data sets,
still outperforms other sources.

7.3 Controlling for source data size

To further investigate how source data size af-
fects pretrained word vectors and LMs for NER
tasks, we sample six PubMed subsets of different
size. For target data sets, we use CoNLL2003,
to which PubMed is the most dissimilar source,
and JNLPBA, to which PubMed is the most sim-
ilar source. We observe that 500 MB of pretrain-
ing data appears to be sufficient to calculate sim-
ilarity, and capping factors out the impact of size
(Figure 2). As discussed, VCcR is the most influ-
ential factor affecting the usefulness of pretrained
word vectors for NER task. Increasing source data
size may provide a larger vocabulary intersection
with the target data set, but the resulting absolute
F1 score increase is less than 0.5, after the source
data has been large enough. We also observe that
if source and target data are dissimilar (PubMed-
CoNLL2003 pair), pretrained word vectors is a
better option than pretrained LMs, no matter how
large source data is. However, pretrained LMs out-
perform pretrained word vectors, if source is sim-
ilar to target (PubMed-JNLPBA pair).

We leave exploration of the combined effect of
size and similarity to future work, but believe size
should be considered separately, noting that results
here suggest that similarity is more important.

8 Conclusions

We studied whether there are cost-effective meth-
ods to identify data sets to pretrain word vectors
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Figure 2: Impact of source data size on the effective-
ness of pretrained models for NER.

and LMs that are building blocks of NER models.
We proposed using three measures, Target Vocab-
ulary Covered, Language Model Perplexity, and
Word Vector Variance, to measure different as-
pects of similarity between source and target data.
We investigated how these measures correlate with
the effectiveness of pretrained word vectors and
LMs for NER tasks. We found that the effective-
ness of pretrained word vectors strongly depends
on whether the source data have a high vocabu-
lary intersection with target data, while pretrained
LMs can gain more benefits from a similar source.
While different NLP tasks may rely on different
aspects of language, our study is a step towards
systematically guiding researchers on their choice
of data for pretraining. As a future study, we
will explore how these similarity measures predict
performance of pretrained models in other NLP
tasks.
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Abstract

Modern NLP systems require high-quality an-
notated data. In specialized domains, expert
annotations may be prohibitively expensive.
An alternative is to rely on crowdsourcing to
reduce costs at the risk of introducing noise. In
this paper we demonstrate that directly model-
ing instance difficulty can be used to improve
model performance, and to route instances to
appropriate annotators. Our difficulty predic-
tion model combines two learned representa-
tions: a ‘universal’ encoder trained on out-of-
domain data, and a task-specific encoder. Ex-
periments on a complex biomedical informa-
tion extraction task using expert and lay anno-
tators show that: (i) simply excluding from the
training data instances predicted to be difficult
yields a small boost in performance; (ii) us-
ing difficulty scores to weight instances during
training provides further, consistent gains; (iii)
assigning instances predicted to be difficult to
domain experts is an effective strategy for task
routing. Our experiments confirm the expec-
tation that for specialized tasks expert annota-
tions are higher quality than crowd labels, and
hence preferable to obtain if practical. More-
over, augmenting small amounts of expert data
with a larger set of lay annotations leads to fur-
ther improvements in model performance.

1 Introduction

Assembling training corpora of annotated natural
language examples in specialized domains such
as biomedicine poses considerable challenges. Ex-
perts with the requisite domain knowledge to per-
form high-quality annotation tend to be expen-
sive, while lay annotators may not have the nec-
essary knowledge to provide high-quality annota-
tions. A practical approach for collecting a suf-

ficiently large corpus would be to use crowd-
sourcing platforms like Amazon Mechanical Turk
(MTurk). However, crowd workers in general are
likely to provide noisy annotations (Abad and
Moschitti, 2016; Plank et al., 2014; Alonso et al.,
2015), an issue exacerbated by the technical na-
ture of specialized content. Some of this noise may
reflect worker quality and can be modeled (Abad
and Moschitti, 2016; Plank et al., 2014; Cohn and
Specia, 2013; Nguyen et al., 2017), but for some
instances lay people may simply lack the domain
knowledge to provide useful annotation.

In this paper we report experiments on the
EBM-NLP corpus comprising crowdsourced an-
notations of medical literature (Nye et al., 2018).
We operationalize the concept of annotation dif-
ficulty and show how it can be exploited during
training to improve information extraction mod-
els. We then obtain expert annotations for the ab-
stracts predicted to be most difficult, as well as for
a similar number of randomly selected abstracts.
The annotation of highly specialized data and the
use of lay and expert annotators allow us to exam-
ine the following key questions related to lay and
expert annotations in specialized domains:

Can we predict item difficulty? We define a
training instance as difficult if a lay annotator or
an automated model disagree on its labeling. We
show that difficulty can be predicted, and that it
is distinct from inter-annotator agreement. Further,
such predictions can be used during training to im-
prove information extraction models.

Are there systematic differences between expert
and lay annotations? We observe decidedly lower
agreement between lay workers as compared to
domain experts. Lay annotations have high preci-
sion but low recall with respect to expert annota-
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tions in the new data that we collected. More gen-
erally, we expect lay annotations to be lower qual-
ity, which may translate to lower precision, recall,
or both, compared to expert annotations.

Can one rely solely on lay annotations? Rea-
sonable models can be trained using lay anno-
tations alone, but similar performance can be
achieved using markedly less expert data. This
suggests that the optimal ratio of expert to crowd
annotations for specialized tasks will depend on
the cost and availability of domain experts. Expert
annotations are preferable whenever its collection
is practical. But in real-world settings, a combi-
nation of expert and lay annotations is better than
using lay data alone.

Does it matter what data is annotated by ex-
perts? We demonstrate that a system trained on
combined data achieves better predictive perfor-
mance when experts annotate difficult examples
rather than instances selected at i.i.d. random.

Our contributions in this work are summarized
as follows. We define a task difficulty prediction
task and show how this is related to, but distinct
from, inter-worker agreement. We introduce a new
model for difficulty prediction combining learned
representations induced via a pre-trained ‘univer-
sal’ sentence encoder (Cer et al., 2018), and a sen-
tence encoder learned from scratch for this task.
We show that predicting annotation difficulty can
be used to improve the task routing and model per-
formance for a biomedical information extraction
task. Our results open up a new direction for en-
suring corpus quality. We believe that item diffi-
culty prediction will likely be useful in other, non-
specialized tasks as well, and that the most ef-
fective data collection in specialized domains re-
quires research addressing the fundamental ques-
tions we examine here.

2 Related Work

Crowdsourcing annotation is now a well-studied
problem (Snow et al., 2008; Abad and Moschitti,
2016; Plank et al., 2014; Alonso et al., 2015). Due
to the noise inherent in such annotations, there
have also been considerable efforts to develop ag-
gregation models that minimize noise (Abad and
Moschitti, 2016; Plank et al., 2014; Cohn and Spe-
cia, 2013; Nguyen et al., 2017).

There are also several surveys of crowdsourcing
in biomedicine specifically (Good and Su, 2013;
Khare et al., 2015; Lee et al., 2017). Some work

in this space has contrasted model performance
achieved using expert vs. crowd annotated training
data (Zhai et al., 2013; Cocos et al., 2017; Dumi-
trache et al., 2018). Dumitrache et al. (2018) con-
cluded that performance is similar under these su-
pervision types, finding no clear advantage from
using expert annotators. This differs from our find-
ings, perhaps owing to differences in design. The
experts we used already hold advanced medical
degrees, for instance, while those in prior work
were medical students. Furthermore, the task con-
sidered here would appear to be of greater diffi-
culty: even a system trained on∼5k instances per-
forms reasonably, but far from perfect. By con-
trast, in some of the prior work where experts and
crowd annotations were deemed equivalent, a clas-
sifier trained on 300 examples can achieve very
high accuracy (Cocos et al., 2017).

More relevant to this paper, prior work has in-
vestigated methods for ‘task routing’ in active
learning scenarios in which supervision is pro-
vided by heterogeneous labelers with varying lev-
els of expertise (Yan et al., 2011; Donmez and Car-
bonell, 2008; Nguyen et al., 2015; Wallace et al.,
2011; Yan et al., 2011). The related question of
whether effort is better spent collecting additional
annotations for already labeled (but potentially
noisily so) examples or novel instances has also
been addressed (Sheng et al., 2008). What distin-
guishes the work here is our focus on providing an
operational definition of instance difficulty, show-
ing that this can be predicted, and then using this
to inform task routing.

3 Application Domain

Our specific application concerns annotating ab-
stracts of articles that describe the conduct and re-
sults of randomized controlled trials (RCTs). Ex-
perimentation in this domain has become easy
with the recent release of the EBM-NLP (Nye
et al., 2018) corpus, which includes a reasonably
large training dataset annotated via crowdsourc-
ing, and a modest test set labeled by individuals
with advanced medical training. More specifically,
the training set comprises 4,741 medical article
abstracts with crowdsourced annotations indicat-
ing snippets (sequences) that describe the Partic-
ipants (P), Interventions (I), and Outcome (O) el-
ements of the respective RCT, and the test set is
composed of 191 abstracts with P, I, O sequence
annotations from three medical experts.
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Difficult Sentences
[Population]
1. Primary RP were screened and assigned to either the nifedipine SR group (Group N) or the Ginkgo biloba extract group
(Group G) in the ratio of 2:1 .
2. A positive correlation was found for all methods in the controls (r=0.83-0.94) and RA patients (r=0.51-0.69).

[Interventions/Comparators]
1. They were all enrolled in mainstream compulsory education.
2. RA patients reported that they were less sedentary and engaged in more higher intensity PA than what was objectively
assessed.

[Outcomes]
1. To develop a cycle - based risk prediction model for neutropenic complications (NC) during chemotherapy with doxoru-
bicin (DOX) or a pegy lated liposomal formulation (PLD) for patients with metastatic breast cancer (MBC).
2. The purpose of this study was to evaluate the long-term safety and efficacy of risperidone.

Easy Sentences
[Population]
1. A prospective study in 80 patients was carried out.
2. We studied 200 women aged 35 years and older who had a family history of breast cancer in a first-degree relative.

[Interventions/Comparators]
1. Hormonal contraceptives are used widely but their effects on HIV-1 risk are unclear.
2. In the second group, custom - fit MRI - based pin guides were used.

[Outcomes]
1. Extrapyramidal AEs were reported in 6(8%) patients.
2. The overall progression - free survival rates were similar between the two arms (P=.095).

Table 1: Example sentences are difficult or easy to annotate for crowd workers. The underlined text are reference
annotations from domain experts.

Table 1 shows an example of difficult and easy
examples according to our definition of difficulty.
The underlined text demarcates the (consensus)
reference label provided by domain experts. In the
difficult examples, crowd workers marked text dis-
tinct from these reference annotations; whereas in
the easy cases they reproduced them with reason-
able fidelity. The difficult sentences usually exhibit
complicated structure and feature jargon.

An abstract may contain some ‘easy’ and some
‘difficult’ sentences. We thus perform our analysis
at the sentence level. We split abstracts into sen-
tences using spaCy.1 We excluded sentences that
comprise fewer than two tokens, as these are likely
an artifact of errors in sentence splitting. In total,
this resulted in 57,505 and 2,428 sentences in the
train and test set abstracts, respectively.

4 Quantifying Task Difficulty

The test set includes annotations from both crowd
workers and domain experts. We treat the latter as
ground truth and then define the difficulty of sen-
tences in terms of the observed agreement between
expert and lay annotators. Formally, for annotation

1https://spacy.io/

task t and instance i:

Difficultyti =

∑n
j=1 f(labelij , yi)

n
(1)

where f is a scoring function that measures the
quality of the label from worker j for sentence i,
as compared to a ground truth annotation, yi. The
difficulty score of sentence i is taken as an average
over the scores for all n layworkers. We use Spear-
mans’ correlation coefficient as a scoring function.
Specifically, for each sentence we create two vec-
tors comprising counts of how many times each
token was annotated by crowd and expert workers,
respectively, and calculate the correlation between
these. Sentences with no labels are treated as max-
imally easy; those with only either crowd worker
or expert label(s) are assumed maximally difficult.

The training set contains only crowdsourced an-
notations. To label the training data, we use a 10-
fold validation like setting. We iteratively retrain
the LSTM-CRF-Pattern sequence tagger of Patel
et al. (2018) on 9 folds of the training data and
use that trained model to predict labels for the
10th. In this way we obtain predictions on the full
training set. We then use predicted spans as proxy
‘ground truth’ annotations to calculate the diffi-
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Figure 1: Distributions of difficulty scores over all sen-
tences that contain any span annotations

culty score of sentences as described above; we
normalize these to the [0, 1] interval. We validate
this approximation by comparing the proxy scores
against reference scores over the test set, the Pear-
son’s correlation coefficients are 0.57 for Popula-
tion, 0.71 for Intervention and 0.68 for Outcome.

There exist many sentences that contain nei-
ther manual nor predicted annotations. We treat
these as maximally easy sentences (with difficulty
scores of 0). Such sentences comprise 51%, 42%
and 36% for Population, Interventions and Out-
comes data respectively, indicating that it is eas-
ier to identify sentences that have no Population
spans, but harder to identify sentences that have no
Interventions or Outcomes spans. This is intuitive
as descriptions of the latter two tend to be more
technical and dense with medical jargon.

We show the distribution of the automatically
labeled scores for sentences that do contain spans
in Figure 1. The mean of the Population (P) sen-
tence scores is significantly lower than that for
other types of sentences (I and O), again indicat-
ing that they are easier on average to annotate.
This aligns with a previous finding that annotat-
ing Interventions and Outcomes is more difficult
than annotating Participants (Nye et al., 2018).

Many sentences contain spans tagged by the
LSTM-CRF-Pattern model, but missed by all
crowd workers, resulting in a maximally difficult
score (1). Inspection of such sentences revealed
that some are truly difficult examples, but others
are tagging model errors. In either case, such sen-
tences have confused workers and/or the model,
and so we retain them all as ‘difficult’ sentences.

Content describing the P, I and O, respectively,
is quite different. As such, one sentence usually
contains (at most) only one of these three content
types. We thus treat difficulty prediction for the re-

Workers P I O
crowd workers 0.52 0.43 0.41
domain experts 0.74 0.68 0.57

Table 2: Average inter-worker agreement.

spective label types as separate tasks.

5 Difficulty is not Worker Agreement

Our definition of difficulty is derived from agree-
ment between expert and crowd annotations for
the test data, and agreement between a predictive
model and crowd annotations in the training data.
It is reasonable to ask if these measures are re-
lated to inter-annotator agreement, a metric often
used in language technology research to identify
ambiguous or difficult items. Here we explicitly
verify that our definition of difficulty only weakly
correlates with inter-annotator agreement.

We calculate inter-worker agreement between
crowd and expert annotators using Spearman’s
correlation coefficient. As shown in Table 2, av-
erage agreement between domain experts are con-
siderably higher than agreements between crowd
workers for all three label types. This is a clear in-
dication that the crowd annotations are noisier.

Furthermore, we compare the correlation be-
tween inter-annotator agreement and difficulty
scores in the training data. Given that the major-
ity of sentences do not contain a PICO span, we
only include in these calculations those that con-
tain a reference label. Pearson’s r are 0.34, 0.30
and 0.31 for P, I and O, respectively, confirming
that inter-worker agreement and our proposed dif-
ficulty score are quite distinct.

6 Predicting Annotation Difficulty

We treat difficulty prediction as a regression prob-
lem, and propose and evaluate neural model vari-
ants for the task. We first train RNN (Chung et al.,
2014) and CNN (Kim, 2014) models.

We also use the universal sentence encoder
(USE) (Cer et al., 2018) to induce sentence rep-
resentations, and train a model using these as fea-
tures. Following (Cer et al., 2018), we then ex-
periment with an ensemble model that combines
the ‘universal’ and task-specific representations to
predict annotation difficulty. We expect these uni-
versal embeddings to capture general, high-level
semantics, and the task specific representations to
capture more granular information. Figure 2 de-
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Figure 2: Model architecture.

picts the model architecture. Sentences are fed
into both the universal sentence encoder and, sepa-
rately, a task specific neural encoder, yielding two
representations. We concatenate these and pass the
combined vector to the regression layer.

6.1 Experimental Setup and Results

We trained models for each label type separately.
Word embeddings were initialized to 300d GloVe
vectors (Pennington et al., 2014) trained on com-
mon crawl data;2 these are fine-tuned during train-
ing. We used the Adam optimizer (Kingma and
Ba, 2014) with learning rate and decay set to 0.001
and 0.99, respectively. We used batch sizes of 16.

We used the large version of the universal sen-
tence encoder3 with a transformer (Vaswani et al.,
2017). We did not update the pretrained sentence
encoder parameters during training. All hyper-
paramaters for all models (including hidden lay-
ers, hidden sizes, and dropout) were tuned using
Vizier (Golovin et al., 2017) via 10-fold cross val-
idation on the training set maximizing for F1.4

As a baseline, we also trained a linear Support-
Vector Regression (Fan et al., 2008) model on n-
gram features (n ranges from 1 to 3).5

Table 3 reports Pearson correlation coefficients
between the predictions with each of the neu-
ral models and the ground truth difficulty scores.
Rows 1-4 correspond to individual models, and
row 5 reports the ensemble performance. Columns
correspond to label type. Results from all mod-
els outperform the baseline SVR model: Pearson’s

2http://nlp.stanford.edu/data/glove.
840B.300d.zip

3https://tfhub.dev/google/
universal-sentence-encoder-large/3

4This performs random search over the number of hidden
layers (1-5), hidden sizes (128-1024), and dropout (0.1- 0.5).

5We perform gridsearch over the hyperparameter C.

P I O
NGRAM+SVR 0.455 0.311 0.541

RNN 0.521 0.555 0.601
CNN 0.470 0.522 0.550
USE 0.492 0.518 0.580

USE+RNN 0.550 0.604 0.622

Table 3: Pearson correlation coefficients of sentence
difficulty predictions.

correlation coefficients range from 0.550 to 0.622.
The regression correlations are the lowest.

The RNN model realizes the strongest per-
formance among the stand-alone (non-ensemble)
models, outperforming variants that exploit CNN
and USE representations. Combining the RNN
and USE further improves results. We hypothesize
that this is due to complementary sentence infor-
mation encoded in universal representations.

For all models, correlations for Intervention and
Outcomes are higher than for Population, which is
expected given the difficulty distributions in Fig-
ure 1. In these, the sentences are more uniformly
distributed, with a fair number of difficult and eas-
ier sentences. By contrast, in Population there are
a greater number of easy sentences and consid-
erably fewer difficult sentences, which makes the
difficulty ranking task particularly challenging.

7 Better IE with Difficulty Prediction

We next present experiments in which we attempt
to use the predicted difficulty during training to
improve models for information extraction of de-
scriptions of Population, Interventions and Out-
comes from medical article abstracts. We investi-
gate two uses: (1) simply removing the most dif-
ficult sentences from the training set, and, (2) re-
weighting the most difficult sentences.

We again use LSTM-CRF-Pattern as the base
model and experimenting on the EBM-NLP cor-
pus (Nye et al., 2018). This is trained on either (1)
the training set with difficult sentences removed,
or (2) the full training set but with instances re-
weighted in proportion to their predicted difficulty
score. Following (Nye et al., 2018), we use the
Adam optimizer with learning rate of 0.001, de-
cay 0.9, batch size 20 and dropout 0.5. We use
pretrained 200d GloVe vectors (Pennington et al.,
2014)6 to initialize word embeddings, and use

6http://nlp.stanford.edu/data/glove.
6B.zip
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Model Precision Recall F1
P I O P I O P I O

Base model 81.54 81.99 78.01 64.22 54.19 54.84 71.85 65.25 64.40
Re-weight by agreement 78.63 82.24 82.19 66.47 54.45 55.22 72.04 65.53 66.06
Re-weight by difficulty 79.57 74.69 73.92 70.31 63.71 64.96 74.65 68.76 69.15

Table 4: Medical IE performance by re-weighting sentences according to predicted agreement or difficulty scores.

100d hidden char representations. Each word is
thus represented with 300 dimensions in total. The
hidden size is 100 for the LSTM in the character
representation component, and 200 for the LSTM
in the information extraction component. We train
for 15 epochs, saving parameters that achieve the
best F1 score on a nested development set.

7.1 Removing Difficult Examples

We first evaluate changes in performance induced
by training the sequence labeling model using less
data by removing difficult sentences prior to train-
ing. The hypothesis here is that these difficult in-
stances are likely to introduce more noise than
signal. We used a cross-fold approach to predict
sentence difficulties, training on 9/10ths of the
data and scoring the remaining 1/10th at a time.
We then sorted sentences by predicted difficulty
scores, and experimented with removing increas-
ing numbers of these (in order of difficulty) prior
to training the LSTM-CRF-Pattern model.

Figure 3 shows the results achieved by the
LSTM-CRF-Pattern model after discarding in-
creasing amounts of the training data: the x and
y axes correspond to the the percentage of data
removed and F1 scores, respectively. We contrast
removing sentences predicted to be difficult with
removing them (a) randomly (i.i.d.), and, (b) in
inverse order of predicted inter-annotator agree-
ment. The agreement prediction model is trained
exactly the same like difficult prediction model,
with simply changing the difficult score to an-
notation agreement. F1 scores actually improve
(marginally) when we remove the most difficult
sentences, up until we drop 4% of the data for Pop-
ulation and Interventions, and 6% for Outcomes.
Removing training points at i.i.d. random degrades
performance, as expected. Removing sentences in
order of disagreement seems to have similar effect
as removing them by difficulty score when remov-
ing small amount of the data, but the F1 scores
drop much faster when removing more data. These
findings indicate that sentences predicted to be dif-
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Figure 3: F1 scores achieved when removing increas-
ingly large fractions of the training data.

ficult are indeed noisy, to the extent that they do
not seem to provide the model useful signal.

7.2 Re-weighting by Difficulty

We showed above that removing a small number
of the most difficult sentences does not harm, and
in fact modestly improves, medical IE model per-
formance. However, using the available data we
are unable to test if this will be useful in practice,
as we would need additional data to determine
how many difficult sentences should be dropped.

We instead explore an alternative, practical
means of exploiting difficulty predictions: we re-
weight sentences during training inversely to their
predicted difficulty. Formally, we weight sentence
iwith difficulty scores above τ according to: 1−a·
(di−τ)/(1−τ), where di is the difficulty score for
sentence i, and a is a parameter codifying the min-
imum weight value. We set τ to 0.8 so as to only
re-weight sentences with difficulty in the top 20th
percentile, and we set a to 0.5. The re-weighting
is equivalent to down-sampling the difficult sen-
tences. LSTM-CRF-Pattern is our base model.

Table 4 reports the precision, recall and F1
achieved both with and without sentence re-
weighting. Re-weighting improves all metrics
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modestly but consistently. All F1 differences are
statistically significant under a sign test (p <
0.01). The model with best precision is differ-
ent for Patient, Intervention and Outcome labels.
However re-weighting by difficulty does consis-
tently yield the best recall for all three extraction
types, with the most notable improvement for I

and O, where recall improved by 10 percentage
points. This performance increase translated to im-
provements in F1 across all types, as compared to
the base model and to re-weighting by agreement.

8 Involving Expert Annotators

The preceding experiments demonstrate that re-
weighting difficult sentences annotated by the
crowd generally improves the extraction models.
Presumably the performance is influenced by the
annotation quality.

We now examine the possibility that the higher
quality and more consistent annotations of do-
main experts on the difficult instances will bene-
fit the extraction model. This simulates an annota-
tion strategy in which we route difficult instances
to domain experts and easier ones to crowd anno-
tators. We also contrast the value of difficult data
to that of an i.i.d. random sample of the same size,
both annotated by experts.

8.1 Expert annotations of Random and
Difficult Instances

We re-annotate by experts a subset of most dif-
ficult instances and the same number of random
instances. As collecting annotations from experts
is slow and expensive, we only re-annotate the
difficult instances for the interventions extraction
task. We re-annotate the abstracts which cover
the sentences with predicted difficulty scores in
the top 5 percentile. We rank the abstracts from
the training set by the count of difficult sen-
tences, and re-annotate the abstracts that con-
tain the most difficult sentences. Constrained
by time and budget, we select only 2000 ab-
stracts for re-annotation; 1000 of these are top-
ranked, and 1000 are randomly sampled. This re-
annotation cost $3,000. We have released the new
annotation data at: https://github.com/
bepnye/EBM-NLP.

Following (Nye et al., 2018), we recruited five
medical experts via Up-work7 with advanced med-
ical training and strong technical reading/writing

7https://www.upwork.com

skills. The expert annotator were asked to read
the entire abstract and highlight, using the BRAT
toolkit (Stenetorp et al., 2012), all spans describ-
ing medical Interventions. Each abstract is only
annotated by one expert. We examined 30 re-
annotated abstracts to ensure the annotation qual-
ity before hiring the annotator.

Table 5 presents the results of LSTM-CRF-
Pattern model trained on the reannotated difficult
subset and the random subset. The first two rows
show the results for models trained with expert an-
notations. The model trained on random data has
a slightly better F1 than that trained on the same
amount of difficult data. The model trained on ran-
dom data has higher precision but lower recall.

Rows 3 and 4 list the results for models trained
on the same data but with crowd annotation. Mod-
els trained with expert-annotated data are clearly
superior to those trained with crowd labels with
respect to F1, indicating that the experts produced
higher quality annotations. For crowdsourced an-
notations, training the model with data sampled at
i.i.d. random achieves 2% higher F1 than when
difficult instances are used. When expert annota-
tions are used, this difference is less than 1%. This
trend in performance may be explained by differ-
ences in annotation quality: the randomly sampled
set was more consistently annotated by both ex-
perts and crowd because the difficult set is harder.
However, in both cases expert annotations are bet-
ter, with a bigger difference between the expert
and crowd models on the difficult set.

The last row is the model trained on all 5k
abstracts with crowd annotations. Its F1 score is
lower than either expert model trained on only
20% of data, suggesting that expert annotations
should be collected whenever possible. Again the
crowd model on complete data has higher pre-
cision than expert models but its recall is much
lower.

8.2 Routing To Experts or Crowd

So far a system was trained on one type of data, ei-
ther labeled by crowd or experts. We now examine
the performance of a system trained on data that
was routed to either experts or crowd annotators
depending on their predicted difficult. Given the
results presented so far mixing annotators may be
beneficial given their respective trade-offs of pre-
cision and recall. We use the annotations from ex-
perts for an abstract if it exists otherwise use crowd
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Precision Recall F1
Difficult-Expert 68.46 65.06 66.72
Random-Expert 70.84 63.46 67.04
Difficult-Crowd 83.68 44.63 58.45
Random-Crowd 78.55 49.23 60.52

Base (All-Crowd) 81.99 54.19 65.25

Table 5: Interventions IE model performance trained
crowd or expert. The first four models are trained with
a subset of 1k abstracts and the base model is trained
with all 5k abstracts.

Precision Recall F1
(D)ifficult-Expert 68.46 65.06 66.72
(R)andom-Expert 70.84 63.46 67.04

D+R 68.57 67.54 69.62
D+Other 83.55 60.73 70.33
R+Other 85.10 57.08 68.34

D+R+Other 82.19 61.88 70.60

Table 6: Interventions IE model performance trained by
mixing annotations from experts and crowd workers.
[D]: Difficult-Expert; [R]: Random-Expert; [Other]:
the rest of the abstracts with crowd annotation only.

annotations. The results are presented in Table 6.
Rows 1 and 2 repeat the performance of the

models trained on difficult subset and random sub-
set with expert annotations only respectively. The
third row is the model trained by combining diffi-
cult and random subsets with expert annotations.
There are around 250 abstracts in the overlap of
these two sets, so there are total 1.75k abstracts
used for training the D+R model. Rows 4 to 6 are
the models trained on all 5k abstracts with mixed
annotations, where Other means the rest of the ab-
stracts with crowd annotation only.

The results show adding more training data with
crowd annotation still improves at least 1 point F1
score in all three extraction tasks. The improve-
ment when the difficult subset with expert anno-
tations is mixed with the remaining crowd anno-
tation is 3.5 F1 score, much larger than when a
random set of expert annotations are added. The
model trained with re-annotating the difficult sub-
set (D+Other) also outperforms the model with
re-annotating the random subset (R+Other) by 2
points in F1. The model trained with re-annotating
both of difficult and random subsets (D+R+Other),
however, achieves only marginally higher F1 than
the model trained with the re-annotated difficult
subset (D+Other).
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Figure 4: Precision/Recall/F1 as a function of the num-
ber of articles re-annotated by expert, in decreasing or-
der of difficulty.

In sum, the results clearly indicate that mixing
expert and crowd annotations leads to better mod-
els than using solely crowd data, and better than
using expert data alone. More importantly, there
is greater gain in performance when instances are
routed according to difficulty, as compared to ran-
domly selecting the data for expert annotators.
These findings align with our motivating hypothe-
sis that annotation quality for difficult instances is
important for final model performance. They also
indicate that mixing annotations from expert and
crowd could be an effective way to achieve accept-
able model performance given a limited budget.

8.3 How Many Expert Annotations?

We established that crowd annotation are still use-
ful in supplementing expert annotations for med-
ical IE. Obtaining expert annotations for the one
thousand most difficult instances greatly improved
the model performance. However the choice of
how many difficult instances to annotate was an
uninformed choice. Here we check if less ex-
pert data would have yielded similar gains. Future
work will need to address how best to choose this
parameter for a routing system.

We simulate a routing scenario in which we
send consecutive batches of the most difficult ex-
amples to the experts for annotation. We track
changes in performance as we increase the num-
ber of most-difficult-articles sent to domain ex-
perts. As shown in Figure 4, adding expert anno-
tations for difficult articles consistently increases
F1 scores. The performance gain is mostly from
increased recall; the precision changes only a bit
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with higher quality annotation. This observation
implies that crowd workers often fail to mark tar-
get tokens, but do not tend to produce large num-
bers of false positives. We suspect such failures
to identify relevant spans/tokens are due to in-
sufficient domain knowledge possessed by crowd
workers.

The F1 score achieved after re-annotating the
600 most-difficult articles reaches 68.1%, which is
close to the performance when re-annotating 1000
random articles. This demonstrates the effective-
ness of recognizing difficult instances. The trend
when we use up all expert data is still upward,
so adding even more expert data is likely to fur-
ther improve performance. Unfortunately we ex-
hausted our budget and were not able to obtain ad-
ditional expert annotations. It is likely that as the
size of the expert annotations increases, the value
of crowd annotations will diminish. This investi-
gation is left for future work.

9 Conclusions

We have introduced the task of predicting annota-
tion difficulty for biomedical information extrac-
tion (IE). We trained neural models using dif-
ferent learned representations to score texts in
terms of their difficulty. Results from all models
were strong with Pearsons correlation coefficients
higher than 0.45 in almost all evaluations, indicat-
ing the feasibility of this task. An ensemble model
combining universal and task specific feature sen-
tence vectors yielded the best results.

Experiments on biomedical IE tasks show that
removing up to ∼10% of the sentences predicted
to be most difficult did not decrease model perfor-
mance, and that re-weighting sentences inversely
to their difficulty score during training improves
predictive performance. Simulations in which dif-
ficult examples are routed to experts and other in-
stances to crowd annotators yields the best results,
outperforming the strategy of randomly select-
ing data for expert annotation, and substantially
improving upon the approach of relying exclu-
sively on crowd annotations. In future work, rout-
ing strategies based on instance difficulty could be
further investigated for budget-quality trade-off.
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Héctor Martı́nez Alonso, Anders Johannsen,
Oier Lopez de Lacalle, and Eneko Agirre. 2015.
Predicting word sense annotation agreement. In
Proceedings of the First Workshop on Linking
Computational Models of Lexical, Sentential and
Discourse-level Semantics, LSDSem@EMNLP
2015, Lisbon, Portugal, September 18, 2015, pages
89–94.

Daniel Cer, Yinfei Yang, Sheng-yi Kong, Nan Hua,
Nicole Limtiaco, Rhomni St John, Noah Constant,
Mario Guajardo-Cespedes, Steve Yuan, Chris Tar,
et al. 2018. Universal sentence encoder for english.
In Proceedings of the 2018 Conference on Empiri-
cal Methods in Natural Language Processing: Sys-
tem Demonstrations, pages 169–174.

Junyoung Chung, Caglar Gulcehre, KyungHyun Cho,
and Yoshua Bengio. 2014. Empirical evaluation of
gated recurrent neural networks on sequence model-
ing. arXiv preprint arXiv:1412.3555.

Anne Cocos, Ting Qian, Chris Callison-Burch, and
Aaron J. Masino. 2017. Crowd control: Effectively
utilizing unscreened crowd workers for biomedical
data annotation. Journal of Biomedical Informatics,
69:86–92.

Trevor Cohn and Lucia Specia. 2013. Modelling anno-
tator bias with multi-task gaussian processes: An ap-
plication to machine translation quality estimation.
In Proceedings of the 51st Annual Meeting of the As-
sociation for Computational Linguistics, ACL 2013,
4-9 August 2013, Sofia, Bulgaria, Volume 1: Long
Papers, pages 32–42.

Pinar Donmez and Jaime G Carbonell. 2008. Proactive
learning: cost-sensitive active learning with multiple
imperfect oracles. In Proceedings of the 17th ACM
conference on Information and knowledge manage-
ment, pages 619–628. ACM.

Anca Dumitrache, Lora Aroyo, and Chris Welty. 2018.
Crowdsourcing ground truth for medical relation
extraction. ACM Trans. Interact. Intell. Syst.,
8(2):11:1–11:20.

Rong-En Fan, Kai-Wei Chang, Cho-Jui Hsieh, Xiang-
Rui Wang, and Chih-Jen Lin. 2008. LIBLINEAR:
A library for large linear classification. Journal of
Machine Learning Research, 9:1871–1874.

Daniel Golovin, Benjamin Solnik, Subhodeep Moitra,
Greg Kochanski, John Karro, and D. Sculley. 2017.
Google vizier: A service for black-box optimization.
In Proceedings of KDD ’17.

1479



Benjamin M Good and Andrew I Su. 2013. Crowd-
sourcing for bioinformatics. Bioinformatics,
29(16):1925–1933.

Ritu Khare, Benjamin M Good, Robert Leaman, An-
drew I Su, and Zhiyong Lu. 2015. Crowdsourcing
in biomedicine: challenges and opportunities. Brief-
ings in bioinformatics, 17(1):23–32.

Yoon Kim. 2014. Convolutional neural networks
for sentence classification. In Proceedings of the
2014 Conference on Empirical Methods in Natu-
ral Language Processing (EMNLP), pages 1746–
1751, Doha, Qatar. Association for Computational
Linguistics.

Diederik P Kingma and Jimmy Ba. 2014. Adam: A
method for stochastic optimization. arXiv preprint
arXiv:1412.6980.

Young Ji Lee, Janet A Arida, and Heidi S Donovan.
2017. The application of crowdsourcing approaches
to cancer research: a systematic review. Cancer
medicine, 6(11):2595–2605.

An T Nguyen, Byron C Wallace, Junyi Jessy Li, Ani
Nenkova, and Matthew Lease. 2017. Aggregating
and predicting sequence labels from crowd anno-
tations. In Proceedings of the conference. Associ-
ation for Computational Linguistics. Meeting, vol-
ume 2017, page 299. NIH Public Access.

An Thanh Nguyen, Byron C Wallace, and Matthew
Lease. 2015. Combining crowd and expert labels us-
ing decision theoretic active learning. In Third AAAI
conference on human computation and crowdsourc-
ing.

Benjamin Nye, Jessy Li, Roma Patel, Yinfei Yang,
Iain Marshall, Ani Nenkova, and Byron C. Wal-
lace. 2018. A Corpus with Multi-Level Annotations
of Patients, Interventions and Outcomes to Support
Language Processing for Medical Literature. In
Proceedings of the Conference of the Association for
Computational Linguistics (ACL).

Roma Patel, Yinfei Yang, Iain Marshall, Ani Nenkova,
and Byron Wallace. 2018. Syntactic patterns im-
prove information extraction for medical search. In
Proceedings of the Conference of the North Amer-
ican Chapter of the Association for Computational
Linguistics (NAACL).

Jeffrey Pennington, Richard Socher, and Christo-
pher D. Manning. 2014. Glove: Global vectors for
word representation. In Empirical Methods in Nat-
ural Language Processing (EMNLP), pages 1532–
1543.

Barbara Plank, Dirk Hovy, and Anders Søgaard. 2014.
Learning part-of-speech taggers with inter-annotator
agreement loss. In Proceedings of the 14th Confer-
ence of the European Chapter of the Association for
Computational Linguistics, EACL 2014, April 26-
30, 2014, Gothenburg, Sweden, pages 742–751.

Victor S Sheng, Foster Provost, and Panagiotis G
Ipeirotis. 2008. Get another label? improving data
quality and data mining using multiple, noisy label-
ers. In Proceedings of the 14th ACM SIGKDD in-
ternational conference on Knowledge discovery and
data mining, pages 614–622. ACM.

Rion Snow, Brendan O’Connor, Daniel Jurafsky, and
Andrew Y Ng. 2008. Cheap and fast—but is it
good?: evaluating non-expert annotations for natu-
ral language tasks. In Proceedings of the conference
on empirical methods in natural language process-
ing, pages 254–263. Association for Computational
Linguistics.

Pontus Stenetorp, Sampo Pyysalo, Goran Topić,
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Abstract

Nowadays social media platforms are the most
popular way for people to share information,
from work issues to personal matters. For ex-
ample, people with health disorders tend to
share their concerns for advice, support or sim-
ply to relieve suffering. This provides a great
opportunity to proactively detect these users
and refer them as soon as possible to profes-
sional help. We propose a new representation
called Bag of Sub-Emotions (BoSE), which
represents social media documents by a set of
fine-grained emotions automatically generated
using a lexical resource of emotions and sub-
word embeddings. The proposed representa-
tion is evaluated in the task of depression de-
tection. The results are encouraging; the usage
of fine-grained emotions improved the results
from a representation based on the core emo-
tions and obtained competitive results in com-
parison to state of the art approaches.

1 Introduction

Mental Disorders affect millions of people around
the world. Out of these disorders, depression has
been ranked among the most common, even with
a high incidence in mortality rates (Kessler et al.,
2017; Mathers and Loncar, 2006). It is imperative
then, to come with effective approaches to detect
depression before it causes irreparable damage to
mere individuals that suffer it and their loved ones.
In a connected world where we live, it is very
normal to share personal information, matters
and concerns in social media platforms. This fact
poses an opportunity, since the understanding of
depression through the analysis of social media
documents increases the chances to detect people
that present signs of depression and could lead to
provide them professional help (Guntuku et al.,
2017; Pestian et al., 2010).

Several works in literature have explored how
to use linguistic and sentiment analysis to detect
depression (Xue et al., 2013). For example, in
(Huang et al., 2014) the authors applied sentiment
analysis (SA) to assign polarity to tweets. They
count the number of positive, negative, neutral
words, and the ratio of the negative and positive
words, and found that depressed users post longer
emotional tweets. The work of Wang et al. (2013)
enriched SA with features derived from psycho-
logical research like the use of first person pro-
nouns, user social interaction and user behaviors
in micro blogs. An interesting finding is that the
time of the posts is useful to detect people with
high risk of committing suicide. In a recent work,
Chen et al. (2018) proposed to use emotions with
the aim to identify depression on Twitter users.
That study openly exposed the potential of using
discrete emotions as features, instead of only using
linguistic features, and broad categories to repre-
sent them. To further investigate this latter point,
in this study we propose to model emotions in a
fine-grained way and use them to build a new rep-
resentation to tackle the problem of detecting de-
pression in users of social media. We construct
these fine-grained emotions using lexical informa-
tion extracted from emotions combined with sub-
word embeddings. The leading hypothesis of our
study is that emotions could be better, and more
flexible, represented at a lower level, instead of
only using broad categories such as as ”anger”,
”joy”, ”negative” or ”positive”.

2 The Bag of Sub-Emotions (BoSE)
Representation

Figure 1 depicts ourproposed approach. In a first
step, we compute a set of fine-grained emotions
for each broad emotion described in the lexical re-
source by Mohammad and Turney (2013). Then,
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Figure 1: Diagram that represents the creation of the Bag of Sub-Emotions (BoSE) representation. First, Fine-
Grained Emotions are generated from a given Emotion Lexicon; then, texts are masked using these fine-grained
emotions and their histogram is build as final representation.

we use the obtained fine-grained emotions to mask
the texts, eventually representing them by a his-
togram of their frequencies. Accordingly, we
named this new representation BoSE, for Bag of
Sub-Emotions. In the following sections we detail
each step of our proposed approach.

2.1 Generating Fine-Grained Emotions

To generate the fine-grained emotions we use a
lexical resource based on eight recognized emo-
tions, e.g., Anger, Anticipation, Disgust, Fear,
Joy, Sadness, Surprise and Trust (Ekman and
Davidson, 1994), and two main sentiments1, Pos-
itive and Negative. We represent this as E =
{E1, E2, ..., E10}, where E is the set of emotions
in the lexical resources and Ei = {w1, .., wn}
is the set of words associated to the emotion Ei.
We compute a word vector for each word using
pre-trained Wikipedia sub-word embeddings from
FastText (Bojanowski et al., 2016) of size 300, and
then we create subgroups of words by emotion us-
ing the Affinity Propagation (AP) clustering algo-
rithm (Thavikulwat, 2008). This AP clustering al-
gorithm has several appealing characteristics, e.g.
it does not employ artificial elements (centroids)
to create clusters and it does not require to spec-
ify the number of groups before running the al-

1In the rest of the paper we refer to these sentiments as
emotions as well.

gorithm. To have an idea of how the vocabulary
was distributed among emotions and the number
of generated clusters after applying AP to the lex-
ical resource we present Table 1.

After this process, now each (broad) emotion
is represented by a set of fine-grained emotions,
Ei = {Fi1, ..., Fij}, where each Fij is a subset
of the words from Ei and is represented by the
average vector of their respective embeddings.
These subgroups of words allow separating each
broad emotion in different topics that help identify
and capture the fine-grained emotions expressed
by users in their posts. Figure 2 presents some
examples of groups of fine-grained emotions that
were automatically computed by our approach.
We can appreciate that words with similar context
tend to group together, as shown in each column.
We can also notice that words corresponding to
the same broad emotion consider very different
topics, for example, in the Anger emotion, the
group anger3 is related to fighting and battles,
whereas the group anger2 is about growls or
loud noises. Another interesting example are the
groups from the Surprise emotion, where groups
express different kinds of surprises like art and
museums (surprise2), accidents and disasters
(surprise1), as well as magic and illusions (sur-
prise3).
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Figure 2: Examples of words grouped by Fine-Grained Emotions.

Emotion Vocabulary Clusters
anger 6035 444

anticipation 5837 395
disgust 5285 367

fear 7178 488
joy 4357 318

sadness 5837 395
surprise 3711 274

trust 5481 383
positive 11021 740
negative 12508 818

Table 1: Size of the vocabulary for each emotion pre-
sented in the lexical resources, and number of gener-
ated clusters.

2.2 Converting Text to Fine-Grained
Emotions

Text masking: In this step documents are masked
by replacing each word with the label of its clos-
est fine-grained emotion. To this end, we com-
pute the vector representation of each word us-
ing sub-word embeddings from FastText, then we
measure the distance of each word vector against
the centroid vectors from all fine-grained emotions
by means of the cosine similarity, and, finally, we
substitute each word by the label of its closest fine-
grained emotion. To illustrate this process con-
sider the text ”Leave no stone unturned”, which
will be masked as ”fear2 negative8 anger10 antic-
ipation3”.

Text representation: Based on the masked
documents, we build their BoSE representations
computing a frequency histogram of their fine-
grained emotions. To build these representations
we follow two different approaches: i) similar to

the Bag-of-Words representation we create a his-
togram counting the number of occurrences of
each fine-grained emotion in the text, we refer
to this representation as BoSE-unigrams, and ii)
we create a histogram counting the number of oc-
currences of fine-grained emotion sequences in
the text, we refer to this representation as BoSE-
ngrams. For the latter representation, we tested
different sizes and combinations of sequences; us-
ing unigrams and bigrams we obtained the best
performance for this task.

3 Experimental Settings

Preprocessing: For our experiments, we normal-
ized the texts by removing special characters and
lowercasing all the words. After preprocessing we
masked the texts using the fine-grained emotions.
Classification: Once built the BoSE representa-
tion, we selected the more relevant features (i.e.,
sequences of fine-grained emotions) using the
chi2 distribution X2

k (Walck, 2007). Then, we
used a Support Vector Machine (SVM) with a
linear kernel and C = 1 to classify the documents.
Baselines: To properly evaluate the relevance of
using fine-grained emotions in the detection of
depression, we considered a representation based
on the occurrences of broad emotions and the
words that do not have an associated emotion. We
named this approach Bag-of-Emotions (BoE). We
also compared our results against a Bag-of-Words
representation based on word unigrams and
n-grams, since they are the common baseline
approaches for text classification. Additionally,
we compared our results against the f1 results
from the participants of the eRisk 2017 and 2018
evaluation tasks (Losada et al., 2017, 2018).
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Data set Training Testing
Dep ND Dep ND

eRisk’17 83 403 52 349
eRisk’18 135 752 79 741

Table 2: Depression data sets used for experimenta-
tion. Each data set have two classes (Depressed = Dep,
Non-Depressed = ND).

Data Collections: We evaluated our approach in
the task of depression detection, using the data
sets from the eRisk 2017 and 2018 evaluation
tasks (Losada et al., 2017, 2018). These data sets
contain Reddit posts for several users. The users
which explicitly mentioned that were diagnosed
with depression were automatically labeled as
positive. Vague expressions like ”I think I have
depression” or ”I’m depressed” were discarded,
the rest of them were labeled as negative. Table
2 shows some numbers from these data sets;
(Losada and Crestani, 2016) describes these
collections in more detail.

4 Experimental Results

The goal of our first experiment was to evaluate
the appropriateness of the BoSE representation to
identify depressed users. To accomplish this, we
compared its performance against the results from
a traditional BOW representation as well as to a
representation considering only the broad emo-
tions. Table 3 shows the f1 performance over the
positive class for the BOW, BoE and BoSE ap-
proaches. It can be noticed that the BoSE repre-
sentation outperforms both baseline results, par-
ticularly when sequences of fine-grained emotions
were considered. To better characterize the BoSE
representation, we evaluated it without consider-
ing the clusters associated to the positive and neg-
ative sentiments. We refer to these experiments as
BoSE8. Results from this variant show a drop in
performance, confirming that sentiment informa-
tion is relevant to the identification of depressed
users.

To further evaluate the relevance of the BoSE
representation, Table 4 compares its results against
those from the first three places at the eRisk 2017
and 2018 evaluation tasks (Losada et al., 2017,
2018). To contextualize this comparison, con-
sider that the first place in both years (Trotzek
et al., 2017, 2018) defined multiple strategies

Method Dep’17 Dep’18
BoW-unigrams 0.59 0.58
BoE-unigrams 0.57 0.60

BoSE8-unigrams 0.56 0.60
BoSE-unigrams 0.61 0.61
BOW-ngrams 0.58 0.60
BoE-ngrams 0.61 0.58

BoSE8-ngrams 0.57 0.59
BoSE-ngrams 0.64 0.63

Table 3: F1 results over the positive class against base-
line methods

and considered a wide range of features to build
their models, e.g., they extract readability fea-
tures, LIWC features, user-level linguistic meta-
data, neural word embeddings, specific terms re-
lated to depression, and used models based on
LSTM neural networks and convolutional neural
networks, using four machine learning models in
an ensemble model. Other top performers (Ville-
gas et al., 2017) combined semantic representation
considering partial information and temporal vari-
ation features. In (Funez et al., 2018) they imple-
mented two models; one based on flexible tempo-
ral variation of terms and a second model based on
sequential incremental classification.

Method Dep’17 Dep’18
first place 0.64 0.64

second place 0.59 0.60
third place 0.53 0.58

BoSE-ngrams 0.64 0.63

Table 4: F1 results over the positive class against top
performers at eRisk

From the obtained results we highlight the fol-
lowing observations:

1. Our approach outperformed the traditional
BOW representation in both data sets, indi-
cating that considering emotional informa-
tion is quite relevant for the detection of de-
pression in online communications.

2. The use of fine-grained emotions as features
helps improving the results from a represen-
tation that only considers broad emotions.
This result confirms our hypothesis that de-
pressive users tend to express their emotions
in a different way than non depressive users.
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Examples of relevant sequences
”anger1”

”anger11-anticipation10”
”disgust16-anger11”
”disgust11-fear17”

anger1 abandoned, deserted, unattended
anger11 unsociable, crowd, mischievous
anticip10 disappointed, inequality, infidelity
disgust16 unsatisfactory, dilution, influence
disgust11 insecurity, desolation, incursion
fear17 hysterical, immaturity, injury

Table 5: Examples of words that create the fine-grained
emotions

3. Our approach obtained comparable results to
the best reported approaches in both data sets.
It is important to highlight that the partici-
pants of these tasks tested different complex
models with a wide range of features and so-
phisticated approaches based on traditional
and deep learning representations of texts,
whereas ours only relies on the use of fine-
grained emotions as features.

4.1 Analysis of the Fine-Grained Emotions
To offer a glimpse of what fine-grained emotions
actually capture, we selected the most relevant se-
quences for the detection of depression according
to the chi2 distribution. Table 5 shows some rel-
evant sequences of fine-grained emotions as well
as some examples of the words that correspond to
these sequences.

Most of the fine-grained emotions that present
high relevance for the detection of depression are
related to negative topics, for example, the anger
emotion is associated to the feeling of abandon-
ment or unsociable, and the disgust emotion is re-
lated to dilution, insecurity and desolation. These
fine-grained emotions seems to capture the way a
depressed user expresses about himself or his en-
vironment.

5 Conclusions and Future Work

In this study we proposed a new representation
that creates fine-grained emotions that were au-
tomatically generated using a lexical resource of
emotions and sub-word embeddings from Fast-
Text. Using these fine-grained emotions our ap-
proach can automatically capture more specific
topics and emotions that are expressed in the doc-

uments by users that have depression. BoSE ob-
tained better results than the proposed baselines
and also improved the results of only using broad
emotions. It is worth mentioning the simplicity
and interpretability of our approach, which con-
trasts with the best previous eRisk competition
methods that are much more complex and difficult
to interpret (most of the participants used plenty
of different features and a vast range of models,
including deep). Our results encourage to attempt
this approach based on fine-grained emotions in
other relevant health and safety tasks such as the
detection of anorexia and self-harm. In addition,
we also plan to explore the learning of emotional-
based representations by means of a deep neural
network from which we could exploit local invari-
ance properties to model fine-grained emotions.
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Abstract

Human phenotype-gene relations are funda-
mental to fully understand the origin of some
phenotypic abnormalities and their associated
diseases. Biomedical literature is the most
comprehensive source of these relations, how-
ever, we need Relation Extraction tools to au-
tomatically recognize them. Most of these
tools require an annotated corpus and to the
best of our knowledge, there is no corpus avail-
able annotated with human phenotype-gene
relations. This paper presents the Phenotype-
Gene Relations (PGR) corpus, a silver stan-
dard corpus of human phenotype and gene an-
notations and their relations. The corpus con-
sists of 1712 abstracts, 5676 human pheno-
type annotations, 13835 gene annotations, and
4283 relations1. We generated this corpus us-
ing Named-Entity Recognition tools, whose
results were partially evaluated by eight cura-
tors, obtaining a precision of 87.01%. By us-
ing the corpus we were able to obtain promis-
ing results with two state-of-the-art deep learn-
ing tools, namely 78.05% of precision. The
PGR corpus was made publicly available to
the research community.2

1 Introduction

Automatic extraction of relations between enti-
ties mentioned in literature is essential to ob-
tain knowledge that was already available but re-
quired considerable manual effort and time to re-
trieve. Recently, biomedical relation extraction
has gained momentum in several text-mining ap-
plications, such as event extraction and slot-filling
(Lamurias and Couto, 2019b). Some of the com-
monly extracted biomedical relations are protein-
protein interactions (Papanikolaou et al., 2015),

∗dfsousa@lasige.di.fc.ul.pt
1Query 1, corresponds to the 10/12/2018 release of PGR
2https://github.com/lasigeBioTM/PGR

drug-drug interactions (Lamurias et al., 2019) and
disease-gene relationships (Kim et al., 2017).

There are a few worth mention systems regard-
ing biomedical Relation Extraction (RE) (Verga
et al., 2018), and that specifically focus on the ex-
traction of phenotype-gene relations regarding dif-
ferent species types like plants (Xing et al., 2018)
and humans (Collier et al., 2015). The main prob-
lem that these systems face is a lack of specific
high quality annotated corpora (gold standard cor-
pus), mostly because this task requires not only a
considerable amount of manual effort but also spe-
cific expertise that is not widely available. A solu-
tion to these limitations is to generate the corpus in
a fully automated manner (silver standard corpus).

Connecting human phenotypes to genes helps
us to understand the origin of some phenotypic ab-
normalities and their associated diseases. To ex-
tract human phenotype-gene relations, both enti-
ties, human phenotypes and genes have to be rec-
ognized. With genes, as a result of lexical features
being relatively regular, many systems can suc-
cessfully identify them in text (Leaman and Gon-
zalez, 2008). Even though Named-Entity Recog-
nition (NER) research has significantly improved
in the last years, human phenotype identification
is still a complex task, only tackled by a handful
of systems (Lobo et al., 2017).

To generate a silver standard for phenotype-
gene relation extraction, we used a pipeline that
performs: i) NER to recognize genes and hu-
man phenotype entities; ii) RE to classify a rela-
tion between human phenotype and gene entities.
First, we gathered abstracts using the PubMed API
with manually defined keywords, namely each
gene name, homo sapiens, and disease. Then
we used the Minimal Named-Entity Recognizer
(MER) tool (Couto and Lamurias, 2018) to extract
gene mentions in the abstracts and the Identify-
ing Human Phenotypes (IHP) tool (Lobo et al.,
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2017) to extract human phenotype mentions. At
last, we used a gold standard relations file, pro-
vided by the Human Phenotype Ontology (HPO),
to classify the relations obtained by co-occurrence
in the same sentence as Known or Unknown.

To the best of our knowledge, there is no corpus
available specific to human phenotype-gene rela-
tions. This work, overcame this issue by creating
a large and versatile silver standard corpus. To as-
sess the quality of the Phenotype-Gene Relations
(PGR) corpus, eight curators manually evaluated
a subset of PGR. We obtained highly promising
results, for example 87.18% in precision. Finally,
we evaluated the impact of using the corpus on two
deep learning RE systems, obtaining 69.23% (BO-
LSTM) and 78.05% (BioBERT) in precision.

2 PGR Corpus

The HPO is responsible for providing a standard-
ized vocabulary of phenotypic abnormalities en-
countered in human diseases (Köhler et al., 2017).
The developers of the HPO also made available
a file that links these phenotypic abnormalities to
genes. These phenotype-gene relations are reg-
ularly extracted from texts in Online Mendelian
Inheritance in Man (OMIM) and Orphanet (OR-
PHA) databases, where all phenotype terms asso-
ciated with any disease that is related with a gene
are assigned to that gene in the relations file. In
this work, we used the relations file created by
HPO as a gold standard for human phenotype-
gene relations.

We started by retrieving abstracts from
PubMed, using the genes involved in phenotype-
gene relations and homo sapiens as keywords,
and the Entrez Programming Utilities (E-utilities)
web service (https://www.ncbi.nlm.
nih.gov/books/NBK25501/), retrieving
one abstract per gene (Query 1).

Later, we added the keyword disease and filter
for abstracts in English (Query 2)3. Query 2 rep-
resents a more focused search of the type of ab-
stracts to retrieve, such as abstracts regarding dis-
eases, their associated phenotypes and genes.

For each gene, we opted for the most recent ab-
stract (Query 1) and the two most recent abstracts
(Query 2).

We opted by searching per gene and not human
phenotype or the combination of both terms be-
cause this approach was the one that retrieved ab-

3Query 2, corresponds to the 11/03/2019 release of PGR

stracts with the higher number of gene and human
phenotype annotations, in the following NER and
RE phases. We removed the abstracts that did not
check the conditions of being written in English,
with a correct XML format and content. The fi-
nal number of abstracts was 1712 for Query 1 and
2657 for Query 2 as presented in Table 1. Then
we proceeded to use the MER tool (Couto and
Lamurias, 2018) for the annotation of the genes
and the IHP framework (Lobo et al., 2017) for the
annotation of human phenotype terms.

2.1 Gene Extraction

MER is a dictionary-based NER tool which given
any lexicon or ontology (e.g., an OWL file) and an
input text returns a list of recognized entities, their
location, and links to their respective classes.

To annotate genes with MER we need to pro-
vide a file of gene names and their respective
identifiers. To this goal, we used a list cre-
ated by the HUGO Gene Nomenclature Commit-
tee (HGNC) at the European Bioinformatics Insti-
tute (http://www.genenames.org/). The
HGNC is responsible for approving unique sym-
bols and names for human loci, including protein-
coding genes, ncRNA genes, and pseudogenes,
with the goal of promoting clear scientific com-
munication. Considering that we intended not
only to map the genes to their names but
also their Entrez Gene (www.ncbi.nlm.nih.
gov/gene/) identifiers, we used the API from
MyGene (http://mygene.info/) with the
keyword human in species. The MyGene API pro-
vides several gene characteristics, including the
confidence score for several possible genes that
match the query. For this work, we chose the
Entrez Gene identifier with a higher confidence
score.

After corresponding all gene names to their re-
spective identifiers, we were left with three genes
that did not have identifiers (CXorf36, OR4Q2,
and SCYGR9). For the first two genes (CXorf36
and OR4Q2), a simple search in Entrez Gene al-
lowed us to match them to their identifiers. For
the last gene (SCYGR9) we were not able to find
an Entrez Gene identifier, so we used the HGNC
identifier for that gene instead. We opted to
use the Entrez Gene identifiers because of their
widespread use in the biomedical research field.

To the original gene list, we added gene
synonyms using a synonyms list file provided by
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Query Abstracts
Annotations Relations

Phenotype Gene Known Unknown Total
1 (10/12/2018) 1712 5676 13835 1510 2773 4283

2 (11/03/2019) 2657 9553 23786 2480 5483 7963

Table 1: The final number of abstracts retrieved, number of phenotype and gene annotations extracted and the
number of known, unknown and total of relations extracted between phenotype and genes, for Query 1 and 2.

https://github.com/macarthur-lab/
gene_lists (expanding the original list almost
3-fold). These synonyms were matched to their
identifiers and filtered according to their length to
exclude one character length synonyms and avoid
a fair amount of false positives. The number of
genes in the original gene list was 19194, and by
including their synonyms that number increased
to 56670, representing a total gain of 37476 genes.

At last, we identified some missed gene anno-
tations that were caught using regular expressions.
These missed gene annotations were next to for-
ward/back slash and dashes characters (Example
1).

Example 1. Missed gene annotation because of
forward slash.
• Gene: BAX
• Gene Identifier: 581
• Abstract Identifier: 30273005
• Sentence: According to the morphological

observations and DNA fragmentation assay,
the MPS compound induced apoptosis in
both cell lines, and also cause a significant
increase in the expression of Bax/Bcl-2.

2.2 Phenotype Extraction
IHP is a Machine Learning-based NER tool,
specifically created to recognize HPO entities in
unstructured text. It uses Stanford CoreNLP
(Manning et al., 2014) for text processing and ap-
plies Conditional Random Fields trained with a
rich feature set, combined with hand-crafted vali-
dation rules and a dictionary to improve the recog-
nition of phenotypes.

To use the IHP system we chose to update the
HPO ontology for the most recent version4. The
annotations that originated from the IHP system
were matched to their HPO identifier. There was a
total of 7478 annotations for Query 1 and 10973
annotations for Query 2 that did not match any
HPO identifier. We put aside these annotations
to be confirmed or discarded manually as some of

409/10/2018 release

them are incorrectly identified entities but others
are parts of adjacent entities that can be combined
for an accurate annotation.

We did not use the MER system for phenotype
extraction mainly because a more efficient tool for
this task was available without the limitations of
a dictionary-based NER tool for complex terms as
phenotypes are.

2.3 Relation Extraction

After filtering abstracts that did not have annota-
tions of both types, gene and phenotype, we gath-
ered a total of 1712 abstracts for Query 1 and
2656 abstracts for Query 2 as presented in Table 1.
The abstracts retrieved by Query 1 were not spe-
cific enough for human phenotype-gene relations
and therefore about half of them did not contained
entities from both types, which we addressed in
Query 2, increasing from about 2.5 relations per
abstract to about 3.0 relations per abstract.

Using a distant supervision approach, with the
HPO file that links phenotypic abnormalities to
genes, we were able to classify a relation with
Known or Unknown. For this end, we extract pairs
of entities, of gene and human phenotype, by co-
occurrence in the same sentence (Example 2). The
final number of both Known and Unknown anno-
tations is also presented in Table 1.

Example 2. Relation extraction.

• Abstract Identifier: 23669344

• Sentence: A homozygous mutation of SER-
PINB6, a gene encoding an intracellu-
lar protease inhibitor, has recently been
associated with post-lingual, autosomal-
recessive, nonsyndromic hearing loss in hu-
mans (DFNB91).

• Gene: SERPINB6

• Gene Identifier: 5269

• Phenotype: hearing loss

• Phenotype Identifier: HP_0000365

• Relation: Known
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3 Evaluation

To evaluate the quality of the classifier, we ran-
domly selected 260 relations from Query 1 to be
reviewed by eight curators (50 relations each, with
an overlap of 20 relations). All researchers work
in the areas of Biology and Biochemistry. These
curators had to evaluate the correctness of the clas-
sifier by attributing to each sentence one of the fol-
lowing options: C (correct), I (incorrect) or U (un-
certain). The U option was given to identify cases
of ambiguity and possible errors in the NER phase.
We classified as a true positive (TP) a Known re-
lation that was marked C by the curator, a false
positive (FP) as a Known relation marked I, a false
negative (FN) as a Unknown relation marked I and
a true negative (TN) as a Unknown relation marked
C.

3.1 State-of-the-art Applications
The PGR corpus was applied to two state-of-
the-art systems that were compared against a co-
occurrence (or all-true) baseline method.

3.1.1 BO-LSTM Application
The BO-LSTM system (Lamurias et al., 2019)
is a deep learning system that is used to extract
and classify relations via long short-term mem-
ory networks along biomedical ontologies. This
system was initially created to detect and classify
drug-drug interactions and later adapted to detect
other types of relations between entities like hu-
man phenotype-gene relations. It takes advantage
of domain-specific ontologies, like the HPO and
the Gene Ontology (GO) (Ashburner et al., 2000).
The BO-LSTM system represents each entity as
the sequence of its ancestors in their respective on-
tology.

3.1.2 BioBERT Application
The BioBERT system (Lee et al., 2019) is a pre-
trained biomedical language representation model
for biomedical text mining based on the BERT
(Devlin et al., 2018) architecture. Trained on
large-scale biomedical corpora, this system is able
to perform diverse biomedical text mining tasks,
namely NER, RE and Question Answering (QA).
The novelty of the architecture is that these sys-
tems (BioBERT and BERT) are designed to pre-
train deep bidirectional representations by jointly
conditioning on both left and right context in all
layers. These feature allows easy adaption to sev-
eral tasks without loss in performance.

4 Results and Discussion

The final results are presented in Table 2. The
inter-curator agreement score, calculated from a
total of 20 relations classified by eight curators,
was 87.58%. Besides the fact that there were a few
incorrectly extracted relations due to errors in the
NER phase, that were discarded, the inter-curator
agreement is not higher due to the complexity of
the sentences where the relations between entities
were identified. Even with highly knowledgeable
curators in the fields of Biology and Biochem-
istry, most of them expressed difficulties in decid-
ing which mark to choose on complex sentences
that did not necessarily imply a relation between
the identified entities (Example 3).

Example 3. Relation marked with U (Uncer-
tain).

• Abstract Identifier: 27666346
• Sentence: FRMD4A antibodies were used

to probe 78 paraffin-embedded specimens of
tongue squamous cell carcinoma and 15
normal tongue tissues, which served as con-
trols.
• Mark: U

The precision obtained from the test-set (about
6% of the total of relations), was 87.01%. Al-
though we cannot state that this test-set is repre-
sentative of the overall data-set, this is a solid evi-
dence of the effectiveness of our pipeline to auto-
mate RE corpus creation, especially between hu-
man phenotype and genes, and other domains if a
gold standard relations file is provided. Our lower
recall is mostly due to incorrectly retrieved human
phenotype annotations by IHP, that can be manu-
ally confirmed in a future optimized version of the
PGR corpus, as some of them are parts of adja-
cent entities that can be combined for an accurate
annotation.

4.1 Impact on Deep Learning

For BioBERT we used the available pre-trained
weights for training and testing of RE model
on our corpus. The results of BO-LSTM and
BioBERT in the test-set are presented in Table
3. We also measured the performance of the
co-occurrence (i.e. assuming all-true) baseline
method. This baseline method assumes that all re-
lations in the test-set are Known and therefore the
recall is 100%. These results are comparable to
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Relations Marked Relations Metrics

Known Unknown True
Positive

False
Negative

False
Positive

True
Negative Precision Recall F-Measure

77 143 67 86 10 57 0.8701 0.4379 0.5826

Table 2: The Known and Unknown number of relations selected, the number of true positives, false negatives, false
positives and true negatives, and the evaluation metrics for the Known relations.

Method Precision Recall F-Measure
Co-occurrence 0.3500 1.0000 0.5185

BO-LSTM 0.6923 0.4200 0.5228

BioBERT 0.7895 0.5844 0.6716

Table 3: Precision, recall and F-measure of the co-
occurrence baseline, BO-LSTM and BioBERT.

the ones obtained from the evaluation stage by the
curators, and show the applicability of our corpus.

BioBERT significantly outperforms BO-LSTM
in all metrics proving that is indeed a viable lan-
guage representation model for biomedical text
mining. Even though the recall for both systems
is relatively low, the purpose of this work was
mainly to extract correct relations between enti-
ties to facilitate Machine Learning (ML), which
was achieved by obtaining the precision of 69.23%
(BO-LSTM) and 78.95% (BioBERT).

The most relevant metric for a silver standard
corpus, directed towards ML tools, is precision.
ML tools depend on correct examples to create
effective models that can detect new cases, after-
wards, being able to deal with small amounts of
noise in the assigned labels.

5 Conclusions

This paper showed that our pipeline is a feasi-
ble way of generating a silver standard human
phenotype-gene relation corpus. The pipeline re-
quired the application of two NER tools, and
the availability of a list of known relations. We
manually evaluated the corpus using eight cura-
tors obtaining a 87.01% precision with an inter-
agreement of 87.58%. We also measured the
impact of using the corpus in state-of-the-art
deep learning RE systems, namely BO-LSTM
and BioBERT. The results were promising with
69.23%, and 78.95% in precision, respectively.
We believe that our pipeline and silver standard
corpus will be a highly useful contribution to over-
come the lack of gold standards.

Future work includes manually correcting the

human phenotype annotations that did not match
any HPO identifier, with the potential of expand-
ing the number of human phenotype annotations
almost 2-fold and increasing the overall recall.
Also, we intend to expand the corpus by iden-
tifying more missed gene annotations using pat-
tern matching, which is possible due to our ap-
proach being fully automated. Another possibil-
ity is the expansion of the test-set for a more ac-
curate capture of the variance in the corpus. For
example, we can select a subset of annotated doc-
uments in which two curators could work to grasp
the complexity of manually annotating some of
these abstracts. Further, we intend to use seman-
tic similarity to validate the human phenotype-
gene relations. Semantic similarity has been used
to compare different types of biomedical entities
(Lamurias and Couto, 2019a), and is a measure of
closeness based on their biological role. For exam-
ple, if the BRCA1 gene is semantically similar to
the BRAF gene and the BRCA1 has an established
relation with the tumor phenotype, it could be pos-
sible to infer that BRAF gene also has a relation
with the tumor phenotype, even if that is not evi-
dent by the training data. Finally, the effect of dif-
ferent NER systems applied to the pipeline should
be studied.
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Abstract
Lemmatization of standard languages is con-
cerned with (i) abstracting over morphologi-
cal differences and (ii) resolving token-lemma
ambiguities of inflected words in order to map
them to a dictionary headword. In the present
paper we aim to improve lemmatization per-
formance on a set of non-standard histori-
cal languages in which the difficulty is in-
creased by an additional aspect (iii): spelling
variation due to lacking orthographic stan-
dards. We approach lemmatization as a string-
transduction task with an encoder-decoder ar-
chitecture which we enrich with sentence con-
text information using a hierarchical sentence
encoder. We show significant improvements
over the state-of-the-art when training the sen-
tence encoder jointly for lemmatization and
language modeling. Crucially, our architec-
ture does not require POS or morphological
annotations, which are not always available
for historical corpora. Additionally, we also
test the proposed model on a set of typolog-
ically diverse standard languages showing re-
sults on par or better than a model without en-
hanced sentence representations and previous
state-of-the-art systems. Finally, to encourage
future work on processing of non-standard va-
rieties, we release the dataset of non-standard
languages underlying the present study, based
on openly accessible sources.

1 Introduction

Lemmatization is the task of mapping a token to
its corresponding dictionary head-form to allow
downstream applications to abstract away from
orthographic and inflectional variation (Knowles
and Mohd Don, 2004). While lemmatization is
considered to be solved for analytic and resource-
rich languages such as English, it remains an open
challenge for morphologically complex (e.g. Es-
tonian, Latvian) and low-resource languages with
unstable orthography (e.g. historical languages).

Especially for languages with higher surface vari-
ation, lemmatization plays a crucial role as a pre-
processing step for downstream tasks such as topic
modeling, stylometry and information retrieval.

In the case of standard languages, lemmatiza-
tion complexity arises primarily from two sources:
(i) morphological complexity affecting the num-
ber of inflectional patterns a lemmatizer has to
model and (ii) token-lemma ambiguities (e.g. “liv-
ing” can refer to lemmas “living” or “live”) which
require modeling sentence context information.
In the case of historical languages, however, the
aforementioned spelling variation introduces fur-
ther complications. For instance, the regularity
of the morphological system is drastically reduced
since the evidence supporting token-lemma map-
pings becomes more sparse. As an example, while
the modern Dutch lemma “jaar” (en. “year”) can
be inflected in 2 different ways (“jaar”, “jaren”),
in a Middle Dutch corpus used in this study it
is found in combination with 70 different forms
(“iare”, “ior”, “jaer”, etc.). Moreover, spelling
variation increases token-lemma ambiguities by
conflating surface realizations of otherwise unam-
biguous tokens—e.g. Middle Low German “bath”
can refer to lemmas “bat” (en. “bad”) and “bid-
den” (en. “bet”) due to different spellings of the
dental occlusive in final position.

Spelling variation is not exclusive of histori-
cal languages and it can be found in contempo-
rary forms of on communication, such as micro-
blogs, with loose orthographic conventions (Crys-
tal, 2001). An important difference, however, is
that while for modern languages normalization is
feasible (Schulz et al., 2016), for many historic
languages such is not possible, because one is
dealing with an amalgam of regional dialects that
lacked any sort of supra-regional variant function-
ing as target domain (Kestemont et al., 2016).

In the present paper, we apply representation
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learning to lemmatization of historical languages.
Our method shows improvements over a plain
encoder-decoder framework, which reportedly
achieves state-of-the-art performance on lemmati-
zation and morphological analysis (Bergmanis and
Goldwater, 2018; Peters et al., 2018). In particu-
lar, we make the following contributions:

1. We introduce a simple joint learning ap-
proach based on a bidirectional Language
Model (LM) loss and achieve relative im-
provements in overall accuracy of 7.9% over
an encoder-decoder trained without joint loss
and 30.72% over edit-tree based approaches.

2. We provide a detailed analysis of the linguis-
tic and corpus characteristics that explain the
amount of improvement we can expect from
LM joint training.

3. We probe the hidden representations learned
with the joint loss and find them signifi-
cantly better predictors of POS-tags and other
morphological categories than the represen-
tations of the simple model, confirming the
efficiency of the joint loss for feature extrac-
tion.

Additionally, we test our approach on a typolog-
ically varied set of modern standard languages and
find that the joint LM loss significantly improves
lemmatization accuracy of ambiguous tokens over
the encoder-decoder baseline (with a relative in-
crease of 15.1%), but that, in contrast to previ-
ous literature (Chakrabarty et al., 2017; Bergmanis
and Goldwater, 2018), the overall performance of
encoder-decoder models is not significantly higher
than that of edit-tree based approaches. Tak-
ing into account the type of inflectional morphol-
ogy dominating in a particular language, we show
that the benefit of encoder-decoder approaches is
highly dependent on typological morphology. Fi-
nally, to assure reproducibility, all corpus prepro-
cessing pipelines and train-dev-test splits are re-
leased. With this release, we hope to encourage
future work on processing of lesser studied non-
standard varieties.1

1 Datasets and training splits are available at https:
//www.github.com/emanjavacas/pie-data. Ex-
periments are conducted with our framework pie avail-
able at: https://www.github.com/emanjavacas/
pie. All our experiments are implemented using PyTorch
(Paszke et al., 2017).

2 Related Work

Modern data-driven approaches typically treat
lemmatization as a classification task where
classes are represented by binary edit-trees in-
duced from the training data. Given a token-
lemma pair, its binary edit-tree is induced by com-
puting the prefix and suffix around the longest
common subsequence, and recursively building
a tree until no common character can be found.
Such edit-trees manage to capture a large propor-
tion of the morphological regularity, especially for
languages that rely on suffixation for morphologi-
cal inflection (e.g. Western European languages),
for which such methods were primarily designed.

Based on edit-tree induction, different lemma-
tizers have been proposed. For example, Chrupala
et al. (2008) use a log-linear model and a set of
hand-crafted features to decode a sequence of edit-
trees together with the sequence of POS-tags using
a beam-search strategy. A related approach is pre-
sented by Gesmundo and Samardži (2012), where
edit-trees are extracted using a non-recursive ver-
sion of the binary edit-tree induction approach.
More recently, Cotterell et al. (2015) have used an
extended set of features and a second-order CRF to
jointly predict POS-tags and edit-trees with state-
of-the-art performance. Finally, Chakrabarty et al.
(2017) employed a softmax classifier to predict
edit-trees based on sentence-level features implic-
itly learned with a neural encoder over the input
sentence.

With the advent of current encoder-decoder ar-
chitectures, lemmatization as a string-transduction
task has gained interest partly inspired by the
success of such architectures in Neural Machine
Translation (NMT). For instance, Bergmanis and
Goldwater (2018) apply a state-of-the-art NMT
system with the lemma as target and as source the
focus token with a fixed window over neighboring
tokens. Most similar to our work is the approach
by Kondratyuk et al. (2018), which conditions the
decoder on sentence-level distributional features
extracted from a sentence-level bidirectional RNN
and morphological tags.

Recently, work on non-standard historical va-
rieties has focused on spelling normalization
using rule-based, statistical and neural string-
transduction models (Pettersson et al., 2014; Boll-
mann and Søgaard, 2016; Tang et al., 2018). Pre-
vious studies on lemmatization of historical vari-
ants focused on evaluating off-the-shelf systems.

1494



For instance, Eger et al. (2016) evaluates differ-
ent pre-existing models on a dataset of German
and Medieval Latin, and Dereza (2018) focuses
on Early Irish. The most similar to the present
paper in this area is work by Kestemont et al.
(2016), which tackled lemmatization of Middle
Dutch with a neural encoder that extracts charac-
ter and word-level features from a fixed-length to-
ken window and predicts the target lemma from a
closed-set of true lemmas.

Using Language Modeling as a task to extract
features in a Transfer Learning setup has gained
momentum only in the last year, partly thanks to
overall improvements over previous state-of-the-
art across multiple tasks (NER, POS, QA, etc.).
Different models have been proposed around the
same idea varying in implementation, optimiza-
tion and task definition. For instance, Howard and
Ruder (2018) present a method to fine-tune a pre-
trained LM for text classification. Peters et al.
(2018) learn task-specific weighting schemes over
different layer features extracted by a pretrained
bidirectional LM. Recently, Akbik et al. (2018)
used context-sensitive word-embeddings extracted
from a bidirectional character-level LM to im-
prove NER, POS-tagging and chunking.

3 Proposed Model

Here we describe our encoder-decoder architec-
ture for lemmatization. In Section 3.1 we start by
describing the basic formulation known from the
machine translation literature. Section 3.2 shows
how sentential context is integrated into the decod-
ing process as an extra source of information. Fi-
nally, Section 3.3 describes how we learn richer
representations for the encoder through the addi-
tion of an extra language modeling task.

3.1 Encoder-Decoder

We employ a character-level Encoder-Decoder ar-
chitecture that takes an input token xt character-
by-character and has as goal the character-level
decoding of the target lemma lt conditioned on
an intermediate representation of xt. For token
xt, a sequence of token character embeddings
cx1 , . . . , c

x
n is extracted from embedding matrix

Wenc ∈ R|C|×d (where |C| and d represent, re-
spectively, the size of the character vocabulary and
the embedding dimensionality). These are then
passed to a bidirectional RNN encoder, that com-
putes a forward and a backward sequence of hid-

den states:
−−→
henc1 , . . . ,

−−→
hencn and

←−−
henc1 , . . . ,

←−−
hencn . The

final representation of each character i is the con-
catenation of the forward and the backward states:
henci = [

−−→
henci ;

←−−
henci ].

At each decoding step j, a RNN decoder gener-
ates the hidden state hdecj , given the lemma charac-
ter embedding clj from embedding matrix Wdec ∈
R|L|×d, the previous hidden state hdecj−1 and addi-
tional context. This additional context consists of
a summary vector rj obtained via an attentional
mechanism (Bahdanau et al., 2014) that takes as
input the previous decoder state hdecj−1 and the se-
quence of encoder activations henc1 , . . . , hencn .2 Fi-
nally, the output logits for character j are com-
puted by a linear projection of the current decoder
state hencj with parameters O ∈ RH×|L|, which
are normalized to probabilities with the softmax
function. The model is trained to maximize the
probability of the target character sequence ex-
pressed in Equation 1 using teacher-forcing.

P (lt|xt) =
m∏

j=1

P (clj |cl<j , rj ; θenc, θdec) (1)

3.2 Adding sentential context

Lemmatization of ambiguous tokens can be im-
proved by incorporating sentence-level informa-
tion. Our architecture is similar to Kondratyuk
et al. (2018) in that it incorporates global sentence
information by extracting distributional features
with a hierarchical bidirectional RNN over the in-
put sequence of tokens x1, ..., xm. For each token
xt, we first extract word-level features re-using the
last hidden state of character-level bidirectional
RNN Encoder from Section 3.1 wt = [

−−→
henct ;

←−−
henct ].

Optionally, word-level features can be enriched
with extra lookup parameters from an embedding
matrix Wword ∈ R|V |×e – where V and e de-
note respectively the vocabulary size in words
and the word embedding dimensionality.3 Given
these word-level features wt, the sentence-level
features st are computed as the concatenation of

2 We refer to Bahdanau et al. (2014) for the description of
the attentional mechanism.

3 During development word embeddings did not con-
tribute significant improvements on historical languages, and
we therefore exclude them from the rest of the experiments.
It must be noted, however, that word embeddings might still
be helpful for lemmatization of standard languages where the
type-token ratio is smaller as well as when pretrained embed-
dings are available.
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forward and backward activations of an additional
sentence-level bidirectional RNN st = [−→st ;←−st ].

In order to perform sentence-aware lemmatiza-
tion for token xt, we condition the decoder on the
sentence-level encoding st and optimize the prob-
ability given by Equation 2.

P (lt|xt) =
m∏

j=1

P (clj |cl<j , rj , st; θenc, θdec) (2)

Our architecture ensures that both word-level
and character-level features of each input token
in a sentence can contribute to the sentence-level
features at any given step and therefore to the
lemmatization of any other token in the sentence.
From this perspective, our architecture is more
general than those presented in Kestemont et al.
(2016); Bergmanis and Goldwater (2018), where
sentence information is included by running the
encoder over a predetermined fixed-length win-
dow of neighboring characters. Moreover, we let
the character-level embedding extractor and the
lemmatizer encoder share parameters in order to
amplify the training signal coming into the latter.
Figure 1 visualizes the proposed architecture.

3.3 Improved sentence-level features

We hypothesize that the training signal from
lemmatization alone might not be enough to ex-
tract sufficiently high quality sentence-level fea-
tures. As such we include an additional bidirec-
tional word-level language-model loss over the in-
put sentence. Given the forward and backward
subvectors of the sentence encoding st = [

−→
st ;
←−
st ],

we train two additional softmax classifiers to pre-
dict token xt+1 given −→st and xt−1 given ←−st with
parameters OLMfwd and OLMbwd ∈ RS×|V |.4

We train our model to jointly minimize the neg-
ative log-likelihood of the probability defined by
Equation 2 and the LM probability defined by
Equation 3.

PLM (x) = 1/2

n∏

t=2

P (xt|x1, . . . , xt−1)

+ 1/2

n−1∏

t=1

P (xt|xt+1, . . . , xn)

(3)

4 We have found the joint loss most effective when both
forward and backward classifiers shared parameters.
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Character-level features

Word-level features

Sentence-level features

DET

Prediction

"the" ... NN "cat" ...

Figure 1: Hierarchical sentence encoding architecture
with feature extraction at different levels.

Following a Multi-Task Learning (Caruana,
1997), we set a weight on the LM negative log-
likelihood which we decrease over training based
on lemmatization accuracy on development data to
reduce its influence on training after convergence.

4 Experiments

Section 4.1 first introduces the datasets, both the
newly introduced dataset of historical languages,
and the dataset of modern standard languages sam-
pled from Universal Dependencies (v2.2) corpus
(Nivre et al., 2016). Finally, Section 4.2 describes
model training and settings in detail.

4.1 Datasets
Historical Languages In recent years, a num-
ber of historical corpora have appeared thanks
to an increasing number of digitization initiatives
(Piotrowski, 2012). For the present study, we
chose a representative collection of medieval and
early modern datasets, favoring publicly available
data, corpora with previously published results
and datasets covering multiple genres and historic
periods. We include a total of 8 corpora cover-
ing Middle Dutch, Middle Low German, Medieval
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Figure 2: Statistics of total number of tokens, ambigu-
ous and unknown tokens in the test sets. The full list
of languages for both historical and standard corpora
as well as the corresponding ISO 639-1 codes used in
the present study can be found in the Appendix. Statis-
tics for unknown and ambiguous tokens are shown as
percentages.

French, Historical Slovene and Medieval Latin,
which we take from the following sources.

Both cga and cgl contain medieval Dutch ma-
terial from the Gysseling corpus curated by the In-
stitute for Dutch Lexicology5 cga is a charter col-
lection (administrative documents), whereas cgl
concerns a variety of literary texts that greatly vary
in length. crm is another Middle Dutch charter
collection from the 14th century with wide geo-
graphic coverage (Van Reenen and Mulder, 1993;
van Halteren and Rem, 2013). cgr, finally, is a
smaller collection of samples from Middle Dutch
religious writings that include later medieval texts
(Kestemont et al., 2016). fro offers a corpus
of Old French heroic epics, known as chansons
de geste (Camps, 2016). llat dataset is taken
from the Late Latin Charter Treebank, consisting
of early medieval Latin documentary texts (Korki-
akangas and Lassila, 2013). goo comes from the

5 https://ivdnt.org/taalmaterialen.

reference corpus of historical Slovene, sampled
from 89 texts from the period 1584-1899 (Erjavec,
2015). gml refers to the reference corpus of Mid-
dle Low German and Low Rhenish texts, found
in manuscripts, prints and inscriptions (Barteld
et al., 2017). Finally, cap is a corpus of early
medieval Latin ordinances decreed by Carolingian
rulers (Eger et al., 2016).

Standard Languages For a more thorough
comparison between systems across domains and
a better examination of the effect of the LM loss,
we evaluate our systems on a set of 20 standard
languages sampled from the UD corpus, trying
to guarantee typological diversity while selecting
datasets with at least 20k words. We use the
pre-defined splits from the original UD corpus
(v2.2).6. Figure 2 visualizes the test set sizes in
terms of total, ambiguous and unknown tokens for
both historical and standard languages.

4.2 Models

We refer to the full model trained with joint LM
loss by Sent-LM. In order to test the effec-
tiveness of sentence information and the impor-
tance of enhancing the quality of the sentence-
level feature extraction, we compare against a sim-
ple encoder-decoder model without sentence-level
information (Plain) and a model trained with-
out joint LM loss (Sent). Moreover, we compare
to previous state-of-the-art lemmatizers based on
binary edit-tree induction: Morfette (Chrupala
et al., 2008) and Lemming (Cotterell et al., 2015),
which we run with default hyperparameters.

For all our models, we use the same hyperpa-
rameter values as follows. All recurrent layers
have 150 cells per layer and use GRUs (Cho et al.,
2014). Encoder and Decoder have 2 layers but
the sentence encoder has only 1. We apply 0.25
dropout (Srivastava et al., 2014) after the embed-
ding layer and before the output layer and 0.25
variational dropout (Gal and Ghahramani, 2016)
in between recurrent layers. Models are optimized
with Adam (Kingma and Ba, 2015) using an ini-
tial learning rate of 1e-3 which is reduced by 25%
after each epoch without improvement on devel-
opment accuracy. Models are trained until fail-

6 The full list of languages for both historical and stan-
dard corpora as well as the corresponding ISO 639-1 codes
used in the present study can be found in the Appendix. In
the cases where train-dev-test splits were not pre-defined, we
randomly split sentences using 10% and 5% for test and dev
respectively.
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Full Ambiguous Unknown

Edit-tree 91.11 91.79 35.48
Plain 91.61 87.39 65.69
Sent 93.4 91.14 66.98
Sent-LM 94.0 92.81 65.39

Table 1: Average accuracy across historical languages.
Lemming and Morfette are shown aggregated by
taking the best performing model per dataset.

ing to achieve any improvement for 3 consecutive
epochs. Initial LM loss weight is set to 0.2 and it
is halved each epoch after two consecutive epochs
without achieving any improvements on develop-
ment perplexity.

We use sentence boundaries when given and
otherwise use POS tags corresponding to full stops
as clues. In any case, sentences are split into
chunks of maximum 35 words to accommodate to
limited memory. Target lemmas during both train-
ing and testing are lowercased in agreement with
the implementation of Lemming and Morfette,
which also do so. For models with joint loss, we
truncate the output vocabulary to the top 50k most
frequent words for similar reasons. We run a max-
imum of 100 optimization epochs in randomized
batches containing 25 sentences each. The learn-
ing rate is decreased by a factor of 0.75, after ev-
ery 2 epochs without accuracy increase on held-
out data and learning stops after failing to improve
for 5 epochs. Decoding is done with beam search
with a beam size of 10.7

5 Results

As is customary, we report exact-match accuracy
on target lemmas. Besides overall accuracy, we
also compute accuracy of ambiguous tokens (i.e.
tokens that map to more than 1 lemma in the train-
ing data) and unknown tokens (i.e. tokens that do
not appear in the training data).

5.1 Historical languages
Table 1 shows the aggregated results over all
datasets in our historical language corpus.8 In
4 cases (cga, cgl, crm and gml), Lemming
failed to converge due to memory requirements ex-
ceeding 250G RAM due to the large amount of

7 For all languages, we observed relatively small gains
ranging from 0.1% to 0.5% in overall accuracy.

8 We aggregate both edit-tree based approaches by se-
lecting the best performing model for each corpus. When
Lemming converge, the results were better than Morfette.

Full Ambiguous Unknown

K-2016 91.88 51.64
Edit-tree 89.01 91.18 20.46
Plain 90.21 87.4 61.93
Sent 92.55 91.6 64.61
Sent-LM 93.25 93.31 62.1

Table 2: Accuracy for the Gysseling subcorpora.

edit-trees. Following Søgaard et al. (2014), we
compute p-values with a Wilcoxon’s signed rank
test. Sent-LM is the best performing model with
a relative improvement of 7.9% (p < .01) over
Sent and 30.72% (p < .01) over the edit-tree ap-
proach on full datasets and 10.27% (p < .1) and
18.66% (p < .01) on ambiguous tokens. More-
over, the edit-tree approach outperforms encoder-
decoder models Plain and Sent on ambiguous
tokens, and it is only due to the joint loss that the
encoder-decoder paradigm gains an advantage. Fi-
nally, for tokens unseen during training, the best
performing model is Sent with a relative error
reduction of 47% (p < .01) over the edit-tree ap-
proach and 4.77% (p < .1) over Sent-LM.

Table 2 compares scores for a subset from the
corpora coming from the Gysseling corpus, which
have been used in previous work on lemmatiza-
tion of historical languages. The model described
by Kestemont et al. (2016) is included as K-2016
for comparison.9 It is apparent that both Sent
and Sent-LM outperform K-2016 on full and
unknown tokens. It is worth noting that K-2016,
a model that uses distributed contextual features
but no edit-tree induction, performs better than
Plain – which highlights the importance of con-
text for the lemmatization of historical languages
–, and also better than the edit-tree approaches –
which highlights the difficulty of tree induction on
this dataset. We find Sent-LM to have a signifi-
cant advantage over Sent on full and ambiguous
tokens, but a disadvantage vs Sent and Plain
on unknown tokens.

5.2 Standard languages
Table 4 shows overall accuracy scores aggregated
across all languages.10 We observe that on aver-
age Sent-LM is the best model on full datasets.

9 Unfortunately, scores on ambiguous tokens were not re-
ported and therefore cannot be compared.

10 Similarly to results on historical languages, we aggre-
gate Morfette and Lemming due to the later failing to
converge on et.
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Full Ambiguous Unknown
Type 1 Type 2 Type 3 Type 1 Type 2 Type 3 Type 1 Type 2 Type 3

Edit-tree 96.34 93.02 98.37 92.47 92.47 97.5 84.99 74.66 91.39
Plain 96.21 94.6 97.5 88.87 90.51 95.34 85.43 83.78 86.37
Sent 96.42 94.41 97.84 91.12 92.01 96.65 85.44 84.02 86.67
Sent-LM 96.52 94.62 97.86 93.01 92.07 97.48 85.15 83.32 85.36

Table 3: Average accuracy across morphologically related standard languages. Type 1 encloses bg, cs, lv, ru
and sl. Type 2 comprises et, fi, hu, tr. Finally, Type 3 encompasses de, en, es, fr, it and nb.

Full Ambiguous Unknown

Edit-tree 96.1 94.35 83.26
Plain 95.93 91.44 83.02
Sent 96.19 93.25 82.61
Sent-LM 96.28 94.08 82.58

Table 4: Average accuracy across all 20 standard lan-
guages. Lemming and Morfette are shown aggre-
gated by taking the best performing model per dataset.

However, in contrast to previous results, the edit-
tree approach has an advantage over all encoder-
decoder models for both ambiguous and unknown
tokens.

Since the differences in performance are not sta-
tistically significant (p > 0.05), we seek to shed
light on the advantages and disadvantages of the
encoder-decoder and edit-tree paradigms by con-
ducting a more fine-grained analysis with respect
to the morphological typology of the considered
languages. To this end, we group languages into
morphological types depending on the dominant
morphological processes of each language and ag-
gregate scores over languages in each type:

Type 1. Balto-Slavic languages which are known
for their strongly suffixing morphology and
complex case system.

Type 2. Uralic and Altaic languages, which are
characterized by agglutinative morphology
and a tendency towards monoexponential
case and vowel harmony.

Type 3. Western European languages with a ten-
dency towards synthetic morphology and par-
tially lacking nominal case.

Table 3 shows accuracy scores per morphologi-
cal group for each model type. It is apparent that
the Edit-tree approach is very effective for
Type 3 languages both in ambiguous and unknown

tokens. In both Type 1 and Type 2 languages,
the best overall performing model is Sent-LM. In
the case of ambiguous tokens, Sent-LM achieves
highest accuracy for Type 1 languages, but it is
surpassed by the Edit-tree approach on Type
2 languages. Finally, in the case of unknown to-
kens, we observe a similar pattern to the historical
languages where Plain and Sent have an ad-
vantage over Sent-LM.

6 Discussion

For clarity, we group the discussion of the main
findings according to four major discussion points.

How does the joint LM loss help? As Section 5
shows, Sent-LM is the overall best model, and
its advantage is biggest on ambiguous datasets,
always outperforming the second-best encoder-
decoder model on ambiguous tokens. For a more
detailed comparison of the two models we tested
the following two hypotheses: (i) the joint LM loss
helps by providing sentence representations with
stronger disambiguation capacities (ii) The joint
LM loss helps in cases when the evidence of a
token-lemma relationship is sparse —e.g in lan-
guages with highly synthetic morphological sys-
tems and in the presence of spelling variation.

As Figure 3 shows, improvement over Sent
is correlated with percentage of token-lemma am-
biguity in the corpus, providing evidence for hy-
pothesis (i). Finally, as Figure 4 shows, improve-
ment over Sent is correlated with higher token-
lemma ratio, suggesting that the improvement is
likely to be due to learned representations that bet-
ter identify the input token. These two aspects
help explain the efficiency of the joint learning ap-
proach on non-standard languages where high lev-
els of spelling variation provide increased ambi-
guity by conflating unrelated forms and also lower
evidence for token-lemma mappings.

Another factor certainly related to the efficiency
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of the proposed joint LM-loss is the size of the
training dataset. However, dataset size should be
considered a necessary but not a sufficient condi-
tion for the feasibility of the joint LM-loss and has
therefore weak explanation power for the perfor-
mance of the proposed approach.
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Figure 3: Error reduction of Sent-LM vs Sent by
percentage of ambiguous tokens (Spearman’s R =
0.53; p < .01). Historical languages are shown in bold.
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Figure 4: Error reduction of Sent-LM vs Sent by
Token-Lemma ratio on 50k tokens of the training set
(Spearman’s R = 0.47; p < .05). Historical languages
are shown in bold.

LM loss leads to better representations In or-
der to analyze the representations learned with the
joint loss, we turn to “representation probing” ex-
periments following current approaches on inter-
pretability (Linzen et al., 2016; Adi et al., 2017).
Using the same train-dev-test splits from the cur-
rent study, we exploit additional POS, Number,
Gender, Case and syntactic function (Dep) annota-
tions provided in the UD corpora and compare the
ability of the representations extracted by Sent
and Sent-LM to predict these labels.11 Model
parameters are frozen and a linear softmax layer

11 Note that not all tasks are available for all languages,
due to some corpora not providing all annotations and some
categories not being relevant for particular languages.

Pos Dep Gender Case Num

Majority 82.61 62.93 85.83 80.76 83.92
Sent 79.27 64.14 83.39 83.01 81.01
Sent-LM 83.62 68.36 86.55 84.44 84.37

Support 29 20 15 19 20

Table 5: Overall accuracy of Sent and Sent-LM
models and a Majority baseline on 5 probing tasks
and actual number of languages per morphological cat-
egory. All differences over Sent except for Case are
significant at p < 0.05. Support is shown in terms of
number of languages exhibiting such grammatical dis-
tinctions.

Q ∈ RH×V per task is learned using a cross-
entropy loss function.12 The results of this ex-
periment are reported in Table 5. The classifier
trained with Sent-LM outperforms the one with
Sent on all considered labeling tasks, confirming
the efficiency of the LM loss at extracting better
representations.

Edit-tree vs. Encoder-Decoder Our fine-
grained analysis suggests that the performance of
the edit-tree and encoder-decoder approaches de-
pends on the underlying morphological typology
of the studied languages. Neural approaches seem
to be stronger for languages with complex case
systems and agglutinative morphology. In con-
trast, edit-tree approaches excel on more synthetic
languages (e.g. Type 3) and languages with lower
ambiguity (e.g. Type 2).

Figure 5 illustrates that as the number of edit-
trees increase the encoder-decoder models start to
excel. This is most likely due to the fact that, from
an edit-tree approach perspective, a large number
of trees creates a large number of classes, which
leads to higher class imbalance and more spar-
sity. However, edit-tree based approaches do out-
perform representation learning methods for lan-
guages with lower number of trees, which leads to
the intuition that the edit-tree formalism does pro-
vide a useful inductive bias to the task of lemma-
tization and it should not be discarded in future
work. Our results, in fact, point to a future di-
rection which applies the edit-tree formalism, but
alleviates the edit-tree explosion by exploiting the
relationships between the edit-tree classes poten-
tially using representation learning methods.

12 Models trained for 50 epochs using the Adam optimizer
with default learning rate and training stops after 2 epochs
without accuracy increase on dev set.

1500



0 1000 2000 3000 4000 5000
Tree Productivity

0.6

0.4

0.2

0.0

0.2

0.4
Er

ro
r r

ed
uc

tio
n

bg

urhe

nb

fi

deit

et

fr

es
cs

en

ru

hu

lv

fa

eu

tr

ar
sl

cap
llat

fro
goo

cgacglcrm

cgr
gml

Figure 5: Error reduction of best encoder-decoder
model vs best tree-edit model over tree productivity
computed as number of unique binary edit-trees in the
first 50k tokens of the training corpora (Spearman’s
R = 0.79; p < .001). Historical languages are shown
in bold.

Accuracy on unknown tokens We observe that
while overall the joint loss outperforms the sim-
pler encoder-decoder, it seems, however, detri-
mental to the accuracy on unknown tokens. This
discrepancy is probably due to the fact that (i) un-
known tokens are likely unambiguous and there-
fore less likely to profit from improved context
representations and to (ii) our design choice of
word-level language modeling, where the model
is forced to predict UNK for unknown words. As
Sent-LM is the overall best model, in future work
we will explore character-level language modeling
in order to harness the full potential of the joint-
training approach even on unknown tokens.

7 Conclusion

We have presented a method to improve lemmati-
zation with encoder-decoder models by improving
context representations with a joint bidirectional
language modeling loss. Our method sets a new
state-of-the-art for lemmatization of historical lan-
guages and is competitive on standard languages.
Our examination of the learned representations in-
dicates that the LM loss helps enriching sentence
representations with features that capture morpho-
logical information. In view of a typologically in-
formed comparison of encoder-decoder and edit-
tree based approaches, we have shown that the lat-
ter can be very effective for highly synthetic lan-
guages. Such result might have been overlooked
in previous studies due to only considering a re-
duced number of languages (Chakrabarty et al.,
2017) or pooling results across typology (Bergma-
nis and Goldwater, 2018). With respect to lan-

guages with higher ambiguity and token-lemma
ratio, the encoder-decoder approach is preferable
and the joint loss generally provides a substan-
tial improvement. Finally, while other models use
morphological information to improve the repre-
sentation of context (e.g. edit-tree approaches),
our joint language modeling loss does not rely on
any additional annotation, which can be crucial
in low resource and non-standard situations where
annotation is costly and often not trivial.
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A Appendix

A.1 Dataset Statistics

Table 6 shows the dataset sources and codes from
our Historical Languages.

Language Dataset Code

Medieval Latin Capitularia cap
LLCT1 llat

Middle Dutch Gys (Admin) cga
Gys (Literary) cgl

Religious cgr
Adelheid crm

Medieval French Geste fro
Middle Low German ReN gml

Slovenian goo300k goo

Table 6: Corpus identifier and description in the histor-
ical languages dataset. “Gys” refers to the Gysseling
corpus, which consists of several subsets.

Table 7 shows the languages from the UD cor-
pus that were sampled for the study. We have used
ISO 639-1 codes (instead of the more general ISO
639-2) in order to avoid clutter in the plots.

Language Dataset Code

Arabic Arabic-PDAT ar
Bulgarian Bulgarian-BTB bg

Czech Czech-CAC cs
German German-GSD de
English English-EWT en
Spanish Spanish-AnCora es
Estonian Estonian-EDT et
Basque Basque-BDT eu
Persian Persian-Seraji fa
Finnish Finnish-TDT fi
French French-GSD fr
Hebrew Hebrew-HTB he

Hungarian Hungarian-Szeged hu
Italian Italian-ISDT it
Latvian Latvian-LVTB lv

Norwegian (Bokmaal) Norwegian-Bokmaal nb
Russian Russian-SynTagRus ru

Slovenian Slovenian-SSJ sl
Turkish Turkish-IMST tr

Urdu Urdu-UDTB ur

Table 7: Standard language datasets from the Universal
Dependencies (v2.2) corpus.
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Abstract

Recent work has shown that contextualized
word representations derived from neural ma-
chine translation are a viable alternative to
such from simple word predictions tasks. This
is because the internal understanding that
needs to be built in order to be able to translate
from one language to another is much more
comprehensive. Unfortunately, computational
and memory limitations as of present prevent
NMT models from using large word vocabu-
laries, and thus alternatives such as subword
units (BPE and morphological segmentations)
and characters have been used. Here we study
the impact of using different kinds of units
on the quality of the resulting representations
when used to model morphology, syntax, and
semantics. We found that while representa-
tions derived from subwords are slightly bet-
ter for modeling syntax, character-based repre-
sentations are superior for modeling morphol-
ogy and are also more robust to noisy input.

1 Introduction

Recent years have seen the revolution of deep neu-
ral networks and the subsequent rise of represen-
tation learning based on network-internal activa-
tions. Such representations have been shown use-
ful when addressing various problems from fields
such as image recognition (He et al., 2016), speech
recognition (Bahdanau et al., 2016), and natu-
ral language processing (NLP) (Mikolov et al.,
2013a). The central idea is that the internal rep-
resentations trained to solve an NLP task could
be useful for other tasks as well. For example,
word embeddings learned for a simple word pre-
diction task in context, word2vec-style (Mikolov
et al., 2013b), have now become almost obligatory
in state-of-the-art NLP models. One issue with
such word embeddings is that the resulting repre-
sentation is context-independent.

Recently, it has been shown that huge performance
gains can be achieved by contextualizing the rep-
resentations, so that the same word could have a
different embedding in different contexts. This is
best achieved by changing the auxiliary task. For
example, ELMo (Peters et al., 2018) learns contex-
tualized word embeddings from language model-
ing (LM) using long short-term memory networks
(LSTMs) (Hochreiter and Schmidhuber, 1997).

It has been further argued that complex aux-
iliary tasks such as neural machine translation
(NMT) are better tailored for representation learn-
ing, as the internal understanding of the input lan-
guage that needs to be built by the network to
be able to translate from one language to another
needs to be much more comprehensive compared
to what would be needed for a simple word predic-
tion task. This idea is implemented in the seq2seq-
based CoVe model (McCann et al., 2017).

More recently, the BERT model (Devlin et al.,
2019) proposed to use representation from another
NMT model, the Transformer, while optimizing
for two LM-related auxiliary tasks: (i) masked lan-
guage model and (ii) next sentence prediction.

Another important aspect of representation
learning is the basic unit the model operates on.
In word2vec-style embeddings, it is the word,
but this does not hold for NMT-based models,
as computational and memory limitations, as of
present, prevent NMT from using a large vocab-
ulary, typically limiting it to 30-50k words (Wu
et al., 2016). This is a severe limitation, as most
NLP applications need to handle vocabularies of
millions of words, e.g., word2vec (Mikolov et al.,
2013b), GloVe (Pennington et al., 2014) and Fast-
Text (Mikolov et al., 2018) offer pre-trained em-
beddings for 3M, 2M, and 2.5M words/phrases.
The problem is typically addressed using byte-pair
encoding (BPE), where words are segmented into
pseudo-word sequences (Sennrich et al., 2016).
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A less popular solution is to use characters as the
basic unit (Chung et al., 2016; Lee et al., 2017),
and in the case of morphologically complex lan-
guages, yet another alternative is to reduce the
vocabulary size by using unsupervised morpheme
segmentation (Bradbury and Socher, 2016).

The impact of using different units of represen-
tation in NMT models has been studied in previous
work (Ling et al., 2015; Costa-jussà and Fonol-
losa, 2016; Chung et al., 2016; Lee et al., 2017,
among others), but the focus has been exclusively
on the quality of the resulting translation output.
However, it remains unclear what input and out-
put units should be chosen if we are primarily in-
terested in representation learning. Here, we aim
at bridging this gap by evaluating the quality of
NMT-derived embeddings originating from units
of different granularity when used for modeling
morphology, syntax, and semantics (as opposed to
end tasks such as sentiment analysis and question
answering). Our contributions are as follows:

• We study the impact of using words vs.
characters vs. BPE units vs. morphological
segments on the quality of representations
learned by NMT models when used to model
morphology, syntax, and semantics.

• We further study the robustness of these rep-
resentations with respect to noise.

We found that while representations derived from
morphological segments are better for modeling
non-local syntactic and semantic dependencies,
character-based ones are superior for morphology
and are also more robust to noise. There is also
value in combining different representations.

2 Related Work

Representation analysis aims at demystifying
what is learned inside the neural network black-
box. This includes analyzing word and sentence
embeddings (Adi et al., 2017; Qian et al., 2016b;
Ganesh et al., 2017; Conneau et al., 2018, among
others), RNN states (Qian et al., 2016a; Shi et al.,
2016; Wu and King, 2016; Wang et al., 2017), and
NMT representations (Shi et al., 2016; Belinkov
et al., 2017a), as applied to morphological (Vy-
lomova et al., 2017; Dalvi et al., 2017), semantic
(Qian et al., 2016b; Belinkov et al., 2017b) and
syntactic (Linzen et al., 2016; Tran et al., 2018;
Conneau et al., 2018) tasks. See Belinkov and
Glass (2019) for a recent survey.

Other studies carried a more fine-grained neuron-
level analysis for NMT and LM (Dalvi et al., 2019;
Bau et al., 2019; Lakretz et al., 2019). While pre-
vious work focused on words, here we compare
units of different granularities.

Subword translation units aim at reducing the
vocabulary size and the out-of-vocabulary (OOV)
rate. Researchers have used BPE units (Sennrich
et al., 2016), morphological segmentation (Brad-
bury and Socher, 2016), characters (Durrani et al.,
2014; Lee et al., 2017), and hybrid units (Ling
et al., 2015; Costa-jussà and Fonollosa, 2016)
to address the OOV word problem in MT. The
choice of translation unit impacts what the net-
work learns. Sennrich (2017) carried a system-
atic error analysis by comparing subword versus
character units and found the latter to be better at
handling OOV and transliterations, whereas BPE-
based subword units were better at capturing syn-
tactic dependencies. In contrast, here we focus on
representation learning, not translation quality.

Robustness to noise is an important aspect in
machine learning. It has been studied for var-
ious models (Szegedy et al., 2014; Goodfellow
et al., 2015), including NLP in general (Paper-
not et al., 2016; Samanta and Mehta, 2017; Liang
et al., 2018; Jia and Liang, 2017; Ebrahimi et al.,
2018; Gao et al., 2018), and character-based NMT
in particular (Heigold et al., 2018; Belinkov and
Bisk, 2018). Unlike this work, we compare ro-
bustness to noise for units of different granular-
ity. Moreover, we focus on representation learning
rather than on the quality of the translation output.

3 Methodology

Our methodology is inspired by research on in-
terpreting neural network (NN) models. A typ-
ical framework involves extracting feature repre-
sentations from different components (e.g., en-
coder/decoder) of a trained model and then train-
ing a classifier to make predictions for an auxiliary
task. The performance of the trained classifier is
considered to be a proxy for judging the quality
of the extracted representations with respect to the
particular auxiliary task.

Formally, for each input word xi we extract the
corresponding LSTM hidden state(s) from each
layer of the encoder/decoder. We then concatenate
the representations of the layers and use them as a
feature vector zi for the auxiliary task.
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Words Obama receives Netanyahu in the capital of USA

POS NP VBZ NP IN DT NN IN NP
Sem. PER ENS PER REL DEF REL REL GEO
CCG NP ((S[dcl]\NP)/PP)/NP NP PP/NP PP/N N (NP\NP)/NP NP

Table 1: Example sentence with different annotations.

Words He admits to shooting girlfriend

BPE He admits to sho@@ oting gir@@ l@@ friend

Morfessor He admit@@ s to shoot@@ ing girl@@ friend

Characters H e a d m i t s t o s h o o t i n g g i r l f r i e n d

Table 2: Example with different segmentations.

We then train a logistic regression classifier,
minimizing the cross-entropy loss:

L(θ) = −
∑

i

logPθ(li|xi)

where Pθ(l|xi) = exp(θl·zi)∑
l′ exp(θl′ ·zi)

is the probability
that word xi is assigned label l.

We learn the weights θ ∈ RD×L using gradient
descent. HereD is the dimensionality of the latent
representations zi and L is the size of the label set
for property P . See Section 4 for details.

3.1 Word Representation Units

We consider four representation units: words,
byte-pair encoding (BPE) units, morphological
units, and characters. Table 2 shows an example
of each representation unit. BPE splits words into
symbols (a symbol is a sequence of characters)
and then iteratively replaces the most frequent se-
quences of symbols with a new merged symbol.
In essence, frequent character n-grams merge to
form one symbol. The number of merge oper-
ations is controlled by a hyper-parameter OP; a
high value of OP means coarse segmentation and
a low value means fine-grained segmentation (Saj-
jad et al., 2017). For morphologically segmented
units, we use an unsupervised morphological seg-
menter, Morfessor (Smit et al., 2014). Note that
although BPE and Morfessor segment words at a
similar level of granularity, the segmentation gen-
erated by Morfessor is linguistically motivated.
For example, it splits the gerund verb shooting
into root shoot and the suffix ing. Compare this to
the BPE segmentation sho + oting, which has no
linguistic connotation. On the extreme, the fully
character-level units treat each word as a sequence
of characters.

3.2 Extracting Activations for Subword and
Character Units

Previous work on analyzing NMT representations
has been limited to the analysis of word represen-
tations only,1 where there is a one-to-one mapping
from input units (words) and their NMT represen-
tations (hidden states) to their linguistic annota-
tions (e.g., morphological tags).

In the case of subword-based systems, each
word may be split into multiple subword units,
and each unit has its own representation. It is less
trivial to define which representations should be
evaluated when predicting a word-level linguistic
property such as part of speech. We consider two
simple approximations to estimate a word repre-
sentation from subword units:

(i) Average: for each source (or target) word, we
average the activation values of all the sub-
words (or characters) comprising it. In the
case of a bi-directional encoder, we concate-
nate the averages from the forward and the
backward activations of the encoder on the
subwords (or characters) that represent the
current word.2

(ii) Last: we consider the activation of the last
subword (or character) as the representation
of the word. For the bi-directional encoder,
we concatenate the forward encoder’s activa-
tion on the last subword unit with the back-
ward encoder’s activation on the first sub-
word unit.

This formalization allows us to analyze the
quality of character- and subword-based represen-
tations at the word level via prediction tasks. Such
kind of analysis has not been performed before.

1 Belinkov et al. (2017a) analyzed representations trained
from character CNN models (Kim et al., 2016), but the ex-
tracted features were still based on word representations pro-
duced by the character CNN. As a result, they could not an-
alyze and compare results for the BPE and character-based
models that do not assume segmentation into words.

2One could envision more sophisticated averages, such as
weighting via an attention mechanism.
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4 Linguistic Properties

We choose three fundamental NLP tasks that serve
as a good representative of various properties in-
herent in a language, ranging from morphology
(word structure), syntax (grammar), and semantics
(meaning). In particular, we experiment with mor-
phological tagging for German, Czech, Russian,
and English,3 lexical semantic tagging for English
and German, and syntactic tagging via CCG su-
pertagging for English. Table 1 shows an example
sentence with annotations for each task.

The morphological tags capture word structure,
the semantic tags reflect lexical semantics, and the
syntactic tags (CCG supertags) capture global syn-
tactic information locally, at the lexical level.

For example, in Table 1, the morphological tag
VBZ for the word receives marks it as a verb in
third person, singular, present tense; the semantic
tag ENS describes a present simple event category;
and the syntactic tag PP/NP) can be thought of as
a function that takes a noun phrase on the right
(e.g., the capital of USA), and returns a preposi-
tional phrase (e.g., in the capital of USA).

Artificial Error Induction Recent studies have
shown that small perturbations in the input can
cause significant deterioration in the performance
of the deep neural networks. Here, we evaluate the
robustness of various representations under noisy
input conditions. We use corpora of real errors
harvested by Belinkov and Bisk (2018). The er-
rors contain a good mix of typos, misspellings, and
other kinds of errors. In addition, we created data
with synthetic noise. We induced two kinds of er-
rors: (i) swap and (ii) middle. Swap is a common
error, which occurs when neighboring characters
are mistakenly swapped, e.g., word → wodr. In
Middle errors, the order of the first and the last
characters of a word are preserved, while the mid-
dle characters are randomly shuffled (Rawlinson,
1976), e.g., example→ eaxmlpe. We corrupt n%
words randomly in each test sentence, using swap
or middle heuristics, or replace words using real-
error corpora. We then re-extract feature vectors
for the erroneous words in a sentence and we re-
evaluate the prediction capability of these embed-
dings on the linguistic tasks.

3As English is morphologically poor, we use part-of-
speech tags for it. We refer to English part-of-speech tags
as morphological tags later in the paper in order to keep the
terminology consistent.

de-en cs-en ru-en

Train 507K 340K 370K
Dev 3,000 3,000 2,818
Test 3,000 3,000 2,818

(a) NMT data

de cs ru en

Morphology 509 1,004 602 42
Semantics 69 – – 66
Syntax 1,272 – – –

(b) Number of tags

de cs ru en

Morphology

Train 14,498 14,498 11,824 14498
Test 8,172 8,172 6,000 8,172

Semantics

Train – – – 14,084
Test – – – 12,168
CV 1,863 – – –

Syntax

Train – – – 41,586
Test – – – 2,407

(c) Classifier data

Table 3: Statistics about NMT and classifier training
data for English (en), German (de), Russian (ru), and
Czech (cs). Here, CV stands for cross-validation.

5 Experimental Setup

Data and Languages We trained NMT systems
for four language pairs: German-English, Czech-
English, Russian-English, and English-German,
using data made available through two popular
machine translation campaigns, namely, WMT
(Bojar et al., 2017) and IWSLT (Cettolo et al.,
2016). We trained the MT models using a con-
catenation of the NEWS and the TED training
datasets, and we tested on official TED test sets
(testsets-11-13) to perform the evaluation using
BLEU (Papineni et al., 2002). We trained the
morphological classifiers and we tested them on a
concatenation of the NEWS and the TED testsets,
which were automatically tagged as described in
the next paragraph. We trained and evaluated the
semantic and the syntactic classifiers on existing
annotated corpora. See Table 3 for details about
the datasets.
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Taggers We used RDRPOST (Nguyen et al.,
2014) to annotate data for the classifier. For se-
mantic tagging, we used the gold-annotated se-
mantic tags from the Groningen Parallel Mean-
ing Bank (Abzianidze et al., 2017), which were
made available by (Bjerva et al., 2016). The tags
are grouped into coarse categories such as events,
names, time, and logical expressions. There is
enough data for English (≈42K), and we ran-
domly sampled the same amount of data we used
to train our morphological classifiers to train the
semantic classifiers. Yet, only 1,863 annotated
sentences (12,783 tokens) were available for Ger-
man. Thus, in the experiments, we performed
5-fold cross-validation. For CCG supertagging,
we used the English CCGBank (Hockenmaier and
Steedman, 2007), which contains 41,586/2,407
train/test sentences.4 See Table 3 for more detailed
statistics about the train/dev/test datasets we used.

MT Systems and Classifiers We used
seq2seq-attn (Kim, 2016) to train a two-layer
encoder-decoder NMT model based on LSTM
representation with attention (Hochreiter and
Schmidhuber, 1997) with a bidirectional encoder
and a unidirectional decoder.5 We used 500
dimensions for both word embeddings and LSTM
states. We trained the systems with SGD for 20
epochs and we used the final model, i.e., the one
with the lowest loss on the development dataset,
to generate features for the classifier.
We trained our neural machine translation models
in both *-to-English and English-to-* translation
directions, and we analyzed the representations
from both the encoder and the decoder. In or-
der to analyze the representations derived from the
encoder side, we fixed the decoder side with BPE-
based embeddings, and we trained the source side
with word/BPE/Morfessor/character units. Simi-
larly, when analyzing the representations from the
decoder side, we trained the encoder representa-
tion with BPE units, and we varied the decoder
side using word/BPE/char units. Our motivation
for this setup is that we wanted to analyze the
encoder/decoder side representations in isolation,
keeping the other half of the network (i.e., the de-
coder/encoder) static across different settings.6

4There are no available CCG banks for the other lan-
guages we experiment with, except for a German CCG bank,
which is not publicly available (Hockenmaier, 2006).

5The decoder has to be unidirectional as, at decoding
time, the future is unknown.

6Heigold et al. (2018) used a similar setup.

In our experiments, we used 50k BPE operations
and we limited the vocabulary of all systems to
50k. Moreover, we trained the word, BPE, Mor-
fessor, and character-based systems with maxi-
mum sentence lengths of 80, 100, 100, and 400
units, respectively.

For the classification tasks, we used a logis-
tic regression classifier whose input is either the
hidden states in the case of the word-based mod-
els, or the Last or the Average representations in
the case of character- and subword-based mod-
els. Since for the bidirectional encoder we con-
catenate forward and backward states from all
layers, this yields 2,000/1,000 dimensions when
classifying using the representations from the en-
coder/decoder: 500 dimensions×2 layers×2 di-
rections (1 for the decoder, as it is uni-directional).
In all cases, we trained the logistic regression clas-
sifier for ten epochs.

6 Results

We now present the evaluation results for using
representations learned from different input units
to predict morphology, semantics, and syntax. For
subword and character units, we found the activa-
tion of the last subword/character unit of a word
to be consistently better than using the average of
all activations (See Table 4). Therefore, we report
only the results using the Last method, for the re-
mainder of the paper.

de cs ru

sub char sub char sub char

Last 78.5 80.5 78.6 88.3 80.0 88.8
Avg 76.3 79.2 76.4 84.9 78.3 84.4

Table 4: Classifier accuracy for the representations
generated by aggregating subword (sub) or character
(char) representations using either the average or the
last LSTM state for each word.

6.1 Morphological Tagging

Figure 1 summarizes the results for predicting
morphological tags with representations learned
using different units. The character-based repre-
sentations consistently outperformed other repre-
sentations on all language pairs, while the word-
based ones performed worst. The differences are
more significant in the case of languages with rel-
atively complex morphology such as Czech.
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Figure 1: Morphological tagging accuracy across various systems and language pairs. The first four groups of
results use BPE on the decoder side, while the last three groups use BPE on the encoder side.
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Figure 2: Morphological tagging accuracy vs. word frequency for different encoding units. Best viewed in color.

de-en cs-en ru-en en-de

word→ bpe 34.0 27.5 20.9 29.7
bpe→ bpe 35.6 28.4 22.4 30.2
morf→ bpe 35.5 28.5 22.5 29.9
char→ bpe 34.9 29.0 21.3 30.0

Table 5: BLEU scores across language pairs. “s→ t”
means source and target units; morf = Morfessor.

de-en cs-en ru-en en-de

MT 3.42 6.46 6.86 0.82
Classifier 4.42 6.13 6.61 2.09

Table 6: OOV rate for the MT and the classifier testsets.

We see in Figure 1 a difference of up to 14% in fa-
vor of character-based representations when com-
pared with word-based ones. The improvement is
minimal in the case of English (1.2%), which is
a morphologically simpler language. This is also

somewhat reflected in the translation quality.

We can see in Table 5 that character-based seg-
mentation yielded higher BLEU scores in the case
of a morphologically rich language such as Czech,
but performed poorly in the case of German,
which requires handling long-distance dependen-
cies. Comparing subword units, we found Mor-
fessor to yield much better morphological tagging
performance, especially in the case of morpho-
logically rich languages such as Czech and Rus-
sian, supposedly due to the Morfessor’s linguisti-
cally motivated segmentations, which are helpful
for learning morphology.

We further investigated whether the perfor-
mance difference between the representations is
due to the difference in modeling infrequent and
out-of-vocabulary (OOV) words. Table 6 shows
the OOV rate for each language, which is higher
for morphologically rich languages. Figure 2
shows that the gap between different representa-
tions is inversely proportional to the frequency of
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(a) Semantic tagging. (b) Syntactic tagging.

Figure 3: Semantic and syntactic tagging for English
and German (using BPE on the decoder).

the word in the training data, and character-based
models handle infrequent and OOV words better.

Decoder Representations Next, we used the
decoder representations from the English-to-*
models. We saw similar performance trends as for
the encoder-side representations: characters per-
formed best, and words performed worst. Again,
the morphological units performed better than the
BPE-based units. Comparing encoder representa-
tions to decoder representations, it is interesting
to see that in several cases the decoder side repre-
sentations performed better than the encoder side
ones, even though the former were trained using
a uni-directional LSTM. However, since there is
no difference in the general trends between the
encoder- and the decoder-side representations, be-
low we focus on the encoder-side only.

6.2 Semantic Tagging

Figure 3a summarizes the experimental results
for evaluating representtaion units of the seman-
tic tagging task. For English, the subword (BPE
and Morfessor) and the character representations
yielded comparable results. However, for German,
BPE performed better. This is in contrast with
the morphology prediction experiments, where the
character representations were consistently better.
We will discuss this in more detail in Section 7.

6.3 Syntactic Tagging

The final task we experimented with is CCG
super-tagging, which reflects modeling syntactic
structure. Here we only have English tags, and
thus we evaluate the performance of encoder rep-
resentations for English→German models, trained
using words, characters, and subword units.

We can see in Figure 3b that the morpholog-
ically segmented representation units performed

the best overall. Moreover, there is no much differ-
ence when using word-based vs. BPE-based repre-
sentations.
The character-based representations lag behind,
but the difference in accuracy is small compared to
the morphological tagging results.7 It is notewor-
thy that here character-based representations per-
form worse than both words and subwords, con-
trary to their superior performance on morphol-
ogy. We will return to this in Section 7 below.

6.4 Robustness to Noise
Next, we evaluated the robustness of the represen-
tations with respect to noise. We induced errors
in the test sets by corrupting 25% of the words
in each sentence using different error types (syn-
thetic or real noise), as described in Section 4.
We extracted the representations of the noisy test
sets and we re-evaluated the classifiers. Figure 4
shows the performance on each task. We can see
that characters yielded much better performance
on all tasks and for all languages, showing mini-
mal drop in accuracy, in contrast to earlier results
where they did not outperform subword units8 on
the task of syntactic tagging. This shows that char-
acter representations are more robust to noise.

Surprisingly, in a few cases, BPE performed
worse than word units, e.g., in the case of syntac-
tic tagging (80.3 vs. 81.1). We found that BPE
can segment a noisy word into two or more known
subword units that have no real relationship to the
actual word. Thus, using representations of wrong
subword units could hurt the performance.

We further investigated the robustness of each
classifier by increasing the percentage of noise in
the test data. We found that the difference in rep-
resentation quality stays constant across BPE and
character representations, whereas word represen-
tations deteriorate significantly as the amount of
noise increases (see Figure 5).

7 Discussion

7.1 Performance Across Various Tasks
Our experiments show a complicated picture,
where none of the representations is superior in
all scenarios. Characters were found to be bet-
ter for morphological tagging, BPE was ahead in

7For perspective, these numbers are above a majority
class baseline of 72% and below the state-of-the-art, which
is around 94-95% (Kadari et al., 2018; Xu, 2016).

8Morphological segmentation showed similar results
compared to BPE-based segmentation in these experiments.
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Figure 4: Classification accuracy for morphological, syntactic and semantic tagging with 25% noise in each sen-
tence. Absolute scores (original→ noisy) are shown inset.

(a) Real noise. (b) Synthetic noise.

Figure 5: Results for morphological classification when adding induced noise.

the semantic tagging task for German (and about
the same in English), and Morfessor units were
slightly better for syntax.

Syntactic tagging requires knowledge about the
complete sentence. Splitting a sentence into char-
acters substantially increases its length: on aver-
age from 50 words to 250 single-character tokens.
Thus, character-based models struggle to capture
long-distance dependencies. Sennrich (2017) also
found this to be true in their evaluation based on
contrastive translation pairs in German-English.

Similarly, in the case of morphological tagging,
the information about the morphological structure
of a word is dependent on the surrounding words
plus some internal information (root, morphemes,
etc.) present inside the word. A character-based
system has access to all of this information, and
thus performs well. Morphological segmentation
performed better than BPE for the morpholog-
ical tagging because its segments are linguisti-
cally motivated units (segmented into root + mor-
phemes), thus making the information about the
word morphology explicit in the representation.

In contrast, BPE solely focuses on the frequency
of characters occurring together in the corpus, and
thus can generate linguistically incorrect units.

W B C W+B B+C W+C ALL

M
or

ph

DE 75.8 76.0 79.3 78.0 80.8 81.1 81.6
CS 71.9 75.1 81.7 77.2 84.0 84.1 85.0
RU 72.4 74.6 85.9 77.1 88.1 88.2 88.6
EN 92.9 93.5 94.3 94.2 95.2 95.1 95.4

Sem EN 91.1 91.4 91.4 92.6 93.0 93.1 93.4

Table 7: Classification accuracy for combined rep-
resentations for morphological and semantic tagging.
Here, W/B/C stand for word/BPE/character units.

7.2 The Best of Many Worlds

The variations in performance for different repre-
sentations suggest that they are learning different
aspects of language, which might be complemen-
tary. Thus, we tried to combine them. Table 7
summarizes the results for morphological and se-
mantic tagging.9 We can see that combinations in-
volving characters (B+C, W+C in the table) yield

9We observed similar trends for the other tasks.

1511



larger improvement compared to combining word-
and BPE-based representations (W+B). However,
combining all three performed best for all lan-
guages and for all tasks.

7.3 State-of-the-Art Embeddings

We connect our findings with recent work on train-
ing state-of-the-art embeddings: CoVe (McCann
et al., 2017), ELMo (Peters et al., 2018), and
BERT (Devlin et al., 2019). Each of these ar-
chitectures uses different units of representations:
e.g., CoVe uses words, BERT is based on subword
units, while ELMo focuses on characters.10

We speculate that, although these models yield
state-of-the-art results for several tasks, their per-
formance may be suboptimal because of the
choice of their underlying representation units. In
our experiments above, we have shown that it is
possible to achieve potentially better performance
when using units of different granularity jointly.

We have further shown that the best-performing
representation unit is target task-dependent. We
believe this would be true for more complex NLP
tasks as well. For example, question answering
generally requires learning long-range dependen-
cies, and thus embeddings from a character-based
model might not be the right choice in this case.
Our results show that character-based models are
not a viable option for handling long-range depen-
dencies, and subword-based representations might
be a better option for such tasks.

7.4 Translation vs. Representation Quality

Table 5 summarizes the translation performance of
each system. We can see that in most cases, the
subword-based systems perform better than the
word-based and the character-based ones. How-
ever, this is not true in the case of using their repre-
sentations as features for a core NLP task as in our
experiments above. For example, we have found
that character-based representations perform best
for the morphological tagging task. On a side
note, although BPE-based representations perform
better for some tasks, they are sensitive to noise.
Their capability of segmenting any OOV word
into known subwords may result in less reliable
systems. Notably, the translation performance of
the BPE-based system can fall below that of the
character-based system even in the presence of

10However, note that ELMo uses character convolutions,
which is different from a fully character-based model.

only 10% noise: from 0.7 BLEU in favor of BPE
on clean data to 0.8/1.1 BLEU in favor of charac-
ters with synthetic/real errors.

8 Conclusion and Future Work

We studied the impact of using different represen-
tation units—words, characters, BPE units, and
morphological segments—on the representations
learned by seq2seq models trained for neural ma-
chine translation. In particular, we evaluated the
performance of such representations on core natu-
ral language processing tasks modeling morphol-
ogy, syntax, and semantics.

Based on our experiments, we can make the fol-
lowing conclusions:

• Representations derived from subword units
are better for modeling syntax.

• Character-based representations are dis-
tinctly better for modeling morphology.

• Character-based representations are very ro-
bust to noise.

• Using a combination of different representa-
tions often works best.

Based on our findings, we further conjecture
that although subword-based segmentation based
on BPE are a de-facto standard when building
state-of-the-art NMT systems, the underlying rep-
resentations they yield are suboptimal for many
external tasks. Character-based representations
provide a more viable and robust alternative in this
regard, followed by morphological segmentation.

In future work, we plan to study how different
units affect representation quality in non-recurrent
models such as the Transformer (Vaswani et al.,
2017) as well as in convolutional architectures
(Gehring et al., 2017). We would also like to
explore representations from robustly trained sys-
tems, which should improve performance on noisy
input (Belinkov and Bisk, 2018; Heigold et al.,
2018). Finally, it would be interesting to study
representations in other NLP tasks besides neural
machine translation.
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Ondřej Bojar, Rajen Chatterjee, Christian Federmann,
Yvette Graham, Barry Haddow, Shujian Huang,
Matthias Huck, Philipp Koehn, Qun Liu, Varvara
Logacheva, Christof Monz, Matteo Negri, Matt
Post, Raphael Rubino, Lucia Specia, and Marco
Turchi. 2017. Findings of the 2017 conference on
machine translation. In Proceedings of the Sec-
ond Conference on Machine Translation, WMT ’17,
pages 169–214, Copenhagen, Denmark.

James Bradbury and Richard Socher. 2016. MetaMind
neural machine translation system for WMT 2016.
In Proceedings of the First Conference on Machine
Translation, WMT ’16, pages 264–267, Berlin, Ger-
many.

Mauro Cettolo, Jan Niehues, Sebastian Stüker, Ben-
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Abstract

English verbs have multiple forms. For in-
stance, talk may also appear as talks, talked or
talking, depending on the context. The NLP
task of lemmatization seeks to map these di-
verse forms back to a canonical one, known
as the lemma. We present a simple joint
neural model for lemmatization and morpho-
logical tagging that achieves state-of-the-art
results on 20 languages from the Universal
Dependencies corpora. Our paper describes
the model in addition to training and de-
coding procedures. Error analysis indicates
that joint morphological tagging and lemma-
tization is especially helpful in low-resource
lemmatization and languages that display a
larger degree of morphological complexity.
Code and pre-trained models are available
at https://sigmorphon.github.io/
sharedtasks/2019/task2/.

1 Introduction

Lemmatization is a core NLP task that involves a
string-to-string transduction from an inflected word
form to its citation form, known as the lemma.
More concretely, consider the English sentence:
The bulls are running in Pamplona. A lemma-
tizer will seek to map each word to a form you
may find in a dictionary—for instance, mapping
running to run. This linguistic normalization is
important in several downstream NLP applications,
especially for highly inflected languages. Lemmati-
zation has previously been shown to improve recall
for information retrieval (Kanis and Skorkovská,
2010; Monz and De Rijke, 2001), to aid machine
translation (Fraser et al., 2012; Chahuneau et al.,
2013) and is a core part of modern parsing systems
(Björkelund et al., 2010; Zeman et al., 2018).

However, the task is quite nuanced as the proper
choice of the lemma is context dependent. For

* Equal contribution. Listing order is random.

Figure 1: Our structured neural model shown as a hy-
brid (directed-undirected) graphical model (Koller and
Friedman, 2009). Notionally, the wi denote inflected
word forms, the mi denote morphological tags and the
`i denote lemmata.

instance, in the sentence A running of the bulls took
place in Pamplona, the word running is its own
lemma, since, here, running is a noun rather than
an inflected verb. Several counter-examples exist
to this trend, as discussed in depth in Haspelmath
and Sims (2013). Thus, a good lemmatizer must
make use of some representation of each word’s
sentential context. The research question in this
work is, then, how do we design a lemmatization
model that best extracts the morpho-syntax from
the sentential context?

Recent work (Bergmanis and Goldwater, 2018)
has presented a system that directly summarizes the
sentential context using a recurrent neural network
to decide how to lemmatize. As Bergmanis and
Goldwater (2018)’s system currently achieves
state-of-the-art results, it must implicitly learn a
contextual representation that encodes the neces-
sary morpho-syntax, as such knowledge is requisite
for the task. We contend, however, that rather than
expecting the network to implicitly learn some no-
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  Все       счастливые       семьи       похожи    друг      на      друга…
familieshappyAll are similar to each other

POS=	
CASE=	
�
NUM=��
GEN=���

POS=�
CASE=	
�
NUM=��

POS=	
CASE=	
�
NUM=��

POS=�
CASE=	
�
NUM=��

POS=	
CASE=	
�
NUM=��

POS=� POS=	
CASE=���
NUM=��

Morph. Tag:

Inflection:
Translation:

  весь      счастливый       семья       похож      друг      на      друга…Lemma:

Figure 2: Example of a morphologically tagged (in purple) and lemmatized (in red) sentence in Russian using the
annotation scheme provided in the UD dataset. The translation is given below (in blue).

tion of morpho-syntax, it is better to explicitly train
a joint model to morphologically disambiguate
and lemmatize. Indeed, to this end, we introduce
a joint model for the introduction of morphology
into a neural lemmatizer. A key feature of our
model is its simplicity: Our contribution is to show
how to stitch existing models together into a joint
model, explaining how to train and decode the
model. However, despite the model’s simplicity,
it still achieves a significant improvement over the
state of the art on our target task: lemmatization.

Experimentally, our contributions are threefold.
First, we show that our joint model achieves state-
of-the-art results, outperforming (on average) all
competing approaches on a 20-language subset of
the Universal Dependencies (UD) corpora (Nivre
et al., 2017). Second, by providing the joint model
with gold morphological tags, we demonstrate
that we are far from achieving the upper bound
on performance—improvements on morphological
tagging could lead to substantially better lemmati-
zation. Finally, we provide a detailed error analysis
indicating when and why morphological analysis
helps lemmatization. We offer two tangible recom-
mendations: one is better off using a joint model
(i) for languages with fewer training data available
and (ii) languages that have richer morphology.

Our system and pre-trained models on all lan-
guages in the latest version of the UD corpora12 are
released at https://sigmorphon.github.
io/sharedtasks/2019/task2/.

1We compare to previously published numbers on non-
recent versions of UD, but the models we release are trained
on the current version (2.3).

2Instead of UD schema for morphological attributes, we
use the UniMorph schema (Sylak-Glassman, 2016) instead.
Note the mapping from UD schema to UniMorph schema is
not one-to-one mapping (McCarthy et al., 2018).

2 Background: Lemmatization

Most languages (Dryer and Haspelmath, 2013) in
the world exhibit a linguistic phenomenon known
as inflectional morphology, which causes word
forms to mutate according to the syntactic cate-
gory of the word. The syntactic context in which
the word form occurs determines which form is
properly used. One privileged form in the set of in-
flections is called the lemma. We regard the lemma
as a lexicographic convention, often used to better
organize dictionaries. Thus, the choice of which in-
flected form is the lemma is motivated by tradition
and convenience, e.g., the lemma is the infinitive
for verbs in some Indo-European languages, rather
than by linguistic or cognitive concerns. Note that
the stem differs from the lemma in that the stem
may not be an actual inflection.3 In the NLP lit-
erature, the syntactic category that each inflected
form encodes is called the morphological tag. The
morphological tag generalizes traditional part-of-
speech tags, enriching them with further linguistic
knowledge such as tense, mood, and grammatical
case. We call the individual key–attribute pairs
morphological attributes.

An example of a sentence annotated with mor-
phological tags and lemmata in context is given
in Figure 2. The task of mapping a sentence to a
sequence of morphological tags is known as mor-
phological tagging.

Notation. Let w = w1, . . . , wn be a sequence
of n words. Each individual word is denoted
as wi. Likewise, let m = m1, . . . ,mn and
` = `1, . . . , `n be sequences of morphological tags
and lemmata, respectively. We will denote the set
of all tags seen in a treebank as Y . We remark
that mi is wi’s morphological tag (e.g. [ POS=N,
CASE=NOM, NUM=SG ] as a single label) and

3The stem is also often ill-defined. What is, for instance,
the stem of the word running, is it run or runn?

1518



`i is wi’s lemma. We will denote a language’s
discrete alphabet of characters as Σ. Thus, we
have wi, `i ∈ Σ∗. Furthermore, we c = c1, . . . , cn
be a vector of characters where ci ∈ Σ.

3 A Joint Neural Model

The primary contribution of this paper is a joint
model of morphological tagging and lemmatization.
The intuition behind the joint model is simple: high-
accuracy lemmatization requires a representation
of the sentential context, in which the word occurs
(this behind has been evinced in §1)—a morpholog-
ical tag provides the precise summary of the context
required to choose the correct lemma. Armed with
this, we define our joint model of lemmatization
and morphological tagging as:

p(`,m | w) = p(` |m,w) p(m | w) (1)

=




n∏

i=1

p(`i | mi, wi)︸ ︷︷ ︸
Neural Transducer


 p(m | w)︸ ︷︷ ︸

Neural Tagger

Figure 1 illustrates the structure of our model in
the form of a graphical model. We will discuss the
lemmatization factor and the morphological tag-
ging factor following two subsections, separately.
We caution the reader that the discussion of these
models will be brief: Neither of these particular
components is novel with respect to the literature,
so the formal details of the two models is best
found in the original papers. The point of our paper
is to describe a simple manner to combine these
existing parts into a state-of-the-art lemmatizer.

3.1 Morphological Tagger: p(m | w)

We employ a simple LSTM-based tagger to re-
cover the morphology of a sentence (Heigold et al.,
2017; Cotterell and Heigold, 2017). We also exper-
imented with the neural conditional random field
of Malaviya et al. (2018), but Heigold et al. (2017)
gave slightly better tagging scores on average and
is faster to train. Given a sequence of n words
w = w1, . . . , wn, we would like to obtain the mor-
phological tags m = m1, . . . ,mn for each word,
where mi ∈ Y . The model first obtains a word rep-
resentation for each token using a character-level
biLSTM (Graves et al., 2013) embedder, which is
then input to a word-level biLSTM tagger that pre-
dicts tags for each word. Given a function cLSTM
that returns the last hidden state of a character-
based LSTM, first we obtain a word representation

ui for word wi as,

ui = [cLSTM(c1 . . . cn); cLSTM(cn . . . c1)] (2)

where c1, . . . , cn is the character sequence of the
word. This representation ui is then input to a word-
level biLSTM tagger. The word-level biLSTM
tagger predicts a tag from Y . A full description of
the model is found in Heigold et al. (2017). We
use standard cross-entropy loss for training this
model and decode greedily while predicting the
tags during test-time. Note that greedy decoding is
optimal in this tagger as there is no interdependence
between the tags mi.

3.2 A Lemmatizer: p(`i | mi, wi)

Neural sequence-to-sequence models (Sutskever
et al., 2014; Bahdanau et al., 2015) have yielded
state-of-the-art performance on the task of
generating morphological variants—including the
lemma—as evinced in several recent shared tasks
on the subject (Cotterell et al., 2016, 2017, 2018).
Our lemmatization factor in eq. (1) is based on
such models. Specifically, we make use of a hard-
attention mechanism (Xu et al., 2015; Rastogi et al.,
2016), rather than the original soft-attention mech-
anism. Our choice of hard attention is motivated
by the performance of Makarov and Clematide
(2018)’s system at the CoNLL-SIGMORPHON
task. We use a nearly identical model, but opt for
an exact dynamic-programming-based inference
scheme (Wu et al., 2018).4

We briefly describe the model here. Given an
inflected word w and a tag m, we would like to
obtain the lemma ` ∈ Σ∗, dropping the subscript
for simplicity. Moreover, for the remainder of this
section the subscripts will index into the character
string `, that is ` = `1, . . . , `|`|, where each `i ∈ Σ.
A character-level biLSTM encoder embeds w to
h(enc). The decoder LSTM produces h(dec)

j , reading
the concatenation of the embedding of the previous
character `j−1 ∈ Σ and the tag embedding h(tag),
which is produced by an order-invariant linear func-
tion. In contrast to soft attention, hard attention
models the alignment distribution explicitly.

We denote A = {a1, . . . , a|w|}|`| as the set of
all monotonic alignments from w to ` where an
alignment aligns each target character `j to exactly
one source character in w and for a ∈ A, aj = i

4Our formulation differs from the work of Wu et al. (2018)
in that we enforce monotonic hard alignments, rather than
allow for non-monotonic alignments.
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refers to the event that the jth character of ` is
aligned to the ith character of w. We factor the
probabilistic lemmatizer as,

p(` | m,w) =
∑

a∈A
p(`,a | m,w) (3)

=
∑

a∈A

|`|∏

j=1

p(`j | aj , `<j ,m,w) (4)

p(aj | aj−1, `<j ,m,w)

=
∑

a∈A

|`|∏

j=1

p(`j | h(enc)
aj ,h(dec)

j ) (5)

p(aj | aj−1,h(enc),h(dec)
j )

The summation is computed with dynamic
programming—specifically, using the forward algo-
rithm for hidden Markov models (Rabiner, 1989).
p(`j | h(enc)

aj ,h(dec)
j ) is a two-layer feed-forward

network followed by a softmax. The transition
p(aj | aj−1,h(enc),h(dec)

j ) is the multiplicative at-
tention function with h(enc) and h(dec)

j as input.
To enforce monotonicity, p(aj | aj−1) = 0 if
aj < aj−1.

3.3 Decoding
We consider two manners, by which we decode
our model. The first is a greedy decoding scheme.
The second is a crunching (May and Knight, 2006)
scheme. We describe each in turn.

Greedy Decoding. In the greedy scheme, we se-
lect the best morphological tag sequence

m? = argmaxm log p(m | w) (6)

and then decode each lemmata

`?i = argmax` log p(` | m?
i , wi) (7)

Note that we slightly abuse notation since the
argmax here is approximate: exact decoding of
our neural lemmatizer is hard. This sort of scheme
is also referred to as pipeline decoding.

Crunching. In the crunching scheme, we first
extract a k-best list of taggings from the morpho-
logical tagger. For an input sentence w, call the
k-best tags for the ith word K(wi). Crunching then
says we should decode in the following manner

`?i = argmax` (8)

log
∑

mi∈K(wi)
p(` | mi, wi) p(mi | w)

Crunching is a tractable heuristic that approximates
true joint decoding5 and, as such, we expect it to
outperform the more naïve greedy approach.

3.4 Training with Jackknifing

In our model, a simple application of maximum-
likelihood estimation (MLE) is unlikely to work
well. The reason is that our model is a discrimina-
tive directed graphical model (as seen in Figure 1)
and, thus, suffers from exposure bias (Ranzato
et al., 2015). The intuition behind the poor perfor-
mance of MLE is simple: the output of the lemma-
tizer depends on the output of the morphological
tagger; as the lemmatizer has only ever seen cor-
rect morphological tags, it has never learned to
adjust for the errors that will be made at the time
of decoding. To compensate for this, we employ
jackknifing (Agić and Schluter, 2017), which is
standard practice in many NLP pipelines, such as
dependency parsing.

Jackknifing for training NLP pipelines is quite
similar to the oft-employed cross-validation. We
divide our training data into κ splits. Then, for each
split i ∈ {1, . . . , κ}, we train the morphological
tagger on the ith split, and then decode it, using
either greedy decoding or crunching, on the re-
maining (κ− 1) splits. This technique helps avoid
exposure bias and improves the lemmatization per-
formance, which we will demonstrate empirically
in §4. Indeed, the model is quite ineffective without
this training regime. Note that we employ jackknif-
ing for both the greedy decoding scheme and the
crunching decoding scheme.

4 Experimental Setup

4.1 Dataset

To enable a fair comparison with Bergmanis and
Goldwater (2018), we use the Universal Dependen-
cies Treebanks (Nivre et al., 2017) for all our ex-
periments. Following previous work, we use v2.0
of the treebanks for all languages, except Dutch,
for which v2.1 was used due to inconsistencies in
v2.0. The standard splits are used for all treebanks.

5True joint decoding would sum over all possible mor-
phological tags, rather than just the k-best. While this is
tractable in our setting in the sense that there are, at, most,
1662 morphological tags (in the case of Basque), it is signifi-
cantly slower than using a smaller k. Indeed, the probability
distribution that morphological taggers learn tend to be peaked
to the point that considering improbable tags is not necessary.
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4.2 Training Setup and Hyperparameters

For the morphological tagger, we use the baseline
implementation from Malaviya et al. (2018). This
implementation uses an input layer and linear
layer dimension of 128 and a 2-layer LSTM with
a hidden layer dimension of 256. The Adam
(Kingma and Ba, 2014) optimizer is used for
training and a dropout rate (Srivastava et al., 2014)
of 0.3 is enforced during training. The tagger was
trained for 10 epochs.

For the lemmatizer, we use a 2-layer biLSTM
encoder and a 1-layer LSTM decoder with 400
hidden units. The dimensions of character and
tag embedding are 200 and 40, respectively. We
enforce a dropout rate of 0.4 in the embedding
and encoder LSTM layers. The lemmatizer is
also trained with Adam and the learning rate is
0.001. We halve the learning rate whenever the
development log-likelihood increases and we
perform early-stopping when the learning rate
reaches 1× 10−5. We apply gradient clipping with
a maximum gradient norm of 5.

4.3 Baselines (and Related Work)

We compare our approach against recent competing
methods that report results on UD datasets.

Lematus. The current state of the art is held by
Bergmanis and Goldwater (2018), who, as dis-
cussed in §1, provide a direct context-to-lemma
approach, avoiding the use of morphological tags.
We remark that Bergmanis and Goldwater (2018)
assume a setting where lemmata are annotated at
the token level, but morphological tags are not avail-
able; we contend, however, that such a setting is
not entirely realistic as almost all corpora annotated
with lemmata at the token level include morpho-
syntactic annotation, including the vast majority
of the UD corpora. Thus, we do not consider it a
stretch to assume the annotation of morphological
tags to train our joint model.6

UDPipe. Our next baseline is the UDPipe sys-
tem of Straka and Straková (2017). Their system

6After correspondence with Toms Bergmanis, we would
like to clarify this point. While Bergmanis and Goldwater
(2018) explores the model in a token-annotated setting, as
do we, the authors argue that such a model is better for a
very low-resource scenario where the entire sentence is not
annotated for lemmata. We concede this point—our current
model is not applicable in such a setting. However, we note
that a semi-supervised morphological tagger could be trained
in such a situation as well, which may benefit lemmatization.

performs lemmatization using an averaged percep-
tron tagger that predicts a (lemma rule, UPOS) pair.
Here, a lemma rule generates a lemma by removing
parts of the word prefix/suffix and prepending and
appending a new prefix/suffix. A guesser first pro-
duces correct lemma rules and the tagger is used to
disambiguate from them.

Lemming. The strongest non-neural baseline we
consider is the system of Müller et al. (2015), who,
like us, develop a joint model of morphological
tagging lemmatization. In contrast to us, however,
their model is globally normalized (Lafferty et al.,
2001). Due to their global normalization, they
directly estimate the parameters of their model
with MLE without worrying about exposure bias.
However, in order to efficiently normalize the
model, they heuristically limit the set of possible
lemmata through the use of edit trees (Chrupała,
2008), which makes the computation of the
partition function tractable.

Morfette. Much like Müller et al. (2015), Mor-
fette relies on the concept of edit trees. However,
a simple perceptron is used for classification with
hand-crafted features. A full description of the
model is given in Chrupała et al. (2008).

5 Results and Discussion

Experimentally, we aim to show three points. i)
Our joint model (eq. (1)) of morphological tagging
and lemmatization achieves state-of-the-art accu-
racy; this builds on the findings of Bergmanis and
Goldwater (2018), who show that context signifi-
cantly helps neural lemmatization. Moreover, the
upper bound for contextual lemmatizers that make
use of morphological tags is much higher, indicat-
ing room for improved lemmatization with better
morphological taggers. ii) We discuss a number
of error patterns that the model seems to make on
the languages, where absolute accuracy is lowest:
Latvian, Estonian and Arabic. We suggest pos-
sible paths forward to improve performance. iii)
We offer an explanation for when our joint model
does better than the context-to-lemma baseline. We
show through a correlational study that our joint ap-
proach with morphological tagging helps the most
in two cases: low-resource languages and morpho-
logically rich languages.
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Figure 3: We present performance (in accuracy) averaged over the 20 languages from UD we consider. Our
method (second from the left) significantly outperforms the strongest baseline (fourth from the left; Bergmanis
and Goldwater (2018)). The blue column is a skyline that gives our model gold tags during decoding, showing
improved tagging should lead to better lemmatization. The remaining are baselines described in §4.3.

5.1 Main Results

The first experiment we run focuses on pure per-
formance of the model. Our goal is to determine
whether joint morphological tagging and lemmati-
zation improves average performance in a state-of-
the-art neural model.

Evaluation Metrics. For measuring lemmati-
zation performance, we measure the accuracy
of guessing the lemmata correctly over an entire
corpus. To demonstrate the effectiveness of our
model in utilizing context and generalizing to
unseen word forms, we follow Bergmanis and
Goldwater (2018) and also report accuracies on
tokens that are i) ambiguous, i.e., more than
one lemmata exist for the same inflected form,
ii) unseen, i.e., where the inflected form has
not been seen in the training set, and iii) seen
unambiguous, i.e., where the inflected form has
only one lemma and is seen in the training set.

Results. The results showing comparisons with
all other methods are summarized in Figure 3. Each
bar represents the average accuracy across 20 lan-
guages. Our method achieves an average accuracy

of 95.42 and the strongest baseline, Bergmanis and
Goldwater (2018), achieves an average accuracy of
95.05. The difference in performance (0.37) is sta-
tistically significant with p < 0.01 under a paired
permutation test. We outperform the strongest base-
line in 11 out of 20 languages and underperform
in only 3 languages with p < 0.05. The difference
between our method and all other baselines is sta-
tistical significant with p < 0.001 in all cases. We
highlight two additional features of the data. First,
decoding using gold morphological tags gives an
accuracy of 98.04 for a difference in performance
of +2.62. We take the large difference between
the upper bound and the current performance of
our model to indicate that improved morphological
tagging is likely to significantly help lemmatiza-
tion. Second, it is noteworthy that training with
gold tags, but decoding with predicted tags, yields
performance that is significantly worse than every
baseline except for UDPipe. This speaks for the
importance of jackknifing in the training of joint
morphological tagger-lemmatizers that are directed
and, therefore, suffer from exposure bias.

In Figure 4, we observed crunching further im-
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Figure 4: Relative improvement on validation set with
crunching over greedy decoding for different values of
k.

proves performance of the greedy decoding scheme.
In 8 out of 20 languages, the improvement is statis-
tical significant with p < 0.05. We select the best
k for each language based on the development set.

In Figure 5, we provide a language-wise break-
down of the performance of our model and the
model of Bergmanis and Goldwater (2018). Our
strongest improvements are seen in Latvian, Greek
and Hungarian. When measuring performance
solely over unseen inflected forms, we achieve even
stronger gains over the baseline method in most
languages. This demonstrates the generalization
power of our model beyond word forms seen in
the training set. In addition, our accuracies on am-
biguous tokens are also seen to be higher than the
baseline on average, with strong improvements on
highly inflected languages such as Latvian and Rus-
sian. Finally, on seen unambiguous tokens, we note
improvements that are similar across all languages.

5.2 Error Patterns

We attempt to identify systematic error patterns of
our model in an effort to motivate future work. For
this analysis, we compare predictions of our model
and the gold lemmata on three languages with the
weakest absolute performance: Estonian, Latvian
and Arabic. First, we note the differences in the
average lengths of gold lemmata in the tokens we
guess incorrectly and all the tokens in the corpus.
The lemmata we guess incorrectly are on average
1.04 characters longer than the average length of all
the lemmata in the corpus. We found that the length
of the incorrect lemmata does not correlate strongly
with their frequency. Next, we identify the most
common set of edit operations in each language
that would transform the incorrect hypothesis to
the gold lemma. This set of edit operations was

lang # tokens # tags ours Lematus ∆

arabic 202000 349 93.1 93.55 -0.48
basque 59700 884 96.74 96.55 0.2
croatian 146000 1105 96.16 95.7 0.48
dutch 163000 62 97.26 97.65 -0.4
estonian 17000 482 85.83 84.99 0.99
finnish 135000 1669 94.79 94.31 0.51
german 227000 683 97.46 97.72 -0.26
greek 36500 346 95.29 94.22 1.13
hindi 261000 939 98.88 98.92 -0.05
hungarian 16700 580 96.13 94.99 1.2
italian 236000 278 97.93 98.04 -0.11
latvian 28000 640 88.67 87.31 1.56
polish 52000 991 95.99 95.12 0.91
portuguese 176000 375 98.2 98.26 -0.06
romanian 157000 451 97.11 97.19 -0.08
russian 58400 715 96.0 95.07 0.98
slovak 64800 1186 93.25 92.43 0.89
slovenian 96500 1101 97.07 96.9 0.17
turkish 31200 972 95.81 95.01 0.85
urdu 101000 1001 96.76 97.12 -0.37

Table 1: Here we present the number of tokens in each
of the UD treebanks we use as well as the number of
morphological tags. Note, we take the number of tags
as a proxy for the morphological complexity of the lan-
guage. Finally, we present numbers on validation set
from our method with greedy decoding and from the
strongest baseline (Lematus) as well as the difference.
Correlations between the first two columns and the dif-
ferences are shown in Table 2.

found to follow a power-law distribution.
For the case of Latvian, we find that the opera-

tion {replace: s → a} is the most common error
made by our model. This operation corresponds to
a possible issue in the Latvian treebank, where ad-
jectives were marked with gendered lemmas. This
issue has now been resolved in the latest version of
the treebank. For Estonian, the operation {insert:
m, insert: a} is the most common error. The suffix
-ma in Estonian is used to indicate the infinitive
form of verbs. Gold lemmata for verbs in Estonian
are marked in their infinitive forms whereas our
system predicts the stems of these verbs instead.
These inflected forms are usually ambiguous and
we believe that the model doesn’t generalize well
to different form-lemma pairs, partly due to fewer
training data available for Estonian. This is an ex-
ample of an error pattern that could be corrected
using improved morphological information about
the tokens. Finally, in Arabic, we find that the most
common error pattern corresponds to a single am-
biguous word form, ’an , which can be lemmatized
as ’anna (like “that” in English) or ’an (like “to”
in English) depending on the usage of the word in
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number of tokens for the corresponding setting.

10 20 30 40 50 60 70 80 90 100
Percentage of Training Set

70

75

80

85

90

95

100

A
cc

ur
ac

y

our ambiguous
our unseen
our seen unambiguous
our all
ch20 ambiguous
ch20 unseen
ch20 seen unambiguous
ch20 all

Figure 6: Learning curve showing the accuracy on the
validation set of the Polish treebank as the percentage
of training set is increased. Markers indicate statisti-
cally significant better system with paired permutation
test (p < 0.05). Our model is decoded greedily.

context. The word ’anna must be followed by a
nominal sentence while ’an is followed by a verb.
Hence, models that can incorporate rich contextual
information would be able to avoid such errors.

5.3 Why our model performs better?

Simply presenting improved results does not en-
tirely satiate our curiosity: we would also like to
understand why our model performs better. Specif-
ically, we have assumed an additional level of
supervision—namely, the annotation of morpho-
logical tags. We provide the differences between
our method and our retraining of the Lematus sys-
tem presented in Table 1. In addition to the perfor-

Pearson’s Rv Spearman’s ρ

# tags vs. ∆ 0.206 0.209
# tokens vs. ∆ -0.808 -0.845

Table 2: The table shows the correlations between
the differences in dev performance between our model
with greedy decoding and Lematus and two aspects of
the data: number of tokens and number of tags.

mance of the systems, we also list the number of
tokens in each treebank and the number of distinct
morphological tags per language. We perform a
correlational study, which is shown in Table 2.

Morphological Complexity and Performance.
We see that there is a moderate positive correlation
(ρ = 0.209) between the number of morphological
tags in a language and the improvement our model
obtains. As we take the number of tags as a proxy
for the morphological complexity in the language,
we view this as an indication that attempting to
directly extract the relevant morpho-syntactic
information from the corpus is not as effective
when there is more to learn. In such languages, we
recommend exploiting the additional annotation
to achieve better results.

Amount of Data and Performance. The second
correlation we find is a stronger negative corre-
lation (ρ = −0.845) between the number of to-
kens available for training in the treebank and the
gains in performance of our model over the base-
line. This is further demonstrated by the learning
curve plot in Figure 6, where we plot the validation
accuracy on the Polish treebank for different sizes
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of the training set. The gap between the perfor-
mance of our model and Lematus-ch20 is larger
when fewer training data are available, especially
for ambiguous tokens. This indicates that the incor-
poration of morphological tags into a model helps
more in the low-resource setting. Indeed, this con-
clusion makes sense—neural networks are good at
extracting features from text when there is a suf-
ficiently large amount of data. However, in the
low-resource case, we would expect direct super-
vision on the sort of features we desire to extract
to work better. Thus, our second recommendation
is to model tags jointly with lemmata when fewer
training tokens are available. As we noted earlier,
it is almost always the case that token-level annota-
tion of lemmata comes with token-level annotation
of morphological tags. In low-resource scenarios,
a data augmentation approach such as the one pro-
posed by Bergmanis and Goldwater (2019) can be
helpful and serve complementary to our approach.

6 Conclusion

We have presented a simple joint model for morpho-
logical tagging and lemmatization and discussed
techniques for training and decoding. Empirically,
we have shown that our model achieves state-of-
the-art results, hinting that explicitly modeling mor-
phological tags is a more effective manner for mod-
eling context. In addition to strong numbers, we
tried to explain when and why our model does bet-
ter. Specifically, we show a significant correlation
between our scores and the number of tokens and
tags present in a treebank. We take this to indicate
that our method improves performance more for
low-resource languages as well as morphologically
rich languages.
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A Additional Results

We present the exact numbers on all languages to
allow future papers to compare to our results in
Table 3 and Table 4.

Gold Crunching Jackknifing Ch-20 Silver

Arabic 97.40 93.13 93.10 93.55 89.32
Basque 98.70 96.75 96.74 96.55 94.88
Croatian 98.61 96.24 96.16 95.70 94.89
Dutch 98.82 97.26 97.26 97.65 96.31
Estonian 91.92 86.02 85.83 84.99 71.65
Finnish 97.01 94.79 94.79 94.31 90.89
German 97.74 97.47 97.46 97.72 96.27
Greek 97.40 95.33 95.29 94.22 94.33
Hindi 99.29 98.89 98.88 98.92 98.63
Hungarian 98.54 96.22 96.13 94.99 94.15
Italian 99.37 97.93 97.93 98.04 96.95
Latvian 97.24 88.81 88.67 87.31 85.58
Polish 98.46 96.07 95.99 95.12 91.77
Portuguese 99.63 98.24 98.20 98.26 97.72
Romanian 99.34 97.13 97.11 97.19 95.99
Russian 98.46 96.00 96.00 95.07 93.84
Slovak 97.14 93.41 93.25 92.43 88.49
Slovenian 99.46 97.13 97.07 96.90 95.64
Turkish 98.71 95.91 95.81 95.01 91.25
Urdu 97.48 96.84 96.76 97.12 96.62
AVERAGE 98.04 95.48 95.42 95.05 92.76

Table 3: Development performance breakdown.

Gold Crunching Jackknifing Ch-20 Silver

Arabic 97.95 93.99 93.92 94.16 91.37
Basque 98.54 96.63 96.67 96.49 94.57
Croatian 98.24 95.63 95.58 95.22 94.28
Dutch 98.43 97.25 97.25 97.21 96.50
Estonian 92.34 86.33 86.13 85.44 73.41
Finnish 97.02 94.34 94.29 93.94 90.57
German 97.39 97.14 97.07 97.63 95.88
Greek 97.83 96.53 96.46 95.32 95.05
Hindi 99.10 98.68 98.65 98.73 98.47
Hungarian 97.72 94.02 93.96 93.15 92.42
Italian 99.33 97.83 97.83 98.05 96.96
Latvian 96.69 89.79 89.76 88.87 86.49
Polish 98.45 95.74 95.78 94.90 91.94
Portuguese 99.60 97.97 97.86 98.14 97.58
Romanian 99.55 97.21 97.14 97.21 96.36
Russian 98.30 95.82 95.82 94.77 93.71
Slovak 97.40 93.46 93.31 92.29 88.63
Slovenian 99.25 96.74 96.66 96.69 95.42
Turkish 99.18 96.48 96.32 95.99 92.14
Urdu 97.87 96.94 96.91 96.77 96.73
AVERAGE 98.01 95.43 95.37 95.05 92.92

Table 4: Test performance breakdown.
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F1 Score

Arabic 85.62
Basque 83.68
Croatian 85.37
Dutch 90.92
Estonian 65.80
Finnish 87.94
German 79.45
Greek 87.63
Hindi 87.89
Hungarian 86.00
Italian 93.78
Latvian 80.96
Polish 80.29
Portuguese 93.65
Romanian 93.51
Russian 83.69
Slovak 64.53
Slovenian 88.81
Turkish 82.60
Urdu 72.86
AVERAGE 83.75

Table 5: Morphological Tagging Performance on devel-
opment set.
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Abstract

In the principles-and-parameters framework,
the structural features of languages depend
on parameters that may be toggled on or off,
with a single parameter often dictating the
status of multiple features. The implied co-
variance between features inspires our prob-
abilisation of this line of linguistic inquiry—
we develop a generative model of language
based on exponential-family matrix factorisa-
tion. By modelling all languages and fea-
tures within the same architecture, we show
how structural similarities between languages
can be exploited to predict typological features
with near-perfect accuracy, outperforming sev-
eral baselines on the task of predicting held-
out features. Furthermore, we show that lan-
guage embeddings pre-trained on monolingual
text allow for generalisation to unobserved lan-
guages. This finding has clear practical and
also theoretical implications: the results con-
firm what linguists have hypothesised, i.e. that
there are significant correlations between typo-
logical features and languages.

1 Introduction

Linguistic typologists dissect and analyse lan-
guages in terms of their structural properties (Croft,
2002). For instance, consider the phonological
property of word-final obstruent decoding: Ger-
man devoices word-final obstruents (Zug is pro-
nounced /zuk/), whereas English does not (dog is
pronounced /d6g/). In the tradition of generative
linguistics, one line of typological analysis is the
principles-and-parameters framework (Chomsky,
1981), which posits the existence of a set of univer-
sal parameters, switches as it were, that languages
toggle. One arrives at a kind of factorial typol-
ogy, to borrow terminology from optimality theory
(Prince and Smolensky, 2008), through different
settings of the parameters. Within the principle-
and-parameters research program, then, the goal is

Figure 1: Correlations between selected typological
parameters. Feature values are classified according
to head-directionality (head-initial +, head-final -, no
dominant order o). For instance, ++ under Affixation
means strongly suffixing.

to identify the parameters that serve as axes, along
which languages may vary.

It is not enough, however, to simply write down
the set of parameters available to language. In-
deed, one of the most interesting facets of typol-
ogy is that different parameters are correlated. To
illustrate this point, we show a heatmap in Fig-
ure 1 that shows the correlation between the values
of selected parameters taken from a typological
knowledge base (KB). Notice how head-final word
order, for example, highly correlates with strong
suffixation. The primary contribution of this work
is a probabilisation of typology inspired by the
principles-and-parameters framework. We assume
a given set of typological parameters and develop a
generative model of a language’s parameters, cast-
ing the problem as a form of exponential-family ma-
trix factorisation. We observe a binary matrix that
encodes the settings of each parameter for each lan-
guage. For example, the Manchu head-final entry
of this matrix would be set to 1, because Manchu
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is a head-final language. The goal of our model is
to explain each entry of matrix as arising through
the dot product of a language embedding and a
parameter embedding passed through a sigmoid.

We test our model on The World Atlas of
Language Structures (WALS), the largest available
knowledge base of typological parameters at the
lexical, phonological, syntactic and semantic
level. Our contributions are: (i) We develop
a probabilisation of typology inspired by the
principles-and-parameters framework. (ii) We in-
troduce the novel task of typological collaborative
filtering, where we observe some of a language’s
parameters, but hold some out. At evaluation time,
we predict the held-out parameters using the gen-
erative model. (iii) We develop a semi-supervised
extension, in which we incorporate language
embeddings output by a neural language model,
thus improving performance with unlabelled data.
Indeed, when we partially observe some of the
typological parameters of a language, we achieve
near-perfect (97%) accuracy on the prediction of
held-out parameters. (iv) We perform an extensive
qualitative and quantitative analysis of our method.

2 Typology in Generative Grammar

What we will present in this paper is a generative
model that corresponds to a generative tradition
of research in linguistic typology. We first outline
the technical linguistic background necessary for
the model’s exposition. Chomsky famously argued
that the human brain contains a prior, as it were,
over possible linguistic structures, which he termed
universal grammar (Chomsky, 1965). The con-
nection between Chomsky’s Universal Grammar
and the Bayesian prior is an intuitive one, but the
earliest citation we know for the connection is
Eisner (2002, §2). As a theory, universal grammar
holds great promise in explaining the typological
variation of human language. Cross-linguistic
similarities and differences may be explained
by the influence universal grammar exerts over
language acquisition and change. While universal
grammar arose early on in the writtings of
Chomsky, early work in generative grammar
focused primarily on English (Harris, 1995).
Indeed, Chomsky’s Syntactic Structures contains
exclusively examples in English (Chomsky, 1957).
As the generative grammarians turned their focus
to a wider selection of languages, the principles
and parameters framework for syntactic analysis

rose to prominence. Given the tight relationship
between the theory of universal grammar and
typology, principles and parameters offers a fruitful
manner in which to research typological variation.

The principles and parameters takes a parametric
view of linguistic typology. The structure of hu-
man language is governed by a series of principles,
which are hard constraints on human language. A
common example of a principle is the requirement
that every sentence has a subject, even if one that
is not pronounced; see the discussion on the pro-
drop parameter in Carnie (2013). Principles are
universally true for all languages. On the other
hand, languages are also governed by parameters.
Unlike principles, parameters are the parts of lin-
guistic structure that are allowed to vary. It is useful
to think of parameters as attributes that can take
on a variety of values. As Chomsky (2000) him-
self writes “we can think of the initial state of the
faculty of language as a fixed network connected
to a switch box; the network is constituted of the
principles of language, while the switches are the
options to be determined by experience. When the
switches are set one way, we have Swahili; when
they are set another way, we have Japanese. Each
possible human language is identified as a particu-
lar setting of the switches-a setting of parameters,
in technical terminology.”

What are possible parameters? Here, in our for-
malisation of the parameter aspect of the principles-
and-parameters framework, we take a catholic view
of parameters, encompassing all areas of linguis-
tics, rather than just syntax. For example, as we
saw before, consider the switch of devoicing word-
final obstruents a parameter. We note that while
principle-and-parameters typology has primarily
been applied to syntax, there are also interesting ap-
plications to non-syntactic domains. For instance,
van Oostendorp (2015) applies a parametric ap-
proach to metrical stress in phonology; this is in
line with our view. In the field of linguistic ty-
pology, there is a vibrant line of research, which
fits into the tradition of viewing typological param-
eters through the lens of principles and parame-
ters. Indeed, while earlier work due to Chomsky
focused on what have come to be called macro-
parameters, many linguists now focus on micro-
parameters, which are very close to the features
found in the WALS dataset that we will be mod-
elling (Baker, 2008; Nicolis and Biberauer, 2008;
Biberauer et al., 2009). This justifies our viewing
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` SOV · · · SVO Str. Pref. · · · Str. Suff.





eng 1 0 0 0 0 1

nld 0 1 0 0 0 1

deu 0 1 0 0 0 1
· · · · · · · · ·
vie 0 0 1 0 1 0

tur 0 1 0 0 0 1

mrd 1 0 0 − − −

Figure 2: Example of training and evaluation por-
tions of a feature matrix, with word order features
(81A, SOV, · · · ,SVO) and affixation features (26A,
Strongly Prefixing, · · · ,Strongly Suffixing). We train
on the examples highlighted in blue, evaluate on the ex-
amples highlighted in red, and ignore those which are
not covered in WALS highlighted in green.

WALS through the lens of principles and parame-
ters, even though the authors of WALS adher to the
functional-typological school.1

Notationally, we will represent the parameters
as a vector π = [π1, . . . , πn]. Each typological
parameter πi is a binary variable; for instance, does
the language admit word-final voiced obstruents?

3 A Generative Model of Typology

We now seek a probabilistic formalisation of the
linguistic theory presented in §2; specifically, for
every language `, we seek to explain the observed
binary vector of parameters π`: π`i = 1 indicates
that the ith parameter is “on” in language `. The
heart of our model will be quite simple: every lan-
guage ` will have a language embedding λ` ∈ Rd
and every parameter will have a parameter embed-
ding eπi ∈ Rd. Now, π`i ∼ sigmoid(e>πiλ

`).
This model also takes inspiration from work in

relation extraction (Riedel et al., 2013). Writing
the joint distribution over the entire binary vector
of parameters, we arrive at

p(π` | λ`) =
|π|∏

i=1

p(π`i | λ`) (1)

=

|π|∏

i=1

sigmoid
(
e>πiλ

`
)

(2)

=

|π|∏

i=1

1

1 + exp(−e>πiλ
`)

(3)

1For an overview of differences between these schools, we
refer the reader to Haspelmath (2008).

We define the the prior over language embeddings:

p(λ`) = N
(
0;σ2I

)
(4)

where µ is the mean of the Gaussian whose co-
variance is fixed at I . Now, give a collection of
languages L, we arrive at the joint distribution

∏

`∈L
p(π`,λ`) =

∏

`∈L
p(π` | λ`) · p(λ`) (5)

Note that p(λ`) is, spiritually at least, a universal
grammar: it is the prior over what sort of languages
can exist, albeit encoded as a real vector. In the
parlance of principles and parameters, the prior
represents the principles.

Then our model parameters are Θ =
{eπ1 , . . . , eπ|π| ,λ1, . . . ,λ|L|}. Note that for the re-
mainder of the paper, we will never shorten ‘model
parameters’ to simply ‘parameters’ to avoid am-
biguity. We will, however, refer to ‘typological
parameters’ as simply ‘parameters.’

We can view this model as a form of exponential-
family matrix factorisation (Collins et al., 2001).
Specifically, our model seeks to explain a binary
matrix of parameters. We consider such matrices
as the one in Figure 2, which depicts some of the bi-
narised feature values for word order and affixation
for English, Dutch, German, Vietnamese, Turkish,
and Marind. We will have some parameters seen
during training (highlighted in blue), some we use
for evaluation (highlighted in red), and some which
are unknown due to the nature of WALS (high-
lighted in green). Crucially, the model in eq. (5)
allows us to learn the correlations between typolog-
ical parameters, as illustrated in Figure 1. We train
the model over 10 epochs with a batch size of 64,
using the Adam optimiser (Kingma and Ba, 2014)
and L2 regularisation (0.1), which corresponds to
the Gaussian prior with variance σ2 = 10.

4 A Semi-Supervised Extension

A natural question we might ask is if our model can
exploit unlabelled monolingual data to improve its
performance. We explain how we can induce lan-
guage embeddings from unlabelled data below and
then incorporate these into our model through the
prior eq. (4). This results in a semi-supervised
model, as we incorporate an unsupervised pre-
training step. This is motivated by the fact that
related languages tend to exhibit correlations be-
tween each other. Figure 3 shows the distribution
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Figure 3: Distribution of feature values across three of
the biggest language families in WALS. The represen-
tation of feature values is described in Figure 1.

of a few features within the Semitic, Oceanic, and
Indic language branches. Notice, for instance, the
skewed distribution of feature values within the
Indic branch: languages in that branch are almost
exclusively head-initial with respect to word order,
order of adposition and noun, and affixation.

4.1 Distributional Language Embeddings

Words can be represented by distributed word rep-
resentations, currently often in the form of word
embeddings. Similarly to how words can be em-
bedded, so can languages, by associating each lan-
guage with a real-valued vector known as a lan-
guage embedding. Training such representations
as a part of a multilingual model allows us to in-
fer similarities between languages. This is due to
the fact that in order for multilingual parameter
sharing to be successful in this setting, the neural
network needs to use the language embeddings to
encode features of the languages. Previous work
has explored this type of representation learning in
various tasks, such as NMT (Malaviya et al., 2017),
language modelling (Tsvetkov et al., 2016; Östling
and Tiedemann, 2017), and tasks representing mor-
phological, phonological, and syntactic linguistic
levels (Bjerva and Augenstein, 2018a).

In the context of computational typology, rep-
resentations obtained through language modelling
have been the most successful (Östling and Tiede-
mann, 2017). This approach is particularly inter-
esting since unlabelled data is available for a large
portion of the world’s languages, meaning that high
quality language embeddings can be obtained for
more than 1,000 of the world’s languages.

Figure 4: Char LSTM LM with language embeddings
concatenated to char embeddings at every time step.

4.2 Language Embeddings through LMs
In this work, we use a language modelling objec-
tive to pre-train language embeddings; we train a
character-level neural language model with a dis-
tributed language embedding of language `. Specif-
ically, we use the model of Östling and Tiedemann
(2017), visualised in Figure 4. The model is a
stacked character-based LSTM (Hochreiter and
Schmidhuber, 1997) with two layers, followed by
a softmax output layer. In order to accommodate
the language embeddings, this relatively standard
model is modified such that language embeddings
are concatenated to the character embeddings at
each time step. This method returns a language
embedding, which we denote λ̃

`
to distinguish it

from the language embeddings λ` discussed in the
previous section. We use the same hyperparame-
ter settings as Östling and Tiedemann (2017), with
1024-dimensional LSTMs, 128-dimensional char-
acter embeddings, and 64-dimensional language
embeddings. Training is done with Adam (Kingma
and Ba, 2014), and using early stopping.

In the semi-supervised regime, we use the esti-
mated language embedding λ̃

`
from the language

model and define the model as follows

p(π` | λ̃`) =
|π|∏

i=1

sigmoid(e>πiλ̃
`
) (6)

omitting the learned language embedding λ in the
matrix factorisation. The likelihood of this model
is now convex in the parameter embeddings. In
contrast to the full matrix factorisation setting, here,
all language-specific knowledge must come from
an external source, namely, the unlabelled text.

5 A Novel Task: Typological
Collaborative Filtering

In this section, we introduce a novel task for linguis-
tic typology, which we term typological collabo-
rative filtering. Typological KBs such as WALS
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are known to be incomplete. In other words, not
all parameters π`i are observed for all languages.
Thus, a natural question we may ask how well our
models can predict unobserved (or held-out) pa-
rameters. We view this problem as analogous to
collaborative filtering (CF). Our task is similar to
knowledge base population or completion in that
we start off with a partly populated KB which we
aim to complete, but differs in the aspect that we
attempt to infer values from correlations between
features and similarities between languages, rather
than inferring these from a collection of texts.

CF is a common technique for recommender sys-
tems (see §9). Consider the task of recommending
a new movie to a customer. Given which movies
different users have liked (equivalent to a typolog-
ical parameter being ‘on’) and which movies the
user has disliked (equivalent to the typological pa-
rameter being ‘off’), a CF model tries to figure out
the (latent) preferences of each user and the latent
genre of each movie. In our setting, the languages
are analogous to users and movies are analogous
to parameters. Our model in eq. (5) seeks to learn
what latent properties of languages and what latent
properties of parameters explain their correlations.

6 Data

WALS. The World Atlas of Language Structures
(WALS) is a large knowledge base of typological
properties at the lexical, phonological, syntactic
and semantic level on which we will run our exper-
iments. The documentation of linguistic structure
is spread throughout a wide variety of academic
works, ranging from field linguistics to grammars
describing the nuances of individual grammatical
uses. KB creation is a laborious tasks as it in-
volves distilling knowledge into a single, standard-
ised resource, which, naturally, will be incomplete,
prompting the need for methods to complete them
(Min et al., 2013). In the case of WALS, few lan-
guages have all values annotated for all of the prop-
erties. In this section, we offer a formalisation of
typological KBs to allow for our development of
a probabilistic model over vectors of properties.
WALS, for instance, contains n = 202 different
parameters (Dryer and Haspelmath, 2013).

Binarisation of WALS. Many common typolog-
ical KBs, including WALS, the one studied here,
contain binary as well as non-binary parameters.
To deal with this, we binarise the KB as follows:
Whenever there is a typological parameter that

takes ≥ 3 values, e.g., ‘Feature 81A: Order of
Subject, Object and Verb’ which takes the 7 values
‘SOV’, ‘SVO’, ‘VSO’, ‘VOS’, ‘OVS’, ‘OSV’,
‘No dominant order’, we introduce that many
binary parameters. At test time, we get non-binary
predictions by using a simple decoder that returns
the arg max over the predicted probabilities for the
binary features.

As each typological parameter with n ≥ 3 fea-
ture values is coded as a one-hot binary vector of
length n, we need to make sure that we do not mix
a single typological parameter for a language into
the training and test sets. This is visualised in Fig-
ure 2, where we train on the blue squares, i.e., the
binarised 81A feature for for English, and the 26A
feature for Dutch, as well as all features for all non-
Germanic languages. The model is then evaluated
on the held-out features for Germanic highlighted
in red, i.e., 26A for English, 81A for Dutch, and
both of these for German. This is important, as
knowing that a language is SVO would make it
trivial to infer that it is not, e.g., SOV.

Unlabelled multilingual data. To induce
language embeddings, we need a considerable
amount of multilingual unlabelled data. We use
an in-house version of the massively multilingual
Bible corpus, so as to have comparable data
for all languages, although parallel data is not
a strict necessity for our method.2 We train the
multilingual language model on a collection of
975 languages, each with approximately 200,000
tokens available. We only train on languages
for which the symbol size is relatively modest, a
criterion which we fulfil by only using translations
with Latin, Cyrillic, and Greek alphabets.

Language used in the bible differs substantially
from most modern language use, which would be a
challenge if one were interested in transferring the
language model itself. Here, we are only interested
in the distributed language embeddings for each
language `. It is safe to assume that the typolog-
ical features underlying the texts we use will be
representative of those coded in WALS, hence the
domain should not matter much and the method
should work equally well given any domain of in-
put texts for the unsupervised training of language
embeddings.

2Some languages available via http://homepages.
inf.ed.ac.uk/s0787820/bible/
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Figure 5: F1 score for feature prediction separated by
macroarea with varying in-branch training data.

7 Experiments

7.1 General Experimental Setup

As described in §6, we binarise WALS. In order
to compare directly with our semi-supervised
extension, we limit our evaluation to the subset
of languages which is the intersection of the
languages for which we have Bible data, and the
languages which are present in WALS. Finally,
we observe that some languages have very few
features encoded, and some features are encoded
for very few languages. For instance, feature 10B
(Nasal Vowels in West Africa), is only encoded for
a total of 40 languages, and only one feature value
appears for more than 10 languages. Because of
this, we restrict our evaluation to languages and
feature values which occur at least 10 times. Note
that we evaluate on the original parameters, and
not the binarised ones.

Our general experimental set-up is as follows.
We first split the languages in WALS into each lan-
guage branch (genus using WALS terminology).
This gives us, e.g., a set of Germanic languages,
a set of Romance languages, a set of Berber lan-
guages, and so on. (We note that this does not
correspond to the notion of a language family, e.g.,
the Indo-European language family.) We wish to
evaluate on this type of held-out set, as it is both rel-
atively challenging: If we know the parameters of
Portuguese, predicting the parameters for Spanish
is a much easier task. This setup will both give us
a critical estimate of how well we can predict fea-
tures overall, in addition to mimicking a scenario
in which we either have a poorly covered language
or branch, which we wish to add to WALS.

7.2 Typological Collaborative Filtering

We evaluate our method for typological collabo-
rative filtering on each language branch in WALS
in a series of experiments. Given a branch B (a
set of languages), we randomly select 80% of the
feature-language combinations from the languages
` ∈ B, which we use for evaluation (e.g. those
highlighted in red in Figure 2). The remaining 20%
is either not considered, or (partially) used for train-
ing, as we run experiments in which we train on
(0, 1, 5, 10, 20)% relative of the held-out data. The
idea behind this is that it should be very difficult
to predict features if nothing is known for a lan-
guage at all, whereas knowing a few features of
a language, or of related languages, should allow
the model to take advantage of the strong corre-
lations between features (Figure 1) and between
languages (Figure 3). We train on all data in WALS
for languages which are not in the current evalua-
tion branch under consideration.

Each experiment is then an evaluation of how
well we can predict features for a completely or
relatively unseen language family. Evaluation is
done across the branches in WALS with more than
four languages represented, after filtering away lan-
guages for which we have fewer than 10 features
available. This amounts to a total of 36 branches,
and 448 languages. We repeat each experiment 5
times per language branch, for each proportion of
in-branch training data in (0, 1, 5, 10, 20)%, yield-
ing a total of 900 experiment runs. The results
reported are the mean across these runs.

Figure 5 shows the micro F1 score we obtain
averaged across macroareas. The bars indicate
95% confidence intervals. We can see that, with
access to 20% of the in-branch training data, we
can predict features at above 90% F1 score regard-
less of macroarea. Prediction generally is more
challenging for languages in the macroarea Africa.
This can be explained by, e.g., contrasting with the
Eurasian macroarea. Whereas the latter includes
branches which are relatively uncontroversial, such
as Germanic and Slavic languages, this is not the
case with the former. One such example is Bongo-
Bagirmi (one of the evaluation branches, spoken in
Central Africa), for which there is poor agreement
in terms of classification (Bender, 2000).

7.3 Semi-supervised extension

We next evaluate the semi-supervised extension,
which requires unlabelled texts for a large amount
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Figure 6: F1 scores across all held-out language fami-
lies, comparing pretraining with no pretraining.

of languages, although the domain of these texts
should not matter much. This allows us to take ad-
vantage of correlations between similar languages
to point the model in the right direction. Even with
1% training data, it may be very useful for a model
to know that, e.g., German and Dutch are grammat-
ically very similar. Hence, if the 1% training data
contains features for Dutch, it should be quite easy
for the model to learn to transfer these to German.

Figure 6 shows results with pre-training. With-
out any in-branch training data, using pretrained
embeddings does not offer any improvement in
prediction power. This can be explained by the fact
language embeddings are updated during training,
which leads to a drift in the representations present
in the training material. This was chosen since
not updating the representations yielded poor
performance in all settings explored. We hypoth-
esise that this is because, although a language
modelling objective offers a good starting point
in terms of encoding typological features, it is not
sufficient to explain the typological diversity of
languages. For instance, a language model should
hardly care about the phonological nature of a
language. This is in line with previous work which
shows that the linguistic nature of the target task
is important when predicting typological features
with language embeddings (Bjerva and Augenstein,
2018a). However, once we have access to > 5%
of in-branch training data, language embeddings
offers a substantial improvement, e.g. an F1 error
reduction of more than 50% with access to 10%
of the in-branch data (see Table 1 and Table 3 for
per-branch results in the appendix). This shows
that we can partially aid a typologist’s work by
utilising unannotated data.

In-branch train % Freq. F1 Indiv. pred. F1 T-CF F1 SemiSup F1

0.00 0.2950 0.2990 0.3998 0.3916
0.01 0.2949 0.2976 0.4578 0.5263
0.05 0.2947 0.2970 0.6552 0.7641
0.10 0.2945 0.2971 0.7807 0.9040
0.20 0.2938 0.2973 0.8835 0.9767

Table 1: Aggregate results w. 0-20% relative use
of in-branch training data. Columns show: most fre-
quent class (Freq.), individual prediction per feature
with language-embeddings (Individual pred.), typolog-
ical collaborative filtering (T-CF), semi-supervised ex-
tension (SemiSup). For standard deviations across runs
and per-branch results, see appendix.

7.4 Quantitative comparison

In addition to evaluating our method of typologi-
cal CF, we compare to some baselines drawn from
earlier work. First, we report a most frequent value
baseline. As many typological features are heavily
skewed, this is quite high already. For instance, de-
faulting to the most frequent value for word order
(i.e. SVO) would yield an accuracy of 41% (Freq.
in Table 1). A more involved baseline is Bjerva
and Augenstein (2018a), who use pre-trained lan-
guage embeddings in a k-NN classifier trained on
individual WALS features (Individual pred. in
Table 1). For the baseline reported here, we only
use one nearest neighbour for this prediction. The
scores we obtain here are quite low compared to
Bjerva and Augenstein (2018a), which is explained
by the fact that we have access to very little training
data in the current setting, and highlights the impor-
tance of taking advantage of correlations between
languages and features, and not simply looking
at these factors in isolation. Finally, we compare
our typological collaborative filtering approach, as
well as our semi-supervised extension (T-CF and
SemiSup in Table 1).

8 Analysis

Accuracy for several experimental settings is visu-
alised in Figure 7, broken down by the linguistic
category of the predicted features. Since results
change little between the 5% in-branch setting and
higher percentages, we only look at 0%, 1% and
5% here. We also visualise accuracy without (Fig-
ure 7, left) and with our semi-supervised extension
(Figure 7, right) in each setting.
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8.1 Typological collaborative filtering with
variable amounts of data

Focussing on Figure 7 (left) alone first we observe
an expected pattern: using increasingly more in-
branch data boosts performance across all feature
groups. This increase in accuracy can be attributed
to the model having more knowledge about each
query language in itself and about how languages
relate to one another, based on similarities in their
parameter configurations.

Making a prediction about the order of adposi-
tion and noun phrase in a given language, lacking
any other information about that language, is basi-
cally a shot in the dark. In-branch training data, in
our experiments, includes in-language training data,
too. Having one piece of information about the
word order of that language, its ordering of relative
clause and noun, or even its affixational properties,
immediately makes the prediction informed rather
than random: in many other languages within and
outside this particular language family the model
would have likely observed a strong correlation be-
tween these features and the order of adposition
and noun phrase, which are all subject to the more
general headedness parameter.

Certain features and feature configurations may
not be as abundant cross-linguistically as the set
of headedness features. In those cases, access to
in-branch data is crucial. Consider e.g. the fea-
ture 10B Nasal Vowels in West Africa: a handful
of language branches exhibit this feature and at
least one of its values, no nasal vs. oral vowel
contrast, is characteristic predominantly of Niger-
Congo languages. Without any in-branch training
data, the model’s knowledge of this feature value
is extremely limited, making its correct prediction
for a Niger-Congo language virtually impossible.
A small amount of in-branch training data thus
increases the chance of a correct prediction greatly.

8.2 Semi-supervised extension

Comparing Figure 7 to Figure 6 reveals a crucial
finding. While we see very little improvement from
pretraining for 0% in-branch training overall, for
individual linguistic categories, it mostly benefits
prediction: seven out of nine feature groups are
predicted more accurately with pretraining. Phono-
logical and morphological predictions experience
moderate deterioration, however, counterbalanc-
ing much of the improvement in other categories,
which leads to the overall result of seemingly lit-

Language Genus Fixed Stress Location Weight-Sensitive Stress

English Germanic ? Right-oriented
Icelandic Germanic Initial Fixed stress

Table 2: In-branch training data in example scenario

tle improvement from pretraining. The limited ef-
fect of pretraining on prediction of phonological
and morphological features can be explained with
reference to the richness and complexity of these
linguistic domains, which makes for data sparsity
and generally makes them harder to learn based
on distributional information alone. Moreover, a
number of phonological features refer to aspects
of language that may not be reflected in writing,
such as stress and devoicing. All other categories
concern syntactic and semantic information, which
is known to be learnable from word distribution,
and therefore benefit from the knowledge carried
by language embeddings.

Figure 7 (right) shows an unsteady interaction
between pretraining and the addition of increasing
amounts of in-branch data. While pretraining alone
helps for predicting most features, as pointed out
above, an extra 1% of in-branch data in the pre-
trained setting has a rather variable impact across
feature groups. For a few groups it helps, as is ex-
pected, for a few it has no effect and for two groups,
‘Word Order’ and ‘Simple Clauses’, it makes for
quite a drop in accuracy. We speculate that this
effect, while negative, is indicative of the general
power of language embeddings in associating re-
lated languages. Consider the test query ‘Fixed
Stress Location’ in English, where the 1% of in-
branch training data contains the information in Ta-
ble 2. Based on feature correlation alone, the model
should predict ‘No fixed stress’ for English, since
this value always co-occurs with ‘Right-oriented
stress’. Yet, due to the proximity in the English
and Icelandic embeddings, the model may copy
the value of Icelandic and falsely predict ‘Initial
stress’ for English, too. The risk of this happening
decreases with more in-branch training data, since
the model can generalise over more in-branch fea-
tures.

Lastly, notice that accuracy for phonological fea-
tures remains low even with 5% of in-branch data,
and it is lower in the pretrained setting compared
to the no-pretraining one. This brings us to the con-
clusion that using pretrained embeddings which
are fine-tuned for specific tasks which encode dif-
ferent linguistic levels, as in Bjerva and Augen-

1536



Figure 7: Accuracy per feature group (Germanic).

stein (2018a), might also be useful in our semi-
supervised extension of typological collaborative
filtering.

9 Related Work

Computational Typology The availability of un-
labelled datasets for hundreds of languages per-
mits inferring linguistic properties and categories
(Östling, 2015; Asgari and Schütze, 2017). Indi-
vidual prediction of typological features has been
attempted in conjunction with several NLP tasks
(Malaviya et al., 2017; Bjerva and Augenstein,
2018a,b). Our work is most similar to Murawaki
(2017), who presents a Bayesian approach to util-
ising relations between features and languages for
feature prediction. However, our work differs on
several important counts, as we (i) include lan-
guage information obtained through unsupervised
learning, which allows us to take advantage of raw
data and predict features for completely unanno-
tated languages, (ii) analyse the effects of varying
amounts of known features, especially in situations
with and without in-branch training data, and (iii)
view the problem of typological features through
the lens of parameters from principles and param-
eters (Chomsky, 2000). Deep generative models
have also been explored previously for modelling
phonology (Cotterell and Eisner, 2017). Our work
builds on these research directions, by (i) develop-
ing a deep generative model which (ii) takes advan-
tage of correlations, rather than predicting features
individually, and (iii) exploits unlabelled data. This
work is also related to linguistic representations
encoded in neural models (Kádár et al., 2017) and
language embeddings (Bjerva et al., 2019), multi-
lingual relations between languages in various rep-

resentational levels (Beinborn and Choenni, 2019),
as well as the related problem of phylogenetic in-
ference (Farach et al., 1995; Nichols and Warnow,
2008). For a survey of typology in NLP, see Ponti
et al. (2018).

Matrix Factorisation Collaborative Filtering
was popularised in the early 1990s as a technique
for recommender systems with applications such
as mail filtering (Goldberg et al., 1992), and article
(Resnick et al., 1994) and movie recommendation
(Dahlen et al., 1998). Model-based algorithms soon
became popular (Breese et al., 1998) to overcome
the cold start problem arising for unseen users or
items at test time. The most successful one of
these, in turn, is matrix factorisation, as applied
in this paper, which represents users and items as
(dense) vectors in the same latent feature space and
measures their compatibility by taking the dot prod-
uct between the two representations (Koren et al.,
2009; Bokde et al., 2015). Beyond recommender
systems, matrix factorisation has shown successes
in a wide variety of subareas of NLP (Riedel et al.,
2013; Rocktäschel et al., 2015; Levy and Goldberg,
2014; Lei et al., 2014; Augenstein et al., 2018).

10 Conclusion

We introduce a generative model inspired by the
principles-and-parameters framework, drawing on
the correlations between typological features of
languages to solve the novel task of typological
collaborative filtering. We further show that raw
text can be utilised to infer similarities between
languages, thus allowing for extending the method
with semi-supervised language embeddings.
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Macroarea Branch In-branch training (%) Freq. F1 Individual pred. F1 T-CF F1 SemiSup F1

Africa Bantoid

0.00 0.3510 (0.0042) 0.3540 (0.0057) 0.3527 (0.0260) 0.3287 (0.0292)
0.01 0.3510 (0.0042) 0.3643 (0.0077) 0.4100 (0.0196) 0.4013 (0.0260)
0.05 0.3510 (0.0036) 0.3523 (0.0053) 0.4997 (0.0446) 0.5467 (0.0266)
0.10 0.3507 (0.0031) 0.3570 (0.0029) 0.5687 (0.1065) 0.6107 (0.0963)
0.20 0.3480 (0.0057) 0.3450 (0.0071) 0.8397 (0.0475) 0.8620 (0.0645)

Papunesia Chimbu

0.00 0.2860 (0.0182) 0.2940 (0.0142) 0.3460 (0.0771) 0.3357 (0.0708)
0.01 0.2860 (0.0182) 0.2887 (0.0120) 0.3600 (0.0805) 0.2773 (0.0890)
0.05 0.2850 (0.0171) 0.2990 (0.0236) 0.3833 (0.1012) 0.4560 (0.2013)
0.10 0.2850 (0.0171) 0.2937 (0.0161) 0.6140 (0.0884) 0.6950 (0.0318)
0.20 0.2873 (0.0181) 0.2893 (0.0135) 0.7800 (0.1181) 0.8267 (0.1605)

Africa Kwa

0.00 0.2417 (0.0111) 0.2540 (0.0099) 0.3163 (0.0381) 0.2720 (0.0490)
0.01 0.2407 (0.0104) 0.2550 (0.0051) 0.3807 (0.0775) 0.3843 (0.0796)
0.05 0.2417 (0.0111) 0.2597 (0.0095) 0.4927 (0.1181) 0.5290 (0.0978)
0.10 0.2417 (0.0111) 0.2453 (0.0076) 0.6827 (0.1092) 0.6827 (0.1092)
0.20 0.2417 (0.0111) 0.2443 (0.0033) 0.9960 (0.0057) 0.9960 (0.0057)

North America Mixtecan

0.00 0.3507 (0.0076) 0.3427 (0.0047) 0.4387 (0.1244) 0.4747 (0.0766)
0.01 0.3507 (0.0076) 0.3360 (0.0065) 0.4593 (0.0514) 0.5010 (0.0304)
0.05 0.3500 (0.0083) 0.3460 (0.0065) 0.6867 (0.2274) 0.7803 (0.0988)
0.10 0.3490 (0.0094) 0.3400 (0.0114) 0.8610 (0.1288) 0.8830 (0.1441)
0.20 0.3490 (0.0094) 0.3383 (0.0130) 0.9883 (0.0165) 1.0000 (0.0000)

Papunesia Oceanic

0.00 0.3837 (0.0048) 0.4030 (0.0096) 0.3677 (0.0416) 0.3663 (0.0433)
0.01 0.3837 (0.0048) 0.3957 (0.0066) 0.3783 (0.0324) 0.4047 (0.0217)
0.05 0.3833 (0.0041) 0.3993 (0.0068) 0.6193 (0.0382) 0.6753 (0.0838)
0.10 0.3830 (0.0051) 0.3983 (0.0071) 0.7243 (0.1116) 0.7337 (0.1245)
0.20 0.3817 (0.0034) 0.4057 (0.0113) 0.8393 (0.0662) 0.9200 (0.0641)

All All

0.00 0.2950 (0.0453) 0.2990 (0.0448) 0.3998 (0.1095) 0.3916 (0.1077)
0.01 0.2949 (0.0453) 0.2976 (0.0457) 0.4578 (0.1298) 0.5263 (0.1605)
0.05 0.2947 (0.0452) 0.2970 (0.0436) 0.6552 (0.1726) 0.7641 (0.1572)
0.10 0.2945 (0.0451) 0.2971 (0.0434) 0.7807 (0.1782) 0.9040 (0.1324)
0.20 0.2938 (0.0446) 0.2973 (0.0451) 0.8835 (0.1278) 0.9767 (0.0464)

Table 3: Aggregate results with 0-20% relative use of in-branch training data. The columns indicate the most
frequent class (Freq.), individual prediction per feature with language-embeddings (Individual pred.), typological
collaborative filtering (T-CF), semi-supervised extension (SemiSup).
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Abstract

Brown and Exchange word clusters have long
been successfully used as word representations
in Natural Language Processing (NLP) sys-
tems. Their success has been attributed to
their seeming ability to represent both seman-
tic and syntactic information. Using corpora
representing several language families, we test
the hypothesis that Brown and Exchange word
clusters are highly effective at encoding mor-
phosyntactic information. Our experiments
show that word clusters are highly capable of
distinguishing Parts of Speech. We show that
increases in Average Mutual Information, the
clustering algorithms’ optimization goal, are
highly correlated with improvements in encod-
ing of morphosyntactic information. Our re-
sults provide empirical evidence that down-
stream NLP systems addressing tasks depen-
dent on morphosyntactic information can ben-
efit from word cluster features.

1 Introduction

Distributionally generated word classes (often re-
ferred to as word clusters) are hard clusters, con-
taining all word types observed in a corpus, allo-
cated to clusters based on contextual information
observed in the corpus. They have found wide
use in Natural Language Processing (NLP) sys-
tems as an alternative to word embeddings such
as word2vec (Mikolov et al., 2013). Word clus-
ters differentiate themselves from word embed-
dings by requiring estimation of many fewer pa-
rameters, and by their ability to derive qualitative
representations from smaller corpora (Qu et al.,
2015; Bansal et al., 2014).

Brown Clusters (Brown et al., 1992) are a well-
known approach based on hard, hierarchical, dis-
tributionally derived groups of word types ob-
served in a corpus of unstructured text, with Av-
erage Mutual Information (AMI) as the optimiza-

tion goal. Exchange Clusters are an alternative ap-
proach obtained by applying the Exchange Algo-
rithm (Kneser and Ney, 1993) to the same opti-
mization goal. Unlike Brown, Exchange outputs
a flat clustering, with no hierarchy (Martin et al.,
1998). When only the bottom of the hierarchy is
used, like in this paper, Exchange and Brown clus-
ters are interchangeable.

Both Brown and Exchange clusters have been
used as word representations for various Natu-
ral Language Processing tasks such as Part of
Speech tagging in clean and noisy text (Swain
and Cole, 2016; Owoputi et al., 2013; Derczyn-
ski et al., 2015), dependency parsing (Koo et al.,
2008; Bansal et al., 2014), Chinese Word Segmen-
tation (Liang, 2005), and Named Entity Recog-
nition (Swain and Cole, 2016; Derczynski et al.,
2015; Liang, 2005). Word clusters distinguish
themselves from word embedding models by their
ability to learn from little data (Bansal et al., 2014;
Qu et al., 2015); for example, in cases like (Bansal
et al., 2014), word clusters outperform other kinds
of representations, including word embeddings.
In the literature, it is often observed that word
clusters seem to encode a considerable amount of
morphosyntactic and semantic knowledge (Brown
et al., 1992; Derczynski et al., 2015). However,
it has not yet been studied to which extent such
knowledge is encoded, as previous work on Brown
and Exchange clusters focuses mostly on algorith-
mic improvements and on applications to different
NLP tasks.

In this work, we present a principled study
of the morphosyntactic information encoded in
flat word clusters induced exclusively from class-
based language models via Brown Clustering and
Exchange algorithm. In particular, we focus on
how well these approaches derive clusters that rep-
resent Parts of Speech as a measure of the mor-
phosyntactic information encoded.
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We find that Brown and Exchange clusters are
highly effective at representing morphosyntactic
information, even when hyper-parameters are set
such that they match only the number of Parts of
Speech, thereby grouping into relatively few word
clusters only. Our results provide empirical evi-
dence for the observed performance gains when
including Brown and Exchange word clusters as
features in NLP systems that rely on morphosyn-
tactic information.

Furthermore, we find that there is a strong cor-
relation between the optimization goal of Brown
clustering and the Exchange Algorithm (i.e., Aver-
age Mutual Information), and performance at Parts
of Speech separation, which again confirms the
appropriateness of choosing AMI in word cluster-
ing for morphosyntactic information.

2 Background

Class-based language models address the problem
of brittleness in classic n-gram language models
by trading precision for performance stability over
different text styles (Brown et al., 1992).

Brown Clustering (Brown et al., 1992) and
Exchange (Kneser and Ney, 1993) are greedy
algorithms that construct word classes by opti-
mizing for higher Average Mutual Information
(AMI). Maximizing Average Mutual Information
is a proxy for maximizing the log-likelihood of
the underlying class-based language model on the
given corpus (Martin et al., 1998). Despite their
age, most research on Brown or Exchange clus-
ters has so far followed two major directions: al-
gorithm improvements and applications in Natural
Language Processing. In contrast little focus has
been placed on understanding and evaluating the
information content of the clusters.

In the direction of algorithm improvements,
work has been done on the effect of greedy
merge choices in Brown Clustering (Derczynski
and Chester, 2016; Ciosici, 2015) and extension
of AMI to n-grams (Martin et al., 1998). Model
relaxations, particularly to Exchange, aim to im-
prove computational performance by reducing the
effect of words swapping clusters (Dehdari et al.,
2016; Uszkoreit and Brants, 2008).

As mentioned earlier, both Brown and Ex-
change clusters have seen many applications in
Natural Language Processing (NLP) systems: PoS
tagging (Swain and Cole, 2016; Owoputi et al.,
2013; Derczynski et al., 2015), dependency pars-

ing (Koo et al., 2008; Bansal et al., 2014), Chinese
Word Segmentation (Liang, 2005), and Named
Entity Recognition (Swain and Cole, 2016; Der-
czynski et al., 2015; Liang, 2005). Most of this
work, like (Swain and Cole, 2016) uses the word
clusters as sources of features which are combined
with hand-designed ones. While word clusters de-
rived using Exchange and Brown clustering have
found wide use in NLP systems, their use has been
based on the assumption that they encode mor-
phosyntactic and semantic information rather that
a principled use.

In relation to Parts of Speech, early on Martin
et al. (1998) concluded that initializing Exchange
with PoS-homogeneous clusters has no effect on
final clustering AMI, but that it does help acceler-
ate convergence. More recently, Christodoulopou-
los et al. (2010) found that Brown clusters match
the performance of more sophisticated clustering
methods, despite their simple algorithmic con-
struction. The study focused on using word clus-
tering algorithms as sources of prototypal infor-
mation to prototype-driven learning models for
classification. In this paper, we study the amount
of morphosyntactic information encoded in Brown
and Exchange word clusters with the goal of pro-
viding empirical results for a principled use of
such clusters in downstream tasks.

3 Metric selection

In order to determine the amount of morphosyn-
tactic information encoded in Brown and Ex-
change word clusters, we measure their ability to
separate word types by their Parts of Speech. For
this, we require cluster quality measures. Brown
and Exchange clusters do not exist in a met-
ric space; therefore unsupervised cluster qual-
ity measures relying on distances between points
or clusters, such as the Silhouette coefficient
(Rousseeuw, 1987), cannot be used. Instead, we
focus on two quality measures that compare clus-
ters with a ground truth partitioning. We work un-
der the hypothesis that Brown and Exchange clus-
ters represent parts of speech and thus, we con-
sider parts of speech as the ground-truth partition-
ing of the data. This makes it possible to use clus-
ter quality measures that require as input an exist-
ing ground-truth partitioning. We use PoS tags re-
sulting from manual or automatic annotation. We
evaluate using a widespread and easy to interpret
measure based on overlap (purity), and an infor-
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mation theoretical measure (Adjusted Mutual In-
formation).

3.1 Clustering Purity
Cluster purity measures how many points in a
clustering (in our case words) have been assigned
to a cluster whose predominant label they share
(e.g. adjectives clustered with other adjectives,
nouns with other nouns etc). Intuitively, it mea-
sures the percentage of points properly classified
(via their cluster membership). Formally, cluster
purity is defined as:

purity(Ci) =
1

|Ci|
|L|
max
l=1
|label(Ci, l)| (1)

purity(C) =
k∑

i=1

|Ci|
|V | purity(Ci) (2)

=
1

|V |
k∑

i=1

|L|
max
l=1
|label(Ci, l)| (3)

Where the function label(Ci, l) provides the
number of elements from Ci with label l and L is
the set of labels. Purity reaches a value of 1 when
the clustering is identical to the ground-truth parti-
tioning, or each point is allocated to its own cluster
(i.e. k = |V |). When k = 1, purity is equal to the
fraction of points labeled with the most popular
label, and thus provides a baseline. In our case,
that is equal to the percentage of vocabulary allo-
cated to the most popular PoS class, usually nouns.
For values of k ∈ (1, |V |), it varies depending on
cluster quality. If k > |L|, purity can take a value
of 1 if each cluster is a subset of a ground par-
tition. Thus, purity is expected to increase as k
grows higher than |L|.

In our experiments, purity measures the per-
centage of vocabulary that is labeled correctly. In
other words, purity does not depend on word fre-
quency. Thus, it is not an approximation of PoS
tagging accuracy, like the M-1 measure used by
Bansal et al. (2014). Since we focus on mor-
phosyntactic information encoded in word clus-
ters, we do not want a measure that takes into ac-
count word frequency in the given corpus (i.e, one
that is a good approximation of PoS tagging per-
formance), but one that focuses exclusively on the
clusters and their content.

3.2 Adjusted Mutual Information
Since the vocabulary size is fixed, as the number
of clusters k increases, purity can increase even if

Data Set Vocabulary Length
EN UD 33 904 488 579

EN EuroParl 159 716 73 577 783
FR UD 51 670 575 887

FR EuroParl 204 166 65 878 206
CZ UD 164 483 2 226 848

CZ EuroParl 177 631 15 193 309

Table 1: Overview of data sets

cluster membership is randomly assigned, as it is
easier for smaller clusters to randomly achieve la-
bel agreement. Adjusted Mutual Information (Ad-
jMI) (Vinh et al., 2009), not to be confused with
AMI (Brown and Exchange’s optimization goal),
measures the amount of information shared by the
ground truth partitioning U and a clustering C. In
our evaluation that corresponds to the amount of
information shared by the PoS ground-truth par-
titioning and the clustering resulting from Brown
or Exchange. AdjMI corrects for the mutual infor-
mation expected to exist between the ground truth
partitioning U and a random clustering. Formally,
it is defined as:

AdjMI(U,C) =

MI(U,C)− E{MI(U,C)}
avg{H(U), H(C)} − E{MI(U,C)}

(4)

Where MI and H stand for Mutual Informa-
tion and Entropy, respectively. Intuitively, AdjMI
measures how much information we gain about a
point’s membership in to a cluster in the ground-
truth partitioning U , when we know its member-
ship to a cluster in an induced clusteringC, and the
other way around. As k increases over the number
of ground partitions L, AdjMI has the opposite ef-
fect to purity, i.e., it scores lower due to the higher
effect attributed to randomness. Just like purity,
AdjMI takes values in the interval [0, 1]. An Ad-
jMI value of 1 corresponds to a clustering identi-
cal to the ground-truth partitioning, while a value
of 0 corresponds to a clustering that is not better
than a random allocation of points to clusters. Un-
like purity, values of AdjMI cannot be interpreted
to say anything about the percentage of points that
have been properly allocated. In other words, a
value of, say 0.3, does not indicate that 30% of the
points have been properly separated.
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4 Experiments

4.1 Data and preprocessing

We use manually annotated data from Universal
Dependencies (UD) (Leung et al., 2017) for En-
glish, French and Czech1. We chose the group of
languages so that it represents different language
families. Our choice of languages is based on the
amount of manually labeled data, and the presence
of each language in the larger, not annotated, Eu-
roParl corpus. We append the manual or automatic
PoS tags and convert text to lowercase. There-
fore, a sentence such as “Words have meaning.”
is transformed into “words NOUN have VERB
meaning NOUN . PUNCT”. Both word cluster-
ing algorithms studied in this paper are insen-
sitive to the appended PoS tags as they operate
at word and not character level. The appended
tags allow us to evaluate the quality of word clus-
ters using the measures described in the previous
section. We replace all numbers, dates, times,
URLs and emails with placeholders in order to
reduce vocabulary size. Universal Dependencies
is the largest manually annotated corpus we have
access to. For experiments on larger corpora,
we use the unlabeled EuroParl corpus (Koehn,
2005). More specifically, the English-French and
English-Czech pairs. Since manually annotated
PoS tags are not available for Europarl, we ap-
pend automatically assigned PoS tags, obtained
by using UDPipe (Straka and Straková, 2017) pre-
trained on manually annotated corpora from Uni-
versal Dependencies.

We use flat clusters from the Exchange clus-
tering algorithm for all experiments reported in
this section as they outperform the flat cluster-
ing resulting from Brown in terms of Average
Mutual Information (their optimization goal), Ad-
justed Mutual Information (AdjMI) and cluster pu-
rity. All observations in the following section also
apply to the flat clusters resulting from Brown. For
interested readers, we include all experiments with
Brown Clustering as supplementary material. The
fact that Exchange outperforms Brown Clustering
in terms of AMI is well-understood (Brown et al.,
1992), but its effect on cluster content is not.

1We use data from release 2.2 of Universal Dependencies.

4.2 Morphosyntactic content in Exchange
and Brown clusters

Using Exchange, we induce flat clusterings with
k in the range 18 to 800. We start with k = 18
as it matches the observed number of distinct PoS
tags in the Universal Dependencies corpora (17
distinct tags and one catch-all tag). When setting
the hyper-parameter k to be higher than 18, if Ex-
change separates clusters by Parts of Speech, then
the expectation is that clusters are subsets of words
sharing the same PoS tags, and that purity for such
clusterings will be high. In Figure 1a, we show pu-
rity measured on the aforementioned clusters. We
can see that, even when the number of clusters is
equal to that of PoS tags (k = 18), between 55%
and 62% of the vocabulary is properly separated.
Purity increases as k increases towards 100. At
k = 500 and k = 800, between 64% and 70% of
the vocabulary is grouped based on PoS, not that
much more than at k = 100.

Increasing the number of clusters k to high
values is not guaranteed to improve purity, for
any of the languages studied. This is contrary to
the expectation that purity increases when k >
18. This indicates that Exchange and Brown
do not exclusively optimize for Part of Speech
separation. We believe the clustering algorithms
might be striking a balance between encoding se-
mantic and morphosyntactic information, since at
higher values of k we usually see more clusters
with a coherent semantic theme such as names
of geographic locations, names of men, names
of women, nouns determining times, similar to
the clusters observed in previous literature (Brown
et al., 1992). For example, when using k = 18
in English, the token “cat NOUN” appears in the
same cluster as the plural version “cats NOUN”.
At k = 800, the clusters distinguish between the
two tokens and “cat NOUN” is placed together
with a number of nouns in the singular such as
“budget NOUN, computer NOUN, pet NOUN,
wheel NOUN”, while “cats NOUN” is placed in
a cluster of mostly pluralized nouns like “chil-
dren NOUN, rooms NOUN, dogs NOUN, fami-
lies NOUN”.

Adjusted Mutual Information (AdjMI) for the
same clusterings, Figure 1b, shows a considerable
decrease as the hyper-parameter k increases, espe-
cially at high values of 500 and 800. This is in line
with the expected punishment due to the effect at-
tributed to randomness (see the term for expected
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value of Mutual Information in Equation (4)). At
values of k closer to the number of PoS tags in
the data, AdjMI varies little from one clustering
to the other. More interestingly, the relative order
of separation performance between the languages
studied is maintained going from purity to AdjMI,
suggesting that no measure-specific effects are at
play.

By studying the frequency of incorrectly classi-
fied words types (i.e., of those whose PoS tag does
not match the most popular one in their cluster),
we find that most (about 85%) occur less than 5
times in the corpora. Such few observations likely
do not provide enough information for Brown or
Exchange to properly place those words. There-
fore, from the already computed clusterings, we
remove words with a frequency less than 5 and re-
calculate the two quality measures.

In Figures 1c and 1d, we can see that both pu-
rity and AdjMI improve considerably. Even in the
most difficult case (k = 18), where the number
of clusters matches that of distinct PoS tags, be-
tween 68% and 78% of words are properly placed,
an increase of 21% − 28% compared to the val-
ues in Figure 1a. For AdjMI, the scores more than
double. These results show that even for small cor-
pora, a large amount of morphosyntactic informa-
tion can be encoded, completely unsupervised, us-
ing the Exchange clustering algorithm. (The same
behavior can be observed for clusters derived us-
ing the Brown Clustering algorithm, see supple-
mentary material.) It also shows that, for low fre-
quency terms, there is not enough contextual in-
formation for a proper clustering.

One disadvantage of thresholding by frequency
is that, due to the zipfian distribution of word
frequencies in natural language, only a fraction
of the original vocabulary remains after filtering
out words with a frequency less than 5: English
(8 143 words− 24.01%), French (9 020 words−
17.45%), Czech (37 026 words− 22.51%). In or-
der to benefit from more reliable word usage es-
timates, it is necessary to perform the same ex-
periment on larger corpora. Unfortunately big-
ger manually annotated data sets do not exist. We
therefore turn to automatic PoS tagging.

We use UDPipe (Straka and Straková, 2017)
with models pretrained on the Universal Depen-
dencies corpora to automatically tag text from the
EuroParl multi-language corpus containing tran-
scriptions of European Parliament proceedings

(Koehn, 2005). Automated annotations introduce
labeling noise that should lead to a decrease in sep-
aration performance. Despite this, we expect to
still be able to observe good PoS separation.

After filtering the EuroParl corpora, the size
of remaining vocabulary is considerably larger:
English (60 373 words − 37.80%), French
(78 822words−38.60%), Czech (62 512words−
35.19%). In Figure 2a we can see that there is
a drop in performance that varies with language,
but when looking at purity, even in the worst per-
forming clustering (French at k = 50), 60% of the
vocabulary is still properly separated according to
Parts of Speech. A drop in performance can also
be observed for AdjMI in Figure 2b, with the value
dropping for all languages, in some cases reducing
by half.

More interestingly, the relative performance or-
der of the languages is changed. PoS separa-
tion for Czech outperforms that of the other lan-
guages. Actually, PoS separation for Czech on
EuroParl data (Figure 2) is scored higher than that
of Czech on Universal Dependencies (Figures 1c
and 1d). The source of this improvement requires
more study for a proper attribution, but could be
due to “beneficial” noise introduced by the auto-
matic tagging, or due to the introduction of more
sentence structure by human translators.

The fact that even at low values of k, for all lan-
guages studied, on both corpora, Exchange Word
clusters (and also Brown word clusters, see sup-
plementary material) can successfully separate by
Parts of Speech, helps understand why word clus-
ters have had such success at PoS tagging whether
coupled with Markov Models (Derczynski et al.,
2015), Markov Models and morphological fea-
tures (Owoputi et al., 2013), or just by themselves
via M-1 (Bansal et al., 2014).

4.3 The relation between AMI and PoS

Neither Exchange, nor Brown are guaranteed to
converge to a global optimum. Both are greedy
algorithms that optimize for high Average Mutual
Information (AMI). As we have mentioned earlier,
word clusters resulting from Exchange outperform
those induced using the Brown clustering algo-
rithm in terms of both AMI (the algorithm’s op-
timization goal), PoS purity and Adjusted Mutual
Information (AdjMI). A natural question to ask is:
can one improve the morphosyntactic content of
word clusters by obtaining higher AMI, maybe by
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(a) Cluster purity with baselines for k = 1. No
frequency thresholding.
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(b) Adjusted Mutual Information. No frequency
thresholding.
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(c) Cluster purity with baselines for k = 1. Only
words with frequency minimum 5.
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(d) Adjusted Mutual Information. Only words with
frequency minimum 5.

Figure 1: Cluster agreement with manual labels from UD.

developing new and better AMI-based clustering
algorithms?

We answer this question by studying the cor-
relation between Average Mutual Information and
the two cluster quality measures used earlier: pu-
rity and AdjMI. Brown clustering is a predictable,
bottom-up, agglomerative, hard clustering algo-
rithm that for the same hyper-parameter k, gener-
ates the same clusters and therefore only one data
sample.2 However, the Exchange algorithm is an
iterative clustering algorithm that has a complete
and valid cluster partitioning at the end of each it-
eration. Thus, we can also measure morphosyn-
tactic content in each of these clusterings. In our
experiments, we only obtain 10 different data sam-
ples from each run of the algorithm, not enough
for a correlation analysis.

In order to collect more data samples (i.e. more
clusterings), we suggest using a stochastic version
of Exchange where a percentage of all swaps are
performed at random, rather than with the goal of
improving AMI. This version of Exchange termi-

2Assuming a stable and repeatable tie-breaking process;
this is undefined in the literature.

nates based on the number of iterations, and gen-
erates valid word partitionings of varying quality
(from an AMI perspective) at the end of each itera-
tion. In this manner, it provides us with more data
points (i.e. more different clusterings) for analy-
sis. Due to the small amount of random swaps,
at varying AMI, we obtain a sufficient number of
distinct clusterings to perform a correlation study
with sufficient data.

With the stochastic implementation of Ex-
change, we run 50 iterations for all languages and
k combinations studied earlier. In Tables 2 and 3,
we show the Pearson and Spearman correlation
coefficients between AMI of all clusterings gener-
ated by StochasticExchange for a given run, and
the two scores used earlier: purity and AdjMI.
Due to space considerations, we only show results
for k = 18 (i.e., same number of clusters as the
number of PoS tags). Correlation coefficients for
other combinations are included in the supplemen-
tary material. p < 0.01 for all correlation experi-
ments here and in the supplementary material and
for both correlation coefficients. The analysis pre-
sented below also holds for all the correlation re-
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(a) Cluster purity. Dotted lines are baselines for k = 1
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(b) Adjusted Mutual Information.

Figure 2: Cluster agreement with automatically gener-
ated labels from EuroParl. Only words with frequency
minimum 5.

Data Set Pearson Spearman
EN UD 0.9776 0.7173
FR UD 0.9863 0.3976
CZ UD 0.9883 0.7378

Table 2: Correlation between Average Mutual Infor-
mation and PoS purity of the clustering resulted from
Exchange with k = 18. Words with frequency < 5
have been filtered. p < 0.01 for all coefficients.

Data Set Pearson Spearman
EN UD 0.9897 0.7464
FR UD 0.9845 0.7192
CZ UD 0.9859 0.8930

Table 3: Correlation between Average Mutual Infor-
mation and AdjMI of the clustering resulted from Ex-
change with k = 18. Words with frequency < 5 have
been filtered. p < 0.01 for all coefficients.

sults included in the supplementary material.
For both purity and AdjMI, there is a strong

Pearson correlation between higher AMI and bet-
ter values of the evaluation score. This is indepen-
dent of the language studied or the number of clus-
ters derived. For Spearman, except for one case,
in all combinations studied, there is a high corre-
lation, although to a slightly less extreme degree
as with Pearson.

Our experiments show that there is strong corre-
lation between AMI and performance in separation
of Parts of Speech as measured by purity and Ad-
jMI. The strong correlation provides grounding for
research into new AMI-maximizing word cluster-
ing algorithms that can achieve higher AMI than
Exchange, or Brown, as such algorithms might be
able to separate Parts of Speech even better.

4.4 Effect of polysemy on cluster purity

In previous sections, we studied the ability of word
clusters to encode morphosyntactic information.
We clustered word types from unstructured text,
where each token had its Part of Speech tag ap-
pended. The post-pended PoS tags are not used by
either Brown, or Exchange. They are essentially
invisible to the algorithms, since the both Brown
and Exchange recognize words exclusively by in-
ternally assigned integer IDs and do not operate at
character level.

However, post-pending PoS tags does introduce
some information into the text by providing PoS-
role disambiguation for each word occurrence.
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For example, without post-pended PoS tags, both
Exchange, and Brown algorithms, would conflate
the two distinct grammatical roles of show in the
sentence: “Everyone must show their show tickets
at the entrance”. In this section, we study PoS sep-
aration effects caused by such polysemy on Brown
and Exchange word clusters.

Both Exchange and Brown construct hard clus-
ters, i.e. each word can be assigned to exactly
one word class. Thus, words with multiple roles,
such as denominal verbs or deverbal nouns, can-
not be differentiated by the algorithms when op-
erating on corpora from languages where the such
morphological derivations are performed without
employing suffixes or prefixes. In other words, if
the lexical form does not change, neither Brown
nor Exchange can identify which tokens represent
what grammatical role.

The extent of this effect is dependent on lan-
guage. In English, for example, nouns are of-
ten turned into verbs without changing the lexical
form through morphological derivation, e.g. show
as a verb vs show as a noun. On the other hand,
Czech is highly inflected accounting for gender,
case, number and person. This property of each
language was not problematic in the experiments
we have performed so far due to the fact that post-
pending the PoS tag from ground-truth (or auto-
matic tags) effectively provides disambiguation of
grammatical role. Measuring on the Universal De-
pendencies corpora, we find that the percentage
of polyclass words (i.e. word types that are as-
signed more than one PoS class tag throughout the
corpus) varies by language and increases (as per-
centage of remaining vocabulary) as we raise the
minimum frequency threshold, see Table 4. For
English and French, up to 43% of the vocabulary
words have more than one tag, while only 5, 5%
of the Czech vocabulary shares the same property.
Part of the reason why so many words have mul-
tiple PoS tags has to do with how the various lan-
guage families derive new words, and part of the
reason stems from errors in PoS tagging of large
text corpora (Silberztein, 2018).

From a practical point of view, polysemous
words create an upper bound on the effectiveness
of hard clustering for Part of Speech separation
(PoS). In Figure 3, we show PoS purity for clus-
ters induced over Universal Dependencies (UD)
corpora, where we consider all polyclass words
as clustered incorrectly. We also show the mini-

mum purity (when k = 1) as well as the upper
bound given by the polysemy of each language
as observed from the manual labels. The evalua-
tion strictly penalizes multiclass polysemy and ig-
nores errors in labeling, such as those identified
by Silberztein (2018). For example, in the UD En-
glish corpus, even though only 3 occurrences of
the word “them” are incorrectly tagged as adverb,
while the remaining 750 are correctly labeled as
pronoun. We defer to the data and consider the
word to be impossible to correctly allocate to a
cluster. We use such a strict evaluation as it pro-
vides a lower bound on what can be expected from
Exchange and Brown clusters given the current
data. Correcting PoS tags in the data would prob-
ably improve PoS separation, however, such cor-
rections are outside the scope of the work in this
paper.

We should point out that this evaluation is not
representative of the expected PoS tagging perfor-
mance of word clusters on any given corpus, as for
such taggers one would employ a different strat-
egy, such as, for instance, always outputting the
most popular PoS tag for any given word type. On
top of that, our evaluation here does not take into
account the frequency of tokens, which would be
highly relevant for PoS taggining performance, but
not for our evaluation.

As expected, the most affected language is En-
glish, due to the high level of polysemy in the
data. Here purity drops from 72.4 to 42.32 for
k = 18, when compared with results in Figure 1c.
It is followed by a 20 point drop for French, and
only a few points for Czech, the most morpholog-
ically rich of the three and with the least amount
of ambiguity in grammatical role. The results sug-
gest that even in the presence of language ambi-
guity, and considering the strictest evaluation, Ex-
change and Brown clusters successfully encode a
considerable amount of morphosyntactic informa-
tion, which varies by language. These, together
with results presented earlier in this paper provide
empirical evidence for using word clusters as word
representations in downstream NLP systems ad-
dressing tasks that rely on morphosyntactic knowl-
edge of the language targeted (e.g. dependency
parsing), or for use in new paradigms such as data
programming (Ratner et al., 2016), where cluster
membership can be a strong signal for probabilis-
tic data labeling, even when considering language
ambiguity.
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Data Set Min 1 Min 5
EN UD 15.39 43.02
FR UD 9.09 41.04
CZ UD 1.81 5.51

Table 4: Percentage of vocabulary with multiple PoS
tags. Values are calculated relative to the vocabulary
remaining after application of threshold.
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Figure 3: Cluster purity for manually annotated cor-
pora from UD. Only words with frequency minimum
5. Dotted lines are baselines for k = 1 and highest
achievable purity given polysemy in corpus.

5 Conclusion

In this paper, we quantified the amount of mor-
phosyntactic information encoded in Brown and
Exchange word clusters, in a number of languages,
from different language families. Our empirical
quantification helps explain the success of word
clusters as word representations in NLP tasks that
rely on morphosyntactic information, such as PoS
tagging and Named Entity Recognition. It further
provides empirical evidence for using word clus-
ters as word representations in other NLP tasks
that require morphosyntactic knowledge of the
language targeted (e.g. dependency parsing), or
for use in new paradigms such as data program-
ming (Ratner et al., 2016), where cluster mem-
bership can be a strong signal for probabilistic
data labeling. We have also shown that there is a
strong correlation between AMI (Brown and Ex-
change’s optimization goal) and performance in
PoS separation. The strong correlation demon-
strated provides grounding for research into new
AMI-maximizing word representation algorithms
that can achieve even better AMI optimization
than Exchange or Brown.
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2008. Simple semi-supervised dependency parsing.
46th Annual Meeting of the Association for Compu-
tational Linguistics, 8(June):595–603.

Herman Leung, Cheuk Ying Li, Josie Li, Keying
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Abstract

We introduce a theoretical analysis of crosslin-
gual transfer in probabilistic topic models. By
formulating posterior inference through Gibbs
sampling as a process of language transfer,
we propose a new measure that quantifies the
loss of knowledge across languages during this
process. This measure enables us to derive a
PAC-Bayesian bound that elucidates the fac-
tors affecting model quality, both during train-
ing and in downstream applications. We pro-
vide experimental validation of the analysis on
a diverse set of five languages, and discuss best
practices for data collection and model design
based on our analysis.

1 Introduction

Crosslingual learning is an important area of nat-
ural language processing that has driven appli-
cations including text mining in multiple lan-
guages (Ni et al., 2009; Smet and Moens, 2009),
cultural difference detection (Gutiérrez et al.,
2016), and various linguistic studies (Shutova
et al., 2017; Barrett et al., 2016). Crosslin-
gual learning methods generally extend mono-
lingual algorithms by using various multilin-
gual resources. In contrast to traditional
high-dimensional vector space models, modern
crosslingual models tend to rely on learning low-
dimensional word representations that are more
efficient and generalizable.

A popular approach to representation learn-
ing comes from the word embedding commu-
nity, in which words are represented as vectors
in an embedding space shared by multiple lan-
guages (Ruder et al., 2018; Faruqui and Dyer,
2014; Klementiev et al., 2012). Another di-
rection is from the topic modeling community,
where words are projected into a probabilistic
topic space (Ma and Nasukawa, 2017; Jagarla-
mudi and III, 2010). While formulated differently,

both types of models apply the same principles—
low-dimensional vectors exist in a shared crosslin-
gual space, wherein vector representations of sim-
ilar concepts across languages (e.g., “dog” and
“hund”) should be nearby in the shared space.

To enable crosslingual representation learning,
knowledge is transferred from a source language
to a target language, so that representations have
similar values across languages. In this study,
we will focus on probabilistic topic models, and
“knowledge” refers to a word’s probability distri-
bution over topics. Little is known about the char-
acteristics of crosslingual knowledge transfer in
topic models, and thus this paper provides an anal-
ysis, both theoretical and empirical, of crosslin-
gual transfer in multilingual topic models.

1.1 Background and Contributions

Multilingual Topic Models Given a multilin-
gual corpus D(1,...,L) in languages ℓ = 1, . . . , L
as inputs, a multilingual topic model learns K
topics. Each multilingual topic k(1,...,L) (k =
1, . . . , K), is defined as an L-dimensional tuple(
ϕ

(1)
k , . . . , ϕ

(L)
k

)
, where ϕ

(ℓ)
k is a multinomial dis-

tribution over the vocabulary V (ℓ) in language ℓ.
From a human’s perspective, a multilingual topic
k(1,...,L) can be interpreted by looking at the word
types that have C highest probabilities in ϕ

(ℓ)
k for

each language ℓ. C here is called cardinality of
the topic. Thus, a multilingual topic can loosely
be thought of as a group of word lists where each
language ℓ has its own version of the topic.

Multilingual topic models are generally ex-
tended from Latent Dirichlet Allocation (Blei
et al., 2003, LDA). Though many variations have
been proposed, the underlying structures of mul-
tilingual topic models are similar. These mod-
els require either a parallel/comparable corpus in
multiple languages, or word translations from a
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dictionary. One of the most popular models is
the polylingual topic model (Mimno et al., 2009,
PLTM), where comparable document pairs share
distributions over topics θ, while each language ℓ

has its own distributions {ϕ
(ℓ)
k }K

k=1 over the vo-
cabulary V (ℓ). By re-marginalizing the estima-
tions {ϕ̂

(ℓ)
k }K

k=1, we obtain word representations
φ̂(w) ∈ RK for each word w, where φ̂

(w)
k =

Pr(zw = k|w), i.e., the probability of topic k
given a word type w.

Crosslingual Transfer Knowledge transfer
through crosslingual representations has been
studied in prior work. Smet and Moens (2009)
and Heyman et al. (2016) show empirically
how document classification using topic models
implements the ideas of crosslingual transfer, but
to date there has been no theoretical framework to
analyze this transfer process in detail.

In this paper, we describe two types of
transfer—on-site and off-site—based on the na-
ture of where and how the transfer takes place. We
refer to transfer that happens while training topic
models (i.e., during representation learning) as on-
site. Once we obtain the low-dimensional repre-
sentations, they can be used for downstream tasks.
We refer to transfer in this phase as off-site, since
the crosslingual tasks are usually detached from
the process of representation learning.

Contributions Our study provides a theoretical
analysis of crosslingual transfer learning in topic
models. Specifically, we first formulate on-site
transfer as circular validation, and derive an up-
per bound based on PAC-Bayesian theories (Sec-
tion 2). The upper bound explicitly shows the fac-
tors that can affect knowledge transfer. We then
move on to off-site transfer, and focus on crosslin-
gual document classification as a downstream task
(Section 3). Finally, we show experimentally that
the on-site transfer error can have impact on the
performance of downstream tasks (Section 4).

2 On-Site Transfer

On-site transfer refers to the training procedure of
multilingual topic models, which usually involves
Bayesian inference techniques such as variational
inference and Gibbs sampling. Our work focuses
on the analysis of collapsed Gibbs sampling (Grif-
fiths and Steyvers, 2004), showing how knowledge
is transferred across languages and how a topic
space is formed through the sampling process.

To this end, we first describe a specific formula-
tion of knowledge transfer in multilingual topic
models as a starting point of our analysis (Sec-
tion 2.1). We then formulate Gibbs sampling as
circular validation and quantify a loss during this
phase (Section 2.2). This formulation leads us to
a PAC-Bayesian bound that explicitly shows the
factors that affect the crosslingual training (Sec-
tion 2.3). Lastly, we look further into different
transfer mechanisms in more depth (Section 2.4).

2.1 Transfer through Priors

Priors are an important component in Bayesian
models like PLTM. In the original generative pro-
cess of PLTM, each comparable document pair
(dS , dT ) in the source and target languages (S, T )
is generated by the same multinomial θ ∼ Dir(α).

Hao and Paul (2018) showed that knowledge
transfer across languages happens through priors.
Specifically, assume the source document is gen-
erated from θ(dS) ∼ Dir(α), and has a sufficient
statistics ndS

∈ NK where each cell nk|dS
is the

count of topic k in document dS . When generat-
ing the corresponding comparable document dT ,
the Dirichlet prior of the distribution over topics
θ(dT ), instead of a symmetric α, is parameterized
by α+ndS

. This formulation yields the same pos-
terior estimation as the original joint model and is
the foundation of our analysis in this section.

To see this transfer process more clearly, we
look closer to the conditional distributions during
sampling, and take PLTM as an example. When
sampling a token in target language xT , the Gibbs
sampler calculates a conditional distribution PxT

over K topics, where a topic k is randomly drawn
and assigned to xT (denoted as zxT ). Assume the
token xT is in document dT whose comparable
document in the source language is dS . The con-
ditional distribution for xT is

Px,k = Pr(zx = k;w−, z−) (1)

∝
(
nk|dT

+ nk|dS
+ α

)
·

nwT |k + β

n·|k + V (T )β
,

where the quantity nk|dS
is added and thus trans-

ferred from the source document. Thus, the cal-
culation of Px incorporates the knowledge trans-
ferred from the other language.

Now that we have identified the transfer pro-
cess, we provide an alternative view of Gibbs sam-
pling, i.e., circular validation, in the next section.
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animal physiology extends the 
methods of human physiology to …

the physiology of yeast cells can 
apply to human cells. 

Source language S Target language T

and ignored the irrevocable biology 
laws of human nature. 

human human humanSwS =
�  

Djur är flercelliga organismer som 
kännetecknas av att de är rörliga 

Som heterotrofa organismer är 
djur inte självnärande, det vill säga 
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tros ha en gemensam

Topic 1
Topic 2

(1) Knowledge transfer
do

c 
1

do
c 

2
do

c 
3

(2) 
Reverse
validate

PxT

P
xS2SwS

Eh⇠PxT

⇥
1{h(xS) 6=zxS}

⇤

nwS

Figure 1: The Gibbs sampler is sampling the to-
ken “djur” (animal). Using the classifier hk sampled
from its conditional distribution PxT

, circular valida-
tion evaluates hk on all the tokens of type “human”.

2.2 Circular Validation

Circular validation (or reverse validation) was pro-
posed by Zhong et al. (2010) and Bruzzone and
Marconcini (2010) in transfer learning. Briefly, a
learning algorithm A is trained on both source and
target datasets (DS and DT ), where the source is
labeled and target is unlabeled. After predicting
the labels for the target dataset using A (predic-
tions denoted as A(DT )), circular validation trains
another algorithm A′ in the reverse direction, i.e.,
uses A(DT ) and DT as the labeled dataset and
DS as the unlabeled dataset. The error is then
evaluated on A′(DS). This “train-predict-reverse-
repeat” cycle has a similar flavor to the iterative
manner of Gibbs sampling, which inspires us to
look at the sampling process as circular validation.

Figure 1 illustrates this process. Suppose the
Gibbs sampler is currently sampling xT of word
type wT in target language T . As discussed
for Equation (1), the calculation of the condi-
tional distribution PxT incorporates the knowl-
edge transferred from the source language. We
then treat the process of drawing a topic from PxT

as a classification of the token xT . Let PxT be
a distribution over K unary classifiers, {hk}K

k=1,
and the k-th classifier labels the token as topic k
with a probability of one:

hk ∼ PxT , and Pr (zxT = k; hk) = 1. (2)

This process is repeated between the two lan-
guages until the Markov chain converges.

The training of topic models is unsupervised,
i.e., there is no ground truth for labeling a topic,
which makes it difficult to analyze the effect of
transfer learning. Thus, after calculating PxT ,
we take an additional step called reverse valida-

tion, where we design and calculate a measure—
circular validation loss—to quantify the transfer.

Definition 1 (Circular validation loss, CVL). Let
Sw be the set containing all the tokens of type
w throughout the whole training corpus, and call
it the sample of w. Given a bilingual word pair
(wT , wS) where wT is in target language T while
wS in source S, let SwT and SwS be the samples
for the two types respectively, and nwT and nwS

the sizes of them. The empirical circular valida-
tion score (ĈVL) is defined as

ĈVL(wT , wS) =
1

2
E

xS ,xT

[
L̂(xT , wS) + L̂(xS , wT )

]
,

L̂(xT , wS) =
1

nwS

∑

xS∈SwS

Eh∼PxT

[
1 {h(xS) ̸= zxS}

]

=
1

nwS

∑

xS∈SwS

(
1 − PxT ,zxS

)
,

where PxT ,k is the conditional probability of to-
ken xT assigned with topic k. Taking expectations
over all tokens xS and xT , we have general CVL:

CVL(wT , wS) =
1

2
E

xS ,xT

[L(xT , wS) + L(xS , wT )] ,

L(xT , wS) = ExSEh∼PxT

[
1 {h(xS) ̸= zxS}

]
.

When sampling a token xT , we still follow the
two-step process as in Equation (2), but instead of
labeling xT itself, we use its conditional PxT to
label the entire sample of a word type wS in the
source language. Since all the topic labels for the
source language are fixed, we take them as the as-
sumed “correct” labelings, and compare xS’s la-
bels and the predictions from PxT . This is the in-
tuition behind CVL.

Note that the choice of word types wT and wS to
calculate ĈVL is arbitrary. However, ĈVL is only
meaningful when the two word types are seman-
tically related, such as word translations, because
those word pairs are where the knowledge trans-
fer takes place. On the other hand, the Gibbs sam-
pler does not calculate this ĈVL explicitly, and thus
adding reverse validation step does not affect the
training of the model. It does, however, help us to
expose and analyze the knowledge transfer mech-
anism. In fact, as we show in the next theorem,
sampling is also a procedure of optimizing ĈVL.

Theorem 1. Let ĈVL
(t)

(wT , wS) be the empiri-
cal circular validation loss of any bilingual word
pair at iteration t of Gibbs sampling. Then
ĈVL

(t)
(wT , wS) converges as t → ∞.
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Proof. See Appendix.

2.3 PAC-Bayes View

A question following the formulation of ĈVL is,
what factors could lead to better transfer during
this process, particularly for semantically related
words? To answer this, we turn to theory that
bounds the performance of classifiers and apply
this theory to this formulation of topic sampling
as classification.

The PAC-Bayes theorem was introduced by
McAllester (1999) to bound the performance of
Bayes classifiers. Given a hypothesis set H, the
majority vote classifier (or Bayes classifier) uses
every hypothesis h ∈ H to perform binary clas-
sification on an example x, and uses the majority
output as the final prediction. Since minimizing
the error by Bayes classifier is NP-hard, an alter-
native way is to use a Gibbs classifier as approxi-
mation. The Gibbs classifier first draws a hypoth-
esis h ∈ H according to a posterior distribution
over H, and then uses this hypothesis to predict
the label of an example x (Germain et al., 2012).
The generalization loss of this Gibbs classifier can
be bounded as follows.

Theorem 2 (PAC-Bayes theorem, McAllester
(1999)). Let P be a posterior distribution over all
classifiers h ∈ H, and Q a prior distribution. With
a probability at least 1 − δ, we have

L ≤ L̂ +

√
1

2n

(
KL (P||Q) + ln

2
√

n

δ

)
,

where L and L̂ are the general loss and the empir-
ical loss on a sample of size n.

In our framework, a token xT provides a poste-
rior PxT over K classifiers. The loss L̂(xT , wS)
is then calculated on a sample of SwS in language
S. The following theorem shows that for a bilin-
gual word pair (wT , wS), the general CVL can be
bounded with several quantities.

Theorem 3. Given a bilingual word pair
(wT , wS), with probability at least 1 − δ, the fol-
lowing bound holds:

CVL(wT , wS) ≤ ĈVL(wT , wS) + (3)

1

2

√
1

n

(
KLwT + KLwS + 2 ln

2

δ

)
+

ln n⋆

n
,

n = min
{
nwT , nwS

}
, n⋆ = max

{
nwT , nwS

}
.

For brevity we use KLw to denote KL(Px||Qx),
where Px is the conditional distribution from
Gibbs sampling of token x with word type w that
gives highest loss L̂(x,w), and Qx a prior.

Proof. See Appendix.

2.4 Multilevel Transfer
Recall that knowledge transfer happens through
priors in topic models (Section 2.1). Because the
KL-divergence terms in Theorem 3 include this
prior Q, we can use this theorem to analyze the
transfer mechanisms more concretely.

The conditional distribution for sampling a
topic zx for a token x during sampling can be fac-
torized into document-topic and topic-word levels:
Px,k = Pr (zx = k|wx = w,w−, z−)

= Pr (zx = k|z−) · Pr (wx = w|zx = k,w−, z−)

∝ Pr (zx = k|z−)︸ ︷︷ ︸
document level

· Pr (zx = k|wx = w,w−)︸ ︷︷ ︸
word level

∆
= Pθ,x,k · Pφ,x,k,

Px
∆
= Pθ,x ⊗ Pφ,x,

where ⊗ is element-wise multiplication. Thus, we
have the following inequality:

KL (Px||Qx) = KL (Pθ,x ⊗ Pφ,x||Qθ,x ⊗ Qφ,x)

≤ KL (Pθ,x||Qθ,x) + KL (Pφ,x||Qφ,x) ,

and the KL-divergence term in Theorem 3 is sim-
ply the sum of the KL-divergences between the
conditional and prior distributions on all levels.

Recall that PLTM transfers knowledge at the
document level, through Qθ,x, by linking docu-
ment translations together (Equation (1)). Assume
the current token x is from a target document
linked to a document dS in the source language.
Then the prior for Pθ,x is θ̂(dS), i.e., the normal-
ized empirical distribution over topics of dS .

Since the words are generated within each lan-
guage under PLTM, i.e., ϕ

(S)
k is irrelevant to ϕ

(T )
k ,

no transfer happens at the word level. In this
case, Qφ,x, the prior for Pφ,x, is simply a K-
dimensional uniform distribution U . Then:

KLw ≤ KL
(
Pθ,x||θ̂(dS)

)
+ KL (Pφ,x||U)

= KL
(
Pθ,x||θ̂(dS)

)

︸ ︷︷ ︸
crosslingual entropy

+ log K − H(Pφ,x)︸ ︷︷ ︸
monolingual entropy

.

Thus, at levels where transfer happens (document-
or word-level), a low crosslingual entropy is pre-
ferred, to offset the impact of monolingual entropy
where no transfer happens.
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Most multilingual topic models are generative
admixture models in which the conditional proba-
bilities can be factorized into different levels, thus
KL-divergence term in Theorem 3 can be decom-
posed and analyzed in the same way as in this
section for models that have transfer at other lev-
els, such as Hao and Paul (2018), Heyman et al.
(2016), and Hu et al. (2014). For example, if a
model has word-level transfer, i.e., the model as-
sumes that word translations share the same distri-
butions, we have a KL-divergence term as,

KLw ≤ KL
(
Pφ,x||φ̂(wS)

)
+ KL(Pθ,x||U)

= KL
(
Pφ,x||φ̂(wS)

)
+ log K − H(Pθ,x),

where wS is the word translation to word w.

3 Off-Site Transfer

Off-site transfer refers to language transfer that
happens while applying trained topic models to
downstream crosslingual tasks such as document
classification. Because transfer happens using the
trained representations, the performance of off-
site transfer heavily depends on that of on-site
transfer. To analyze this problem, we focus on the
task of crosslingual document classification.

In crosslingual document classification, a doc-
ument classifier, h, is trained on documents from
one language, and h is then applied to documents
from another language. Specifically, after training
bilingual topic models, we have K bilingual word
distributions {ϕ̂

(S)
k }K

k=1 and {ϕ̂
(T )
k }K

k=1. These
two distributions are used to infer document-topic
distributions θ̂ on unseen documents in the test
corpus, and each document is represented by the
inferred distributions. A document classifier is
then trained on the θ̂ vectors as features in source
language S and tested on the target T .

We aim to show how the generalization risk on
target languages T , denoted as RT (h), is related to
the training risk on source languages S, R̂S(h). To
differentiate the loss and classifiers in this section
from those in Section 2, we use the term “risk”
here, and h refers to the document classifiers, not
the topic labeling process by the sampler.

3.1 Languages as Domains
Classic learning theory requires training and test
sets to come from the same distribution D, i.e.,
(θ, y) ∼ D, where θ is the document representa-
tion (features) and y the document label (Valiant,

1984). In practice, however, corpora in S and
T may be sampled from different distributions,
i.e., D(S) = {(θ̂(dS), y)} ∼ D̂(S) and D(T ) =
{(θ̂(dT ), y)} ∼ D̂(T ). We refer to these distribu-
tions as document spaces. To relate RT (h) and
R̂S(h), therefore, we have to take their distribu-
tion bias into consideration. This is often formu-
lated as a problem of domain adaptation, and here
we can formulate this such that each language is
treated as a “domain”.

We follow the seminal work by Ben-David et al.
(2006), and define H-distance as follows.

Definition 2 (H-distance, Ben-David et al.
(2006)). Let H be a symmetric hypothesis space,
i.e., for every hypothesis h ∈ H there exists its
counterpart 1 − h ∈ H. We let m =

∣∣D(S)
∣∣ +∣∣D(T )

∣∣, the total size of test corpus. The H-
distance between D̂(S) and D̂(T ) is defined as

1

2
d̂H
(
D̂(S), D̂(T )

)

= max
h∈H

1

m

∑

ℓ∈{S,T}

∑

xd:h(xd)=ℓ

1
{
xd ∈ D(ℓ)

}
,

where xd is the representation for document d, and
h(xd) outputs the language of this document.

This distance measures how identifiable the lan-
guages are based on their representations. If
source and target languages are from entirely dif-
ferent distributions, a classifier can easily identify
language-specific features, which could affect per-
formance of the document classifiers.

With H-distances, we have a measure of the
“distance” between the two distributions D̂(S) and
D̂(T ). We state the following theorem from do-
main adaptation theory.

Theorem 4 (Ben-David et al. (2006)). Let m be
the corpus size of the source language, i.e., m =∣∣D(S)

∣∣, c the VC-dimension of document classi-

fiers h ∈ H, and d̂H
(
D̂(S), D̂(T )

)
the H-distance

between two languages in the document space.
With probability at least 1 − δ, we have the fol-
lowing bound,

RT (h) ≤ R̂S(h) + d̂H
(
D̂(S), D̂(T )

)
+ λ̂+

√
4

m

(
c log

2em

c
+ log

4

δ

)
, (4)

λ̂ = min
h∈H

R̂S(h) + R̂T (h). (5)
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The term λ̂ in Theorem 4 defines a joint risk,
i.e., the training error on both source and target
documents. This term usually cannot be estimated
in practice since the labels for target documents
are unavailable. However, we can still calculate
this term for the purpose of analysis.

The theorem shows that the crosslingual clas-
sification risk is bounded by two critical compo-
nents: the H-distance, and the joint risk λ̂. In-
terestingly, these two quantities are based on the
same set of features with different labeling rules:
for H-distance, the label for each instance is its
language, while λ̂ uses the actual document label.
Therefore, a better bound requires the consistency
of features across languages, both in language and
document labelings.

3.2 From Words to Documents

Since consistency of features depends on the doc-
ument representations θ̂, we need to trace back to
the upstream training of topic models and show
how the errors propagate to the formation of doc-
ument representations. Thus, we first show the re-
lations between ĈVL and word representations φ̂
in the following lemma.

Lemma 1. Given any bilingual word pair
(wT , wS), let φ̂(w) denote the distribution over
topics of word type w. Then we have,

1 − φ̂(wT )⊤ · φ̂(wS) ≤ ĈVL(wT , wS).

Proof. See Appendix.

We need to connect the word representations φ̂,
which are central to on-site transfer, to the docu-
ment representations θ̂, which are central to off-
site transfer. To do this, we make an assumption
that the inferred distribution over topics θ̂(d) for
each test document d is a weighted average over
all word vectors, i.e., θ̂(d) ∝∑w fd

w · φ̂(w), where
fd

w is the normalized frequency of word w in docu-
ment d (Arora et al., 2013). When this assumption
holds, we can bound the similarity of document
representations θ̂(dS) and θ̂(dT ) in terms of word
representations and hence their ĈVL.

Theorem 5. Let θ̂(dS) be the distribution over
topics for document dS (similarly for dT ),

F (dS , dT ) =
(∑

wS
fdS

wS

2 ·∑wT
fdT

wT

2
) 1

2 where

fd
w is the normalized frequency of word w in doc-

ument d, and K the number of topics. Then

θ̂(dS)⊤ · θ̂(dT )

≤ F (dS , dT ) ·
√

K ·
∑

wS ,wT

(
ĈVL(wT , wS) − 1

)2
.

Proof. See Appendix.

This provides a spatial connection between doc-
ument pairs and word pairs they have. Many ker-
nalized classifiers such as support vector machines
(SVM) explicitly use this inner product in the dual
optimization objective (Platt, 1998). Since the in-
ner product is directly related to the cosine simi-
larity, Theorem 5 indicates that if two documents
are spatially close, their inner product should be
large, and thus the ĈVL of all word pairs they
share should be small. In an extreme case, if
ĈVL(wT , wS) = 1 for all the bilingual word
pairs appearing in document pair (dS , dT ), then
θ̂(dS)⊤ · θ̂(dT ) = 0, meaning the two documents
are orthogonal and tend to be irrelevant topically.

With upstream training discussed in Section 2,
we see that ĈVL has an impact on the consistency
of features across languages. A low ĈVL indicates
that the transfer from source to target is sufficient
in two ways. First, languages share similar distri-
butions, and therefore, it is harder to distinguish
languages based on their distributions. Second, if
there exists a latent mapping from a distribution
to a label, it should produce similar labeling on
both source and target data since they are similar.
These two aspects correspond to the language H-
distance and joint risk λ̂ in Theorem 4.

4 Experiments

We experiment with five languages: Arabic (AR,
Semitic), German (DE, Germanic), Spanish (ES,
Romance), Russian (RU, Slavic), and Chinese (ZH,
Sinitic). In the first two experiments, we pair each
with English (EN, Germanic) and train PLTM on
each language pair individually.

Training Data For each language pair, we use
a subsample of 3,000 Wikipedia comparable doc-
uments, i.e., 6,000 documents in total. We set
K = 50, and train PLTM with default hyperparam-
eters (McCallum, 2002). We run each experiment
five times and average the results.

Test Data For experiments with document clas-
sification, we use Global Voices (GV) in all five
language pairs as test sets. Each document in this
dataset has a “categories” attribute that can be used
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as the document label. In our classification exper-
iments, we use culture, technology, and education
as the labels to perform multiclass classification.

Evaluation To evaluate topic qualities, we use
Crosslingual Normalized Pointwise Mutual Infor-
mation (Hao et al., 2018, CNPMI), an intrinsic met-
ric of crosslingual topic coherence. For any bilin-
gual word pair (wT , wS),

CNPMI(wT , wS) = −
log Pr(wT ,wS)

Pr(wT ) Pr(wS)

log Pr (wT , wS)
, (6)

where Pr (wT , wS) is the occurrence of wT and
wS appearing in the same pair of comparable
documents. We use 10,000 Wikipedia compa-
rable document pairs outside PLTM training data
for each language pair to calculate CNPMI scores.
All datasets are publicly available at http://
opus.nlpl.eu/ (Tiedemann, 2012). Addi-
tional details of our datasets and experiment setup
can be found in the appendix.

4.1 Sampling as Circular Validation

Our first experiment shows how ĈVL changes over
time during Gibbs sampling. According to the
definition, the arguments of ĈVL can include any
bilingual word pairs; however, we suggest that
it should be calculated specifically among word
pairs that are expected to be related (and thus en-
able transfer). In our experiments, we select word
pairs in the following way.

Recall that the output of a bilingual topic model
is K topics, where each language has its own
distribution. For each topic k, we can calculate
ĈVL(wS , wT ) such that wS and wT belong to the
same topic (i.e., are in the top C most probable
words in that topic), from the two languages, re-
spectively. Using a cardinality C for each of the
K topics, we have in total C2 × K bilingual word
pairs in the calculation of ĈVL.

At certain iterations, we collect the topic words
as described above with cardinality C = 5, and
calculate ĈVL(wT , wS), CNPMI(wT , wS), and the
error term (the 1

2

√· · · term in Theorem 3) of all the
bilingual word pairs. In the middle panel of Fig-
ure 2, ĈVL over all word pairs from topic words
is decreasing as sampling proceeds and becomes
stable by the end of sampling. On the other hand,
the correlations between CNPMI and ĈVL are con-
stantly decreasing. The negative correlations be-
tween ĈVL and CNPMI implies that lower ĈVL is

associated with higher topic quality, since higher-
quality topic has higher CNPMI but lower ĈVL.

4.2 What the PAC-Bayes Bound Shows

Theorem 3 provides insights into how knowledge
is transferred during sampling and the factors that
could affect this process. We analyze this bound
from two aspects, the size of the training data (cor-
responding to ln n⋆

n term) and model assumptions
(as in the crosslingual entropy terms).

4.2.1 Training Data: Downsampling
One factor that could affect ĈVL, according to
Theorem 3, is the balance of tokens of a word pair.
In an extreme case, if a word type wS has only
one token, while another word type wT has a large
number of tokens, the transfer from wS to wT is
negligible. In this experiment, we will test if in-
creasing the ratio term ln n⋆

n in the corpus lowers
the performance of crosslingual transfer learning.

To this end, we specify a sample rate ρ =
0.2, 0.4, 0.6, 0.8, and 1.0. For each word pair
(wT , wS), we calculate n as in the ratio term
ln n⋆

n , and remove (1 − ρ) · n tokens from the
corpus (rounded to the nearest integer). Smaller
ρ removes more tokens from the corpus and thus
yields a larger ratio term on average.

We use a dictionary from Wiktionary to col-
lect word pairs, where each word pair (wS , wT )
is a translation pair. Figure 3 shows the results of
downsampling using these two methods. Decreas-
ing the sample rate ρ lowers the topic qualities.
This implies that although PLTM can process com-
parable corpora, which need not be exact transla-
tions, one still needs to be careful about the token
balance between linked document pairs.

For many low-resource languages, the target
language corpus is much smaller than the source
corpus, so the effect of this imbalance is important
to be aware of. This is an important issue when
choosing comparable documents, and Wikipedia
is an illustrative example. Although one can col-
lect comparable documents via Wikipedia’s inter-
language links, articles under the same title but
in different languages can have very large varia-
tions on document length, causing the imbalance
of samples ln n⋆

n , and thus potentially suboptimal
performance of crosslingual training.

4.2.2 Model Assumptions
Recall that the crosslingual entropy term can be
decomposed into different levels, e.g., document
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Figure 2: As Gibbs sampling progresses, ĈVL of topic words drops, which leads to higher quality topics, and thus
increases CNPMI. The left panel shows this negative correlation, and we use shades to indicate standard deviations
across five chains.
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Figure 3: Increasing ρ results in smaller values of
ln n⋆

n for translation pairs. Topic quality, evaluated by
CNPMI, increases as well.

level and word level, and we prefer a model with
low crosslingual entropy but high monolingual en-
tropy. In this experiment, we show how these two
quantities affect the topic qualities, using English-
German (EN-DE) documents as an example.

Given PLTM output in (EN,DE) and a cardinality
C = 5, we collect C2 × K bilingual word pairs as
described in Section 4.1. For each word pair, we
calculate three quantities: ĈVL, CNPMI, and the
inner product of the word representations. In Fig-
ure 4, each dot is a word pair (wS , wT ) colored by
the values of these quantities. The word pair dots
are positioned by their crosslingual and monolin-
gual entropies.

We observe that ĈVL decreases with crosslin-
gual entropy on document level. The larger the
crosslingual entropy, the harder it is to get a low
ĈVL because it needs larger monolingual entropy
to decrease the bound, as shown in Section 2.4.
On the other hand, the inner product of word pairs
shows an opposite pattern of ĈVL, indicating a
negative correlation (Lemma 1). In Figure 2 we
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see the correlation between CNPMI and ĈVL is
around −0.4 at the end of sampling, so there are
fewer clear patterns for CNPMI in Figure 4. How-
ever, we also notice that the word pairs with higher
CNPMI scores often appear at the bottom where
crosslingual entropy is low while the monolingual
entropy is high.

4.3 Downstream Task

We move on to crosslingual document classifica-
tion as a downstream task. At various iterations
of Gibbs sampling, we infer topics on the test sets
for another 500 iterations and calculate the quan-
tities shown in the Figure 5 (averaged over all lan-
guages), including the H-distances for both train-
ing and test sets, and the joint risk λ̂.

We treat English as the source language and
train support vector machines to obtain the best
classifier h⋆ that fits the English documents. This
classifier is then used to calculate the source and
target risks R̂S(h⋆) and R̂T (h⋆). We also include
1
2 d̂H (S, T ), the H-distance based on word rep-
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Figure 5: Gibbs sampling optimizes ĈVL, which decreases the joint risk λ̂ and H-distances for test data.

resentations φ̂. As mentioned in Section 3.1, we
train support vector machines to use languages as
labels, and the accuracy score as the H-distance.

The classification risks, such as R̂S(h⋆),
R̂T (h⋆), and λ̂, are decreasing as expected (upper
row in Figure 5), which shows very similar trends
as ĈVL in Figure 2. On the other hand, we notice
that the H-distances of training documents and
vocabularies, 1

2 d̂H
(
D̂(S), D̂(T )

)
and 1

2 d̂H (S, T ),
stabilize around 0.5 to 0.6, meaning it is difficult
to differentiate the languages based on their rep-
resentations. Interestingly, the H-distances of test
documents are at a less ideal value, although they
are slightly decreasing in most of the languages
except AR. However, recall that the target risk also
depends on other factors than H-distance (Theo-
rem 4), and we use Figure 6 to illustrate this point.

We further explore the relationship between the
predictability of languages vs document classes in
Figure 6. We collect documents correctly classi-
fied for both document class and language labels,
from which we randomly choose 200 documents
for each language, and use θ̂ to plot t-SNE scatter-
plots. Note that the two plots are from the same
set of documents, and so the spatial relations be-
tween any two points are fixed, but we color them
with different labelings. Although the classifier
can identify the languages (right panel), the fea-
tures are still consistent, because on the left panel,
the decision boundary changes its direction and
also successfully classifies the documents based
on actual label class. This illustrates why a single
H-distance does not necessarily mean inconsistent
features across languages and high target risks.

Labeling: document class Labeling: language

English (EN)
Chinese (ZH)

technology
non-technology

Figure 6: Although the classifier identifies the lan-
guages (right), the features are still consistent based on
actual document class (left).

5 Conclusions and Future Directions

This study gives new insights into crosslingual
transfer learning in multilingual topic models. By
formulating the inference process as a circular val-
idation, we derive a PAC-Bayesian theorem to
show the factors that affect the success of crosslin-
gual learning. We also connect topic model learn-
ing with downstream crosslingual tasks to show
how errors propagate.

As the first step toward more theoretically justi-
fied crosslingual transfer learning, our study sug-
gests considerations for constructing crosslingual
transfer models in general. For example, an effec-
tive model should strengthen crosslingual trans-
fer while minimizing non-transferred components,
use a balanced dataset or specific optimization al-
gorithms for low-resource languages, and support
evaluation metrics that relate to CVL.
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Appendix A Notation

See Table 1.

Appendix B Proofs

Theorem 1. Let ĈVL
(t)

(wT , wS) be the empiri-
cal circular validation loss of any bilingual word
pair at iteration t of Gibbs sampling. Then
ĈVL

(t)
(wT , wS) converges as t → ∞.

Proof. We first notice the triangle inequality:

∣∣∣ĈVL
(t)

(wT , wS) − ĈVL
(t−1)

(wT , wS)
∣∣∣

=

∣∣∣∣ E
xS ,xT

[
L̂(t)(xT , wS) + L̂(t)(xS , wT )

]

− E
xS ,xT

[
L̂(t−1)(xT , wS) + L̂(t−1)(xS , wT )

]∣∣∣∣

=

∣∣∣∣∣ E
xT ∈SwT

[
L̂(t)(xT , wS)

]
+ E

xS∈SwS

[
L̂(t)(xS , wT )

]

− E
xT ∈SwT

[
L̂(t−1)(xT , wS)

]

− E
xS∈SwS

[
L̂(t−1)(xS , wT )

]∣∣∣∣∣

Notation Description
S, T Source and target languages. They are

interchangeable during Gibbs sampling.
For example, when training English and
German, English can be either source or
target.

wℓ A word type of language ℓ.
xℓ An individual token of language ℓ.
zxℓ

The topic assignment of token xℓ.
Swℓ

The sample of word type wℓ, the set con-
taining all the tokens xℓ that are of this
word type.

Pxℓ
, Pxℓ,k Pxℓ

denotes the conditional distribution
over all topics for token xℓ. The condi-
tional probability of sampling a topic k
from Pxℓ

is denoted as Pxℓ,k.
D(ℓ) The set of documents in language ℓ.

This usually refers to the test corpus.
D̂(ℓ) The array of document representations

from the corpus D(ℓ) and their docu-
ment labels.

ϕ̂
(ℓ)
k The empirical distribution over vocab-

ulary of language ℓ for topic k =
1, . . . , K.

φ̂(w) The word representation, i.e., the em-
pirical distribution over K topics for a
word type w. This can be obtained by
re-normalizing ϕ̂

(ℓ)
k .

θ̂(d) The document representation, i.e., the
empirical distribution over K topics for
a document d.

Table 1: Notation table.

≤
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≡
∣∣∣∣∣∆ E

xT ∈SwT

[
L̂(xT , wS)

]
+ ∆ E

xS∈SwS

[
L̂(xS , wT )

]∣∣∣∣∣

≤
∣∣∣∣∣∆ E

xT ∈SwT

[
L̂(xT , wS)

]∣∣∣∣∣+
∣∣∣∣∣∆ E

xS∈SwS

[
L̂(xS , wT )

]∣∣∣∣∣ .

We look at the first term of the last equation, and
the other term can be derived in the same way.
We use PxT to denote the invariant distribution of
the conditional P(t)

xT as t → ∞. Additionally, let
PxT ,zxS

be the conditional probability for the to-
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ken xT being assigned to topic zxS :

PxT ,zxS
= Pr (k = zxS ; w = wxT , z−, w−) .

Another assumption we made is once the source
language is converged, we keep the states of it
fixed. That is, z

(t)
xS = z

(t−1)
xS , and only sample the

target language. Taking the difference between the
expectation at iterations t and t − 1, we have

lim
t→∞

∣∣∣∣∣∆ E
xT ∈SwT

[
L̂(xT , wS)

]∣∣∣∣∣

= lim
t→∞

∣∣∣∣∣ E
xT ∈SwT

[
L̂(t)(xT , wS)

]

− E
xT ∈SwT

[
L̂(t−1)(xT , wS)

]∣∣∣∣∣

= lim
t→∞

∣∣∣∣∣∣
E
xT


 1

nwS

∑

xS

E
h∼P(t)

xT

1
{

h(xS) ̸= z(t)
xS

}



− E
xT


 1

nwS

∑

xS

E
h∼P(t−1)

xT

1
{

h(xS) ̸= z(t−1)
xS

}


∣∣∣∣∣∣

= lim
t→∞

1

nwS

∑

xS

E
xT

[∣∣∣∣Eh∼P(t)
xT

1
{

h(xS) ̸= z(t)
xS

}

−E
h∼P(t−1)

xT

1
{

h(xS) ̸= z(t−1)
xS

}∣∣∣∣
]

= lim
t→∞

1

nwS

∑

xS

E
xT

[∣∣∣∣Eh∼P(t)
xT

1 {h(xS) ̸= zxS }

−E
h∼P(t−1)

xT

1 {h(xS) ̸= zxS }
∣∣∣∣
]

= lim
t→∞

1

nwS

∑

xS∈SwS

ExT ∈SwT

[∣∣∣
(
1 − P(t)

xT ,zxS

)

−
(
1 − P(t−1)

xT ,zxS

)∣∣∣
]

= lim
t→∞

1

nwS

∑

xS∈SwS

ExT ∈SwT

[∣∣∣P(t−1)
xT ,zxS

− P(t)
xT ,zxS

∣∣∣
]

= lim
t→∞

1

nwS

∑

xS∈SwS

ExT ∈SwT

[∣∣PxT ,zxS
− PxT ,zxS

∣∣]

= 0.

Therefore, we have

lim
t→∞

∣∣∣ĈVL
(t)

(wT , wS) − ĈVL
(t−1)

(wT , wS)
∣∣∣

≤ lim
t→∞

∣∣∣∣∣∆ E
xT ∈SwT

[
L̂(xT , wS)

]∣∣∣∣∣

+

∣∣∣∣∣∆ E
xS∈SwS

[
L̂(xS , wT )

]∣∣∣∣∣
= 0.

Theorem 3. Given a bilingual word pair
(wT , wS), with probability at least 1 − δ, the fol-
lowing bound holds:

CVL(wT , wS) ≤ ĈVL(wT , wS) +

1

2

√
1

n

(
KLwT + KLwS + 2 ln

2

δ

)
+

ln n⋆

n
,

n = min
{
nwT , nwS

}
, n⋆ = max

{
nwT , nwS

}
.

For brevity we use KLw to denote KL(Px||Qx),
where Px is the conditional distribution from
Gibbs sampling of token x with word type w that
gives highest loss L̂(x,w), and Qx a prior.

Proof. From Theorem 2, for target language, with
probability at least 1 − δ,

L(xT , wS)

≤ L̂(xT , wS) +

√
KL (PxT ||QxT ) + ln

2√nwS
δ

2nwS

= L̂(xT , wS) +

√
KL (PxT ||QxT ) + ln 2

δ
+

ln nwS
2nwS

2

≡ L̂(xT , wS) + ϵ(xT , wS).

For the source language, similarly, with proba-
bility at least 1 − δ,

L(xS , wT )

≤ L̂(xS , wT ) +

√
KL (PxS ||QxS ) + ln 2

δ
+

ln nwT
2

2nwT

≡ L̂(xS , wT ) + ϵ(xS , wT ).

Given a word type wT , we notice that only the
KL-divergence term in ϵ(xT , wS) varies among
different tokens xT . Thus, we use KLwS and
KLwT to denote the maximal values of KL-
divergence over all the tokens,

KLwS = KL
(
Px⋆

T
||Qx⋆

T

)
,

x⋆
T = arg max

xT ∈SwT

ϵ(xT , wS);

KLwT = KL
(
Px⋆

S
||Qx⋆

S

)
,

x⋆
S = arg max

xS∈SwS

ϵ(xS , wT ).

Let n = min {nwT , nwS}, and n⋆ =
max {nwT , nwS}. Due to the fact that

√
x+

√
y ≤

2√
2

√
x + y for x, y > 0, we have
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CVL(wT , wS)

=
1

2
E

xS ,xT

[L(xT , wS) + L(xS , wT )]

=
1

2
(ExT L(xT , wS) +ExS L(xS , wT ))

≤ 1

2

(
ExT ∈SwT

L̂(xT , wS) +ExS∈SwS
L̂(xS , wT )

)

+
1

2

(
ExT ∈SwT

ϵ(xT , wS) +ExS∈SwS
ϵ(xS , wT )

)

= ĈVL(wT , wS)

+
1

2

(
ExT ∈SwT

ϵ(xT , wS) +ExS∈SwS
ϵ(xS , wT )

)

≤ ĈVL(wT , wS) +
1

2
(ϵ(x⋆

T , wS) + ϵ(x⋆
S , wT ))

≤ ĈVL(wT , wS)

+
1

2

(√
1

2nwT

(
KLwT + ln

2

δ
+

1

2
ln nwT

)

+

√
1

2nwS

(
KLwS + ln

2

δ
+

1

2
ln nwS

))

≤ ĈVL(wT , wS)

+
1

2

√
KLwT + KLwS + 2 ln 2

δ

n
+

(
ln (nwT · nwS )

2n

)

≤ ĈVL(wT , wS)

+
1

2

√
KLwT + KLwS + 2 ln 2

δ

n
+

(
ln n⋆

n

)
,

which gives us the result.

Lemma 1. Given any bilingual word pair
(wT , wS), let φ̂(w) denote the distribution over
topics of word type w. Then we have,

1 − φ̂(wT )⊤ · φ̂(wS) ≤ ĈVL(wT , wS).

Proof. We expand the equation of ĈVL as follows,

ĈVL(wT , wS)

=
1

2
E

xS ,xT

[
L̂(xT , wS) + L̂(xS , wT )

]

=
1

2

(
ExT

[
L̂(xT , wS)

]
+ExS

[
L̂(xS , wT )

])

=
1

2

(∑
xT ∈SwT

∑
xS∈SwS

Eh∼PxT

[
1 {h(xS) ̸= zxS }

]

nwT · nwS

+

∑
xS∈SwS

∑
xT ∈SwT

Eh∼PxS

[
1 {h(xT ) ̸= zxT }

]

nwS · nwT

)

=
1

2

(∑
xT ∈SwT

∑
xS∈SwS

(
1 − PxT ,zxS

)

nwT · nwS

+

∑
xS∈SwS

∑
xT ∈SwT

(
1 − PxS ,zxT

)

nwS · nwT

)

= 1 − 1

2

(∑
xT ∈SwT

∑
xS∈SwS

PxT ,zxS

nwT · nwS

+

∑
xS∈SwS

∑
xT ∈SwT

PxS ,zxT

nwS · nwT

)

= 1 − 1

2

K∑

k=1

(
nk|wS

·∑xT ∈SwT
PxT ,k

nwT · nwS

+
nk|wT

·∑xS∈SwS
PxS ,zxT

nwS · nwT

)

= 1 − 1

2

K∑

k=1

(
φ̂

(wS)
k ·

∑
xT ∈SwT

PxT ,k

nwT

+ φ̂
(wT )
k ·

∑
xS∈SwS

PxS ,zxT

nwS

)

≥ 1 − 1

2

K∑

k=1

(
φ̂

(wS)
k · nk|wT

nwT

+ φ̂
(wT )
k · nk|wS

nwS

)

= 1 − 1

2

K∑

k=1

(
φ̂

(wS)
k · φ̂

(wT )
k + φ̂

(wT )
k · φ̂

(wS)
k

)

= 1 − φ̂(wS)⊤ · φ̂(wT )

which concludes the proof.

Theorem 5. Let θ̂(dS) be the distribution over
topics for document dS (similarly for dT ),

F (dS , dT ) =
(∑

wS
fdS

wS

2 ·∑wT
fdT

wT

2
) 1

2 where

fd
w is the normalized frequency of word w in doc-

ument d, and K the number of topics. Then

θ̂(dS)⊤ · θ̂(dT ) ≤ F (dS , dT )

·
√

K ·
∑

wS ,wT

(
ĈVL(wT , wS) − 1

)2
.

Proof. We first expand the inner product of
θ̂(dS)⊤ · θ̂(dT ) as follows,

θ̂(dS)⊤ · θ̂(dT )

=

K∑

k=1

θ̂
(dS)
k · θ̂

(dT )
k

=

K∑

k=1




 ∑

wS∈V (S)

fdS
wS

· φ̂
(wS)
k




·


 ∑

wT ∈V (T )

fdT
wT

· φ̂
(wT )
k






≤ F (dS , dT ) ·
K∑

k=1





 ∑

wS∈V (S)

φ̂
(wS)2

k




1
2

·


 ∑

wT ∈V (T )

φ̂
(wT )2

k




1
2


 ,

F (dS , dT )

=


 ∑

wS∈V (S)

fdS
wS

2




1
2

·


 ∑

wT ∈V (T )

fdT
wT

2




1
2

,
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where F (dS , dT ) is a constant independent of
topic k, and the last inequality due to Hölder’s.
We then focus on the topic-dependent part of the
last inequality.

K∑

k=1





 ∑

wS∈V (S)

φ̂
(wS)2

k




1
2

·


 ∑

wT ∈V (T )

φ̂
(wT )2

k




1
2




=

K∑

k=1


 ∑

wS ,wT

(
φ̂

(wS)
k · φ̂

(wT )
k

)2




1
2

≤
√

K ·




K∑

k=1

∑

wS ,wT

(
φ̂

(wS)
k · φ̂

(wT )
k

)2




1
2

=
√

K ·


 ∑

wS ,wT

K∑

k=1

(
φ̂

(wS)
k · φ̂

(wT )
k

)2




1
2

≤
√

K ·


 ∑

wS ,wT

(
K∑

k=1

φ̂
(wS)
k · φ̂

(wT )
k

)2



1
2

=
√

K ·


 ∑

wS ,wT

(
φ̂(wT )⊤ · φ̂(wS)

)2




1
2

.

Thus, we have the following inequality:

θ̂(dS)⊤ · θ̂(dT ) ≤ F (dS , dT ) ·
√

K

·
( ∑

wS ,wT

(
φ̂(wT )⊤ · φ̂(wS)

)2
) 1

2

.

Plug in Lemma 1, we see that

θ̂(dS)⊤ · θ̂(dT ) ≤ F (dS , dT ) ·
√

K

·
( ∑

wS ,wT

(
ĈVL(wT , wS) − 1

)2
) 1

2

.

Appendix C Dataset Details

C.1 Pre-processing
For all the languages, we use existing stemmers to
stem words in the corpora and the entries in Wik-
tionary. Since Chinese does not have stemmers,
we loosely use “stem” to refer to “segment” Chi-
nese sentences into words. We also use fixed stop-
word lists to filter out stop words. Table 2 lists the
source of the stemmers and stopwords.

1 http://snowball.tartarus.org;
2 http://arabicstemmer.com;
3 https://github.com/6/stopwords-json;
4 https://github.com/fxsjy/jieba.

C.2 Training Sets

Our training set is a comparable corpus from
Wikipedia. For each Wikipedia article page, there
exists an interlingual link to view the article in
another language. This interlingual link provides
the same article in different languages and is com-
monly used to create comparable corpora in multi-
lingual studies. We show the statistics of this train-
ing corpus in Table 3. The numbers are calculated
after stemming and lemmatization.

C.3 Test Sets

C.3.1 Topic Coherence Evaluation Sets

Topic coherence evaluation for multilingual topic
models was proposed by Hao et al. (2018), where
a comparable corpus is used to calculate bilingual
word pair co-occurrence and CNPMI scores. We
use a Wikipedia corpus to calculate this score, and
the statistics are shown in Table 4. This Wikipedia
corpus does not overlap with the training set.

C.3.2 Unseen Document Inference

We use the Global Voices (GV) corpus to create
test sets, which can be retrieved from the web-
site https://globalvoices.org directly,
or from the OPUS collection at http://opus.
nlpl.eu/GlobalVoices.php. We show the
statistics in Table 5. After the column showing
number of documents, we also include the statis-
tics of specific labels. The multiclass labels are
mutual exclusive, and each document has only one
label.

Note that although all the language pairs share
the same set of English test documents, the doc-
ument representations are inferred from different
topic models trained specifically for that language
pair. Thus, the document representations for the
same English document are different across dif-
ferent language pairs.

Lastly, the number of word types is based on the
training set and after stemming and lemmatization.
When a word type in the test set does not appear
in the training set, we ignore this type.

C.3.3 Wiktionary

In downsampling experiments (Section 4.2),
we use English Wiktionary to create bilin-
gual dictionaries, which can be downloaded
at https://dumps.wikimedia.org/
enwiktionary/.
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Language Family Stemmer Stopwords
AR Semitic Assem’s Arabic Light Stemmer 1 GitHub 2

DE Germanic SnowBallStemmer 3 NLTK
EN Germanic SnowBallStemmer NLTK
ES Romance SnowBallStemmer NLTK
RU Slavic SnowBallStemmer NLTK
ZH Sinitic Jieba 4 GitHub

Table 2: List of source of stemmers and stopwords used in experiments.

English
Language #docs #token #types

AR 3,000 724,362 203,024
DE 3,000 409,381 125,071
ES 3,000 451,115 134,241
RU 3,000 480,715 142,549
ZH 3,000 480,142 141,679

Paired language
Language #docs #token #types

AR 3,000 223,937 61,267
DE 3,000 285,745 125,169
ES 3,000 276,188 95,682
RU 3,000 276,462 96,568
ZH 3,000 233,773 66,275

Table 3: Statistics of the Wikipedia training corpus.

Appendix D Topic Model Configurations

For each experiment, we run five chains of Gibbs
sampling using the Polylingual Topic Model im-
plemented in MALLET, 5 and take the average
over all chains. Each chain has 1,000 iterations,
and we do not set a burn-in period. We set the
topic number K = 50. Other hyperparameters are
α = 50

K = 1 and β = 0.01 which are the default
settings. We do not enable hyperparameter opti-
mization procedures.

5 http://mallet.cs.umass.edu/
topics-polylingual.php.

English
Language #docs #token #types

AR 10,000 3,092,721 143,504
DE 10,000 2,779,963 146,757
ES 10,000 3,021,732 149,423
RU 10,000 3,016,795 154,442
ZH 10,000 1,982,452 112,174

Paired language
Language #docs #token #types

AR 10,000 1,477,312 181,734
DE 10,000 1,702,101 227,205
ES 10,000 1,737,312 142,086
RU 10,000 2,299,332 284,447
ZH 10,000 1,335,922 144,936

Table 4: Statistics of the Wikipedia corpus for topic
coherence evaluation (CNPMI).

Language #docs #token #types
EN 11,012 3,838,582 104,164
AR 1,086 314,918 53,030
DE 773 334,611 38,702
ES 7,470 3,454,304 110,134
RU 1,035 454,380 67,202
ZH 1,590 804,720 61,319

#tech. #culture #edu.

EN 4,384 4,679 1,949
AR 457 430 199
DE 315 294 164
ES 2,961 3,121 1,388
RU 362 456 217
ZH 619 622 349

Table 5: Statistics of the Global Voices (GV) corpus.
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Abstract
The need for tree structure modelling on top
of sequence modelling is an open issue in
neural dependency parsing. We investigate
the impact of adding a tree layer on top of
a sequential model by recursively compos-
ing subtree representations (composition) in a
transition-based parser that uses features ex-
tracted by a BiLSTM. Composition seems
superfluous with such a model, suggesting
that BiLSTMs capture information about sub-
trees. We perform model ablations to tease
out the conditions under which composition
helps. When ablating the backward LSTM,
performance drops and composition does not
recover much of the gap. When ablating the
forward LSTM, performance drops less dra-
matically and composition recovers a substan-
tial part of the gap, indicating that a forward
LSTM and composition capture similar infor-
mation. We take the backward LSTM to be
related to lookahead features and the forward
LSTM to the rich history-based features both
crucial for transition-based parsers. To capture
history-based information, composition is bet-
ter than a forward LSTM on its own, but it is
even better to have a forward LSTM as part
of a BiLSTM. We correlate results with lan-
guage properties, showing that the improved
lookahead of a backward LSTM is especially
important for head-final languages.

1 Introduction

Recursive neural networks allow us to construct
vector representations of trees or subtrees. They
have been used for constituency parsing by Socher
et al. (2013) and Dyer et al. (2016) and for de-
pendency parsing by Stenetorp (2013) and Dyer
et al. (2015), among others. In particular, Dyer
et al. (2015) showed that composing representa-
tions of subtrees using recursive neural networks
can be beneficial for transition-based dependency
parsing. These results were further strengthened in

Kuncoro et al. (2017) who showed, using ablation
experiments, that composition is key in the Recur-
rent Neural Network Grammar (RNNG) genera-
tive parser by Dyer et al. (2016).

In a parallel development, Kiperwasser and
Goldberg (2016b) showed that using BiLSTMs
for feature extraction can lead to high parsing ac-
curacy even with fairly simple parsing architec-
tures, and using BiLSTMs for feature extraction
has therefore become very popular in dependency
parsing. It is used in the state-of-the-art parser of
Dozat and Manning (2017), was used in 8 of the
10 highest performing systems of the 2017 CoNLL
shared task (Zeman et al., 2017) and 10 out of the
10 highest performing systems of the 2018 CoNLL
shared task (Zeman et al., 2018).

This raises the question of whether features ex-
tracted with BiLSTMs in themselves capture in-
formation about subtrees, thus making recursive
composition superfluous. Some support for this
hypothesis comes from the results of Linzen et al.
(2016) which indicate that LSTMs can capture hi-
erarchical information: they can be trained to pre-
dict long-distance number agreement in English.
Those results were extended to more construc-
tions and three additional languages by Gulordava
et al. (2018). However, Kuncoro et al. (2018)
have also shown that although sequential LSTMs
can learn syntactic information, a recursive neu-
ral network which explicitly models hierarchy (the
RNNG model from Dyer et al. (2015)) is better at
this: it performs better on the number agreement
task from Linzen et al. (2016).

To further explore this question in the context
of dependency parsing, we investigate the use of
recursive composition (henceforth referred to as
composition) in a parser with an architecture like
the one in Kiperwasser and Goldberg (2016b).
This allows us to explore variations of features
and isolate the conditions under which composi-
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tion is helpful. We hypothesise that the use of a
BiLSTM for feature extraction makes it possible
to capture information about subtrees and there-
fore makes the use of subtree composition super-
fluous. We hypothesise that composition becomes
useful when part of the BiLSTM is ablated, the
forward or the backward LSTM. We further hy-
pothesise that composition is most useful when the
parser has no access to information about the func-
tion of words in the context of the sentence given
by POS tags. When using POS tags, the tagger
has indeed had access to the full sentence. We
additionally look at what happens when we ab-
late character vectors which have been shown to
capture information which is partially overlapping
with information from POS tags. We experiment
with a wider variety of languages than Dyer et al.
(2015) in order to explore whether the usefulness
of different model variants vary depending on lan-
guage type.

2 K&G Transition-Based Parsing

We define the parsing architecture introduced by
Kiperwasser and Goldberg (2016b) at a high level
of abstraction and henceforth refer to it as K&G. A
K&G parser is a greedy transition-based parser.1

For an input sentence of length n with words
w1, . . . , wn, a sequence of vectors x1:n is cre-
ated, where the vector xi is a vector representa-
tion of the word wi. We refer to these as type vec-
tors, as they are the same for all occurrences of a
word type. Type vectors are then passed through
a feature function which learns representations of
words in the context of the sentence.

xi = e(wi)

vi = f(x1:n, i)

We refer to the vector vi as a token vector, as it
is different for different tokens of the same word
type. In Kiperwasser and Goldberg (2016b), the
feature function used is a BiLSTM.

As is usual in transition-based parsing, parsing
involves taking transitions from an initial configu-
ration to a terminal one. Parser configurations are
represented by a stack, a buffer and set of depen-
dency arcs (Nivre, 2008). For each configuration
c, the feature extractor concatenates the token rep-
resentations of core elements from the stack and

1Kiperwasser and Goldberg (2016b) also define a graph-
based parser with similar feature extraction, but we focus on
transition-based parsing.

buffer. These token vectors are passed to a classi-
fier, typically a Multilayer Perceptron (MLP). The
MLP scores transitions together with the arc labels
for transitions that involve adding an arc. Both the
word type vectors and the BiLSTMs are trained to-
gether with the model.

3 Composing Subtree Representations

Dyer et al. (2015) looked at the impact of using
a recursive composition function in their parser,
which is also a transition-based parser but with an
architecture different from K&G. They make use
of a variant of the LSTM called a stack LSTM. A
stack LSTM has push and pop operations which al-
low passing through states in a tree structure rather
than sequentially. Stack LSTMs are used to repre-
sent the stack, the buffer, and the sequence of past
parsing actions performed for a configuration.

The words of the sentence are represented by
vectors of the word types, together with a vector
representing the word’s POS tag. In the initial con-
figuration, the vectors of all words are in the buffer
and the stack is empty. The representation of the
buffer is the end state of a backward LSTM over
the word vectors. As parsing evolves, the word
vectors are popped from the buffer, pushed to and
popped from the stack and the representations of
stack and buffer get updated.

Dyer et al. (2015) define a recursive compo-
sition function and compose tree representations
incrementally, as dependents get attached to their
head. The composed representation c is built by
concatenating the vector h of the head with the
vector of the dependent d, as well as a vector r rep-
resenting the label paired with the direction of the
arc. That concatenated vector is passed through
an affine transformation and then through a tanh
non-linear activation.

c = tanh(W [h; d; r] + b)

They create two versions of the parser. In the first
version, when a dependent is attached to a head,
the word vector of the head is replaced by a com-
posed vector of the head and dependent. In the
second version, they simply keep the vector of the
head when attaching a dependent to a head. They
observe that the version with composition is sub-
stantially better than the version without, by 1.3
LAS points for English (on the Penn Treebank
(PTB) test set) and 2.1 for Chinese (on the Chi-
nese Treebank (CTB) test set).
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Their parser uses POS tag information. POS
tags help to disambiguate between different func-
tional uses of a word and in this way give informa-
tion about the use of the word in context. We hy-
pothesise that the effect of using a recursive com-
position function is stronger when not making use
of POS tags.

4 Composition in a K&G Parser

The parsing architectures of the stack LSTM
parser (S-LSTM) and K&G are different but have
some similarities.2 In both cases, the configura-
tion is represented by vectors obtained by LSTMs.
In K&G, it is represented by the token vectors of
top items of the stack and the first item of the
buffer. In the S-LSTM, it is represented by the vec-
tor representations of the entire stack, buffer and
sequence of past transitions.

Both types of parsers learn vector representa-
tions of word types which are passed to an LSTM.
In K&G, they are passed to an LSTM in a feature
extraction step that happens before parsing. The
LSTM in this case is used to learn vectors that have
information about the context of each word, a to-
ken vector. In the S-LSTM, word type vectors are
passed to Stack LSTMs as parsing evolves. In this
case, LSTMs are used to learn vector representa-
tions of the stack and buffer (as well as one which
learns a representation of the parsing action his-
tory).

When composition is not used in the S-LSTM,
word vectors represent word types. When com-
position is used, as parsing evolves, the stack and
buffer vectors get updated with information about
the subtrees they contain, so that they gradually
become contextualised. In this sense, those vec-
tors become more like token vectors in K&G.
More specifically, as explained in the previous sec-
tion, when a dependent is attached to its head, the
composition function is applied to the vectors of
head and dependent and the vector of the head is
replaced by this composed vector.

We cannot apply composition on type vectors
in the K&G architecture, since they are not used
after the feature extraction step and hence cannot
influence the representation of the configuration.
Instead, we apply composition on the token vec-
tors. We embed those composed representations
in the same space as the token vectors.

2Note that we use S-LSTM to denote the stack LSTM
parser, not the stack LSTM as an LSTM type.

In K&G, like in the S-LSTM, we can create a
composition function and compose the represen-
tation of subtrees as parsing evolves. We create
two versions of the parser, one where word tokens
are represented by their token vector. The other
where they are represented by their token vector
and the vector of their subtree ci, which is initially
just a copy of the token vector (vi = f(x1:n, i)◦ci).
When a dependent word d is attached to a word h
with a relation and direction r, ci is computed with
the same composition function as in the S-LSTM
defined in the previous section, repeated below.3

This composition function is a simple recur-
rent cell. Simple RNNs have known shortcomings
which have been addressed by using LSTMs, as
proposed by Hochreiter and Schmidhuber (1997).
A natural extension to this composition function
is therefore to replace it with an LSTM cell. We
also try this variant. We construct LSTMs for sub-
trees. We initialise a new LSTM for each new sub-
tree that is formed, that is, when a dependent d is
attached to a head h which does not have any de-
pendent yet. Each time we attach a dependent to a
head, we construct a vector which is a concatena-
tion of h, d and r. We pass this vector to the LSTM
of h. c is the output state of the LSTM after pass-
ing through that vector. We denote those models
with +rc for the one using an ungated recurrent
cell and with +lc for the one using an LSTM cell.

c = tanh(W [h; d; r] + b)

c = LSTM([h; d; r])

As results show (see § 5), neither type of composi-
tion seems useful when used with the K&G pars-
ing model, which indicates that BiLSTMs capture
information about subtrees. To further investigate
this and in order to isolate the conditions under
which composition is helpful, we perform differ-
ent model ablations and test the impact of recur-
sive composition on these ablated models.

First, we ablate parts of the BiLSTMs: we ab-
late either the forward or the backward LSTM.
We therefore build parsers with 3 different feature
functions f(x, i) over the word type vectors xi in
the sentence x: a BiLSTM (bi) (our baseline), a
backward LSTM (bw) (i.e., ablating the forward
LSTM) and a forward LSTM (fw) (i.e., ablating

3Note that, in preliminary experiments, we tried replac-
ing the vector of the head by the vector of its subtree instead
of concatenating the two but concatenating gave much better
results.
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the backward LSTM):

bi(x, i) = BILSTM(x1:n, i)

bw(x, i) = LSTM(xn:1, i)

fw(x, i) = LSTM(x1:n, i)

K&G parsers with unidirectional LSTMs are, in
some sense, more similar to the S-LSTM than
those with a BiLSTM, since the S-LSTM only uses
unidirectional LSTMs. We hypothesise that com-
position will help the parser using unidirectional
LSTMs in the same way it helps an S-LSTM.

We additionally experiment with the vector rep-
resenting the word at the input of the LSTM. The
most complex representation consists of a concate-
nation of an embedding of the word type e(wi),
an embedding of the (predicted) POS tag of wi,
p(wi) and a character representation of the word
obtained by running a BiLSTM over the charac-
ters ch1:m of wi (BiLSTM(ch1:m)).

xi = e(wi) ◦ p(wi) ◦ BiLSTM(ch1:m)

Without a POS tag embedding, the word vector
is a representation of the word type. With POS
information, we have some information about the
word in the context of the sentence and the tag-
ger has had access to the full sentence. The repre-
sentation of the word at the input of the BiLSTM
is therefore more contextualised and it can be ex-
pected that a recursive composition function will
be less helpful than when POS information is not
used. Character information has been shown to be
useful for dependency parsing first by Ballesteros
et al. (2015). Ballesteros et al. (2015) and Smith
et al. (2018b) among others have shown that POS
and character information are somewhat comple-
mentary. Ballesteros et al. (2015) used similar
character vectors in the S-LSTM parser but did
not look at the impact of composition when us-
ing these vectors. Here, we experiment with ab-
lating either or both of the character and POS vec-
tors. We look at the impact of using composition
on the full model as well as these ablated models.
We hypothesise that composition is most helpful
when those vectors are not used, since they give
information about the functional use of the word
in context.

Parser We use UUParser, a variant of the K&G
transition-based parser that employs the arc-hybrid
transition system from Kuhlmann et al. (2011)

extended with a SWAP transition and a Static-
Dynamic oracle, as described in de Lhoneux et al.
(2017b)4. The SWAP transition is used to allow the
construction of non-projective dependency trees
(Nivre, 2009). We use default hyperparameters.
When using POS tags, we use the universal POS
tags from the UD treebanks which are coarse-
grained and consistent across languages. Those
POS tags are predicted by UDPipe (Straka et al.,
2016) both for training and parsing. This parser
obtained the 7th best LAS score on average in the
2018 CoNLL shared task (Zeman et al., 2018),
about 2.5 LAS points below the best system, which
uses an ensemble system as well as ELMo embed-
dings, as introduced by Peters et al. (2018). Note,
however, that we use a slightly impoverished ver-
sion of the model used for the shared task which is
described in Smith et al. (2018a): we use a less ac-
curate POS tagger (UDPipe) and we do not make
use of multi-treebank models. In addition, Smith
et al. (2018a) use the three top items of the stack
as well as the first item of the buffer to represent
the configuration, while we only use the two top
items of the stack and the first item of the buffer.
Smith et al. (2018a) also use an extended feature
set as introduced by Kiperwasser and Goldberg
(2016b) where they also use the rightmost and left-
most children of the items of the stack and buffer
that they consider. We do not use that extended
feature set. This is to keep the parser settings as
simple as possible and avoid adding confounding
factors. It is still a near-SOTA model. We evaluate
parsing models on the development sets and report
the average of the 5 best results in 30 epochs and 5
runs with different random seeds.

Data We test our models on a sample of tree-
banks from Universal Dependencies v2.1 (Nivre
et al., 2017). We follow the criteria from
de Lhoneux et al. (2017c) to select our sample:
we ensure typological variety, we ensure variety
of domains, we verify the quality of the treebanks,
and we use one treebank with a large amount of
non-projective arcs. However, unlike them, we
do not use extremely small treebanks. Our selec-
tion is the same as theirs but we remove the tiny
treebanks and replace them with 3 others. Our
final set is: Ancient Greek (PROIEL), Basque,
Chinese, Czech, English, Finnish, French, Hebrew
and Japanese.

4The code can be found at https://github.com/
mdelhoneux/uuparser-composition
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5 Results

First, we look at the effect of our different recur-
sive composition functions on the full model (i.e.,
the model using a BiLSTM for feature extraction
as well as both character and POS tag informa-
tion). As can be seen from Figure 1, recursive
composition using an LSTM cell (+lc) is gener-
ally better than recursive composition with a re-
current cell (+rc), but neither technique reliably
improves the accuracy of a BiLSTM parser.

Figure 1: LAS of models using a BiLSTM (bi) without
composition, with a recurrent cell (+rc) and with an
LSTM cell (+lc). Bar charts truncated at 50 for visual-
ization purposes.

5.1 Ablating the forward and backward
LSTMs

Second, we only consider the models using char-
acter and POS information and look at the effect of
ablating parts of the BiLSTM on the different lan-
guages. The results can be seen in Figure 2. As ex-
pected, the BiLSTM parser performs considerably
better than both unidirectional LSTM parsers, and
the backward LSTM is considerably better than
the forward LSTM, on average. It is, however,
interesting to note that using a forward LSTM is
much more hurtful for some languages than others:
it is especially hurtful for Chinese and Japanese.
This can be explained by language properties: the
right-headed languages suffer more from ablating
the backward LSTM than other languages. We ob-
serve a correlation between how hurtful a forward
model is compared to the baseline and the percent-
age of right-headed content dependency relations

Figure 2: LAS of models using a BiLSTM (bi), back-
ward LSTM (bw) and forward LSTM (fw).

Figure 3: Correlation between how hurtful it is to ab-
late the backward LSTM and right-headedness of lan-
guages.

(R = −0.838, p < .01), see Figure 3.5

There is no significant correlation between how
hurtful ablating the forward LSTM is and the per-
centage of left-headed content dependency rela-
tions (p > .05) indicating that its usefulness is
not dependent on language properties. We hypoth-
esise that dependency length or sentence length
can play a role but we also find no correlation
between how hurtful it is to ablate the forward
LSTM and average dependency or sentence length
in treebanks. It is finally also interesting to note
that the backward LSTM performance is close
to the BiLSTMs performance for some languages
(Japanese and French).

5The reason we only consider content dependency rela-
tions is that the UD scheme focuses on dependency relations
between content words and treats function words as features
of content words to maximise parallelism across languages
(de Marneffe et al., 2014).
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Figure 4: LAS of models using a BiLSTM (bi), backward LSTM (bw) and forward LSTM (fw), without recursive
composition, with a recurrent cell (+rc) and with a LSTM cell (+lc). Bar charts truncated at 50 for visualization
purposes.

We now look at the effect of using recursive
composition on these ablated models. Results are
given in Figure 4. First of all, we observe un-
surprisingly that composition using an LSTM cell
is much better than using a simple recurrent cell.
Second, both types of composition help the back-
ward LSTM case, but neither reliably helps the bi
models. Finally, the recurrent cell does not help
the forward LSTM case but the LSTM cell does
to some extent. It is interesting to note that us-
ing composition, especially using an LSTM cell,
bridges a substantial part of the gap between the
bw and the bi models.

These results can be related to the literature on
transition-based dependency parsing. Transition-
based parsers generally rely on two types of fea-
tures: history-based features over the emerging
dependency tree and lookahead features over the
buffer of remaining input. The former are based
on a hierarchical structure, the latter are purely se-
quential. McDonald and Nivre (2007) and Mc-
Donald and Nivre (2011) have shown that history-
based features enhance transition-based parsers as
long as they do not suffer from error propaga-
tion. However, Nivre (2006) has also shown that
lookahead features are absolutely crucial given the
greedy left-to-right parsing strategy.

In the model architectures considered here, the

backward LSTM provides an improved lookahead.
Similarly to the lookahead in statistical parsing, it
is sequential. The difference is that it gives in-
formation about upcoming words with unbounded
length. The forward LSTM in this model architec-
ture provides history-based information but unlike
in statistical parsing, that information is built se-
quentially rather than hierarchically: the forward
LSTM passes through the sentence in the linear
order of the sentence. In our results, we see that
lookahead features are more important than the
history-based ones. It hurts parsing accuracy more
to ablate the backward LSTM than to ablate the
forward one. This is expected given that some
history-based information is still available through
the top tokens on the stack, while the lookahead
information is almost lost completely without the
backward LSTM.

A composition function gives hierarchical in-
formation about the history of parsing actions. It
makes sense that it helps the backward LSTM
model most since that model has no access to
any information about parsing history. It helps
the forward LSTM slightly which indicates that
there can be gains from using structured informa-
tion about parsing history rather than sequential
information. We could then expect that composi-
tion should help the BiLSTM model which, how-
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Figure 5: LAS of baseline, using char and/or POS tags
to construct word representations

ever, is not the case. This might be because the
BiLSTM constructs information about parsing his-
tory and lookahead into a unique representation.
In any case, this indicates that BiLSTMs are pow-
erful feature extractors which seem to capture use-
ful information about subtrees.

5.2 Ablating POS and character information

Next, we look at the effect of the different word
representation methods on the different languages,
as represented in Figure 5. As is consistent with
the literature (Ballesteros et al., 2015; de Lhoneux
et al., 2017a; Smith et al., 2018b), using character-
based word representations and/or POS tags con-
sistently improves parsing accuracy but has a dif-
ferent impact in different languages and the bene-
fits of both methods are not cumulative: using the
two combined is not much better than using either
on its own. In particular, character models are an
efficient way to obtain large improvements in mor-
phologically rich languages.

We look at the impact of recursive composi-
tions on all combinations of ablated models, see
Table 1. We only look at the impact of using an
LSTM cell rather than a recurrent cell since it was
a better technique across the board (see previous
section).

Looking first at BiLSTMs, it seems that com-
position does not reliably help parsing accuracy,
regardless of access to POS and character infor-
mation. This indicates that the vectors obtained
from the BiLSTM already contain information that
would otherwise be obtained by using composi-
tion.

Turning to results with either the forward or the

backward LSTM ablated, we see the expected pat-
tern. Composition helps more when the model
lacks POS tags, indicating that there is some re-
dundancy between these two methods of build-
ing contextual information. Composition helps re-
cover a substantial part of the gap of the model
with a backward LSTM with or without POS tag.
It recovers a much less substantial part of the gap
in other cases which means that, although there is
some redundancy between these different methods
of building contextual information, they are still
complementary and a recursive composition func-
tion cannot fully compensate for the lack of a back-
ward LSTM or POS and/or character information.
There are some language idiosyncracies in the re-
sults. While composition helps recover most of the
gap for the backward LSTM models without POS
and/or character information for Czech and En-
glish, it does it to a much smaller extent for Basque
and Finnish. We hypothesise that arc depth might
impact the usefulness of composition, since more
depth means more matrix multiplications with the
composition function. However, we find no corre-
lation between average arc depth of the treebanks
and usefulness of composition. It is an open ques-
tion why composition helps some languages more
than others.

Note that we are not the first to use composition
over vectors obtained from a BiLSTM in the con-
text of dependency parsing, as this was done by Qi
and Manning (2017). The difference is that they
compose vectors before scoring transitions. It was
also done by Kiperwasser and Goldberg (2016a)
who showed that using BiLSTM vectors for words
in their Tree LSTM parser is helpful but they did
not compare this to using BiLSTM vectors with-
out the Tree LSTM.

Recurrent and recursive LSTMs in the way they
have been considered in this paper are two ways of
constructing contextual information and making it
available for local decisions in a greedy parser.
The strength of recursive LSTMs is that they can
build this contextual information using hierarchi-
cal context rather than linear context. A possible
weakness is that this makes the model sensitive to
error propagation: a wrong attachment leads to us-
ing the wrong contextual information. It is there-
fore possible that the benefits and drawbacks of
using this method cancel each other out in the con-
text of BiLSTMs.

1572



pos+char+ pos+char-
bi bi+lc bw bw+lc fw fw+lc bi bi+lc bw bw+lc fw fw+lc

cs 87.9 88.2 85.9 87.7 84.9 85.0 86.7 87.0 84.5 86.2 83.6 83.6
en 82.0 82.3 80.3 81.9 75.1 75.6 81.5 81.5 79.7 81.4 74.3 75.0
eu 73.3 73.5 72.0 72.4 66.8 67.4 67.4 67.6 65.6 66.3 59.6 60.5
fi 79.3 79.7 77.7 79.2 73.7 74.7 72.5 72.7 69.8 71.7 66.7 67.4
fr 87.5 87.6 86.4 87.5 86.3 86.4 87.1 87.2 85.8 86.9 85.7 85.9
grc 75.4 76.1 72.8 75.0 70.9 71.1 72.2 72.5 69.6 71.4 67.4 67.8
he 80.0 80.1 78.0 80.0 77.9 78.2 79.4 79.2 77.2 79.0 76.9 77.3
ja 94.6 94.6 94.4 94.5 83.3 83.9 94.3 94.3 94.2 94.3 83.0 83.6
zh 72.9 72.7 71.3 72.4 57.4 58.7 71.5 71.3 69.9 70.8 56.4 57.9

av 81.4 81.6 79.8 81.2 75.1 75.7 79.2 79.2 77.4 78.7 72.6 73.2
pos-char+ pos-char-

bi bi+lc bw bw+lc fw fw+lc bi bi+lc bw bw+lc fw fw+lc

cs 88.1 88.4 86.0 87.8 84.7 84.9 84.3 84.5 81.3 83.1 79.9 79.8
en 82.2 82.1 79.8 81.6 73.2 73.8 80.0 79.9 77.5 79.2 70.5 71.5
eu 72.8 72.9 71.5 71.8 65.4 66.4 61.6 62.0 57.7 59.5 48.7 51.2
fi 78.2 78.6 75.8 77.9 72.0 73.0 62.8 63.1 56.6 60.2 52.8 54.7
fr 87.6 87.7 86.1 87.4 85.4 85.7 85.9 85.8 83.7 85.3 83.1 83.3
grc 74.4 74.8 71.3 73.7 69.2 69.6 68.3 69.0 64.6 67.3 62.6 63.4
he 79.9 80.1 77.4 79.9 76.5 77.3 77.5 77.4 74.4 77.2 74.2 74.7
ja 94.2 94.4 94.2 94.4 81.3 81.8 93.2 93.3 92.7 93.1 79.5 80.2
zh 72.7 72.5 70.8 72.2 56.5 58.2 69.1 69.3 66.7 68.1 53.4 55.0

av 81.1 81.3 79.2 80.8 73.8 74.5 75.9 76.0 72.8 74.8 67.2 68.2

Table 1: LAS for bi, bw and fw, without and with composition (+lc) with an LSTM. Difference > 0.5 with +lc
in bold.

5.3 Ensemble

To investigate further the information captured
by BiLSTMs, we ensemble the 6 versions of the
models with POS and character information with
the different feature extractors (bi, bw, fw) with
(+lc) and without composition. We use the (un-
weighted) reparsing technique of Sagae and Lavie
(2006)6 and ignoring labels. As can be seen
from the UAS scores in Table 2, the ensemble
(full) largely outperforms the parser using only a
BiLSTM, indicating that the information obtained
from the different models is complementary. To
investigate the contribution of each of the 6 mod-
els, we ablate each one by one. As can be seen
from Table 2, ablating either of the BiLSTM mod-
els or the backward LSTM using composition, re-
sults in the least effective of the ablated mod-
els, further strengthening the conclusion that BiL-
STMs are powerful feature extractors.

6 Conclusion

We investigated the impact of composing the rep-
resentation of subtrees in a transition-based parser.
We observed that composition does not reliably

6This method scores all arcs by the number of parsers pre-
dicting them and extracts a maximum spanning tree using the
Chu-Liu-Edmonds algorithm (Edmonds, 1967).

bi full -bi -[bi+lc] -bw -[bw+lc] -fw -[fw+lc]

cs 90.9 92.0 91.8 91.8 91.8 91.8 92.1 92.0
en 85.8 87.1 86.7 86.7 86.8 86.7 87.2 87.2
eu 78.7 80.9 80.3 80.2 80.4 80.3 80.9 81.0
fi 83.5 85.5 85.4 85.4 85.3 85.2 85.6 85.5
fr 89.8 90.8 90.8 90.6 90.8 90.7 90.8 90.8
grc 81.2 83.5 83.0 83.1 83.3 83.0 83.4 83.6
he 86.2 87.6 87.6 87.4 87.5 87.2 87.6 87.7
ja 95.9 96.1 95.8 95.7 95.9 95.8 96.3 96.2
zh 78.3 79.3 78.4 78.6 78.4 78.7 79.8 79.9

av 85.6 87.0 86.6 86.6 86.7 86.6 87.1 87.1

Table 2: UAS ensemble (full) and ablated experiments.

help a parser that uses a BiLSTM for feature
extraction, indicating that vectors obtained from
the BiLSTM might capture subtree information,
which is consistent with the results of Linzen et al.
(2016). However, we observe that, when ablating
the backward LSTM, performance drops and re-
cursive composition does not help to recover much
of this gap. We hypothesise that this is because the
backward LSTM primarily improves the looka-
head for the greedy parser. When ablating the for-
ward LSTM, performance drops to a smaller ex-
tent and recursive composition recovers a substan-
tial part of the gap. This indicates that a forward
LSTM and a recursive composition function cap-
ture similar information, which we take to be re-
lated to the rich history-based features crucial for
a transition-based parser. To capture this infor-
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mation, a recursive composition function is better
than a forward LSTM on its own, but it is even bet-
ter to have a forward LSTM as part of a BiLSTM.
We further find that recursive composition helps
more when POS tags are ablated from the model,
indicating that POS tags and a recursive compo-
sition function are partly redundant ways of con-
structing contextual information. Finally, we cor-
relate results with language properties, showing
that the improved lookahead of a backward LSTM
is especially important for head-final languages.
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Joakim Nivre, Željko Agić, Lars Ahrenberg, Lene
Antonsen, Maria Jesus Aranzabe, Masayuki Asa-
hara, Luma Ateyah, Mohammed Attia, Aitziber
Atutxa, Liesbeth Augustinus, Elena Badmaeva,
Miguel Ballesteros, Esha Banerjee, Sebastian Bank,
Verginica Barbu Mititelu, John Bauer, Kepa Ben-
goetxea, Riyaz Ahmad Bhat, Eckhard Bick, Victo-
ria Bobicev, Carl Börstell, Cristina Bosco, Gosse
Bouma, Sam Bowman, Aljoscha Burchardt, Marie
Candito, Gauthier Caron, Gülşen Cebiroğlu Eryiğit,
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Abstract

Combinatory categorial grammars are linguis-
tically motivated and useful for semantic pars-
ing, but costly to acquire in a supervised way
and difficult to acquire in an unsupervised
way. We propose an alternative making use
of cross-lingual learning: an existing source-
language parser is used together with a par-
allel corpus to induce a grammar and parsing
model for a target language. On the PASCAL
benchmark, cross-lingual CCG induction out-
performs CCG induction from gold-standard
POS tags on 3 out of 8 languages, and un-
supervised CCG induction on 6 out of 8 lan-
guages. We also show that cross-lingually in-
duced CCGs reflect known syntactic proper-
ties of the target languages.

1 Introduction

Combinatory Categorial Grammar (CCG) (Steed-
man, 2001) is a grammar formalism known for
its linguistic elegance and computational effi-
ciency. It has been successfully used for statis-
tical syntactic parsing (Clark and Curran, 2004;
Lewis et al., 2016) and has emerged as a lead-
ing grammar formalism in semantic parsing (Cur-
ran et al., 2007; Zettlemoyer and Collins, 2007;
Kwiatkowski et al., 2011, 2013; Reddy et al.,
2014; Artzi et al., 2015; Beschke and Men-
zel, 2018). Semantic parsing is important be-
cause it translates natural language utterances to
something that a computer can understand, e.g.,
database queries, computer commands, or logi-
cal formulas, enabling next-generation informa-
tion systems and knowledge extraction from text,
among other applications.

CCGs used in most work to date are ei-
ther hand-crafted (Zettlemoyer and Collins, 2007;
Kwiatkowski et al., 2013; Artzi et al., 2015) or
extracted from large syntactically annotated cor-
pora (Curran et al., 2007; Reddy et al., 2014). In

He

NP1

had

(S[dcl]2\NP1)/NP3

three

N4 /N5

sons

N5

N4
>0

NP3 ∗

S[dcl]2\NP1

>0

S[dcl]2
<0

Aveva

S[dcl]2/NP3

tre

N4 /N5

figli

N5

N4

>0

NP3

∗

S[dcl]2
>0

Figure 1: Projection of an English CCG derivation to
an Italian translation. The indices distinguish different
instances of categories.

either case language-specific human effort is re-
quired. Acquiring CCGs in an unsupervised way
is difficult and does not reach the performance
of supervised methods (Bisk and Hockenmaier,
2013). As a result, most research focuses on En-
glish and other languages are neglected, meaning
that speakers of other languages have delayed or
no access to CCG-based semantic parsing techno-
logy.

We propose to overcome this bottleneck by in-
ducing CCGs cross-lingually, i.e., transferring an
existing grammar from English to other languages
via unannotated parallel data. The process is il-
lustrated for one English-Italian sentence pair in
Figure 1: the English sentence is parsed by an ex-
isting CCG parser and word-aligned to the Italian
sentence. Italian words receive categories equiva-
lent to those of the aligned English words, and a
semantically equivalent derivation is built for the
Italian sentence. With enough derivations pro-
jected in this way, they can be used to extract a
CCG lexicon and to estimate parameter weights
for parsing the target language.
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N \N
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N
<0

NP
>0

NP
>0

S[dcl]\NP
>0

S[dcl]
<0

(b)

Figure 2: Two examples of CCG derivations.

Unlike previous competitive methods for CCG
induction such as Bisk and Hockenmaier (2013),
our method does not require the training data to
be POS-tagged. It also induces more fine-grained
labels. In this paper, we compare the performance
of parsers trained using our method to previous in-
duced CCG parsers. We also investigate whether
the cross-lingually induced CCG lexicons corre-
spond with linguistic insights about the target lan-
guages.

2 Combinatory Categorial Grammar

In categorial grammars (Bar-Hillel, 1953), words
and larger constituents share a single space of la-
bels, called categories. For example, the intransi-
tive verb sing in Figure 2(a) and the verb phrase
saw the car that John bought in Figure 2(b) have
the same category: S[dcl]\NP. Parse trees are
conventionally called derivations and their nodes
depicted as horizontal lines, placed underneath
their children.

Categorial grammars have only few basic cat-
egories, typically: N for nouns, NP for noun
phrases, PP for argument prepositional phrases,
PR for verb particles, and S[X ] for sentences,
where X is a feature that indicates the type of sen-
tence or clause, e.g., dcl for declarative sentences
or b for infinitives. All other categories are func-
tional categories, which contain information about
what kinds of arguments constituents with these
categories combine with, and what kinds of con-
stituents result. For example, in English, a declar-
ative verb phrase is a constituent that combines
with a noun phrase (the subject) to its left to form a
declarative sentence. This is expressed by its cat-
egory: S[dcl]\NP. Similarly, a transitive verb is a

constituent that combines with a noun phrase (the
object) to its right to form a verb phrase. This re-
sults in the functional category (S[dcl]\NP)/NP
for a transitive verb, where the brackets determine
the order in which it combines with its arguments.

With such expressive categories, categorial
grammars are mainly defined via the lexicon, i.e.,
which words are associated with which categories.
Only few and very general rules are needed to
specify how constituents may combine. The basic
rules are forward application and backward appli-
cation (>0, <0). They allow a constituent with a
functional category to combine with its argument.
Combinatory categorial grammar adds type rais-
ing (T>, T<) and generalizes application to (har-
monic and crossing) composition (>1, <1, >2,
<2...). This allows for dealing with “incomplete”
constituents such as the object relative clause John
bought in Figure 2(b). The object is extracted, thus
the transitive verb bought cannot combine with the
NP it expects to its right. Thanks to type raising
and composition, it can nevertheless combine with
its subject, resulting in a sentence with an open ob-
ject argument slot (S[dcl]/NP), which is taken as
an argument by the relative pronoun that.

Additionally, some unary type changing (∗)
rules are used to convert categories, e.g., N⇒ NP
to convert N to NP when there is no determiner.

3 Derivation Projection

Examples of derivations projected from English
to other languages are shown in Figures 1 and 3.
Note that we give basic categories indices here to
distinguish different instantiations of the same cat-
egory. For the purposes of derivation projection,
different instantiations are treated as different cat-
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Figure 3: Projections of English CCG derivations to Italian and German translations.

egories to ensure that projected derivations are se-
mantically equivalent to the input derivations (e.g.,
N2 /N3 6= N4 /N5).

We now describe our derivation projection al-
gorithm. Given a source derivation, a target sen-
tence, and a word alignment, it attempts to pro-
duce a target derivation. Note that target deriva-
tions are entirely derived from the data by the al-
gorithm; we do not make use of any hand-crafted
language-specific rules.

Input The input to derivation projection consists
of a source sentence E with a derivation DE , a
target sentence F which is a translation of E, and
a (potentially ambiguous) alignment A which is a
set of 1:N translation units 〈〈f〉, e〉 where f is a
token in F and e is a subsequence (not necessarily
contiguous) of tokens in E, as well as translation
units 〈〈〉, 〈e〉〉, indicating that the English word e
is not aligned.

Output Derivation projection may succeed or
fail; if it succeeds, the output is a derivation DF

for F .

Auxiliary Definitions C is the set of all cate-
gories. A category assignment c for a sequence
of tokens t is a relation such that c ⊆ t × C.1

We write cE for the category assignment relating
tokens in E to the categories they have in DE ;
this relation is a function. We write R∗E for the
set of type-changing rules used in DE . We write
ROOTCAT(D) for the category of the root of a
derivation D. PARSE is a function that takes a se-
quence of tokens t, a category assignment c for

1In a slight abuse of notation, we treat sequences of tokens
as sets of tokens when convenient.

He

NP1

had

(S[dcl]2\NP1)/NP3

S[dcl]2/(S[dcl]2\NP1)
T>

S[dcl]2/NP3

>0

Figure 4: Two source-language categories are merged
into one.

t, and a set of type-changing rules R∗. It returns
the set of all normal-form CCG derivations (Hock-
enmaier and Bisk, 2010) that can be built over t
using R∗, forward/backward type raising and har-
monic/crossing composition up to degree 2, with
possible lexical categories determined by c. To
deal with parsing ambiguity during derivation pro-
jection, we assume a function CHOOSE that takes
a non-empty set of derivations and returns one el-
ement. We will say more about it below.

Step 1: Transfer Categories This step as-
signs categories to the words in F based on
the categories of aligned words in E. This
is straightforward for 1:1 translation units
such as 〈tre, three〉, but 1:N translation units
such as 〈Aveva,He had〉 need a bit more care.
We define MERGE as a partial function from
subsequences of E to C. For a single-token
subsequence e ∈ E, MERGE(e) = cE(e).
For a longer subsequence e, MERGE(e) =
ROOTCAT(CHOOSE(PARSE(e, cE , R

∗
E)))

(if defined). For example, even though
He had is not a constituent in Figure 1, it
has a parse (shown in Figure 4), and so
MERGE(He had) = S[dcl]2/NP3. We then
define a preliminary category assignment
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for F : cF = {〈f,MERGE(e)〉|〈〈f〉, e〉 ∈
A,MERGE(e) is defined}.

Step 2: Transfer Type-changing Rules This
step creates a set R∗F of type-changing rules to be
used in DF . In addition to the type-changing rules
used in DE , we add N ⇒ NP rules for English
determiners that have no corresponding token in
the target language. This is a common occurrence,
especially with languages which have no articles,
such as Czech, or where (some) articles are af-
fixes rather than separate words, such as Swedish.
Thus, R∗F = R∗E ∪ {Ni ⇒ NPj |〈〈〉, 〈e〉〉 ∈
A, cE(e) = NPi /Nj for some i, j}.

Step 3: Flip Slashes This step adapts the direc-
tionality of slashes in the assigned categories, be-
cause the word order may be different in F than
in E. We say that a category C ′ is a flip variant
of category C (FLIP(C,C ′)) if it is the same as
C, except that slashes may lean a different way,
as long as subcategories that are modifier cate-
gories in C (i.e., are of form X/X or X\X , ig-
noring indices) remain so in C ′. For example,
in Figure 3(a), the category (N2 /N3)/(N4 /N5)
has a flip variant (N2 \N3)/(N4 \N5) whereas
(N2 \N3)/(N4 /N5) is not a flip variant be-
cause that would destroy the modifier status.
In order to be able to construct a derivation
for F even with word order different from E,
we define a new category assignment: c′F =
{〈f, C ′〉|〈f, C〉 ∈ cF , FLIP(C,C ′)}. Similarly,
we construct a set of type-changing rules with
flip variants: R∗′F = {X ′ ⇒ Y ′|X ⇒ Y ∈
R∗F , FLIP(X,X ′), FLIP(Y, Y ′)}. This constructs
more categories and type-changing rules than
needed; for example, (N2 /N3)\(N4 /N5) is a flip
variant for molto that cannot be used, as the argu-
ment category N4 /N5 does not appear on the left.
Such spurious categories are discarded automati-
cally in our implementation.

Step 4: Construct Derivation With c′F
and R∗′F constructed, we try to find a
parse for F that has the same root cate-
gory as DE : DF = CHOOSE({D|D ∈
PARSE(F, c′F , R

∗′
F ),ROOTCAT(D) =

ROOTCAT(DE)}) if defined; otherwise derivation
projection fails and no derivation is returned.

Resolving Ambiguity Since parsing in steps 1
and 4 of derivation projection is guided by indexed
categories and normal-form constraints, ambiguity

primarily arises through ambiguous word align-
ments, which we use to achieve better projection
coverage (see Section 5). For example, in Fig-
ure 1, tre might also be aligned to sons, and three
to figli, giving rise to an additional (incorrect)
parse. Our strategy for resolving such ambigui-
ties is to prefer parses whose lexical categories re-
sult from word alignments with higher alignment
scores. Our current implementations of PARSE

and CHOOSE naively order parses by the score
of the alignment that produced each lexical target
category, greedily from left to right. Future work
might improve upon this by ranking parses accord-
ing to a global score.

4 The Learning Procedure

Given a parallel training corpus of source-target
sentence pairs, we parse the source-language part
using a source-language parser and run unsuper-
vised word alignment on the entire corpus. Then,
for each sentence pair, we run derivation projec-
tion using the generated source parses and align-
ments. If successful, we add the target derivation
picked by CHOOSE to a target-language training
set. Finally, we use this training set to train a
target-language parser in the usual way.

5 Experiments2

Target Languages Following prior work, we
evaluate the induced CCG parsers in terms of un-
labeled attachment score (UAS) on the data of the
PASCAL unsupervised grammar induction chal-
lenge (Gelling et al., 2012), which includes eight
different languages other than English: Arabic,
Czech, Danish, Basque, Dutch, Portuguese, Slove-
nian, and Swedish. For qualitative evaluation, we
use German, Italian, and Dutch. We acknowledge
the importance of testing our approach on a more
typologically diverse range of languages, but leave
this for future work.

Training Data To start learning to parse a new
language, one needs short and simple example
sentences. This is true for human learners, and
presumably also for computers. We therefore used
the Tatoeba corpus3 for training, a multilingual
parallel corpus gathered by volunteers and aimed
at language learners. We extracted English-X sen-
tence pairs for various languages X and tokenized

2The training data, code, and configurations are available
at https://github.com/texttheater/xlci.

3https://tatoeba.org

1580



Parallel corpus sentences ∅ tokens

eng-ara 19,502 5.8
eng-ces 11,147 6.2
eng-dan 21,409 7.1
eng-deu 244 140 8.1
eng-eus 1,882 6.4
eng-ita 412 427 6.5
eng-nld 44 126 7.5
eng-por 161 126 7.2
eng-slv 835 6.3
eng-swe 24 206 6.4

Table 1: Number of sentence pairs and average num-
ber of tokens per target-language sentence in the data
extracted from Tatoeba.

them using UDPipe (Straka and Straková, 2017),
not making use of the optional multiword token
subdivision feature. The resulting parallel corpora
are summarized in Table 1.

Source-language Parser To create derivations
to project, we needed a suitable parser for our
source language, English. Commonly, English
CCG parsers are trained on CCGbank (Hocken-
maier and Steedman, 2007) or its derivative CCG-
rebank (Honnibal et al., 2010). However, these
treebanks use special categories for punctuation
and conjunctions, which would complicate deriva-
tion projection. We thus took CCGrebank, auto-
matically transformed it to use normal categories
for these cases (an example is shown in Figure 5),
and trained the EasyCCG parser (Lewis and Steed-
man, 2014) on that. The resulting model was used
to produce parses for the English portions of our
parallel training corpora.

Word Alignments and Derivation Projection
For word-aligning the parallel training data, we
used GIZA++ with default settings (Och and Ney,
2003). We generated alignments A for each
sentence pair by taking the union of the n-best

GIZA++ alignments, trying out different values
for n between 1 and 5.

Target-language Parser Again, we used Easy-
CCG. Its supertagger component is trained on sen-
tences where the words are annotated with cate-
gories. We used the projected derivations for that.
We used the Polyglot word embeddings (Al-Rfou
et al., 2013). Since we do not have supertagged
validation sets for the target languages, the number
of training epochs was fixed at 3 following initial
experimentation. The parser component requires
no training, but for decoding, we made some mod-
ifications to it to generalize beyond English: in-
stead of a hard-coded set for English, the modi-
fied parser uses the set of unary rules used in the
projected derivations for the respective language.
It also implements all composition rules up to de-
gree 2 rather than an English-specific subset, and it
implements Hockenmaier and Bisk’s normal-form
constraints.

Dependency Conversion For evaluating the in-
duced target-language parsers on the PASCAL
benchmark, we have to be able to convert their
output derivations to dependency trees, as exem-
plified in Figure 6. The simplest way to do this
is to make arguments dependents of their func-
tors, similar to Koller and Kuhlmann (2009). That
is, a word v with the (indexed) category X|Y α

Het

NP

was

(S[dcl]\NP)/NP

een

NP /N

lange

N /N

nacht

N

N
>0

NP
>0

S[dcl]\NP
>0

S[dcl]
<0

Figure 6: An example derivation and its conversion into
a dependency tree.

Buy

(S[b]\NP)/NP

bread

N

and

conj

veggies

N

.

.

NP
∗

NP \NP
∨

NP
∗

NP
<0

S[b]\NP
>0

S[b]\NP
.

→

Buy

(S[b]\NP)/NP

bread

N

and

(NP \NP)/NP

veggies

N

.

(S[b]\NP)\(S[b]\NP)

NP
∗

NP \NP
>0

NP
∗

NP
<0

S[b]\NP
>0

S[b]\NP
<0

Figure 5: Elimination of special categories and rules for punctuation and coordination.
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categories description ara ces dan eus nld por slv swe

X|X modifier X X X X X X X X
NP |N, NP |(N |PP) determiner X X X X X X X

{(S | S), (S |NP)|(S |NP)}|
{S[dcl], S[to], (S[ng]|NP)} subordinating conjunction X X X

S[em]| S[dcl],
(S[to]|NP)|(S[b]|NP)

complementizer X X X

{N |N,NP |NP}|(S[dcl]|NP) relative pronoun X X X
{PP,N |N,NP |NP,S | S,
(S |NP)|(S |NP)}|NP

adposition X

S[dcl]| S[b],
S[{b, dcl,ng, pt}]| S[ng],
S[{b,dcl,ng,pt}]| S[pt]

auxiliary verb X X

Table 2: Functional categories which in dependency conversion become dependents of their first argument, rather
than the other way around, depending on the treebank-specific conventions. Braces denote alternatives.

becomes the head of a word w with category
Y β, where | ∈ {/, \} and α, β stand for any
number of additional argument categories with
slashes. However, for some categories the head-
dependent relation should be inverted. For ex-
ample, if X|Y is a modifier category, then w be-
comes the head of v, and any dependents v would
get because of additional arguments in X become
dependents of w instead. Because dependency
treebanks differ in their conventions for attach-
ing certain function words, certain non-modifier
categories also need to be treated in this inverted
way. They are shown in Table 2. Note that this
fine-grained control is only possible because we
induce relatively rich CCG categories; by con-

trast, Bisk and Hockenmaier (2013) use only two
basic categories (S and N) and therefore cannot
distinguish, e.g., determiners from attributive ad-
jectives (N /N) or to-complementizers from aux-
iliary verbs ((S \N)/(S \N)). They do apply
treebank-specific conversion rules for coordina-
tion, which we also implement.

Hyperparameter Tuning We use the PASCAL
development data to tune the hyperparameter n
which controls how many GIZA++ alignments are
used for derivation projection. Table 3 shows
how many sentence pairs our parallel training cor-
pus contains for each of the eight languages, how
many of the derivations are successfully projected

language ara ces dan eus nld por slv swe
sentence pairs 19 502 11 147 21 409 1 882 44 026 161 126 835 24 206

n = 1
projected 27.4% 30.5% 49.8% 20.6% 36.3% 30.8% 32.7% 48.8%
ambiguity 1.029 1.044 1.011 1.111 1.046 1.015 1.040 1.014
UAS 45.9% 43.6% 61.6% 18.4% 65.7% 64.8% 26.9% 65.0%

n = 2
projected 33.6% 36.6% 52.2% 23.8% 40.0% 34.7% 38.4% 52.3%
ambiguity 1.252 1.230 1.169 1.266 1.092 1.075 1.215 1.143
UAS 46.3% 45.7% 61.2% 25.6% 65.9% 64.2% 28.2% 63.2%

n = 3
projected 38.1% 40.4% 53.4% 26.0% 41.6% 37.1% 41.8% 54.2%
ambiguity 1.379 1.364 1.226 1.325 1.118 1.114 1.289 1.193
UAS 35.8% 46.4% 62.5% 24.8% 64.3% 63.0% 29.0% 64.6%

n = 4
projected 41.8% 43.4% 54.3% 28.9% 42.7% 39.2% 43.6% 55.6%
ambiguity 1.484 1.474 1.269 1.397 1.142 1.152 1.352 1.232
UAS 38.1% 45.3% 60.0% 26.1% 65.0% 62.0% 32.2% 63.1%

n = 5
projected 45.2% 45.9% 55.0% 31.3% 43.8% 41.2% 46.0% 57.0%
ambiguity 1.592 1.583 1.318 1.461 1.174 1.207 1.409 1.278
UAS 33.9% 45.8% 60.4% 27.4% 64.4% 61.8% 30.2% 63.7%

Table 3: Effects of varying the projection hyperparameter n: percentage of successfully projected source deriva-
tions, mean ambiguity (how many target derivations are found per projected source derivation), and UAS of the
trained system on the PASCAL development data (max sentence length 15, not counting punctuation).
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ara cze dan eus nld por slv swe

train tokens (PASCAL) 5 470 436 126 25 341 81 345 78 737 158 648 54 032 61 877

system input
BH13 (publ.) gold POS 65.1% 50.7% 58.5% 45.0% 54.4% 62.9% 46.4% 66.9%
BH13 (repl.) gold POS 45.4% 38.3% 25.1% 37.3% 54.9% 51.0% 41.8% 63.2%
BCH15 (publ.) raw text 43.7% 32.4% 37.7% 35.2% 43.8% 51.6% 23.6% 52.9%

train tokens (Tatoeba) 19 502 11 147 21 409 1 882 44 026 161 126 835 24 206

system input
EB16 parallel, POS 26.4% 28.4% 35.8% 22.1% 40.4% 39.4% 27.2% 26.2%

ours parallel,
embeddings 46.8% 44.9% 63.0% 29.0% 61.4% 67.8% 35.0% 63.7%

Table 4: UAS of different systems on the PASCAL test data (max sentence length 15, not counting punctuation).

for each value of n, and how accurately the de-
velopment data is parsed. The numbers show
the importance of having enough training exam-
ples: Portuguese, Swedish, Dutch, and Danish are
leading in terms of corpus size and parsing ac-
curacy, whereas Basque and Slovene are far be-
hind in both. Arabic is a bit of an outlier, per-
forming worse than Czech despite a considerably
larger corpus. The ratio of successfully projected
derivations increases as n is increased. This makes
for more training data but also more noise; differ-
ent languages peak at different values for n. Lan-
guages with little training data (Slovene, Basque,
Czech) most clearly profit from more projected
derivations. For the final tests, we set n ≤ 5 to
maximize UAS on the development data for each
language.

Baselines We compare with two unsupervised
CCG induction system and one other cross-lingual
CCG induction system. To our knowledge, Bisk
and Hockenmaier (2013) represents the state of the
art in unsupervised CCG induction. It does, how-
ever, use gold-standard POS tags in the training
and testing data. These seem to be essential, as a
variant of this system which does not rely on POS
tags performed much worse (Bisk et al., 2015).
Our system does not rely on POS tags but on paral-
lel data and word embeddings instead, which is an
advantage as parallel data and word embeddings
may be more readily available than POS tags for
new languages. We also compare with the system
of Evang and Bos (2016), a cross-lingual system
similar to ours which was previously only evalu-
ated on a semantic parsing task, not on syntactic
dependencies. For the unsupervised systems, we
report published results when trained on the com-
plete PASCAL data. For BH13, we also include
our best replication attempt using the original soft-

ware and training data, falling short of the pub-
lished results as the exact configurations appear to
be lost. For the cross-lingual systems which re-
quire parallel training data, we train on the Tatoeba
dataset. All test scores are on the PASCAL test
set, limited to sentences with at most 15 tokens,
not counting punctuation.

Results Test results are shown in Table 4. De-
spite not using POS tags, our system outperforms
the cross-lingually supervised system of Evang
and Bos (2016) by a large margin on all languages.
It also outperforms the unsupervised system of
Bisk et al. (2015) on 6 out of 8 languages, and
that of Bisk and Hockenmaier (2013) (which uses
POS tags) on 3 out of 8 languages. This is also
in spite of these two unsupervised systems being
trained on more (albeit not parallel) data, which
even included the test data.

6 The Induced Lexicons

Have our cross-lingually trained parsers acquired
language-specific knowledge? Based on what we
know about the syntactic differences between En-
glish, German, Italian, and Dutch, we would ex-
pect certain categories to be more prominent in the
lexicon for some languages than for others:

1. English word order in transitive clauses is al-
most always SVO, whereas for German and
Dutch, SVO is the typical order for main
clauses, and SOV the typical order for sub-
ordinate clauses (Dryer, 2013c). Thus, we
expect the English parser to almost always
assign category (S[X]\NP)/NP to transi-
tive verbs, whereas we expect German and
Dutch transitive verbs to be split between
(S[X]\NP)/NP and (S[X]\NP)\NP.
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Category English German Italian Dutch

1 (S[dcl]\NP)/NP .0366 .0445 .0256 .0389
(S[dcl]\NP)\NP .0000 .0056 .0046 .0061
(S[b]\NP)/NP .0284 .0032 .0147 .0044
(S[b]\NP)\NP .0000 .0169 .0043 .0151

2 (S[dcl]\NP)/(S[b]\NP) .0237 .0184 .0150 .0180

3 (S[b]\NP)\PR .0000 .0000 .0000 .0000
(S[b]\NP)/PR .0004 .0000 .0000 .0000

4 N /N .0309 .0299 .0213 .0316
N \N .0013 .0018 .0099 .0018
(N /N)/(N /N) .0016 .0018 .0003 .0012
(N \N)/(N \N) .0001 .0000 .0008 .0000

5 S[dcl] .0000 .0000 .0012 .0001
S[dcl]/NP .0004 .0013 .0115 .0007

Table 5: Frequency (per sentence) of lexical categories in the output of different parsers when applied to the
Tatoeba data, illustrating learned language-specifics. The averages for English are calculated over all three parallel
training corpora.

2. German, Italian and Dutch do not
have do-support for negation (Mies-
tamo, 2013), so we expect the category
(S[dcl]\NP)/(S[b]\NP) to be less common
in them than in English.

3. In the infinitive mood, German and Dutch
spell particle verbs as one token (e.g., aus-
gehen, uitgaan), unlike English which spells
them apart (go out) (Dehé, 2015). Thus, we
expect categories such as (S[b]\NP)\PR or
(S[b]\NP)/PR to be nonexistent in German
and Dutch but common in English.

4. In Italian, attributive adjectives commonly
appear after the noun they modify, whereas
in English they almost always appear before
(Dryer, 2013b). We thus expect the cate-
gory N \N to be much more common in
Italian than in English. Likewise, for ad-
verbs modifying these adjectives, we expect
(N \N)/(N \N) in Italian but not in English
(cf. Figure 3(a)).

5. In Italian, subject pronouns are frequently
dropped (Dryer, 2013a), so we expect to fre-
quently see verb categories like S[X] and
S[X]/NP, which are uncommon in English
(cf. Figure 1).

To quantify these effects on comparable data for
all four languages, we applied our parsers to the

Tatoeba data to see how often they predict each
category for a word. The relative numbers are
shown in Table 5. We find all five expectations
confirmed, suggesting that training parsers on pro-
jected derivations can indeed teach them specifics
of each language’s syntax.

7 Related Work

Recent years have seen much interest in cross-
lingual learning, that is, learning tagging and pars-
ing models for languages without training data
for that language, instead relying on training data
or existing systems for another language, and on
parallel data to transfer knowledge from one lan-
guage to the other. This is either done by auto-
matically projecting source-language annotations
from the source text to the target text (Yarowsky
et al., 2001; Hwa et al., 2005; Tiedemann, 2014;
Rasooli and Collins, 2015; Johannsen et al., 2016;
Agić et al., 2016; Damonte and Cohen, 2018),
sharing parameters between models for different
languages (Zeman and Resnik, 2008; Ganchev
et al., 2009; McDonald et al., 2011; Naseem et al.,
2012; Täckström et al., 2013; de Lhoneux et al.,
2018), or automatically translating the text from
the source language to the target language and syn-
chronously projecting the annotations (Tiedemann
et al., 2014). Our work is an application of the
first approach to CCG, which as a grammar for-
malism provides a more systematic framework for
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the study of syntax and for compositional interpre-
tation than dependency parsers.

Apart from unsupervised syntactic CCG induc-
tion, CCG induction has also been done as part
of learning semantic parsers, where supervision
typically comes from logical forms, and syntax is
treated as latent. Much of this work starts with
a manually specified inventory of syntactic cate-
gories and only learns the semantic parts (Zettle-
moyer and Collins, 2007; Kwiatkowski et al.,
2013; Reddy et al., 2014; Artzi et al., 2015),
whereas we start with no knowledge of the syntac-
tic categories of the target language. Kwiatkowksi
et al. (2010); Kwiatkowski et al. (2011); Bisk et al.
(2016); Evang and Bos (2016) also learn the syn-
tactic categories but evaluate their parsers only on
semantic tasks, so it is unclear how linguistically
plausible the induced CCGs are.

Earlier versions of the projection algorithm pre-
sented here were used in Evang and Bos (2016) for
cross-lingual semantic parsing, and in Abzianidze
et al. (2017) for bootstrapping a multilingual CCG
treebank.

8 Conclusions and Future Work

Cross-lingual learning is a promising strategy
whenever annotated training data for the target
language is not available, but annotated training
data for a source language as well as a parallel
corpus is. This paper has introduced a method to
apply this idea to syntactic CCG parsing, based on
an algorithm for projecting CCG derivations along
word alignments.

Compared to existing work on CCG induction,
our method relies on parallel data and word em-
beddings but obviates the need for POS tags while
in many cases outperforming methods that do use
POS tags, and with less training data. This should
make our method suitable for bringing multilin-
gualism to CCG-based semantic parsers that so far
rely on hand-written grammars.

In addition, we have shown that the induced lex-
icons reflect linguistic knowledge about the target
languages. Our method also induces more fine-
grained categories than previous approaches. It
can thus also be a valuable asset for bootstrapping
linguistically informed parsers and CCG treebanks
for new languages.

There are various avenues to improving and
extending derivation projection: alignment am-
biguity could be handled with a global score,

and multiple possible parses could be included in
the target-language set, potentially improving the
tradeoff between the number of projected deriva-
tions and the amount of noise. To increase the
range of structural differences between languages
that can be handled, derivation projection could be
extended to consider sub-token units and to handle
1:n translation units in addition to n:1 ones.
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2016. Joint part-of-speech and dependency projec-
tion from multiple sources. In Proceedings of the
54th Annual Meeting of the Association for Compu-
tational Linguistics (Volume 2: Short Papers), pages
561–566. Association for Computational Linguis-
tics.

Alexander Koller and Marco Kuhlmann. 2009. De-
pendency trees and the strong generative capacity
of CCG. In Proceedings of the 12th Conference
of the European Chapter of the ACL (EACL 2009),
pages 460–468. Association for Computational Lin-
guistics.

Tom Kwiatkowksi, Luke Zettlemoyer, Sharon Goldwa-
ter, and Mark Steedman. 2010. Inducing probabilis-
tic CCG grammars from logical form with higher-
order unification. In Proceedings of the 2010 Con-
ference on Empirical Methods in Natural Language
Processing, pages 1223–1233.

1586



Tom Kwiatkowski, Eunsol Choi, Yoav Artzi, and Luke
Zettlemoyer. 2013. Scaling semantic parsers with
on-the-fly ontology matching. In Proceedings of the
2013 Conference on Empirical Methods in Natural
Language Processing, pages 1545–1556. Associa-
tion for Computational Linguistics.

Tom Kwiatkowski, Luke Zettlemoyer, Sharon Goldwa-
ter, and Mark Steedman. 2011. Lexical generaliza-
tion in CCG grammar induction for semantic pars-
ing. In Proceedings of the 2011 Conference on Em-
pirical Methods in Natural Language Processing,
pages 1512–1523.

Mike Lewis, Kenton Lee, and Luke Zettlemoyer. 2016.
LSTM CCG parsing. In Proceedings of the 2016
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, pages 221–231.

Mike Lewis and Mark Steedman. 2014. A* CCG pars-
ing with a supertag-factored model. In Proceed-
ings of the 2014 Conference on Empirical Methods
in Natural Language Processing (EMNLP), pages
990–1000, Doha, Qatar.

Miryam de Lhoneux, Johannes Bjerva, Isabelle Augen-
stein, and Anders Søgaard. 2018. Parameter sharing
between dependency parsers for related languages.
In Proceedings of the 2018 Conference on Empiri-
cal Methods in Natural Language Processing, pages
4992–4997. Association for Computational Linguis-
tics.

Ryan McDonald, Slav Petrov, and Keith Hall. 2011.
Multi-source transfer of delexicalized dependency
parsers. In Proceedings of the Conference on Em-
pirical Methods in Natural Language Processing,
pages 62–72.

Matti Miestamo. 2013. Symmetric and asymmetric
standard negation. In Matthew S. Dryer and Martin
Haspelmath, editors, The World Atlas of Language
Structures Online. Max Planck Institute for Evolu-
tionary Anthropology, Leipzig.

Tahira Naseem, Regina Barzilay, and Amir Globerson.
2012. Selective sharing for multilingual dependency
parsing. In Proceedings of the 50th Annual Meet-
ing of the Association for Computational Linguistics
(Volume 1: Long Papers), pages 629–637.

Franz Josef Och and Hermann Ney. 2003. A systematic
comparison of various statistical alignment models.
Computational Linguistics, 29(1):19–51.

Mohammad Sadegh Rasooli and Michael Collins.
2015. Density-driven cross-lingual transfer of de-
pendency parsers. In Proceedings of the 2015 Con-
ference on Empirical Methods in Natural Language
Processing, pages 328–338. Association for Com-
putational Linguistics.

Siva Reddy, Mirella Lapata, and Mark Steedman. 2014.
Large-scale semantic parsing without question-
answer pairs. Transactions of the Association of
Computational Linguistics, 2:377–392.

Mark Steedman. 2001. The Syntactic Process. The
MIT Press.

Milan Straka and Jana Straková. 2017. Tokenizing,
pos tagging, lemmatizing and parsing UD 2.0 with
UDPipe. In Proceedings of the CoNLL 2017 Shared
Task: Multilingual Parsing from Raw Text to Univer-
sal Dependencies, pages 88–99, Vancouver, Canada.
Association for Computational Linguistics.

Oscar Täckström, Ryan McDonald, and Joakim Nivre.
2013. Target language adaptation of discriminative
transfer parsers. In Proceedings of the 2013 Con-
ference of the North American Chapter of the Asso-
ciation for Computational Linguistics: Human Lan-
guage Technologies, pages 1061–1071.

Ole Tange. 2018. GNU Parallel 2018. Ole Tange.

Jörg Tiedemann. 2014. Rediscovering annotation pro-
jection for cross-lingual parser induction. In Pro-
ceedings of COLING 2014, the 25th International
Conference on Computational Linguistics: Techni-
cal Papers, pages 1854–1864.

Jörg Tiedemann, Željko Agić, and Joakim Nivre. 2014.
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Abstract

Recent approaches to cross-lingual word em-
bedding have generally been based on lin-
ear transformations between the sets of em-
bedding vectors in the two languages. In
this paper, we propose an approach that in-
stead expresses the two monolingual embed-
ding spaces as probability densities defined by
a Gaussian mixture model, and matches the
two densities using a method called normal-
izing flow. The method requires no explicit
supervision, and can be learned with only a
seed dictionary of words that have identical
strings. We argue that this formulation has
several intuitively attractive properties, partic-
ularly with the respect to improving robust-
ness and generalization to mappings between
difficult language pairs or word pairs. On a
benchmark data set of bilingual lexicon in-
duction and cross-lingual word similarity, our
approach can achieve competitive or superior
performance compared to state-of-the-art pub-
lished results, with particularly strong results
being found on etymologically distant and/or
morphologically rich languages.1

1 Introduction

Cross-lingual word embeddings represent words
in different languages in a single vector space,
capturing the syntactic and semantic similarity of
words across languages in a way conducive to use
in computational models (Upadhyay et al., 2016;
Ruder et al., 2017). These embeddings have been
shown to be an effective tool for cross-lingual
NLP, e.g. the transfer of models trained on high-
resource languages to low-resource ones (Klemen-
tiev et al., 2012; Guo et al., 2015; Zoph et al.,
2016; Zhang et al., 2018; Gu et al., 2018) or un-
supervised learning (Artetxe et al., 2018c).

1Code/scripts can be found at https://github.
com/violet-zct/DeMa-BWE.
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Japanese Space English Space

Figure 1: An illustration of our method. Thicker lines
represent higher mixture weights, linked to word fre-
quency. The pink point is a continuous training sample
in the Japanese embedding space while the blue point
is a mapped point in the English space.

There are two major paradigms in the learn-
ing of cross-lingual word embeddings: “online”
and “offline”. “Online” methods learn the cross-
lingual embeddings directly from parallel corpora
(Hermann and Blunsom, 2014), optionally aug-
mented with monolingual corpora (Gouws et al.,
2015). In contrast, “offline” approaches learn a
bilingual mapping function or multilingual pro-
jections from pre-trained monolingual word em-
beddings or feature vectors (Haghighi et al., 2008;
Mikolov et al., 2013; Faruqui and Dyer, 2014). In
this work, we focus on this latter offline approach.

The goal of bilingual embedding is to learn a
shared embedding space where words possessing
similar meanings are projected to nearby points.
Early work focused on supervised methods maxi-
mizes the similarity of the embeddings of words
that exist in a manually-created dictionary, ac-
cording to some similarity metric (Mikolov et al.,
2013; Faruqui and Dyer, 2014; Jawanpuria et al.,
2018; Joulin et al., 2018). In contrast, recently
proposed unsupervised methods frame this prob-
lem as minimization of some form of distance be-
tween the whole set of discrete word vectors in
the chosen vocabulary, e.g. Wasserstein distance
or Jensen–Shannon divergence (Xu et al., 2018;
Conneau et al., 2017; Zhang et al., 2017; Grave
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et al., 2018). While these methods have shown
impressive results for some language pairs despite
the lack of supervision, regarding the embedding
space as a set of discrete points has some limi-
tations. First, expressing embeddings as a single
point in the space doesn’t take into account the
inherent uncertainty involved in learning embed-
dings, which can cause embedding spaces to dif-
fer significantly between training runs (Wendlandt
et al., 2018). Second, even in a fixed embedding
space the points surrounding those of words that
actually exist in the pre-trained vocabulary also of-
ten are coherent points in the embedding space.

In this work, we propose a method for den-
sity matching for bilingual word embedding
(DeMa-BWE). Instead of treating the embedding
space as a collection of discrete points, we express
it as a probability density function over the entire
continuous space over word vectors. We assume
each vector in the monolingual embedding space
is generated from a Gaussian mixture model with
components centered at the pretrained word em-
beddings (Fig. 1), and our approach then learns
a bilingual mapping that most effectively matches
the two probability densities of the two monolin-
gual embedding spaces.

To learn in this paradigm, instead of using
the pre-trained word embeddings as fixed train-
ing samples, at every training step we obtain sam-
ples from the Gaussian mixture space. Thus, our
method is exploring the entire embedding space
instead of only the specific points assigned for
observed words. To calculate the density of the
transformed samples, we use volume-preserving
invertible transformations over the target word
embeddings, which make it possible to perform
density matching in a principled and efficient
way (Rezende and Mohamed, 2015; Papamakar-
ios et al., 2017; He et al., 2018). We also
have three additional ingredients in the model
that proved useful in stabilizing training: (1) a
back-translation loss to allow the model to learn
the mapping jointly in both directions, (2) an
identical-word-matching loss that provides weak
supervision by encouraging the model to have
words with identical spellings be mapped to a sim-
ilar place in the space, and (3) frequency-matching
based Gaussian mixture weights that accounts for
the approximate frequencies of aligned words.

Empirical results are strong; our method is
able to effectively learn bilingual embeddings

that achieve competitive or superior results on
the MUSE dataset (Conneau et al., 2017) over
state-of-the-art published results on bilingual word
translation and cross-lingual word similarity tasks.
The results are particularly encouraging on ety-
mologically distant or morphologically rich lan-
guages, as our model is able to explore the inte-
gration over the embedding space by treating the
space as a continuous one. Moreover, unlike pre-
vious unsupervised methods that are usually sen-
sitive to initialization or require sophisticated op-
timization procedures, our method is robust and
requires no special initialization.

2 Background: Normalizing Flows

In this section, we will briefly describe normaliz-
ing flows - the backbone of DeMa-BWE.

As mentioned in the introduction and detailed
later, our model is based on matching two prob-
ability density functions, one representing the
source embedding space and one representing the
target embedding space. To learn in this frame-
work, we will use the concept of normalizing flows
(Rezende and Mohamed, 2015). We will explain
them briefly here, but refer readers to Rezende
and Mohamed (2015) for details due to space con-
straints.

Concretely, let u denote a high dimensional
random vector (e.g. representing a point in the
source embedding space) and z be a latent variable
that corresponds to u (e.g. a point in the target
embedding space). Flow-based generative mod-
els (Kingma et al., 2016; Kingma and Dhariwal,
2018) learn invertible transformations fθ(z) from
the distribution over z to the distribution over u.
The generative story of the model is defined as:

z ∼ pθ(z), u = fθ(z) (1)

where pθ(z) is the prior distribution. This prior
can be any distribution for which we can tractably
compute the density of sample points z. A
common choice of such distribution is a spheri-
cal multivariate Gaussian distribution: pθ(z) =
N (z; 0, I) (Dinh et al., 2016). Assuming the trans-
formation function fθ(·) is invertible, using the
rule for change of variables, the probability den-
sity of u can be calculated as:

pθ(u) = pθ(z)|det(J(f−1(u)))| (2)

where det(J(f−1(u))) is determinant of the Ja-
cobian matrix of the function inverse. This term
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accounts for the way in which f locally expands
or contracts regions of z, and enforces the invert-
ibility of the function. A “normalizing flow” is a
cascaded sequence of such invertible transforma-
tions, which is learned by maximizing the density
in Equation (2) over observed data points u. One
computational issue with these models lies in cal-
culating the Jacobian matrix, which is expensive in
the general case. A common method is to choose
transformations whose Jacobians’ are a triangular
matrix, which renders this computation tractable
(Dinh et al., 2016; Papamakarios et al., 2017).

3 Proposed Method

In this section, we present notation used in our
method, describe the prior we define for the mono-
lingual embedding space, then detail our density
matching method.

3.1 Notation

Given two sets of independently trained monolin-
gual embeddings, the problem of bilingual em-
bedding mapping is to learn a mapping function
that aligns the two sets in a shared space. Let
x ∈ Rd,y ∈ Rd denote vectors in the source and
target language embedding space respectively. Let
xi and yj denote an actual word in the pretrained
source and target vocabularies respectively. Words
are sorted by their occurrence counts in the mono-
lingual corpus and the index of the word repre-
sents its rank. We use xi and yj to denote the pre-
trained word embeddings for word xi in the source
language and word yj in the target language re-
spectively. Given a pair of languages s and t, our
approach learns two mapping functions: fxy that
maps the source embedding to the target space and
fyx that gives the mapping in the reverse direction.

3.2 Density Estimation in Monolingual Space

To learn the mapping, we project a vector x in the
source embedding space into the target space y.
We learn this mapping by maximizing the density
of data points in the source space. The density can
be computed using the idea of normalizing flow
described above. Thus, for the the monolingual
embedding spaces, we need to define tractable
density functions p(x) and p(y).

While any number of functions could be con-
ceived to calculate these densities, in the cur-
rent method we opt to use a Gaussian Mixture
Model (GMM) with Gaussian components cen-

tered at each pretrained word embedding. This is
motivated by the assumption that embeddings are
likely to appear in the neighborhood of other em-
beddings, where we define the “neighborhood” to
be characterized as closeness in Euclidean space,
and the uncertainty of each neighborhood as be-
ing Gaussian. Concretely, let Nx and Ny denote
the number of pretrained word embeddings that
serve as Gaussian component centers during train-
ing for the source and target languages, respec-
tively. Then we can express the density of any
point in the source embedding space as:

p(x) =
∑

i∈{1,...,Nx}
π(xi)p̃(x|xi) (3)

where π(xi) is the frequency of word xi normal-
ized within the Nx component words, and p̃(x|xi)
is a Gaussian distribution centered at the embed-
ding of word xi. We simply use a fixed variance
σ2x for all Gaussian components:

p̃(x|xi) = N (x|xi, σ2xI) (4)

Similarly, the density of any point in the target em-
bedding space can be written as:

p(y) =
∑

j∈{1,...,Ny}
π(yj)p̃(y|yj) (5)

where p̃(y|yj) = N (y|yj , σ2yI).

3.3 Density Matching
With the Gaussian mixture model as the prior dis-
tribution in the monolingual space, our goal is
to learn a mapping function from one embedding
space to the other such that the log probabilistic
density is maximized in the source space.

While we are jointly learning the two mapping
functions fxy and fyx simultaneously, for con-
ciseness we will illustrate our approach using the
source to target mapping fxy. First, a continuous
vector x is sampled from the Gaussian mixture
model (Eq. (3)) by sampling xi ∼ π(xi) then x ∼
p̃(x|xi) (4). Next, we apply the mapping function
fxy to obtain the transformed vector y in the target
space. Concretely, the mapping functions we em-
ploy in this work are two linear transformations:
fxy(·) = Wxy· and fyx = Wyx·. Connecting to
the transformation function in Sec. 2, we see that
x = f(y) = W−1

xy y, y = f−1(x) = Wxyx, and
J(f−1(x)) = Wxy. We can then express the log
density of a sample x as:

log p(x;Wxy) = log p(y)+log
∣∣det(Wxy)

∣∣ (6)
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where the Jacobian regularization term accounts
for the volume expansion or contraction resulting
from the projection matrix Wxy.

We maximize the likelihood function which is
equivalent to minimizing expectation of the KL-
divergence between the prior distribution and the
model distribution of x. This provides a natural
objective for optimization:

minimize: KL(p(x)||p(x;Wxy)) (7)

By replacing Wxyx with y, this is equivalent to
maximizing the log density of transformed source
samples in the target space (see Eq. (6)):

Lxy = Ex∼p(x)[log p(y) + log
∣∣det(Wxy)

∣∣] (8)

The objective Lxy contains two parts: the log den-
sity function log p(y) and a regularization term
log det(Wxy). Likewise, for the target to source
mapping Wyx, we have the density matching ob-
jective Lyx.

Conditional Density Matching The above
marginal density matching method does not take
into account the dependency between the embed-
dings in the two monolingual spaces. To address
this issue, we extend the density matching method
to the conditional density function:

log p(x|xi;Wxy) = log p(y|xi)+log
∣∣det(Wxy)

∣∣

The conditional density p(y|xi) is the prior dis-
tribution in this simple normalizing flow, and for
this we use a Gaussian mixture model in the target
monolingual space:

p(y|xi) =
∑

j∈{1,...,Ny}
p(y, yj |xi)

=
∑

j∈{1,...,Ny}
p̃(y|yj)π(yj |xi) (9)

Similarly, where p̃(y|yj) is the Gaussian density
function in the mixture model defined in Equation
(5). π(yj |xi) allows us to incorporate a-priori as-
sumptions about whether two words are likely to
match. In fact, the density matching method in
Eq. (6) can be regarded as a special case of the
conditional density matching method by adopting
a naive prior π(yj |xi) := π(yj). However previ-
ous work (Zhang et al., 2017) has noted that word
frequency information is a strong signal – words
with similar frequency are likely to be matched –

and thus we use π(yj |xi) to incorporate this prior
knowledge.

In this work, we assume that the frequencies of
aligned bilingual words in the individual mono-
lingual corpus should be correlated, and to match
words that are ranked similarly, we model the
Gaussian mixture weights as the negative abso-
lute difference between log-scale word ranks and
normalize over all the target Gaussian component
words by a softmax function with temperature τ :

π(yj |xi) =
exp(−| log(j)− log(i)|)/τ

∑Ny
k=1 exp(−| log(k)− log(i)|/τ)

Thus, if a word xi has similarly frequency rank as
word yj , the sample x from the Gaussian distribu-
tion centered at xi will be assigned higher weight
for the component p̃(y|yj) = p̃(Wxyx|yj). Al-
though this assumption will not hold always (e.g.
for languages that have different levels of morpho-
logical complexity), intuitively we expect that us-
ing this signal will help more overall than it will
hurt, and empirically we find that this weighting is
not sensitive to language variation and works well
in practice.

The updated objective is

Lxy = Exi∼π(xi)[KL(p̃(x|xi)||p(x|xi;Wxy))]

= Exi∼π(xi),x∼p̃(x|xi)
[

log p(y|xi) (10)

+ log
∣∣det(Wxy)

∣∣]

In the conditional density above, both the
frequency-matching weight and the Gaussian den-
sity function play an important role in matching
the density of a source-space sample with the tar-
get embedding space. The former matches bilin-
gual words with their frequency ranks while the
latter matches words with their vector distances.

3.4 Weak Orthogonality Constraint
A common choice of bilingual mapping func-
tion is a linear transformation with an orthogo-
nality constraint. Various motivations have been
proposed for the orthogonality constraint such as
length normalization of embeddings (Xing et al.,
2015), and reversible mapping (Smith et al.,
2017). In this work, we add a weak orthogonality
constraint to the bilingual mappings via a back-
translation loss as follows:

Lbt = Exi∼π(xi),x∼p̃(x|xi)
[
g(WyxWxyx,x)

]

+ Eyj∼π(yj),y∼p̃(y|xj)
[
g(WxyWyxy,y)

]
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where g(·, ·) = 1 − cosine(·, ·) is the cosine loss.
Jointly learning the two mapping matrices by min-
imizing this cyclic loss encourages Wxy and Wyx

to be orthogonal to each other.

3.5 Weak Supervision with Identical Words

To reduce the search space of the mapped bilingual
embeddings, we add an additional weakly super-
vised loss over words that have identical strings in
both the source and target languages denotedWid.

Lsup =
∑

v∈Wid

g(vxW
T
xy,vy) + g(vyW

T
yx,vx)

where vx and vy are the pretrained word embed-
ding of word v in the source and target side re-
spectively, and g(·, ·) is the cosine loss described
above. Although using identical strings for super-
vision is very noisy, especially for languages with
little overlap in vocabularies, we find that they pro-
vide a enough guidance to training to prevent the
model from being trapped in poor local optima.

Putting everything together, the overall objec-
tive function of DeMa-BWE includes three parts:
the density matching loss, the weak orthogonality
loss and the weak supervised loss:

L = Lxy + Lyx + λ · Lbt + α · Lsup (11)

where λ and α are coefficients that tradeoff be-
tween different losses.

4 Retrieval and Refinement

4.1 Retrieval Method

One standard use case for bilingual embeddings
is in bilingual lexicon induction, where the em-
beddings are used to select the most likely trans-
lation in the other language given these embed-
dings. In this case, it is necessary to have a re-
trieval metric that selects word or words likely to
be translations given these embeddings. When
performing this retrieval, it has been noted that
high-dimensional embedding spaces tend to suffer
from the “hubness” problem (Radovanović et al.,
2010) where some vectors (known as hubs) are
nearest neighbors of many other points, which is
detrimental to reliably retrieving translations in the
bilingual space. To mitigate the hubness prob-
lem, we adopt the Cross-Domain Similarity Lo-
cal Scaling (CSLS) metric proposed in (Conneau
et al., 2017) that penalizes the similarity score of

the hubs. Specifically, given two mapped embed-
dings Wxyx denoted x′ and y, CSLS first com-
putes the average cosine similarity of x′ and y
for their k nearest neighbors denoted rT (x′) and
rS(y) in the other language respectively, then the
corrected similarity measure CSLS(·, ·) is defined
as:

CSLS(x′,y) = 2cos(x′,y)− rT (x′)− rS(y)

where cos(·, ·) is the cosine similarity. Following
(Conneau et al., 2017), k is set to be 10.

CSLS consistently outperform cosine similar-
ity on nearest neighbor retrieval, however it does
not consider the relative frequency of bilingual
words which we hypothesize can be useful in dis-
ambiguation. As we discussed in Sec. 3.2, our
density matching objective considers both the rel-
ative frequencies and vector similarities. The con-
ditional density p(y|xi) (Eq. (9)) in our density
matching objective (Eq. (8)) is a marginalized
distribution over all target component words yj
where the density of each component p(y, yj |xi)
can be directly used as a similarity score for a pair
of words (yj , xi) to replace the cosine similarity
cos(x′,y) in CSLS. Let CSLS-D denote this mod-
ified CSLS metric, which we compare to standard
CSLS in experiments. We find that using CSLS-
D for nearest neighbor retrieval outperforms the
CSLS metric in most cases on the bilingual dictio-
nary induction task.

4.2 Iterative Procrustes Refinement
Iterative refinement, which learns the new map-
ping matrix by constructing a bilingual lexicon it-
eratively, has been shown as an effective method
for improving the performance of unsupervised
lexicon induction models (Conneau et al., 2017).
Given a learned bilingual embedding mapping W,
the refinement starts by inferring an initial bilin-
gual dictionary using the retrieval method above
on the most frequent words. Let X and Y denote
the ordered embedding matrices for the inferred
dictionary words for source and target languages
respectively. Then a new mapping matrix W∗ is
induced by solving the Procrustes problem:

W∗ = argmin
W∈Od(R)

||WX−Y||F = UVT

s.t.UΣVT = SVD(YXT )

The step above can be applied iteratively by induc-
ing a new dictionary with the new mapping W.
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DeMa-BWE is able to achieve very competi-
tive performance without further refinement, but
for comparison we also report results with the re-
finement procedure, which brings small improve-
ments in accuracy for most language pairs. Note
that for bilingual dictionary induction during re-
finement, we use CSLS as the retrieval metric
across all experiments for fair comparison to the
refinement step in previous work.

5 Experiments

5.1 Dataset and Task

We evaluate our approach extensively on the bilin-
gual lexicon induction (BLI) task, which measures
the word translation accuracy in comparison to a
gold standard. We report results on the widely
used MUSE dataset (Conneau et al., 2017), which
consists of FastText monolingual embeddings pre-
trained on Wikipedia (Bojanowski et al., 2017),
and dictionaries for many language pairs divided
into train and test sets. We follow the evalua-
tion setups of (Conneau et al., 2017). We evalu-
ate DeMa-BWE by inducing lexicons between En-
glish and different languages including related lan-
guages, e.g. Spanish; etymologically distant lan-
guages, e.g. Japanese; and morphologically rich
languages, e.g. Finnish.

5.2 Implementation Details

Embedding Normalization Following (Artetxe
et al., 2018b), we pre-process the monolingual em-
beddings by first applying length normalization,
then mean center each dimension, and then length
normalize again to ensure that the final embed-
dings have a unit length. We observe that this nor-
malization method helps stabilize training and ac-
celerate convergence.

Other Experimental Details We held out 1000
translation pairs randomly sampled from the train-
ing set in the MUSE dataset as our validation data.
We also tried the unsupervised validation criterion
proposed in (Conneau et al., 2017) as the model
selection method that computes the average cosine
similarity over the model induced dictionary pairs
and found that this unsupervised criterion can se-
lect models that achieve similar performance as
the supervised validation criterion. All hyperpa-
rameters are tuned on the validation set and in-
clude the following: For the number of base words
used as Gaussian components in the GMM, we

typically choose the most frequent 20,000 words
for all language pairs but en-ja for which we use
10,000 which achieves better performance. We
use a batch size of 2048 for all languages but en-
ja for which we use 1024. We use Adam (Kingma
and Ba, 2014) for optimization with default hyper-
parameters.

We empirically set the Gaussian variance to be
0.01 for both the source and target languages in
en-es, en-de, en-fr, en-ru; in the experiments for
morphologically rich languages (Sec. 5.4), we set
the variance to be 0.015 for all these languages ex-
cept for et whose variance is set to be 0.02 while
keeping the variance of English to be 0.01. In the
experiments for etymologically distant language
pairs en-ja and en-zh, we set different variances for
the source and target languages in different map-
ping directions. For details of the variance setting
please check the scripts in our code base. We em-
pirically find that for a language pair the variance
of the language with relatively more complex mor-
phological properties needed to be set larger than
the other language, indicating that the model needs
to explore more in the embedding space for the
morphologically richer language.

We initialize mapping matrices Wxy and Wyx

with a random orthogonal matrix. For the weak or-
thogonality constraint loss Lbt, we set the weight
λ to be 0.5 throughout all language pairs. For the
weak supervision loss Lsup, we set the weight α
to be 10 for all languages except for en-zh where
we find 5 performs better. We set the temperature
τ used in the softmax function for Gaussian mix-
ture weights to be 2 across all languages.

5.3 Main Results on BLI

In Tab. 1, we compare the performance of DeMa-
BME extensively with the best performing un-
supervised and supervised methods on the com-
monly benchmarked language pairs.

Our unsupervised baselines are: (1) MUSE
(U+R) (Conneau et al., 2017), a GAN-based un-
supervised method with refinement. (2) A strong
and robust unsupervised self-learning method SL-
unsup from (Artetxe et al., 2018b). We also run
their published code with identical words as the
initial dictionary for fair comparison with our ap-
proach, denoted SL-unsup-ID. (3) Sinkhorn (Xu
et al., 2018) that minimizes the Sinkhorn distance
between the source and target word vectors. (4)
An iterative matching method from (Hoshen and
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en-es es-en en-de de-en en-fr fr-en en-ru ru-en en-zh zh-en en-ja ja-en

Supervised

Procrustes (R) 81.4 82.9 73.5 72.4 81.1 82.4 51.7 63.7 42.7 36.7 14.2 7.44
MSF-ISF 79.9 82.1 73.0 72.0 80.4 81.4 50.0 65.3 28.0 40.7 - -
MSF 80.5 83.8 73.5 73.5 80.5 83.1 50.5 67.3 32.3 43.4 - -
CSLS-Sp 80.7 83.9 75.1 72.1 81.7 83.2 51.1 63.8 - - - -
GeoMM 81.4 85.5 74.7 76.7 82.1 84.1 51.3 67.6 49.1 45.3 - -

Unsupervised

MUSE (U+R) 81.7 83.3 74.0 72.2 82.3 81.1 44.0 59.1 32.5 31.4 0.0 4.2
SL-unsup 82.3 84.7 75.1 74.3 82.3 83.6 49.2 65.6 0.0 0.0 2.9 0.2
SL-unsup-ID 82.3 84.6 75.1 74.1 82.2 83.7 48.8 65.7 37.4 34.2 48.5 33.7
Sinkhorn∗ 79.5 77.8 69.3 67.0 77.9 75.5 - - - - - -
Non-Adv 81.1 82.1 73.7 72.7 81.5 81.3 44.4 55.6 0.0 0.0 0.0 0.0
Non-Adv (R) 82.1 84.1 74.7 73.0 82.3 82.9 47.5 61.8 0.0 0.0 0.0 0.0
WS-Procrustes (R) 82.8 84.1 75.4 73.3 82.6 82.9 43.7 59.1 - - - -

DeMa-BME

CSLS (w/o R) 82.0 85.4 75.3 74.9 82.6 82.4 46.9 62.4 39.6 40.0 46.7 32.9
CSLS-D (w/o R) 82.3 85.1 76.3 75.1 83.7 82.5 48.0 61.7 40.5 37.7 45.3 32.4
CSLS (w/ R) 82.8 84.5 75.6 74.1 82.5 83.3 47.3 63.5 41.9 37.7 50.7 35.2
CSLS-D (w/ R) 82.8 84.9 77.2 74.4 83.1 83.5 49.2 63.6 42.5 37.9 52.0 35.6

Table 1: Precision@1 for the MUSE BLI task compared with previous work. All the baseline results employ CSLS
as the retrieval metric except for Sinkhorn∗ which uses cosine similarity. R represents refinement. Bold and italic
indicate the best unsupervised and overall numbers respectively. (’en’ is English, ’es’ is Spanish, ’de’ is German,
’fr’ is French, ’ru’ is Russian, ’zh’ is traditional Chinese, ’ja’ is Japanese.)

Wolf, 2018)): Non-Adv and Non-Adv (R) with
refinement. (5) WS-Procrustes (R) using refine-
ment by (Grave et al., 2018). Our supervised
methods include: (1) The iterative Procrustes
method Procrustes (R) (Smith et al., 2017). (2)
A multi-step framework MSF-ISF (Artetxe et al.,
2018a) and its variant MSF which uses CSLS
for retrieval, whose results are from (Jawanpuria
et al., 2018). (3) CSLS-Sp by (Joulin et al., 2018)
that optimizes the CSLS score, and (4) a geometric
approach GeoMM by (Jawanpuria et al., 2018).
For fair comparisons, all supervised results are
trained with the training dictionaries in the MUSE
dataset. All baseline methods employ CSLS for
retrieval except for the Sinkhorn method.

For DeMa-BME, we present results with and
without refinement, and with CSLS and CSLS-D
as retrieval methods. From Tab. 1, we can see
the overall performance of DeMa-BME is remark-
able comparing with other unsupervised methods
and is also competitive with strong supervised
methods. The results without the iterative refine-
ment CSLS (w/o R) are strong on almost all lan-
guage pairs with particularly strong performance
being observed on es-en, en-de and en-fr on which

DeMa-BME outperforms or is on par with the
best performing methods. Applying refinement to
DeMa-BME brings slightly better performance on
most language pairs but degrades the performance
on some language pairs such as es-en, zh-en for
which the DeMa-BME already obtains very good
results.

Also, DeMa-BME demonstrates notably better
performance on distant language pairs (en-ru, en-
ja and en-zh) over other unsupervised methods,
which often achieve good performance on etymo-
logically close languages but fail to converge on
the distant language pairs. However, when the
dictionary is initialized with identical strings for
SL-unsup, we obtain decent results on these lan-
guages. The strong performance of supervised
methods on Russian and Chinese demonstrates
that on some language pairs supervised seed lexi-
cons are still necessary.

Finally, when our density-based metric CSLS-D
is employed for retrieval, it could achieve further
gains in accuracy for most language pairs com-
pared to its counterpart.

5.4 Morphologically Rich Language Results
Søgaard et al. (2018) found that the commonly
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en-et et-en en-fi fi-en en-el el-en en-hu hu-en en-pl pl-en en-tr tr-en

MUSE (U+R) 1.7 0. 1 0.1 59.8 39.1 59.0 50.2 0.1 53.9 0.0 45.4 0.0
5k+Procrustes (R) 31.9 45.6 47.3 59.5 44.6 58.5 53.3 64.8 58.2 66.9 46.3 59.2
id+Procrustes (R) 29.7 40.6 45.0 59.1 40.7 55.1 52.6 63.7 57.3 66.7 45.4 61.4
id+Procrustes (R)∗ 31.5 - 28.0 - 42.9 - 46.6 - 52.6 - 39.2 -

CSLS (w/o R) 32.9 45.3 47.5 58.7 43.6 57.8 55.3 64.5 59.9 69.1 50.3 60.8
CSLS-D (w/o R) 35.9 45.2 49.4 58.5 45.0 58.1 57.6 64.7 60.9 68.3 52.8 61.6
CSLS (w/ R) 34.4 47.8 48.9 60.2 44.5 61.1 55.1 63.9 59.7 69.0 50.3 60.8
CSLS-D (w/ R) 37.0 47.9 50.7 60.8 46.3 61.6 58.3 64.5 61.5 69.1 53.4 61.2

Table 2: BLI Precision (@1) for morphologically complex languages. id+Procrustes (R)∗ is the result reported
in (Søgaard et al., 2018). 5k+Procrustes (R) uses the training dictionary with 5k unique query words. (’et’ is
Estonian, ’fi’ is Finnish, ’el’ is Greek, ’hu’ is Hungarian, ’pl’ is Persian, ’tr’ is Turkish.)

benchmarked languages are morphologically poor
isolating or exclusively concatenating languages.
They select several languages with different mor-
phological traits and complexity then studied the
impacts of language similarities on the bilingual
lexicon induction.

They show that a simple trick, harvesting the
identical word strings in both languages as an ini-
tial dictionary and running the iterative Procrustes
analysis described in Sec. 4.2, enables more robust
and competitive bilingual induction results over
the GAN-based unsupervised method with refine-
ment. We denote this method ‘id+Procrustes (R)’.

Tab. 2 shows results on the morphologically
complex languages used by Søgaard et al. (2018).
For each language pair we run experiments in both
directions. The baseline methods in Søgaard et al.
(2018) include id+Procrustes (R) and the MUSE
(U+R). We run id+Procrustes (R) ourselves and
obtain different results from them: except for en-
et and en-el, we obtain significantly better results
on other language pairs. In addition, we add an-
other strong supervised baseline (5k+Procrustes
(R)) with the training dictionary in the MUSE
dataset and iterative Procrustes refinement. From
Tab. 2, we observe that even without refinement,
DeMa-BME (CSLS (w/o R)) outperforms both
the unsupervised and supervised baselines on even
these difficult morphologically rich languages.

5.5 Cross-lingual Word Similarity

We evaluate DeMa-BWE on the cross-lingual
word similarity task from SemEval 2017
(Camacho-Collados et al., 2016) and compare
with some strong baselines in Xu et al. (2018). In
Tab. 5, following the convention in benchmark
evaluation for this task, we report the Pearson
correlation scores (×100). DeMa-BME achieves

Supervised de-en es-en fa-en it-en

Xing et al. (2015) 72 71 69 72
Shigeto et al. (2015) 72 72 69 72
Artetxe et al. (2016) 73 72 70 73
Artetxe et al. (2017) 70 70 67 71

Unsupervised

Conneau et al. (2017) 71 71 68 71
Xu et al. (2018) 71 71 67 71
DeMa-BME (w/o R) 72.2 72.2 68.6 72.2

Table 3: Pearson rank correlation (×100) on cross-
lingual word similarity task. Bold indicates the best
unsupervised numbers.

the best performance among all the listed unsu-
pervised methods. Compared with the supervised
methods, DeMa-BME is also very competitive.

en-fr fr-en en-ja ja-en

w/o Lxy & Lyx 45.4 73.3 6.3 27.3
w/o Lbt 82.3 82.3 46.2 31.1
w/o Lsup 0.1 0.1 0.0 0.0
π(yj |xi) := π(yj) 82.1 82.1 46.0 32.5
Full Model 82.6 82.4 46.7 32.9

Table 4: Ablation study on different components of
DeMa-BME.

5.6 Ablation Study
Finally, we perform ablation studies in Tab. 4
to examine the effects of different components
of DeMa-BWE. In comparison to the full model,
we remove the density matching loss Lxy &
Lyx, the weakly supervised loss Lsup, the back-
translation loss Lbt respectively. First, we observe
that without the identical strings as the supervised
loss, DeMa-BWE fails to converge as the density
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matching is difficult given a high-dimensional em-
bedding space to search. Second, when we remove
the proposed density matching loss, the model is
able to produce reasonable accuracy for fr-en and
ja-en, but has undesirable results on en-fr and en-
ja, which verifies the necessity of the unsupervised
density matching. Third, the back-translation loss
is not a crucial component in DeMa-BME; remov-
ing it only degrades the model’s performance by
a small margin. This indicates that orthogonality
is not must-have constraint given the model has
enough capacity to learn a good transformation.

In addition, we also compare the frequency-
matching based Gaussian mixture weights in (9)
with the naive target frequency based weights. As
shown in the fourth row of Tab. 4, the performance
of DeMa-BWE with the naive weights is nomi-
nally worse than the model using the frequency-
matching based mixture weights.

6 Conclusion

In this work, we propose a density matching based
unsupervised method for learning bilingual word
embedding mappings. DeMa-BWE performs well
in the task of bilingual lexicon induction. In the fu-
ture work, we will integrate Gaussian embeddings
(Vilnis and McCallum, 2015) with our approach.
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Abstract

We introduce a novel method for multilin-
gual transfer that utilizes deep contextual
embeddings, pretrained in an unsupervised
fashion. While contextual embeddings have
been shown to yield richer representations
of meaning compared to their static counter-
parts, aligning them poses a challenge due to
their dynamic nature. To this end, we con-
struct context-independent variants of the orig-
inal monolingual spaces and utilize their map-
ping to derive an alignment for the context-
dependent spaces. This mapping readily sup-
ports processing of a target language, improv-
ing transfer by context-aware embeddings.
Our experimental results demonstrate the ef-
fectiveness of this approach for zero-shot
and few-shot learning of dependency parsing.
Specifically, our method consistently outper-
forms the previous state-of-the-art on 6 tested
languages, yielding an improvement of 6.8
LAS points on average.1

1 Introduction

Multilingual embedding spaces have been demon-
strated to be a promising means for enabling cross-
lingual transfer in many natural language pro-
cessing tasks (e.g. Ammar et al. (2016); Lample
et al. (2018)). Similar to how universal part-of-
speech tags enabled parsing transfer across lan-
guages (Petrov et al., 2012), multilingual word
embeddings further improve transfer capacity by
enriching models with lexical information. Since
this lexical representation is learned in an un-
supervised fashion and thus can leverage large
amounts of raw data, it can capture a more nu-
anced representation of meaning than unlexical-
ized transfer. Naturally, this enrichment is trans-

∗ Equal contribution
1Code and models: https://github.com/

TalSchuster/CrossLingualELMo.

lated into improved transfer accuracy, especially
in low-resource scenarios (Guo et al., 2015).

In this paper, we are moving further along this
line and exploring the use of contextual word
embeddings for multilingual transfer. By dy-
namically linking words to their various con-
texts, these embeddings provide a richer se-
mantic and syntactic representation than tradi-
tional context-independent word embeddings (Pe-
ters et al., 2018). A straightforward way to utilize
this richer representation is to directly apply exist-
ing transfer algorithms on the contextual embed-
dings instead of their static counterparts. In this
case, however, each token pair is represented by
many different vectors corresponding to its spe-
cific context. Even when supervision is available
in the form of a dictionary, it is still unclear how
to utilize this information for multiple contextual
embeddings that correspond to a word translation
pair.

In this paper, we propose a simple but effec-
tive mechanism for constructing a multilingual
space of contextual embeddings. Instead of learn-
ing the alignment in the original, complex con-
textual space, we drive the mapping process us-
ing context-independent embedding anchors. We
obtain these anchors by factorizing the contextual
embedding space into context-independent and
context-dependent parts. Operating at the anchor
level not only compresses the space, but also en-
ables us to utilize a word-level bilingual dictionary
as a source of supervision, if available. Once the
anchor-level alignment is learned, it can be readily
applied to map the original spaces with contextual
embeddings.

Clearly, the value of word embeddings de-
pends on their quality, which is determined by
the amount of raw data available for their training
(Jiang et al., 2018). We are interested in expand-
ing the above approach to the truly low-resource
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scenario, where a language not only lacks anno-
tations, but also has limited amounts of raw data.
In this case, we can also rely on a data rich lan-
guage to stabilize monolingual embeddings of the
resource-limited language. As above, context-
independent anchors are informing this process.
Specifically, we introduce an alignment compo-
nent to the loss function of the language model,
pushing the anchors to be closer in the joint space.
While this augmentation is performed on the static
anchors, the benefit extends to the contextual em-
beddings space in which we operate.

We evaluate our aligned contextual embeddings
on the task of zero-shot cross-lingual dependency
parsing. Our model consistently outperforms
previous transfer methods, yielding absolute im-
provement of 6.8 LAS points over the prior state-
of-the-art (Ammar et al., 2016). We also per-
form comprehensive studies of simplified variants
of our model. Even without POS tag labeling
or a dictionary, our model performs on par with
context-independent models that do use such in-
formation. Our results also demonstrate the bene-
fits of this approach for few-shot learning, i.e. pro-
cessing languages with limited data. Specifically,
on the Kazakh tree-bank from the recent CoNLL
2018 shared task with only 38 trees for training,
the model yields 5 LAS points gain over the top
result (Smith et al., 2018a).

2 Related work

Multilingual Embeddings The topic of cross-
lingual embedding alignment is an active area of
research (Mikolov et al., 2013; Xing et al., 2015;
Dinu and Baroni, 2014; Lazaridou et al., 2015;
Zhang et al., 2017). Our work most closely re-
lates to MUSE (Conneau et al., 2018a), which con-
structs a multilingual space by aligning monolin-
gual embedding spaces. When a bilingual dic-
tionary is provided, their approach is similar to
those of (Smith et al., 2017; Artetxe et al., 2017).
MUSE extends these methods to the unsupervised
case by constructing a synthetic dictionary. The
resulting alignment achieves strong performance
in a range of NLP tasks, from sequence label-
ing (Lin et al., 2018) to natural language infer-
ence (Conneau et al., 2018b) and machine trans-
lation (Lample et al., 2018; Qi et al., 2018). Re-
cent work further improves the performance on
both the supervised (Joulin et al., 2018) and unsu-
pervised (Grave et al., 2018b; Alvarez-Melis and

Jaakkola, 2018; Hoshen and Wolf, 2018) settings
for context-independent embeddings.

While MUSE operates over token based embed-
dings, we are interested in aligning contextual em-
beddings, which have shown their benefits in sev-
eral monolingual applications (Peters et al., 2018;
McCann et al., 2017; Howard and Ruder, 2018;
Radford et al., 2018; Devlin et al., 2018). How-
ever, this expansion introduces new challenges
which we address in this paper.

In a concurrent study, Aldarmaki and Diab
(2019) introduced an alignment that is based only
on word pairs in the same context, using parallel
sentences. Our method achieves better word trans-
lations without relying on such supervision.

Our work also relates to prior approaches that
utilize bilingual dictionaries to improve embed-
dings that were trained on small datasets. For in-
stance, Xiao and Guo (2014) represent word pairs
as a mutual vector, while Adams et al. (2017)
jointly train cross-lingual word embeddings by re-
placing the predicted word with its translation. To
utilize a dictionary in the contextualized case, we
include a soft constraint that pushes those trans-
lations to be similar in their context-independent
representation. A similar style of regularization
was shown to be effective for cross-domain trans-
fer of word embeddings (Yang et al., 2017).

Multilingual Parsing In early work on multilin-
gual parsing, transfer was commonly implemented
using delexicalized representation such as part-of-
speech tags (McDonald et al., 2011; Petrov et al.,
2012; Naseem et al., 2012; Tiedemann, 2015).

Another approach for cross-lingual parsing in-
cludes annotation projection and treebank trans-
lation (Xiao and Guo, 2015; Wang and Eisner,
2016; Tiedemann, 2017), which mostly require
some source of supervision.

Advancements in multilingual word representa-
tions opened a possibility of lexicalized transfer.
Some of these approaches start by aligning mono-
lingual embedding spaces (Zhang and Barzilay,
2015; Guo et al., 2015, 2016; Ammar et al., 2016),
and using resulting word embeddings as word
representations instead of universal tags. Other
approaches are learning customized multilingual
syntactic embeddings bootstrapping from univer-
sal POS tags (Duong et al., 2015). While some
models also learn a language embedding (Ammar
et al., 2016; de Lhoneux et al., 2018), it is unfeasi-
ble in a zero-shot scenario.
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Dcos(ēi, ēj)
Dcos(ēi, ei,c)

ALL WORDS HOMONYMS

0.85 (±0.09) 0.18 (±0.04) 0.21 (±0.04)

Table 1: Average cosine distances between pairs of em-
bedding anchors (left column) and between contextu-
alized embeddings of words to their corresponding an-
chor. The right column includes these distances only
for homonyms, whereas the center column is averaged
across all words. Only alphabetic words with at least
100 occurrences were included.

In all of the above cases, token-level embed-
dings are used. Inspired by strong results of using
contextualized embeddings in monolingual pars-
ing (Che et al., 2018; Wang et al., 2018; Clark
et al., 2018), we aim to utilize them in the multi-
lingual transfer case. Our results demonstrate that
richer representation of lexical space does lead to
significant performance gains.

3 Aligning Contextual Word
Embeddings

In this section we describe several approaches
for aligning context-dependent embeddings from
a source language s to a target language t. We ad-
dress multiple scenarios, where different amounts
of supervision and data are present. Our approach
is motivated by interesting properties of context-
dependent embeddings, which we discuss later.

We begin with some notations:

• Context Dependent Embeddings: Given a
context c and a token i, we denote the em-
bedding of i in the context c by ei,c. We use
ei,· to denote the point cloud of all contextual
embeddings for token i.

• Embedding Anchor: Given a token i we de-
note the anchor of its context dependent em-
beddings by ēi, where:

ēi = Ec
[
ei,c
]
. (1)

In practice, we calculate the average over a
subset of the available unlabeled data.

• Shift From Mean: For any embedding ei,c
we can therefore define the shift êi,c from the
average via:

ei,c = ēi + êi,c . (2)

Figure 1: A two dimensional PCA showing examples
of contextual representations for four Spanish words.
Their corresponding anchors are presented as a star in
the same color. (best viewed in color)

• Embedding Alignment: Given an embed-
ding esi,c in s, we want to generate an embed-
ding es→ti,c in the target language space, using
a linear mapping W s→t. Formally, our align-
ment is always of the following form:

es→ti,c = W s→tesi,c . (3)

3.1 The Geometry of Context-Dependent
Embeddings

A given token i can generate multiple vectors ei,c,
each corresponding to a different context c. A
key question is how the point cloud ei,· is dis-
tributed. In what follows we explore this struc-
ture, and reach several conclusions that will mo-
tivate our alignment approach. The following ex-
periments are performed on ELMo (Peters et al.,
2018).

Point Clouds are Well Separated A cloud ei,·
corresponds to occurrences of the word i in dif-
ferent contexts. Intuitively, we would expect its
points to be closer to each other than to points
from ej,· for a different word j. Indeed, when
measuring similarity between points ei,c and their
anchor ēi, we find that these are much more simi-
lar than anchors of different words ēi and ēj (see
Table 1). This observation supports our hypoth-
esis that anchor-driven alignment can guide the
construction of the alignment for the contextual
space. A visualized example of the contextual-
ized representations of four words is given in Fig-
ure 1, demonstrating the appropriateness of their
anchors. Still, as previous studies have shown, and
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Figure 2: Contextual embeddings for the English word
“bear” and its two possible translations in Spanish —
“oso” (animal) in blue and “tener” (to have) in red. The
figure shows a two dimensional PCA for the aligned
space of the two languages. The symbols are the an-
chors, the clouds represent the distribution of the con-
textualized Spanish words, and the black dots are for
contextualized embeddings of “bear”. The gray col-
ored triangles show the anchors of the English words
“dog”, “elephant”, “cat”, from left to right respectively.

as our results point, the context component is very
useful for downstream tasks.

Homonym Point Clouds are Multi-Modal
When a word i has multiple distinct senses, we
might expect the embeddings for i to reflect this
by separating into multiple distinct clouds, one for
each meaning. Figure 2 demonstrates that this in-
deed happens for the English word “bear”. Fur-
thermore, it can be seen that after alignment (Sec-
tion 3.3) with Spanish, the distinct point clouds are
aligned with their corresponding distinct words in
Spanish. See App. D for another example.

We examined the shift from mean for a list of
250 English homonyms from Wikipedia.2 As Ta-
ble 1 shows, the shift of these words is indeed
slightly higher than it is for other words. However,
they still remain relatively close to their per-token
anchor. Therefore, these anchors can still serve as
a good approximation for learning alignments.

3.2 Context-Independent Alignment

We begin by briefly reviewing previous ap-
proaches for aligning context-independent embed-
dings, as they are generalized in this work to the
contextual case. We denote the embedding of a
word i by ei. At first, assume we are given word
pairs {(esi , eti)} from a source language s and a

2https://en.wikipedia.org/wiki/List_
of_true_homonyms

target language t, and we look for a mapping be-
tween those. Mikolov et al. (2013) proposed to
learn a linear transformation whereby eti is ap-
proximated via Wesi , for a learned matrix W . We
focus on methods that follow this linear alignment.
The alignment matrix is found by solving:

W s→t = argmin
W∈Od(R)

n∑

i=1

∥∥∥Wesi − eti

∥∥∥
2
, (4)

where Od(R) is the space of orthogonal matrices.
This constraint was proposed by Xing et al. (2015)
in order to preserve inter-lingual relations. Under
this constraint, Eq. 4 is an instance of the orthog-
onal Procrustes problem, which has a closed-form
solutionW s→t = UV T . The columns of U and V
are the left and right singular vectors of the multi-
plication of the source and (transposed) target em-
bedding matrices.

For the unsupervised case (i.e. when a dictio-
nary is absent), Conneau et al. (2018a) (MUSE)
suggested to learn the alignment via adversarial
training, such that a discriminator is trained to dis-
tinguish between target and aligned source embed-
dings. Thereafter, a refinement procedure is ap-
plied iteratively as follows. First, a dictionary is
built dynamically using the current alignment such
that only words with high confidence are consid-
ered. Using the dictionary, the alignment matrix is
re-calculated as in the supervised case.

3.3 Context-Dependent Alignment

We next turn our attention to the main task of this
paper, which is aligning context-dependent em-
beddings. We now describe our generalization of
the methods described in Section 3.2 for this case.
The first two methods are based only on anchors
while the third one uses the contextual vectors
themselves. Altogether, we suggest three align-
ment procedures, one aimed for the supervised and
two for the unsupervised cases.

Supervised Anchored Alignment As a first
step, we are assuming access to a dictionary for
the source and target domains. For each source
word i denote by D(i) the corresponding word in
the target language.3

In the context-dependent case, Eq. 4 is no
longer well-defined, as there are many correspond-
ing vectors to both the source and the target

3In practice, we may have multiple target words for a sin-
gle source word, and the extension is straight-forward.
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words. However, this challenge can be addressed
by aligning the vectors ēi for which we do have
one per word. This is motivated by our observa-
tions in Section 3.1 that context-dependent embed-
dings are well clustered around their centers.

Thus, in the case where a dictionary is available,
we solve Eq. 4 with token anchors as inputs.

We emphasize that by constraining W s→t to
be orthogonal, we also preserve relations between
êi,c and êi,c′ that represent the contextual informa-
tion.

Unsupervised Anchored Alignment In this
setting, no dictionary is present. As in the su-
pervised case, we can naturally extend a context-
independent alignment procedure to the contextual
space by leveraging the anchor space ēi. This can
be done using the adversarial MUSE framework
proposed by Conneau et al. (2018a) and described
at the end of Section 3.2.

Unsupervised Context-based Alignment Al-
ternatively, the alignment could be learned directly
on the contextual space. To this end, we follow
again the adversarial algorithm of MUSE, but for
each word we use multiple embeddings induced
by different contexts, rather than the word anchor.

This context-based alignment presents oppor-
tunities but also introduces certain challenges.
On the one hand, it allows to directly handle
homonyms during the training process. However,
empirically we found that training in this setting
is less stable than unsupervised anchored align-
ments.

Refinement As a final step, for both of the unsu-
pervised methods, we perform the refinement pro-
cedure that is incorporated in MUSE (end of Sec-
tion 3.2). In order to synthesize a dictionary, we
use distance in the anchor space.

3.4 Learning Anchored Language Models

Thus far we assumed that embeddings for both
source and target languages are pretrained sepa-
rately. Afterwards, the source is mapped to the
target in a second step via a learned mapping.
However, this approach may not work well when
raw data for the source languages is scarce, result-
ing in deficient embeddings. In what follows, we
show how to address this problem when a dictio-
nary is available. We focus on embeddings that
are learned using a language model objective but

this can be easily generalized to other objectives
as well.

Our key idea is to constrain the embeddings
across languages such that word translations will
be close to each other in the embedding space.
This can serve as a regularizer for the resource-
limited language model. In this case, the anchors
are the model representations prior to its context-
aware components (e.g., the inputs to ELMo’s
LSTM).

Denote the anchor for word i in language s by
vsi . Now, assume we have trained a model for
the target language and similarly have embeddings
vti. We propose to train the source model with an
added regularization term as follows:

λanchor ·
∑

i

‖vsi − vtD(i)‖22 , (5)

where λanchor is a hyperparamter. This regular-
ization has two positive effects. First, it reduces
overfitting by reducing the effective number of pa-
rameters the model fits (e.g., if the regularizer has
large coefficient, these parameters are essentially
fixed). Second, it provides a certain level of align-
ment between the source and target language since
they are encouraged to use similar anchors.

4 Multilingual Dependency Parsing

Now that we presented our method for aligning
contextual embeddings, we turn to evaluate it on
the task of cross-lingual dependency parsing. We
first describe our baseline model, and then show
how our alignment can easily be incorporated into
this architecture to obtain a multilingual parser.

Baseline Parser Most previous cross-lingual
dependency parsing models used transition-based
models (Ammar et al., 2016; Guo et al., 2016).
We follow Che et al. (2018); Wang et al. (2018);
Clark et al. (2018) and use a first-order graph-
based model. Specifically, we adopt the neural
edge-scoring architecture from Dozat and Man-
ning (2017); Dozat et al. (2017), which is based
on Kiperwasser and Goldberg (2016). We now
briefly review this architecture. Given a sentence
s, let ei and pi be its word and POS-tag embed-
dings. These are concatenated and fed into a Bi-
LSTM to produce token-level contextual represen-
tations ri. Four Multi-Layer Perceptrons are ap-
plied on these vectors, resulting in new representa-
tions harc−depi , harc−headi , hrel−depi and hrel−headi
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for each word i. Arc scores are then obtained by:

sarcij =
(
harc−headi

)T (
Uarcharc−depj + barc

)
.

(6)
Additionally, the score for predicting the depen-
dency label r for an edge (i, j) is defined as

srel(i,j),r =
(
hrel−headi

)T
U relr hrel−depj +

(
urel−headr

)T
hrel−headi +

(
urel−depr

)T
hrel−depj + br .

(7)

At test time, MST is calculated to ensure valid
outputs.

Multilingual Parsing with Alignment We now
extend this model, in order to effectively use it for
transfer learning. First, we include contextualized
word embeddings by replacing the static embed-
dings with a pre-trained ELMo (Peters et al., 2018)
model (instead of ei). Second, we share all model
parameters across languages and use the contex-
tual word embeddings after they are aligned to a
joint space J . Formally, if s is a sentence of lan-
guage `, contextual word embeddings are obtained
via:

e`→Ji,s = W `→Jei,s , (8)

where W `→J is the alignment matrix from lan-
guage ` to the joint space.4 This alignment is
learned apriori and kept fixed during parser train-
ing. This setup is applicable for both single and
multiple training languages. For the tested lan-
guage, training data could be available, sometimes
limited (few-shot), or absent (zero-shot). The
alignment methods are described in detail in Sec-
tion 3.

In their paper, Peters et al. (2018) suggest to
output a linear combination over the represen-
tations of each layer of ELMo, learning these
weights jointly with a downstream task. Our align-
ment is learned separately for each layer. There-
fore, we keep the weights of the combination fixed
during the training to ensure that the parser’s in-
puts are from the joint cross-lingual space. Alter-
natively, one can share the weights of the combi-
nation between the languages and learn them.

All the above modifications are at the word
embedding level, making them applicable to any
other NLP model that uses word embeddings.

4We use the space of the training language as our joint
space and align the tested language to it. In the multi-source
scenario, we align all embeddings to English.

5 Experimental Setup

Contextual Embeddings We use the ELMo
model (Peters et al., 2018) with its default param-
eters to generate embeddings of dimension 1024
for all languages. For each language, training data
comprises Wikipedia dumps5 that were tokenized
using UDpipe (Straka and Straková, 2017). We
randomly shuffle the sentences and, following the
setting of ELMO, use 95% of them for training
and 5% for evaluation.

Alignment We utilize the MUSE framework6

(Conneau et al., 2018a) and the dictionary tables
provided by them. The ēi (anchor) vectors for the
alignment are generated by computing the average
of representations on the evaluation set (except for
the limited unlabeled data case). To evaluate our
alignment, we use the anchors to produce word
translations. For all experiments we use the 50k
most common words in each language.

Dependency Parsing We used the biaffine
parser implemented in AllenNLP (Gardner et al.,
2018), refactored to handle our modifications as
described in Section 4.7 The parser is trained on
trees from a single or multiple languages, as de-
scribed in each setting (Section 6). For the multi-
ple case, we randomly alternate between the avail-
able languages, i.e. at each iteration we randomly
choose one language and sample a corresponding
batch. Dropout (Srivastava et al., 2014) is applied
on ELMo representations, Bi-LSTM representa-
tions and outputs of MLP layers. We also apply
early stopping, where validation accuracy is mea-
sured as average LAS score on the development
set across all training languages. The parser hyper-
parameters are the same as Dozat et al. (2017) ex-
cept we reduce the POS tag embedding size from
100 to 50 and increase the head/dependent MLP
dimension from 400 to 500. All hyperparameter
values used are listed in App. C.

From experiments on the English tree-bank, we
found that using the outputs of the first LSTM
layer is as good as learning a combination.8 This

5https://lindat.mff.cuni.cz/
repository/xmlui/handle/11234/1-1989

6https://github.com/facebookresearch/
MUSE/

7https://github.com/TalSchuster/
allennlp-MultiLang

8This was concurrently justified by Liu et al. (2019),
showing that the first layer alone can perform better than a
mixture.
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ALIGNMENT METHOD DE ES FR IT PT SV AVERAGE

SUPERVISED ANCHORED 78 85 86 82 74 68 79

UNSUPERVISED ANCHORED 63 61 70 58 35 22 52
+ REFINE 72 74 81 77 53 33 65

UNSUPERVISED CONTEXT-BASED 57 68 59 57 53 * 49
+ REFINE 73 82 77 73 66 * 62

Table 2: Word translation to English precision @5 using CSLS (Conneau et al., 2018a) with a dictionary (su-
pervised) and without (unsupervised) for German (DE), Spanish (ES), French (FR), Italian (IT), Portuguese (PT)
and Swedish (SV). Each of the unsupervised results is followed by a line with the results post the anchor-based
refinement steps. * stands for ’Failed to converge’.

MODEL DE ES FR IT PT SV AVERAGE

Zhang and Barzilay (2015) 54.1 68.3 68.8 69.4 72.5 62.5 65.9
Guo et al. (2016) 55.9 73.1 71.0 71.2 78.6 69.5 69.9
Ammar et al. (2016) 57.1 74.6 73.9 72.5 77.0 68.1 70.5

ALIGNED FASTTEXT 61.5 78.2 76.9 76.5 83.0 70.1 74.4
ALIGNED ē 58.0 76.7 76.7 76.1 79.2 71.9 73.1
OURS 65.2 80.0 80.8 79.8 82.7 75.4 77.3

OURS, NO DICTIONARY 64.1 77.8 79.8 79.7 79.1 69.6 75.0
OURS, NO POS 61.4 77.5 77.0 77.6 73.9 71.0 73.1
OURS, NO DICTIONARY, NO POS 61.7 76.6 76.3 77.1 69.1 54.2 69.2

Table 3: Zero-shot cross lingual LAS scores compared to previous methods, for German (DE), Spanish (ES), French
(FR), Italian (IT), Portuguese (PT) and Swedish (SV). Aligned FASTTEXT and ē context-independent embeddings
are also presented as baselines. The bottom three rows are models that don’t use POS tags at all and/or use an
unsupervised anchored alignment. Corresponding UAS results are provided in App. B.

agrees with Belinkov et al. (2017), showing that
lower layers capture more syntactic information.
Therefore, we fix the weights over ELMo layers
to [0, 1, 0], i.e. using only representations from the
first LSTM layer.

Evaluation Scenarios for Dependency Parsing
For a fair comparison, we use the same setting as
used by previous models for each scenario. Our
main model (which we refer to as OURS) is using a
SUPERVISED ANCHORED ALIGNMENT (Section
3.3) to align the multilingual pretrained ELMo
embeddings which are used by the parser. We
compare against several variants of our model:

• ALIGNED FASTTEXT: instead of ELMo, we use
FASTTEXT pretrained embeddings (Grave et al.,
2018a), aligned to English using MUSE.

• ALIGNED ē: instead of contextualized embed-
dings, we use the anchors themselves as fixed
embeddings, aligned to English.

• NO DICTIONARY: we assume the absence
of a dictionary and use UNSUPERVISED AN-
CHORED ALIGNMENT.

• NO POS: no use of part of speech tags.

6 Results

Alignment As mentioned above, we use outputs
of the first LSTM layer of ELMo in our parsing
experiments. Therefore, we present the alignment
accuracy for those in Table 2, summarizing the
precision@5 word-translation from 6 languages
to English. Results for the other layers are pre-
sented in App. A. As expected, supervised align-
ments outperform unsupervised ones by a large
margin. Between the two unsupervised methods,
the context-based alignment achieved significantly
better results for Spanish and Portuguese but failed
to converge for Swedish. In both cases, the value
of anchors in the REFINE step is clear, substantially
improving the precision for all languages.
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# SENTENCES LANGUAGE MODEL
UAS / LAS PERPLEXITY

ALIGN
DEV TEST TRAIN DEV

28M ELMO 72.3 / 62.8 72.5 / 61.3 22 44 85

10K ELMO 52.9 / 38.3 50.1 / 33.1 4 4060 4
ANCHORED ELMO 59.2 / 47.3 57.2 / 42.2 92 600 12

Table 4: Zero-shot, single-source results for the Spanish limited unlabeled data experiments. The parsing results
are UAS/LAS scores, the perplexity is of the ELMo model, and the alignment scores are precision@5 on the
held-out set, based on CSLS. All embeddings were aligned to English using supervised anchored alignment.

MODEL LAS-F1

Rosa and Mareček (2018) 26.31
Smith et al. (2018a) 31.93
ALIGNED FASTTEXT 26.77
OURS 36.98

Table 5: Results for the Kazakh dataset from CoNLL
2018 Shared Task on Multilingual Parsing, compared
to the two leading models w.r.t. this treebank.

Zero-Shot Parsing, Multiple Source Languages
Table 3 summarizes the results for our zero-shot,
multi-source experiments on six languages from
Google universal dependency treebank version
2.0.9 For each tested language, the parser was
trained on all treebanks in the five other languages
and English. We align each of the six languages
to English. We compare our model to the perfor-
mance of previous methods in the same setting (re-
ferred to as Lt ∩ Ls = ∅ in Ammar et al. (2016)).
The results show that our multilingual parser out-
performs all previous parsers with a large margin
of 6.8 LAS points. Even with an unsupervised
alignment, our model consistently improves over
previous models.

To make a fair comparison to previous models,
we also use gold POS tags as inputs to our parser.
However, for low-resource languages, we might
not have access to such labels. Even without the
use of POS tags at all, in five out of six languages
the score is still higher than previous methods that
do consider such annotations. An exception is the
Portuguese language where it leads to a drop of
8.8 LAS points. While in the single language set-
ting this good performance can be explained by the
knowledge captured in the character level, contex-
tual embeddings (Smith et al., 2018b; Belinkov

9https://github.com/ryanmcd/
uni-dep-tb/

et al., 2017), the results suggest that this knowl-
edge transfers across languages.

In order to assess the value of contextual
embeddings, we also evaluate our model using
non-contextual embeddings produced by FAST-
TEXT (Bojanowski et al., 2017). While these
improve over previous works, our context-aware
model outperforms them for all six languages in
UAS score and for 5 out of 6 languages in LAS
score, obtaining an average higher by 3 points. To
further examine the impact of introducing context,
we run our model with precomputed anchors (ē).
Unlike FASTTEXT embeddings of size 300, these
anchors share the same dimension with contextual
embeddings but lack the contextual information.
Indeed, the context-aware model is consistently
better.

Few-Shot Parsing, Small Treebanks In this
scenario, we assume a very small tree-bank for
the tested language and no POS tags. We use
the Kazakh tree-bank from CoNLL 2018 shared
task (Zeman et al., 2018). The training set con-
sists of only 38 trees and no development set is
provided. Segmentation and tokenization are ap-
plied using UDPipe. Similar to Rosa and Mareček
(2018); Smith et al. (2018a), we utilize the avail-
able training data in Turkish as it is a related lan-
guage. To align contextual embeddings, we use
a dictionary generated and provided by Rosa and
Mareček (2018) and compute an alignment from
Kazakh to Turkish. The dictionary was obtained
using FastAlign (Dyer et al., 2013) on the Open-
Subtitles2018 (Lison and Tiedemann, 2016) par-
allel sentences dataset from OPUS (Tiedemann,
2012).10

Table 5 summarizes the results, showing that
our algorithm outperforms the best model from the
shared task by 5.05 LAS points and improves by

10https://github.com/CoNLL-UD-2018/
CUNI-x-ling
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over 10 points over a FASTTEXT baseline.

Zero-Shot Parsing, Limited Unlabeled Data
To evaluate our anchored language model (Sec-
tion 3.4), we simulate a low resource scenario by
extracting only 10k random sentences out of the
Spanish unlabeled data. We also extract 50k sen-
tences for LM evaluation but perform all computa-
tions, such as anchor extraction, on the 10k train-
ing data. For a dictionary, we used the 5k training
table from Conneau et al. (2018a).11 Another table
of size 1,500 was used to evaluate the alignment.
In this scenario, we assume a single training lan-
guage (English) and no usage of POS tags nor any
labeled data for the tested language.

Table 4 shows the results. Reducing the amount
of unlabeled data drastically decreases the preci-
sion by around 20 points. The regularization intro-
duced in our anchored LM significantly improves
the validation perplexity, leading to a gain of 7
UAS points and 9 LAS points.

7 Conclusion

We introduce a novel method for multilingual
transfer that utilizes deep contextual embeddings
of different languages, pretrained in an unsuper-
vised fashion. At the core of our methods, we
suggest to use anchors for tokens, reducing this
problem to context-independent alignment. Our
methods are compatible both for cases where a
dictionary is present and absent, as well as for low-
resource languages. The acquired alignment can
be used to improve cross-lingual transfer learning,
gaining from the contextual nature of the embed-
dings. We show that these methods lead to good
word translation results, and improve significantly
upon state-of-the-art zero-shot and few-shot cross-
lingual dependency parsing models.

In addition, our analysis reveals interesting
properties of the context-aware embeddings gen-
erated by the ELMo model. Those findings are
another step towards understanding the nature of
contextual word embeddings.

As our method is in its core task-independent,
we conjecture that it can generalize to other tasks
as well.
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A Alignment Results for All Layers

Table 6 manifests word-to-word translation results
when supervised alignment is performed over dif-
ferent layer outputs from ELMo’s LSTM. Even
though layer zero produces context independent
representations, the anchors computed over the
contextual representations achieved higher preci-
sion. We conjecture that this is due to the language
model objective being applied to the output of the
second layer. Hence, unlike token-based embed-
dings such as FASTTEXT that optimize them di-
rectly, the context-independent representations of
ELMo are optimized to produce a good base for
the contextual embeddings that are computed on
top of them.

B Additional Parsing Results

In Table 7 we provide complementary results to
those in zero-shot closs-lingual parsing.
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LAYER DE ES FR IT PT SV AVERAGE

0 54 / 71 65 / 80 66 / 80 61 / 78 55 / 71 41 / 61 57 / 74
1 62 / 78 73 / 85 74 / 86 69 / 82 61 / 74 49 / 68 65 / 79
2 59 / 75 68 / 82 70 / 83 66 / 79 56 / 72 48 / 67 61 / 76

Table 6: Per ELMo layer word translation to English precision @1 / @5 using CSLS (Conneau et al., 2018a)
with a dictionary (supervised) for German (DE), Spanish (ES), French (FR), Italian (IT), Portuguese (PT) and
Swedish (SV). Layer 0 representations are the result of the character-level word embeddings (which are context
independent). Layer 1 and 2 alignments are based on anchors from the first and second LSTM layer output
respectively.

MODEL DE ES FR IT PT SV AVERAGE

Zhang and Barzilay (2015) 62.5 78.0 78.9 79.3 78.6 75.0 75.4
Guo et al. (2016) 65.0 79.0 77.7 78.5 81.9 78.3 76.7

ALIGNED FASTTEXT 69.2 83.4 84.6 84.3 86.0 80.6 81.4
ALIGNED ē 65.1 82.8 83.9 83.6 83.4 82.0 80.1
OURS 73.7 85.5 87.8 87.0 86.6 84.6 84.2

OURS, NO DICTIONARY 73.2 84.3 87.0 86.8 84.5 80.4 82.7
OURS, NO POS 69.7 84.8 85.3 85.3 79.7 81.7 81.1
OURS, NO DICTIONARY, NO POS 72.2 84.7 84.9 85.0 78.1 67.9 78.8

Table 7: Zero-shot cross lingual results compared to previous methods, measured in UAS. Aligned fastText and ē
context-independent models are also presented as baselines. The bottom three rows are models that don’t use POS
tags at all and/or use an unsupervised anchored alignment.
Note that Ammar et al. (2016) did not publish UAS results.

C Hyperparameters

We now detail the hyperparameters used through-
out our experiments. All alignment experiments
were performed using the default hyperparameters
of the MUSE framework (see their github reposi-
tory). Table 8 depicts the values used in multilin-
gual parsing experiments.

D Additional Alignment Example

We provide an additional example of a homonym.
Figure 3 shows the contextual embeddings of the
word “bank” in English and the words “banco”
(a financial establishment) and “orilla” (shore) in
Spanish. In this case, unlike the “bear” example
(Figure 2), the embeddings do not form two obvi-
ous clusters in the reduced two dimensional space.
A possible explanation is that here the two mean-
ings have the same POS tag (Noun). Even so, as
shown in Table 9, the alignment succeeds to place
the embeddings of words from each context close
to the matching translation.

The nearest-neighbors for the “bear” example
are presented in Table 10.

HYPERPARAMETER VALUE

BATCH SIZE (# SENTENCES) 32
INSTANCES PER EPOCH 32,000
EPOCHS (MAX.) 40
PATIENCE (EARLY STOPPING) 10
ENCODER TYPE BI-LSTM
POS TAG EMBEDDING DIM. 50
LSTM, HIDDEN SIZE 200
LSTM, # LAYERS 3
DROPOUT RATE 0.33
ARC REPRESENTATION DIM. 500
TAG REPRESENTATION DIM. 100
ADAM (DEFAULT)

Table 8: Hyper-parameters used in parsing experi-
ments, shared across different settings.
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k “BANCO” ANCHOR

1 Unlike in primary succession , the species that dominate secondary succession , are usually present from the start of the
process , often in the soil seed bank .

2 Canto XLV is a litany against Usura or usury , which Pound later defined as a charge on credit regardless of potential or
actual production and the creation of wealth ex nihilo by a bank to the benefit of its shareholders .

3 This prompted some investigation , led by Sir Benjamin Hall , which quickly turned up the fact that O’ Connor was
registered as the owner of all the estates , and of the associated bank .

4 The commercial NaS battery bank offers : ( Japanese ) .

5 Both team leaders are given a mystery word , which along with their team - mates use gigantic foam blocks and place
them on the clue bank ( similar to Boggle ) with only giving a clue to the word ...

k “ORILLA” ANCHOR

1 The combined Protestant forces , now numbering 25,000 strong , positioned themselves on the western bank of the Rhine
River .

2 The Romans had a small advance guard of auxiliaries and cavalry on the opposite bank of the river .

3 Between Vaugirard and the river Seine he had a considerable force of cavalry , the front of which was flanked by a battery
advantageously posted near Auteuil on the right bank of the river .

4 Mallus therefore stood on the eastern bank of the river .
5 The Argentine squadron spent the night of February 7 anchored between Juncal Island and the west bank of the river .

6 After marching north from Tewkesbury , Sir William Waller tried to contain the cavalry forces of Maurice on the western
bank of the Severn , cutting this substantial force off from the rest of the Royalist army .

Table 9: Nearest-neighbors (after alignment) of the Spanish anchors “banco” (a financial establishment) and
“orilla” (shore) from the contextual embeddings of the word “bank” in English. The full sentence is presented
for context.

Figure 3: Contextual embeddings for the English word
“bank” and its two possible translations in Spanish —
“banco” (a financial establishment) in red and “orilla”
(shore) in blue. The figure shows a two dimensional
PCA for the aligned space of the two languages. The
symbols are the anchors and the dots are the contextu-
alized embeddings. (best viewed in color)
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k “TENER” ANCHOR

1 It may be difficult for the patient to bear the odour of the smoke at first , but once he gets used to such a smell ,
it does not really matter .

2 No matter what the better class of slave owners might do , they had to bear the stigma of cruelty with the worst of tyrants ...
3 Every new car will bear the lan name instead of Van Diemen , so the highly successful marque will gradually disappear .
4 had a sufficient economic stake to bear the litigation burden necessary to maintain a private suit for recovery under section 4 .
5 In this example , consumers bear the entire burden of the tax ; the tax incidence falls on consumers .

k “OSO” ANCHOR

1 In 2010 , the government of the NWT decided to update its version of the polar bear - shaped plate .

2 Salad Fingers appears to be masochistic , as he can be seen taking pleasure from impaling his finger on a nail ,
rubbing stinging nettles on himself or stepping onto a bear trap .

3 The old bear - hunter , on being toasted , made a speech to the Texians , replete with his usual dry humor .
4 Balto arrives , distracts the bear , saves Aleu , they both escape and the bear disappears .
5 Defeated , the polar bear shrinks and transforms into a plush toy .

Table 10: Nearest-neighbors (after alignment) of the Spanish anchors “tener” (carry, verb) and “oso” (animal,
noun) from the contextual embeddings of the word “bear” in English. The full sentence is presented for context.
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Abstract

Rumours can spread quickly through social
media, and malicious ones can bring about sig-
nificant economical and social impact. Moti-
vated by this, our paper focuses on the task
of rumour detection; particularly, we are in-
terested in understanding how early we can
detect them. Although there are numerous
studies on rumour detection, few are con-
cerned with the timing of the detection. A
successfully-detected malicious rumour can
still cause significant damage if it isn’t de-
tected in a timely manner, and so timing is
crucial. To address this, we present a novel
methodology for early rumour detection. Our
model treats social media posts (e.g. tweets)
as a data stream and integrates reinforcement
learning to learn the number minimum num-
ber of posts required before we classify an
event as a rumour. Experiments on Twitter and
Weibo demonstrate that our model identifies
rumours earlier than state-of-the-art systems
while maintaining a comparable accuracy.

1 Introduction

The concept of rumour has a long history, and
there are various definitions from different re-
search communities (Allport and Postman, 1947).
In this paper, we follow a commonly accepted def-
inition of rumour, that it is an unverified statement,
circulating from person to person and pertaining to
an object, event, or issue of public concern and it
is circulating without known authority for its truth-
fulness at the current time, but it may turn out to
be true, or partly or entirely false; alternatively, it
may also remain unresolved (Peterson and Gist,
1951; Zubiaga et al., 2018).

Rumours have the potential to spread quickly
through social media, and bring about significant
economical and social impact. Figure 1 illustrates
an example of a rumour propagating on TWIT-
TER. The source message started a claim about

0 hour

4 hours

8 hours

12 hours

16 hours

20 hours

24 hours

This is unbelievable, 
or should be.

User 2
Follower Count: 3144

No excuse. 

User 1
Follower Count: 1222

It applies to 
Black people.

User 3
Follower Count: 6

These days anything, 
especially with Stand Your 
Ground and even a sneeze 
is punishable by death.

User 5
Follower Count: 6632

Anything is punishable by 
death if the youth is black.

User 8
Follower Count: 11197

apparently it is 
now. 

User 4
Follower Count: 205

He was 18. Nothing to do with 
stealing candy. He was walking 
in the street. Horrible situation. 
But stop spreading false facts.

User 7
Follower Count: 122

17 year old unarmed kid shot 
ten times by police for stealing 
candy. I didn't know that was 
punishable by death.

User 0
Follower Count: 873021

there has not been any 
proof that he stole 
candy. I guess skittles 
has become a reason to 
kill black teens.

User 6
Follower Count: 1141

I was just going off what I 
read in the #ferguson tag 
early last night. Wasn't any 
real news out at that point.

User 0
Follower Count: 873021

Figure 1: An illustration of a rumour propagating on
TWITTER. The green box indicates the source mes-
sage, and the red box highlights a post that rebuts the
rumour.

the cause of Michael Brown’s shooting, and it was
published shortly after the shooting happened. It
claimed that he was shot ten times by the police
for stealing candy. The message was retweeted by
multiple users on TWITTER, and within 24 hours
there were about 900K users involved, either by
reposting, commenting, or questioning the origi-
nal source message. From Figure 1, we see some
users (e.g. User 7) question the veracity of the
original message. Had the rumour been identified
timely and rebutted, its propagation could have
been contained.

Most studies (Qazvinian et al., 2011; Zhang
et al., 2015) consider rumour detection as a binary
classification problem, where they extract various

1614



features to capture rumour indicative signals for
detecting a rumour, and a few recent works ex-
plore deep learning approaches to enhance detec-
tion accuracy (Long et al., 2017; Ruchansky et al.,
2017). In all these studies, however, the timeliness
of the rumour detection is not evaluated.

There are a few exceptions. In Ma et al. (2015)
and Kwon et al. (2017), the authors define a check-
point (e.g. number of posts or time elapsed after
the source message) in the timeline and use all the
posts prior to this checkpoint to classify a rumour.
The checkpoint is often a pre-determined value for
all rumours, and so does not capture the variation
of propagation patterns for different rumours.

The focus of our paper is on early rumour de-
tection. That is, our aim is to identify rumours
as early as possible, while keeping a reasonable
detection accuracy. Our early rumour detection
system (ERD) features two modules: a rumour
detection module that classifies whether an event
(which consists of a number of posts) constitutes a
rumour, and a checkpoint module that determines
when to trigger the rumour detection module.

ERD treats incoming posts as a data stream and
monitors the posts in real time. When ERD re-
ceives a new post, this post — along with all prior
posts of the same event — will be used to decide
if it constitutes an appropriate checkpoint to trig-
ger the rumour detection module. ERD integrates
reinforcement learning for the checkpoint module
to guide the rumour detection module, using its
classification accuracy as a reward. Through rein-
forcement learning ERD is able to learn the min-
imum number of posts required to identify a ru-
mour. In other words, ERD can dynamically deter-
mine the appropriate checkpoint for different ru-
mours, and this feature is the core novelty of our
methodology.

To evaluate our approach, we use standard mi-
croblog data sets from WEIBO and TWITTER. We
compare our method with benchmark rumour de-
tection systems (Ma et al., 2016; Ruchansky et al.,
2017; Dungs et al., 2018) and found that ERD
could on average identify rumours within 7.5 and
3.4 hours with an accuracy of 93.3% and 85.8%
on WEIBO and TWITTER respectively. Our detec-
tion accuracy performance is better than a state-of-
the-art system that that detects rumours within 12
hours.

To summarise, we present a novel methodol-
ogy for rumour detection. Unlike most rumour

detection systems, our approach determines the
checkpoint for each event dynamically, by learn-
ing when it should classify it as a rumour. Our
experimental results showed that ERD outper-
forms state-of-the-art methods over two bench-
mark data sets in detection accuracy and timeli-
ness. Our proposed framework is flexible and the
individual modules (i.e. the rumour detection and
checkpoint module) can be extended to incorpo-
rate more complex networks for further improve-
ments. An open source implementation of our
model is available at: https://github.com/
DeepBrainAI/ERD.

2 Related Work

Traditionally, research on rumour detection has
mainly focused on developing handcrafted fea-
tures for machine learning algorithms (Qazvinian
et al., 2011). Takahashi and Igata (2012) propose a
method for rumour detection on Twitter using cue
words and tweets statistics. Yang et al. (2012) ap-
ply two new types of features — client-based and
location-based features — to rumour detection on
Sina Weibo. Beyond this, user-based (Liang et al.,
2015) and topic-based (Yang et al., 2015) features
have also been explored. Friggeri et al. (2014)
demonstrate that there are structural differences in
the propagation of rumours and non-rumours, and
Wu et al. (2015) and Ma et al. (2017) experiment
with using these propagation patterns extensively
to improve detection.

More recently, deep learning models are ex-
plored for the task. Compared to traditional ma-
chine learning approaches, these deep learning
models tend to rely less on sophisticated hand-
crafted features. Ma et al. (2016) introduce a ru-
mour detection model for microblogs based on re-
current networks. The input to their model is sim-
ple tf-idf features but it outperforms models lever-
aging handcrafted features. Sampson et al. (2016)
show that implicit linkages between conversation
fragments improve detection accuracy. Long et al.
(2017) present a deep attention model that learns a
hidden temporal representation for each sequential
posts to represent the hypothesis. Ruchansky et al.
(2017) integrate textual, user response, and source
information into their neural models and achieve
better performance.

Most of these works focus on detection accu-
racy, and so largely ignore the timing of the de-
tection. Ma et al. (2015) develop a dynamic time
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series structure to incorporate temporal informa-
tion to the features to understand the whole life
cycle of rumours. Zhao et al. (2015) propose a
detection model using a set of regular expressions
to find posts that question or rebut the rumour to
detect it earlier. Dungs et al. (2018) present an
approach that checks for a rumour after 5 or 10
retweets. These models are interested in early ru-
mour detection, although the checkpoint for trig-
gering a detection is pre-determined, and succeed-
ing posts after the checkpoint are usually ignored.
On a similar note but a different task, Farajtabar
et al. (2017) experiment with reinforcement learn-
ing by combining it with a point process network
activity model to detect fake news and found some
success.

3 Model Architecture

Let E denote an event, and it consists of a series
of relevant posts xi, where x0 denotes the source
message and xT the last relevant message.1 The
objective of early rumor detection is to make a
classification decision whether E is a rumour as
early as possible while keeping an acceptable de-
tection accuracy.2

As shown in Figure 2, ERD has two modules:
a rumour detection module (RDM) that classifies
whether an event is a rumour, and a checkpoint
module (CM) that decides when the rumour detec-
tion module should be triggered. The checkpoint
module plays an important role here, as it is re-
sponsible for the timeliness of a detection.

3.1 Rumor Detection Module (RDM)
RDM contains three layers: a word embedding
layer that maps input words into vectors, a max-
pooling layer that extracts important features of a
post, and a GRU (Cho et al., 2014) that processes
the sequential posts of an event.

In the word embedding layer, we map words in
post xi into vectors, yielding vectors ej

i for each
word. To capture the most salient features of a
post, we apply a max pooling operation (Collobert
et al., 2011; Kim, 2014; Lau et al., 2017), produc-
ing a fixed size vector mi:

mi = maxpool([Wme0
i ;Wme1

i ; ...;WmeK
i ])

1Relevant posts are defined as retweets or responses to a
source message.

2The earliest possible time to classify E is when we re-
ceive the first post x0.

where K is the number of words in the post.
Henceforth W in all equations are model parame-
ters.

To capture the temporal relationship between
multiple posts, we use a GRU (Cho et al., 2014):

hi = GRU(mi, hi�1) (1)

We take the final state hN (N = number of
posts received to date) and use it to perform ru-
mour classification:

p = softmax(WphN + bp) (2)

where p 2 R2, i.e. p0 (p1) gives the probability of
the positive (negative) class.3

3.2 Checkpoint Module (CM)
Rather than setting a static checkpoint when to
classify an event as a rumour, CM learns the num-
ber of posts needed to trigger RDM. To this end,
we leverage deep reinforcement learning to iden-
tify the optimal checkpoint. We reward CM based
on RDM’s accuracy and also penalise CM slightly
every time it decides to not trigger RDM (and con-
tinue to monitor the event). This way CM learns
the trade-off between detection accuracy and time-
liness. The reward function is detailed in Sec-
tion 3.3.

We use the deep Q-learning model (Mnih et al.,
2013) for CM. The optimal action-value function
Q⇤(s, a) is defined as the maximum expected re-
turn achievable under state s, which can be formu-
lated as follows:

Q⇤(s, a) = Es0 "[r + �max
a0

Qi(s
0, a0)|s, a]

where r is the reward value, � the discount rate,
and the optimal action in all action sequence a0

is selected to maximise the expected value of r +
�Q⇤(s0, a0).

The optimal action-value function obeys the
Bellman equation and is used for iterative value
update:

Qi+1(s, a) = E[r + �max
a0

Qi(s
0, a0)|s, a]

The above iterative algorithm will converge and
reach the optimal action value function, i.e. Qi !
Q⇤ when q !1 (Sutton et al., 1998).

3Although sigmoid activation is more appropriate here as
it is a binary classification task, we used the softmax function
because in preliminary experiments we considered a third
neural class.
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Figure 2: Architecture of ERD.

CM takes as input the hidden states produced
by the GRU in RDM to compute the action-value
function using a two-layer feedforward network:

ai = Wa(ReLu(Whhi + bh)) + ba (3)

where ai 2 R2 is the action value for terminate
(a0

i ) or continue (a1
i ) at post xi. Note that a ran-

dom action will be taken with the probability of ✓
irrespective to the action value ai.

3.3 Joint Training
We train both RDM and CM jointly, and the train-
ing process is similar to that of generative adver-
sarial networks (Goodfellow et al., 2014). The
checkpoint module serves as the generator for ac-
tion sequences, while the detection module is the
discriminator. A key contrast, however, is that
the two modules are working cooperatively rather
than adversarially.

CM is trained using RDM’s accuracy as reward.
To compute the reward, we first pre-train RDM
based on cross entropy:

�
X

j

[Lj log(p0
j ) + (1� Lj)(log(p1

j ))] + ↵l2

where Lj is a binary label indicating the true class
for event Ej , p is computed based on Equation (2),

l2 is the L2 loss for RDM parameters, and ↵ is a
hyper-parameter for scaling l2.

We then train CM while keeping RDM’s param-
eters fixed. In each step of the training, new posts
that have arrived and previous GRU states are first
fed to the RDM to produce the new states (Equa-
tion (1)), which will in turn be used by CM to cal-
culate the action values (Equation (3)). This de-
cides whether the system takes the continue or ter-
minate action. If terminate is chosen, the reward
is given in accordance to RDM’s prediction; oth-
erwise, a small penalty is incurred:

ri =

(
log M, terminate with correct prediction
�P, terminate with incorrect prediction
�", continue

where M is the number of correct predictions ac-
cumulated thus far, P is a large value to penalise
an incorrect prediction, and " is a small penalty
value for delaying the detection.

To optimise our action value function, we ap-
ply the deep Q-learning approach with the experi-
ence replay algorithm (Mnih et al., 2013). Based
on the optimal action-value function Q⇤(s, a), the
objective of the action value function yi is given as
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Figure 3: Three bucketing strategies to process stream-
ing posts in batches.

follows:

yi =

(
ri, terminate
ri + �max

a0
Q(hi+1, a

0; ✓), continue

where � is the discount rate that decides how much
experience is taken into consideration. And lastly,
CM is optimised by minimising the cost:

(yi � ai)
2

We train CM and RDM in an alternating fash-
ion, i.e. we train CM for several iterations while
keeping RDM’s parameters fixed, and then we
move to train RDM for several iterations while
keeping CM’s parameters fixed. Training con-
verges when CM’s reward value stabilises between
consecutive epochs.

3.4 Bucketing Strategy

For processing efficiency purposes, instead of pro-
cessing each incoming post individually, we ex-
periment with several bucketing strategies that
group posts together and process them in batches.
As Figure 3 illustrates, we group posts based on:
(1) a fixed number of posts (FN), e.g. every 3 posts
(i.e. 3 posts are combined together forming 1 sin-
gle post); (2) a fixed time interval (FT), e.g. every
2 hours; and (3) a dynamic interval (DI) that en-
sures the number of posts collected in an interval
is close to the mean number of posts collected in
an hour in the full data set.

Statistics WEIBO TWITTER

User# 2,746,818 49,345
Posts# 3,805,656 103,212

Events# 4,664 5,802
Rumors# 2,313 1,972

Non-rumours 2,351 3,830
Avg. hours per event 2,460.7 33.4

Avg. # of posts per event 816 17
Max # of posts per event 59,318 346
Min # of posts per event 10 1

Table 1: Statistics of WEIBO and TWITTER.

4 Experiment

4.1 Data Set
We experiment with two data sets: WEIBO and
TWITTER, developed by Ma et al. (2016) and Zu-
biaga et al. (2016) respectively.4

Statistics of the data sets is presented in Ta-
ble 1. Even though both data sets have a com-
parable number of events, WEIBO is an order of
magnitude larger than TWITTER as there are more
posts per event. We reserve 10% of the events as
the validation set for hyper-parameter tuning and
early stopping, and split the rest in a ratio of 3:1
for training and test partitions.

4.2 Model Comparison
As a baseline, we use an SVM with tf-idf features.
We also include several state-of-the-art rumour de-
tection systems for comparisons: CSI (Ruchan-
sky et al., 2017) on WEIBO; CRF (Zubiaga et al.,
2016) and HMM (Dungs et al., 2018) on TWIT-
TER; and GRU-2 (Ma et al., 2016) on both data
sets. For GRU-2 (Ma et al., 2016) we also report
performance on several variants that use a differ-
ent recurrent network: simple RNN with tanh ac-
tivation (RNN); single-layer LSTM (LSTM); and
single-layer GRU (GRU-1).

CSI is a neural model that integrates text and
users representations to classify rumours. CRF
and HMM are classical models that use crowd
opinions (a.k.a. stance) of the event for classifi-
cation. GRU-2 is based on a two-layer GRU that
captures contextual information of posts with tf-
idf features as inputs.

4There is a small difference in the definition of a “ru-
mour” in these two data sets. For WEIBO, all labelled ru-
mours are false rumours (i.e. the source message contains
verified untruthful statements), where else for TWITTER, ru-
mours maybe truthful, untruthful, or unverified.
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Figure 5: Reward over time during joint training.

4.3 Preprocessing and Hyper-parameters
We preprocess each post by segmenting them into
words, and remove all stop words.5 We pre-
train word embeddings and kept them fixed dur-
ing training.6 ✓ is set to 0.01 and � to 0.95; both
values are determined empirically based on vali-
dation data. We use the Adam optimiser (Kingma
and Ba, 2014) with a learning rate of 0.001 during
joint training, which we found to produce stable
training.

4.4 Training Loss and Reward
We present the training loss and reward values
over time during joint training in Figure 4 and Fig-
ure 5. We pre-train RDM for 2 epochs before
joint training, and then we train RDM and CM
in an alternating fashion for 1 epoch and 200K
iterations respectively. We can see that loss de-
clines steadily after 20K iterations and converges

5For TWITTER, words are tokenised using white spaces,
and stopword list is based on NLTK (Bird et al., 2009). For
WEIBO, Jieba is used for tokenisation: https://pypi.
org/project/jieba/; and stopword list is a customised
list based on: http://blog.sina.com.cn/s/blog_
a19ab3770102wjav.html.

6For WEIBO, the embeddings are pre-trained using
word2vec (Mikolov et al., 2013) on a separate Weibo data
set we collected. For TWITTER, the embeddings are pre-
trained GloVe embeddings (Pennington et al., 2014). Un-
known words are initialised as zero vectors.

Method Accuracy Precision Recall F1

FN 0.874 0.808 0.835 0.821
FT 0.861 0.771 0.850 0.808
DI 0.814 0.771 0.767 0.769

Table 2: Classification performance for 3 bucketing
strategies on TWITTER.

at around 50K iterations. The reward curve, on
the other hand, fluctuates more as the reward was
calculated based on the accuracy of RDM. When
switching between training RDM and CM, the re-
ward value tends to change abruptly, although over
time we see a consistent improvement.

4.5 Results

4.5.1 Bucketing Strategy
Recall that we explore 3 different methods to
group posts in order to process them in batches
(Section 3.4). Here we evaluate them on rumour
classification accuracy over the validation set of
TWITTER. Note that we do not use CM here (and
hence no reinforcement learning is involved) —
we simply use all posts of an event to perform ru-
mour classification with RDM. In terms of metrics
we use standard accuracy, precision, recall and F1
scores. Results are presented in Table 2.

We see FN produces the best performance, and
so FN is used for all following experiments as the
default bucketing strategy.7 As certain events have
a long delay between posts, we also incorporate a
maximum delay of one hour before processing the
posts in a batch.

4.5.2 Detection Accuracy
In this section, we assess how accurately the mod-
els classify rumours. All baselines and bench-
mark systems uses all posts of an event to perform
classification, with the exception of HMM which
uses only the first 5 posts. For our models, we
present: (1) the full model ERD, which uses a sub-
set of posts for classification (checkpoint decided
by CM); and (2) RDM, which uses the full set of
posts. Results are detailed in Table 3 and 4.

We can see that RDM outperforms all mod-
els across most metrics, including state-of-the-art
rumour detection systems CSI (marginally) and
CRF (substantially). ERD, on the other hand,
performs very competitively, outperforming most

7FN value: 5 posts for WEIBO and 2 posts for TWITTER.
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Method Accuracy Precision Recall F1

Baseline 0.724 0.673 0.746 0.707

RNN 0.873 0.816 0.964 0.884
LSTM 0.896 0.846 0.968 0.913
GRU-1 0.908 0.871 0.958 0.913
GRU-2 0.910 0.876 0.956 0.914
CSI* 0.953 — — 0.954

RDM 0.957 0.950 0.963 0.957
ERD 0.933 0.929 0.936 0.932

Table 3: Detection accuracy on WEIBO. ‘*’ denotes
values taken from the original publications.

Method Accuracy Precision Recall F1

Baseline 0.612 0.355 0.465 0.398

RNN 0.785 0.707 0.659 0.682
LSTM 0.796 0.719 0.683 0.701
GRU-1 0.800 0.735 0.685 0.709
GRU-2 0.808 0.741 0.694 0.717
CRF* — 0.667 0.566 0.607

HMM* — — — 0.524

RDM 0.873 0.817 0.823 0.820
ERD 0.858 0.843 0.735 0.785

Table 4: Detection accuracy on TWITTER. ‘*’ denotes
values taken from the original publications.

benchmark systems and baselines, with the excep-
tion of CSI on WEIBO. Note, however, that unlike
most other systems, ERD leverages only a subset
of posts for rumour classification. HMM is the
only benchmark system on TWITTER that uses a
subset (first 5), and its performance is markedly
worse than that of ERD (which uses 4.03 posts on
average).

4.5.3 Detection Timeliness
Next we evaluate the timeliness of the detection,
and we focus on comparing our system with GRU-
2 (Ma et al., 2016), as it performed competitively
in Section 4.5.2. Note that GRU-2 uses a manu-
ally set checkpoint (12 hours) that were found to
be optimal, while ERD determines the checkpoint
dynamically.

We first present the proportion of events that
are classified by ERD over time (6-hour interval)
in Figure 6.8 We see that for both WEIBO and

8We include all events (whether it is a true of false posi-
tive) that CM decides to checkpoint.

0%

20%

40%

60%

80%

100%

0-6 6-12 12-18 18-24 24-30 30-36 36-42 42-48

Pe
rc

en
t

Checkpoints (Hours)

Weibo Twitter

Figure 6: Proportion of events classified by ERD over
time. Dashed line indicates the optimal checkpoint (12
hours) for GRU-2.
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Figure 7: Detection accuracy of ERD over time.
Dashed lines indicates GRU-2’s accuracies.

TWITTER, the majority of the events (approxi-
mately 80%) are classified within the first 6 hours.
GRU-2’s optimal checkpoint is 12 hours (dashed
line), and so ERD is detecting rumours much ear-
lier than GRU-2.

We next present the classification accuracy of
these events over time (again, in 6-hour interval)
in Figure 7. ERD generally outperforms GRU-
2 (dashed lines) over all checkpoints. To be fair,
checkpoints that are longer than 12 hours are not
exactly comparable, as ERD uses more posts than
GRU-2 in these instances. But even if we con-
sider only the first 2 intervals (0-6 and 6-12 hours),
ERD still outperforms GRU-2 across both data
sets, demonstrating that ERD detects rumours ear-
lier and more accurately.

For the two checkpoints on WEIBO where
GRU-2 outperforms ERD, in the first checkpoint
(24-30) we find that there are only 5 events and
so the difference is unlikely to be statistically ro-
bust. For the second checkpoint (42-48), we hy-
pothesise that these events are possibly the diffi-

1620



0.80

0.85

0.90

0.95

1.00

0 4 8 12 16 20 24 28 32 36 40 44 48

A
cc

ur
ac

y

Detection Deadline (Hours)

RDM-Weibo RDM-Twitter
ERD-Weibo ERD-Twitter

Figure 8: Detection accuracies of ERD and RDM over
time.

Interval Salient Words Translation

18:41 – 18:44
'¯˘�“'�¿
 � ≥�⇤ 

hairy crabs, toxicity, hor-
mone, harmful, amazed

18:48 – 18:51
'¯˘�⌃˙�à
o�⇤ �⌦⇥

hairy crabs, bursts, message,
amazed, on the market

18:51 – 18:59
éfl�:U�Ÿ7�
U��Œ⇢

delicious food, why, so,
dizzy, one city club

18:59 – 19:09
b⇤⌫�⇤ów�ú
"�Ë�w⌘

dare to eat, afford to eat, like,
miserable, laughing

19:11 – 19:15
fl¡âh��Ñ⌫�
1��^l��˝

food safety, really, disap-
pointment, what, cannot

Rumour Detected

19:34 – 19:49
/�/�'¯˘�⇤
�⇣�ëÓ�Ù¬

is it, hairy crabs, cannot eat,
doubt, look around

Table 5: Case study of a rumour on WEIBO.

cult cases, and as such the classification decision
is deferred until much later (and classification per-
formance is ultimately still low due to its diffi-
culty).

To understand the advantage of incorporating
reinforcement learning (CM) for rumour detec-
tion, we compute the detection accuracy over time
for ERD and RDM in Figure 8. The dashed
lines indicate the average accuracy performance of
ERD, which detects rumours on average in 7.5 and
3.4 hours on WEIBO and TWITTER respectively.
The solid lines show the accuracy performance of
RDM, which increases over time as it has more
evidence. For RDM to achieve the performance of
ERD, we see that it requires approximately at least
20 hours of posts on both data sets. This highlights
the importance of the checkpoint module, which
allows ERD to detect rumours much earlier. In
certain events, they are detected within 3 minutes.

4.5.4 Case Study
To provide a qualitative analysis for our ap-
proach, we showcase an example of a rumour
event from WEIBO in Table 5. We present a set
of salient words (second column) and their trans-
lations (third column) extracted from posts pub-
lished during a particular period (first column) us-
ing simple tf-idf features.

The rumour was started by a message claim-
ing that hairy crabs contain harmful hormones and
toxins on August 18th, 2012. After the message
was posted, within 12 hours 2.3M users partici-
pated in its propagation, either by re-posting, com-
menting, or questioning the original source mes-
sage. The rumour spread quickly and led to sig-
nificant economic damage to the aquaculture in-
dustry in China. Officially the rumour was rebut-
ted after 24 hours, but in Table 5 we see that ERD
detects the rumour in 34 minutes.

5 Conclusions

We present ERD, an early rumour detection sys-
tem. Rather than setting a static checkpoint that
determines when an event should be classified as
rumour, ERD learns dynamically the minimum
number of posts required to identify a rumour. To
this end, we integrate reinforcement learning with
recurrent neural networks to monitor social media
posts in real time to decide when to classify ru-
mours. We evaluate our model on two standard
data sets, and demonstrate that ERD identifies ru-
mours within 7.5 hours and 3.4 hours on WEIBO

and TWITTER on average, compared to 12 hours
of a competitive system. In terms of detection ac-
curacy, ERD achieves a performance of 93.3% and
85.8%, which is comparable to state-of-the-art ru-
mour detection systems.
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Abstract

Automatic hashtag annotation plays an im-
portant role in content understanding for mi-
croblog posts. To date, progress made in this
field has been restricted to phrase selection
from limited candidates, or word-level hash-
tag discovery using topic models. Different
from previous work considering hashtags to be
inseparable, our work is the first effort to an-
notate hashtags with a novel sequence gener-
ation framework via viewing the hashtag as a
short sequence of words. Moreover, to address
the data sparsity issue in processing short mi-
croblog posts, we propose to jointly model the
target posts and the conversation contexts initi-
ated by them with bidirectional attention. Ex-
tensive experimental results on two large-scale
datasets, newly collected from English Twit-
ter and Chinese Weibo, show that our model
significantly outperforms state-of-the-art mod-
els based on classification.1 Further studies
demonstrate our ability to effectively generate
rare and even unseen hashtags, which is how-
ever not possible for most existing methods.

1 Introduction

Microblogs have become an essential outlet for in-
dividuals to voice opinions and exchange infor-
mation. Millions of user-generated messages are
produced every day, far outpacing the human be-
ing’s reading and understanding capacity. As a
result, the current decade has witnessed the in-
creasing demand for effectively discovering gist
information from large microblog texts. To iden-
tify the key content of a microblog post, hashtags,
user-generated labels prefixed with a “#” (such
as “#NAACL” and “#DeepLearning”), have been

*This work was mainly done when Yue Wang was an in-
tern at Tencent AI Lab.
†Jing Li is the corresponding author.
1To obtain our datasets, please contact Yue Wang and Jing

Li.

Target post for hashtag generation
This Azarenka woman needs a talking to from the
umpire her weird noises are totes inappropes pro-
fessionally. #AusOpen
Replying messages forming a conversation
[T1] How annoying is she. I just worked out what
she sounds like one of those turbo charged cars
when they change gear or speed.
[T2] On the topic of noises, I was at the Nadal-
Tomic game last night and I loved how quiet
Tomic was compared to Nadal.
[T3] He seems to have a shitload of talent and the
postmatch press conf. He showed a lot of maturity
and he seems nice.
[T4] Tomic has a fantastic tennis brain...

Table 1: A post and its conversation snippet about
“Australian Open” on Twitter. “#AusOpen” is the
human-annotated hashtag for the target post. Words in-
dicative of the hashtag are in blue and italic type.

widely used to reflect keyphrases (Zhang et al.,
2016, 2018) or topics (Yan et al., 2013; Hong et al.,
2012; Li et al., 2016). Hashtags can further ben-
efit downstream applications, such as microblog
search (Efron, 2010; Bansal et al., 2015), summa-
rization (Zhang et al., 2013; Chang et al., 2013),
sentiment analysis (Davidov et al., 2010; Wang
et al., 2011), and so forth. Despite the widespread
use of hashtags, there are a large number of mi-
croblog messages without any user-provided hash-
tags. For example, less than 15% tweets contain
at least one hashtag (Wang et al., 2011; Khabiri
et al., 2012). Consequently, for a multitude of
posts without human-annotated hashtags, there ex-
ists a pressing need for automating the hashtag an-
notation process for them.

Most previous work in this field focuses on ex-
tracting phrases from target posts (Zhang et al.,
2016, 2018) or selecting candidates from a pre-
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defined list (Gong and Zhang, 2016; Huang et al.,
2016; Zhang et al., 2017). However, hashtags usu-
ally appear in neither the target posts nor the given
candidate list. The reasons are two folds. For one
thing, microblogs allow large freedom for users to
write whatever hashtags they like. For another,
due to the wide range and rapid change of so-
cial media topics, a vast variety of hashtags can be
daily created, making it impossible to be covered
by a fixed candidate list. Prior research from an-
other line employs topic models to generate topic
words as hashtags (Gong et al., 2015; Zhang et al.,
2016). These methods, ascribed to the limitation
of most topic models, are nevertheless incapable
of producing phrase-level hashtags.

In this paper, we approach hashtag annotation
from a novel sequence generation framework. In
doing so, we enable phrase-level hashtags beyond
the target posts or the given candidates to be cre-
ated. Here, hashtags are first considered as a se-
quence of tokens (e.g., “#DeepLearning” as “deep
learning”). Then, built upon the success of se-
quence to sequence (seq2seq) model on language
generation (Sutskever et al., 2014), we present a
neural seq2seq model to generate hashtags in a
word-by-word manner. To the best of our knowl-
edge, we are the first to deal with hashtag annota-
tion in sequence generation architecture.

In processing microblog posts, one major chal-
lenge we might face is the limited features to be
encoded. It is mostly caused by the data spar-
sity exhibited in short and informal microblog
posts.2 To illustrate such challenge, Table 1 dis-
plays a sample Twitter post tagged with “#Au-
sOpen”, referring to Australian Open tennis tour-
nament. Only given the short post, it is difficult to
understand why it is tagged with “#AusOpen”, not
to mention that neither “aus” nor “open” appear in
the target post. In such a situation, how shall we
generate hashtags for a post with limited words?

To address the data sparsity challenge, we ex-
ploit conversations initiated by the target posts
to enrich their contexts. Our approach is bene-
fited from the nature that most messages in a con-
versation tend to focus on relevant topics. Con-
tent in conversations might hence provide con-
texts facilitating the understanding of the original
post (Chang et al., 2013; Li et al., 2015). The
effects of conversation contexts, useful on topic

2For instance, the eligible length of a post on Twitter or
Weibo is up to 140 characters.

modeling (Li et al., 2016, 2018) and keyphrase
extraction (Zhang et al., 2018), have never been
explored on microblog hashtag generation. To
show why conversation contexts are useful, we
display in Table 1 a conversation snippet formed
by some replies of the sample target post. As can
be seen, key content words in the conversation
(e.g., “Nadal”, “Tomic”, and “tennis”) are useful
to reflect the relevance of the target post to the
hashtag “#AusOpen”, because Nadal and Tomic
are both professional tennis players. Concretely,
our model employs a dual encoder (i.e., two en-
coders), one for the target post and the other for
the conversation context, to capture the represen-
tations from the two sources. Furthermore, to cap-
ture their joint effects, we employ the bidirectional
attention (bi-attention) (Seo et al., 2016) to ex-
plore the interactions between two encoders’ out-
puts. Afterward, an attentive decoder is applied to
generate the word sequence of the hashtag.

In experiments, we construct two large-scale
datasets, one from English platform Twitter and
the other from Chinese Weibo. Experimental re-
sults based on both information retrieval and text
summarization metrics show that our model gen-
erates hashtags closer to human-annotated ones
than all the comparison models. For example, our
model achieves 45.03% ROUGE-1 F1 on Weibo,
compared to 25.34% given by the state-of-the-
art classification-based method. Further compar-
isons with classification-based models show that
our model, in a sequence generation framework,
can better produce rare and even new hashtags.

To summarize, our contributions are three-fold:
•We are the first to approach microblog hashtag

annotation with sequence generation architecture.
• To alleviate data sparsity, we enrich context

for short target posts with their conversations and
employ a bi-attention mechanism for capturing
their interactions.
•Our proposed model outperforms state-of-the-

art models by large margins on two large-scale
datasets, constructed as part of this work.

2 Neural Hashtag Generation Model

In this section, we describe our framework shown
in Figure 1. There are two major modules: a dual
encoder to encode both target posts and their con-
versations with a bi-attention to explore their in-
teractions, and a decoder to generate hashtags.
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Figure 1: Our hashtag generation framework with a
dual encoder, including a post encoder and a conversa-
tion encoder, where a bi-attention (bi-att) distills their
salient features, followed by a merge layer to fuse them.
An attentive decoder generates the hashtag sequence.

Input and Output. Formally, given a target post
xp formulated as word sequence 〈xp1, xp2, ..., xp|xp|〉
and its conversation context xc formulated as word
sequence 〈xc1, xc2, ..., xc|xc|〉, where |xp| and |xc|
denote the number of words in the input target post
and its conversation, respectively, our goal is to
output a hashtag y represented by a word sequence
〈y1, y2, ..., y|y|〉. For training instances tagged
with multiple gold-standard hashtags, we copy
the instances multiple times, each with one gold-
standard hashtag following Meng et al. (2017). All
the input target posts, their conversations, and the
hashtags share the same vocabulary V .

Dual Encoder. To capture representations from
both target posts and conversation contexts, we de-
sign a dual encoder, composed of a post encoder
and a conversation encoder, each taking the xp and
xc as input, respectively.

For the post encoder, we use a bidirectional
gated recurrent unit (Bi-GRU) (Cho et al., 2014)
to encode the target post xp, where its embed-
dings e(xp) are mapped into hidden states hp =

〈hp1,hp2, ...,hp|xp|〉. Specifically, hpi = [
−→
hpi ;
←−
hpi ] is

the concatenation of forward hidden state
−→
hpi and

backward hidden state
←−
hpi for the i-th token:

−→
hpi = GRU(e(xpi ),

−−→
hpi−1), (1)

←−
hpi = GRU(e(xpi ),

←−−
hpi+1). (2)

Likewise, the conversation encoder converts con-
versations into hidden states hc via another Bi-
GRU. The dimensions of both hp and hc are d.

Bi-attention. To further distill useful represen-
tations from our two encoders, we employ the
bi-attention to explore the interactions between
the target posts and their conversations. The
adoption of bi-attention is inspired by Seo et al.
(2016), where the bi-attention was applied to ex-
tract query-aware contexts for machine compre-
hension. Our intuition is that the content con-
cerning the key points in target posts might have
their relevant words frequently appearing in their
conversation contexts, and vice versa. In general,
such content can reflect what the target posts fo-
cus on and hence effectively indicate what hash-
tags should be generated. For instance, in Ta-
ble 1, names of tennis players (e.g., “Azarenka”,
“Nadal”, and “Tomic”) are mentioned many times
in both target posts and their conversations, which
reveals why the hashtag is “#AusOpen”.

To this end, we first put a post-aware attention
on the conversation encoder with coefficients:

αcij =
exp(fscore(h

p
i ,h

c
j))∑|xc|

j′=1 exp(fscore(h
p
i ,h

c
j′))

, (3)

where the alignment score function
fscore(h

p
i ,h

c
j) = hpiWbi−atthcj captures the

similarity of the i-th word in the target post
and the j-th word in its conversation. Here
Wbi−att ∈ Rd×d is a weight matrix to be learned.
Then, we compute a context vector rc conveying
post-aware conversation representations, where
the i-th value is defined as:

rci =

|xc|∑

j=1

αcijh
c
j . (4)

Analogously, a conversation-aware attention on
post encoder is used to capture the conversation-
aware post representations as rp.

Merge Layer. Next, to further fuse representa-
tions distilled by the bi-attention on each encoder,
we design a merge layer, a multilayer perceptron
(MLP) activated by hyperbolic function:

vp = tanh(Wp[h
p; rc] + bp), (5)

vc = tanh(Wc[h
c; rp] + bc), (6)

where Wp,Wc ∈ Rd×2d and bp,bc ∈ Rd are
trainable parameters.

Note that either vp or vc conveys the informa-
tion from both posts and conversations, but with a
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different emphasis. Specifically, vp mainly retains
the contexts of posts with the auxiliary informa-
tion from conversations, while vc does the oppo-
site. Finally, vectors vp and vc are concatenated
and fed into the decoder for hashtag generation.

Decoder. Given the representations v = [vp;vc]
produced by our dual encoder with bi-attention,
we apply an attention-based GRU decoder to gen-
erate a word sequence y as the hashtag. The prob-
ability to generate the hashtag conditioned on a
target post and its conversation is defined as:

Pr(y|xp,xc) =

|y|∏

t=1

Pr(yt|y<t,xp,xc), (7)

where y<t refers to (y1, y2, ..., yt−1).
Concretely, when generating the t-th word in

hashtag, the decoder emits a hidden state vector
st ∈ Rd and puts a global attention over v. The
attention aims to exploit indicative representations
from the encoder outputs v and summarizes them
into a context vector ct defined as:

ct =

|xp|+|xc|∑

i=1

αdtivi, (8)

αdti =
exp(gscore(st,vi))∑|xp|+|xc|

i′=1 exp(gscore(st,vi′)
, (9)

where gscore(st,vi) = stWattvi is another align-
ment function (Watt ∈ Rd×d) to measure the sim-
ilarity between st and vi.

Finally, we map the current hidden state st of
the decoder together with the context vector ct to
a word distribution over the vocabulary V via:

Pr(yt|y<t,xp,xc) = softmax(Wv[st; ct]+bv),
(10)

which reflects how likely a word to be the t-th
word in the generated hashtag sequence. Here
Wv ∈ RV×2d and bv ∈ RV are trainable weights.

Learning and Inferring Hashtags. During the
training stage, we apply stochastic gradient de-
scent to minimize the loss function of our entire
framework, which is defined as:

L(Θ) = −
N∑

n=1

log(Pr(yn|xpn,xcn; Θ)). (11)

Here N is the number of training instances and Θ
denotes the set of all the learnable parameters.

Datasets # of Avg len Avg len Avg len # of tags
posts of posts of convs of tags per post

Twitter 44,793 13.27 29.94 1.69 1.14
Weibo 40,171 32.64 70.61 2.70 1.11

Table 2: Statistics of our datasets. Avg len of posts,
convs, tags refer to the average number of words in
posts, conversations, and hashtags, respectively.

Datasets |Tagset| P C P ∪ C
Twitter 4,188 2.72% 5.58% 7.69%
Weibo 5,027 8.29% 6.21% 12.52%

Table 3: Statistics of the hashtags. |Tagset|: the number
of distinct hashtags. P , C, and P ∪C: the percentage of
hashtags appearing in their corresponding posts, con-
versations, and the union set of them, respectively.

In hashtag inference, based on the produced
word distribution at each time step, word selection
is conducted using beam search. In doing so, we
generate a ranking list of output hashtags, where
the top K hashtags serve as our final output.

3 Experiment Setup

Here we describe how we set up our experiments.

Datasets and Statistic Analysis. Two large-
scale experiment datasets are newly collected from
popular microblog platforms: an English Twitter
dataset and a Chinese Weibo dataset. The Twit-
ter dataset was built based on the TREC 2011 mi-
croblog track.3 To recover the conversations, we
used Tweet Search API to fetch “in-reply-to” re-
lations in a recursive way. The Weibo dataset
was collected from January to August 2014 us-
ing Weibo Search API via searching messages
with the trending queries4 as keywords. For gold-
standard hashtags, we take the user-annotated
hashtags, appearing before or after a post, as the
reference.5 The statistics of our datasets are shown
in Table 2. We randomly split both datasets into
three subsets, where 80%, 10%, and 10% of the
data corresponds to training, development, and
test sets, respectively.

To further investigate how challenging our
problem is, we show some statistics of the hash-
tags in Table 3 and the distributions of hashtag
frequency in Figure 2. In Table 3, we observe

3https://trec.nist.gov/data/tweets/
4 http://open.weibo.com/wiki/Trends/
5Hashtags in the middle of a post are not considered here

as they generally act as semantic elements (Zhang et al.,
2016, 2018).
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Figure 2: Distribution of hashtag frequency. The hor-
izontal axis refers to the occurrence count of hashtags
(shown with maximum 50 and bin 5) and the vertical
axis denotes the data proportion.

the large size of hashtags in both datasets. More-
over, Figure 2 indicates that most hashtags only
appear a few times. Given such a large and im-
balanced hashtag space, hashtag selection from a
candidate list, as many existing methods do, might
not perform well. Table 3 also shows that only
a small proportion of hashtags appearing in their
posts, conversations, and either of them, making
it inappropriate to directly extract words from the
two sources to form hashtags.

Preprocessing. For tokenization and word seg-
mentation, we employed the tweet preprocessing
toolkit released by Baziotis et al. (2017) for Twit-
ter, and the Jieba toolkit6 for Weibo. Then, for
both Twitter and Weibo, we further take the fol-
lowing preprocessing steps: First, single-character
hashtags were filtered out for not being mean-
ingful. Second, generic tags, i.e., links, men-
tions (@username), and numbers, were replaced
with “URL” “MENTION”, and “DIGIT”, respec-
tively. Third, inappropriate replies (e.g., retweet-
only messages) were removed, and the remainder
were chronologically ordered to form a sequence
as conversation contexts. Last, a vocabulary was
maintained with the 30K and 50K most frequent
words, for Twitter and Weibo, respectively.

Comparisons. For experiment comparisons, we
first consider a weak baseline RANDOM that ran-
domly ranks hashtags seen from training data.
Two unsupervised baselines are also considered,
where words are ranked by latent topics induced
with the latent Dirichlet allocation topic model
(henceforth LDA), and by their TF-IDF scores
(henceforth TF-IDF). Here for TF-IDF scores, we
consider the N -gram TF-IDF (N ≤ 5). Besides,
we compare with supervised models below:
• EXTRACTOR: Following Zhang et al. (2018),

we extract phrases from target posts as hashtags

6https://pypi.python.org/pypi/jieba/

via sequence tagging and encode conversations
with memory networks (Sukhbaatar et al., 2015).
• CLASSIFIER: We compare with the state-of-

the-art model based on classification (Gong and
Zhang, 2016), where hashtags are selected from
candidates seen in training data. Here two versions
of their classifier are considered, one only taking a
target post as input (henceforth CLASSIFIER (post
only)) and the other taking the concatenation of a
target post and its conversation as input (hence-
forth CLASSIFIER (post+conv)).
• GENERATOR: A seq2seq generator (hence-

forth SEQ2SEQ) (Sutskever et al., 2014) is applied
to generate hashtags given a target post. We also
consider its variant augmented with copy mech-
anism (Gu et al., 2016) (henceforth SEQ2SEQ-
COPY), which has proven effective in keyphrase
generation (Meng et al., 2017) and also takes the
post as input. The proposed seq2seq with the bi-
attention to encode both the post and its conversa-
tion is denoted as OUR MODEL for simplicity.

Model Settings. We conduct model tunings on
the development set based on grid search, where
the hyper-parameters that give the lowest objec-
tive loss are selected. For the sequence genera-
tion models, the implementations are based on the
OpenNMT framework (Klein et al., 2017). The
word embeddings, with dimension set to 200, are
randomly initialized. For encoders, we employ
two layers of Bi-GRU cells, and for decoders, one
layer of GRU cell is used. The hidden size of all
GRUs is set to 300. In learning, we use the Adam
optimizer (Kingma and Ba, 2014) with the learn-
ing rate initialized to 0.001. We adopt the early-
stop strategy: the learning rate decreases by a de-
cay rate of 0.5 till either it is below 1e−6 or the
validation loss stops decreasing. The norm of gra-
dients is rescaled to 1 if the L2-norm > 1 is ob-
served. The dropout rate is 0.1 and the batch size
is 64. In inference, we set the beam-size to 20 and
the maximum sequence length of a hashtag to 10.

For CLASSIFIER and EXTRACTOR, lacking
publicly available codes, we reimplement the
models using Keras.7 Their results are reproduced
in their original experiment settings. For LDA, we
employ an open source toolkit lda.8

Evaluation Metrics. Popular information re-
trival evaluation metrics F1 scores at K (F1@K)

7https://keras.io/
8https://pypi.org/project/lda/

1628



Model Twitter Weibo
F1@1 F1@5 MAP RG-1 RG-4 F1@1 F1@5 MAP RG-1 RG-4

Baselines
RANDOM 0.37 0.63 0.89 0.56 0.16 0.43 0.67 0.97 2.14 1.13
LDA 0.13 0.25 0.35 0.60 - 0.10 0.86 0.94 3.89 -
TF-IDF 0.02 0.02 0.03 0.54 0.14 0.85 0.73 1.30 8.04 4.29
EXTRACTOR 0.44 - - 1.14 0.14 2.53 - - 7.64 5.20
State of the arts
CLASSIFIER (post only) 9.44 6.36 12.71 10.75 4.00 16.92 10.48 22.29 25.34 21.95
CLASSIFIER (post+conv) 8.54 6.28 12.10 10.00 2.47 17.25 11.03 23.11 25.16 22.09
GENERATORS
SEQ2SEQ 10.44 6.73 14.00 10.52 4.08 26.00 14.43 32.74 37.37 32.67
SEQ2SEQ-COPY 10.63 6.87 14.21 12.05 4.36 25.29 14.10 31.63 37.58 32.69
OUR MODEL 12.29* 8.29* 15.94* 13.73* 4.45 31.96* 17.39* 38.79* 45.03* 39.73*

Table 4: Comparison results on Twitter and Weibo datasets (in %). RG-1 and RG-4 refer to ROUGE-1 and
ROUGE-SU4 respectively. The best results in each column are in bold. The “*” after numbers indicates signifi-
cantly better results than all the other models (p < 0.05, paired t-test). Higher values indicate better performance.

and mean average precision (MAP) scores (Man-
ning et al., 2008) are reported. Here, different K
values are tested on F1@K and result in a similar
trend, so only F1@1 and F1@5 are reported. MAP
scores are also computed given the top 5 outputs.
Besides, as we consider a hashtag as a sequence of
words, ROUGE metrics for summarization evalu-
ation (Lin, 2004) are also adopted. Here, we use
ROUGE F1 for the top-ranked hashtag prediction
computed by an open source toolkit pythonrouge,9

with Porter stemmer used for English tweets. For
Weibo posts, scores calculated at the Chinese char-
acter level following Li et al. (2018). We report the
average scores for multiple gold-standard hashtags
on ROUGE evaluation.

4 Experimental Results

In this section, we first report the main compari-
son results in Section 4.1, followed by an in-depth
comparative study between classification and se-
quence generation models in Section 4.2. Further
discussions are then presented to analyze our su-
periority and errors in Section 4.3.

4.1 Main Comparison Results
Table 4 reports the main comparison results. For
CLASSIFIER, their outputs are ranked according to
the logits after a softmax layer. For EXTRAC-
TOR, it is unable to produce ranked hashtags and
thus no results are reported for F1@5 and MAP.
For LDA, as it cannot generate bigram hashtags,
no results are presented for ROUGE-SU4. In gen-
eral, we have the following observations:

9https://github.com/tagucci/
pythonrouge

• Hashtag annotation is more challenging for
Twitter than Weibo. Generally, all models per-
form worse on Twitter measured by different met-
rics. The intrinsic reason is the essential lan-
guage difference between English and Chinese mi-
croblogs. English allows higher freedom in writ-
ing, resulting in more variety in Twitter hash-
tags (e.g., abbreviations are prominent like “aus”
in “#AusOpen”). For statistical reasons, Twitter
hashtags are more likely to be absent in either
posts or conversations (Table 3), and have a more
severe imbalanced distribution (Figure 2).
• Topic models and extractive models are inef-

fective for hashtag annotation. The poor perfor-
mance of all baseline models indicates that hash-
tag annotation is a challenging problem. LDA
sometimes performs even worse than RANDOM

due to its inability to produce phrase-level hash-
tags. For extractive models, both TF-IDF and EX-
TRACTOR fail to achieve good results. It is be-
cause most hashtags are absent in target posts,
as we see in Table 3 that only 2.72% hashtags
on Twitter and 8.29% on Weibo appear in target
posts. This confirms that extractive models, re-
lying on word selection from target posts, cannot
well fit the hashtag annotation scenario. For the
same reason, copy mechanism fails to bring no-
ticeable improvements for the seq2seq generator
on both datasets.
• Sequence generation models outperform

other counterparts. When comparing GENERA-
TORS with other models, we find the former uni-
formly achieve better results, showing the superi-
ority to produce hashtags with sequence genera-
tion framework. Classification models, though as
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the state of the art, expose their inferiority as they
select labels from the large and imbalanced hash-
tag space (reflected in Table 3 and Figure 2).
• Conversations are useful for hashtag gen-

eration. Among the sequence generation mod-
els, OUR MODEL achieves the best performance
across all the metrics. The observation indicates
the usefulness of bi-attention in exploiting the
joint effects of target posts and their conversations,
which further helps in identifying indicative fea-
tures from both sources for hashtag generation.
However, interestingly, incorporating conversa-
tions fails to boost the classification performance.
The reason why OUR MODEL better exploits con-
versations than CLASSIFIER (post+conv) might be
that we can attend the indicative features when de-
coding each word in the hashtag, which is however
not possible for classification models (considering
hashtags to be inseparable).

4.2 Classification vs. Generation

From Table 4, we observe that the classifiers out-
perform topic models and extractive models by
a large margin but exhibit generally worse re-
sults than sequence generation models. Here, we
present a thorough study to compare hashtag clas-
sification and generation. Four models are se-
lected for comparison: two classifiers, CLASSI-
FIER (post only) and CLASSIFIER (post+conv),
and two sequence generation models, SEQ2SEQ

and OUR MODEL. Below, we explore how they
perform to predict rare and new hashtags.

Rare Hashtags. According to the hashtag dis-
tributions in Figure 2, we can see a large propor-
tion of hashtags appearing only a few times in
the data. To study how models perform to pre-
dict such hashtags, in Figure 3, we display their
F1@1 scores in inferring hashtags with varying
frequency. The lower F1 score on less frequent
hashtags indicates the difficulty to yield rare hash-
tags. The reason probably comes from the overfit-
ting issue caused by limited data to learn from.

We also observe that sequence generation mod-
els achieve consistently better F1@1 scores on
hashtags with varying sparsity degree, while clas-
sification models suffer from the label sparsity is-
sue and obtain worse results. The better perfor-
mance of the former might result from the word-
by-word generation manner in hashtag generation,
which enables the internal structure of hashtags
(how words form a hashtag) to be exploited.
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Figure 3: F1@1 on Twitter (the left subfigure) and
Weibo (the right subfigure) in inferring hashtags with
varying frequency. In each subfigure, from left to right
shows the results of CLASSIFIER (post only), CLASSI-
FIER (post+conv), SEQ2SEQ, and OUR MODEL. Gen-
eration models consistently perform better.

New Hashtags. To further explore the extreme
situation where hashtags are absent in the training
set, we experiment to see how models perform in
handling new hashtags. To this end, we addition-
ally collect instances tagged with hashtags absent
in training data and construct an external test set,
with the same size as our original test set. Consid-
ering that classifiers will never predict unseen la-
bels, to ensure comparable performance, we only
adopt summarization metrics here for evaluation
and report ROUGE-1 F1 scores in Table 5.

As can be seen, creating unseen hashtags is a
challenging task, where unsurprisingly, all mod-
els perform poorly on this task. Nevertheless, se-
quence generation models perform much better on
both datasets, e.g., at least 6.5x improvements over
classification models observed on Weibo dataset.
For Twitter dataset, the improvements are not that
large, which confirms again that hashtag annota-
tion on Twitter is more difficult due to the nois-
ier data characteristics. In particular, compared
to SEQ2SEQ, OUR MODEL achieves an additional
performance gain in producing new hashtags by
leveraging conversations with the bi-attention.

Model Twitter Weibo
CLASSIFIER (post only) 1.15 1.65
CLASSIFIER (post+conv) 1.13 1.52
SEQ2SEQ 1.33 10.84
OUR MODEL 1.48 12.55

Table 5: ROUGE-1 F1 scores (%) in producing unseen
hashtags. Best results are in bold.

4.3 Further Discussions on Our Model
To further analyze our model, we conduct a quan-
titative ablation study, a qualitative case study, and
an error analysis. We then discuss them in turn.
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Ablation Study. We report the ablation study
results in Table 6 to examine the relative con-
tributions of the target posts and the conversa-
tion contexts. To this end, our model is com-
pared with its five variants below: SEQ2SEQ

(post only), SEQ2SEQ (conv only), and SEQ2SEQ

(post+conv), using standard seq2seq to generate
hashtags from their target posts, conversation con-
texts, and their concatenation, respectively; OUR

MODEL (post-att only) and OUR MODEL (conv-att
only), whose decoder only takes vp and vc defined
in Eq. (5) and Eq. (6), respectively. The results
show that solely encoding target posts is more
effective than modeling the conversations alone,
but exploring their joint effects can further boost
the performance, especially combined with a bi-
attention mechanism over them.

Model Twitter Weibo
SEQ2SEQ (post only) 10.44 26.00
SEQ2SEQ (conv only) 6.27 18.57
SEQ2SEQ (post + conv) 11.24 29.85
OUR MODEL (post-att only) 11.18 28.67
OUR MODEL (conv-att only) 10.61 28.06
OUR MODEL (full) 12.29 31.96

Table 6: F1@1 scores (%) for our variants.

Case Study. We further present a case study on
the target post shown in Table 1, where the top five
outputs of some comparison models are displayed
in Table 7. As can be seen, only our model suc-
cessfully generates “aus open”, the gold standard.
Particularly, it not only ranks the correct answer as
the top prediction, but also outputs other seman-
tically similar hashtags, e.g., sport-related terms
like “bbc football”, “arsenal”, and “murray”. On
the contrary, CLASSIFIER and SEQ2SEQ tend to
yield frequent hashtags, such as “just saying” and
“jan 25”. Baseline models also perform poorly:
LDA produces some common single word, and
TF-IDF extracts phrases in the target post, where
the gold-standard hashtag is however absent.

Model Top five outputs
LDA found; stated; excited; card; apparently
TF-IDF inappropes; umpire; woman need;

azarenka woman; the umpire
CLASSIFIER fail; facebook; just saying; quote; pro

choice
SEQ2SEQ fail; jan 25; yr; eastenders; facebook
OUR

MODEL

aus open ; bbc football ; bbc aus ; ar-
senal ; murray

Table 7: Model outputs for the target post in Table 1.
“aus open” matches the gold-standard hashtag.

To analyze why our model obtains superior re-
sults in this case, we display the heatmap in Fig-
ure 4 to visualize our bi-attention weight matrix
Wbi−att. As we can see, bi-attention can identify
the indicative word “Azarenka” in the target post,
via highlighting its other pertinent words in con-
versations, e.g., “Nadal” and “tennis”. In doing
so, salient words in both the post and its conversa-
tions can be unveiled, facilitating the correct hash-
tag “aus open” to be generated.

Figure 4: Visualization of bi-attention given the input
case in Table 1. The horizontal axis denotes a snippet
of a truncated conversation. The vertical axis shows the
target post. Salient words are highlighted.

Error Analysis. Taking a closer look at our out-
puts, we find that one type of major errors comes
from the unmatched outputs with gold standards,
even as a close guess. For example, our model pre-
dicts “super bowl” for a post tagged with “#steel-
ers”, a team in super bowl. In future work, the
semantic similarity should be considered in hash-
tag evaluation. Another primary type of error is
caused by the non-topic hashtags, such as “#fb”
(indicating the messages forwarded from Face-
book). Such non-topic hashtags cannot reflect any
content information from target posts and should
be distinguished from topic hashtags in the future.

5 Related Work

Our work mainly builds on two streams of pre-
vious work — microblog hashtag annotation and
neural language generation.

We are in the line of microblog hashtag annota-
tion. Some prior work extracts phrases from target
posts with sequence tagging models (Zhang et al.,
2016, 2018). Another popular approach is to ap-
ply classifiers and select hashtags from a candidate
list (Heymann et al., 2008; Weston et al., 2014;
Sedhai and Sun, 2014; Gong and Zhang, 2016;
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Huang et al., 2016; Zhang et al., 2017). Unlike
them, we generate hashtags with a language gen-
eration framework, where hashtags in neither the
target posts nor the pre-defined candidate list can
be created. Topic models are also widely applied
to induce topic words as hashtags (Krestel et al.,
2009; Ding et al., 2012; Godin et al., 2013; Gong
et al., 2015; Zhang et al., 2016). However, these
models are usually unable to produce phrase-level
hashtags, which can be achieved by ours via gen-
erating hashtag word sequences with a decoder.

Our work is also closely related to neural
language generation, where the encoder-decoder
framework (Sutskever et al., 2014) acts as a
springboard for many sequence generation mod-
els. In particular, we are inspired by the keyphrase
generation studies for scientific articles (Meng
et al., 2017; Ye and Wang, 2018; Chen et al., 2018,
2019), incorporating word extraction and genera-
tion using a seq2seq model with copy mechanism.
However, our hashtag generation task is inherently
different from theirs. As we can see from Table 4,
it is suboptimal to directly apply keyphrase gener-
ation models on our data. The reason mostly lies
in the informal language style of microblog users
in writing both target posts and their hashtags. To
adapt our model on microblog data, we explore the
effects of conversation contexts on hashtag gener-
ation, which has never been studied in any prior
work before.

6 Conclusion

We have presented a novel framework of hash-
tag generation via jointly modeling of target posts
and conversation contexts. To this end, we have
proposed a neural seq2seq model with bi-attention
over a dual encoder for capturing indicative repre-
sentations from the two sources. Experimental re-
sults on two newly collected datasets have demon-
strated that our proposed model significantly out-
performs existing state-of-the-art models. Further
studies have shown that our model can effectively
generate rare and even unseen hashtags.
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Abstract
Visual modifications to text are often used
to obfuscate offensive comments in social
media (e.g., “!d10t”) or as a writing style
(“1337” in “leet speak”), among other scenar-
ios. We consider this as a new type of ad-
versarial attack in NLP, a setting to which hu-
mans are very robust, as our experiments with
both simple and more difficult visual perturba-
tions demonstrate. We investigate the impact
of visual adversarial attacks on current NLP
systems on character-, word-, and sentence-
level tasks, showing that both neural and non-
neural models are, in contrast to humans, ex-
tremely sensitive to such attacks, suffering per-
formance decreases of up to 82%. We then
explore three shielding methods—visual char-
acter embeddings, adversarial training, and
rule-based recovery—which substantially im-
prove the robustness of the models. How-
ever, the shielding methods still fall behind
performances achieved in non-attack scenarios,
which demonstrates the difficulty of dealing
with visual attacks.

1 Introduction
For humans, visual similarity can play a decisive
role for assessing the meaning of characters. Some
evidence for these are: the frequent swapping of
similar looking characters in Internet slang or abu-
sive comments, creative trademark logos, and at-
tack scenarios such as domain name spoofing (see
examples in Table 1).

Recently, some NLP systems have exploited vi-
sual features to capture visual relationships among
characters in compositional writing systems such
as Chinese or Korean (Liu et al., 2017). How-
ever, in more general cases, current neural NLP
systems have no built-in notion of visual charac-
ter similarity. Rather, they either treat characters
as discrete units forming a word or they represent
characters by randomly initialized embeddings and

Internet slang writing style n00b,w!k!p3d!4, 1337
Toxic comments pi§§, ,iggersמּ ḟucking
Trademark logos/artwork
Domain name spoofing http://wíkipedia.org

Table 1: Examples of text in which characters have been
changed to visually similar ones.

update them during training—typically in order
to generate a character-based word representation
that is robust to morphological variation or spelling
mistakes (Ma and Hovy, 2016). Intriguingly, this
marked distinction between human and machine
processing can be exploited as a blind spot of NLP
systems. For example, spammers might send mali-
cious emails or post toxic comments to online dis-
cussion forums (Hosseini et al., 2017) by visually
‘perturbing’ the input text in such a way that it is
still easily recoverable by humans.

The issue of exposing and addressing the weak-
nesses of deep learning models to adversarial in-
puts, i.e., perturbed versions of original input sam-
ples, has recently received considerable attention.
For instance, Goodfellow et al. (2015) showed that
small perturbations in the pixels of an image can
mislead a neural classifier to predict an incorrect
label for the image. In NLP, Jia and Liang (2017)
inserted grammatically correct but semantically ir-
relevant paragraphs to stories to fool neural read-
ing comprehension models. Singh et al. (2018)
showed significant drops in the performance of
neural models for question answering when using
simple paraphrases of the original questions.

Unlike previous NLP attack scenarios, visual at-
tacks, i.e., the exchange of characters in the input
with visually similar alternatives, have the follow-
ing ‘advantages’: 1) They do not require any lin-
guistic knowledge beyond the character level, mak-
ing the attacks straightforwardly applicable across
languages, domains, and tasks. 2) They are al-
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legedly less damaging to human perception and un-
derstanding than, e.g., syntax errors or the inser-
tion of negations (Hosseini et al., 2017). 3) They
do not require knowledge of the attacked model’s
parameters or loss function (Ebrahimi et al., 2018).

In this work, we investigate to what extent re-
cent state-of-the-art (SOTA) deep learning models
are sensitive to visual attacks and explore various
shielding techniques. Our contributions are:

• We introduce VIPER, a Visual Perturber that
randomly replaces characters in the input with
their visual nearest neighbors in a visual em-
bedding space.

• We show that the performance of SOTA deep
learning models substantially drops for vari-
ous NLP tasks when attacked by VIPER. On
individual tasks (e.g., Chunking) and attack
scenarios, our observed drops are up to 82%.

• We show that, in contrast to NLP systems, hu-
mans are only mildly or not at all affected by
visual perturbations.

• We explore three methods to shield from
visual attacks, viz., visual character embed-
dings, adversarial training (Goodfellow et al.,
2015), and rule-based recovery. We quantify
to which degree and in which circumstances
these are helpful.

We point out that integrating visual knowledge
with deep learning systems, as our visual character
embeddings do, aims to make NLP models behave
more like humans by taking cues directly from sen-
sory information such as vision.1

2 Related Work
Our work connects to two strands of literature: ad-
versarial attacks and visually informed character
embeddings.

Adversarial Attacks are modifications to a clas-
sifier’s input, that are designed to fool the system
into making an incorrect decision, while the orig-
inal meaning is still understood by a human ob-
server. Different forms of attacks have been stud-
ied in NLP and computer vision (CV), including
at a character, syntactic, semantic and, in CV, the
visual level. Ebrahimi et al. (2018) propose a char-
acter flipping algorithm to generate adversarial ex-
amples and use it to trick a character-level neural

1Code and data available from https://github.com/
UKPLab/naacl2019-like-humans-visual-attacks

classifier. They show that the accuracy decreases
significantly after a few manipulations if certain
characters are swapped. Their character flipping
approach requires very strong knowledge in the
form of the attacked networks’ gradients in a so-
called white box attack setup. Chen et al. (2018)
find that reading comprehension systems often ig-
nore important question terms, thus giving incor-
rect answers when these terms are replaced. Be-
linkov and Bisk (2018) show that neural machine
translation systems break for all kinds of noise to
which humans are robust, such as reordering char-
acters in words, keyboard typos and spelling mis-
takes. Alzantot et al. (2018) replace words by syn-
onyms to fool text classifiers. Iyyer et al. (2018)
reorder sentences syntactically to generate adver-
sarial examples.

In contrast to those related works which perform
attacks on the character level, our attacks allow per-
turbation of any character in a word while poten-
tially minimizing impairment for humans. For ex-
ample, the strongest attack in Belinkov and Bisk
(2018) is random shuffling of all characters, which
is much more difficult to restore for humans.

To cope with adversarial attacks, adversarial
training (Goodfellow et al., 2015) has been pro-
posed as a standard remedy in which training data
is augmented with data that is similar to the data
used to attack the neural classifiers. Rodriguez and
Rojas-Galeano (2018) propose simple rule-based
corrections to address a limited number of attacks,
including obfuscation (e.g., “idiots” to “!d10ts”)
and negation (e.g., “idiots” to “NOT idiots”). Most
other approaches have been explored in the context
of CV, such as adding a stability objective during
training (Zheng et al., 2016) and distillation (Pa-
pernot et al., 2016). However, methods to increase
the robustness in CV have been shown to be less ef-
fective against more sophisticated attacks (Carlini
and Wagner, 2017).

Visual Character Embeddings were originally
proposed to address large character vocabularies
in ‘compositional’ languages like Chinese and
Japanese. Shimada et al. (2016) and Dai and Cai
(2017) employ a convolutional autoencoder to gen-
erate image-based character embeddings (ICE) for
Japanese and Chinese text and show improvement
on author and publisher identification tasks. Sim-
ilarly, Liu et al. (2017) create ICEs from a CNN
and show that ICEs carry more semantic content
and are more suitable for rare characters. However,
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existing work on visual character embeddings has
not used visual information to attack NLP systems
or to them.

3 Approach
To investigate the effects of visual attacks and pro-
pose methods for shielding, we introduce 1) a vi-
sual text perturber, 2) three character embedding
spaces, and 3) methods for obtaining word embed-
dings from character embeddings, used as input
representations in some of our experiments.

3.1 Text perturbations
Our visual perturber VIPER disturbs an input text
in such a way that (ideally) it is still readable by
humans but causes NLP systems to fail blatantly.
We parametrize VIPER by a probability p and a
character embedding space, CES:2 For each char-
acter c in the input text a flip decision is made (i.i.d.
Bernoulli distributed with probability p), and if a
replacement takes place, one of up to 20 nearest
neighbors in the CES is chosen.3 Thus, we denote
VIPER as taking two arguments:

VIPER = VIPER(p,CES).

Note that VIPER is a black-box attacker as it does
not require any knowledge of the attacked system.
It would also be possible to design a more intel-
ligent perturber that only disturbs content words
(or “hot” words), similar to Ebrahimi et al. (2018),
but this would increase the difficulty for realizing
VIPER as a black-box attacker because different
types of hot words may be relevant for different
tasks.

3.2 Character Embeddings
We consider three different character embedding
spaces. The first is continuous, assigning each
character a dense 576 dimensional representation,
which allows, e.g., for computing cosine similar-
ities between any two characters as well as near-
est neighbors for each input character. The other
two are discrete and merely used as arguments
to VIPER. Thus, they are only required to spec-
ify nearest neighbors for standard input characters.
For them, each character c in a selected range (e.g.,
standard English alphabet a-zA-Z) is assigned a set

2CES may be any ‘embedding space’ that can be used to
identify the nearest neighbors of characters.

3The probability of choosing one of the 20 neighbors of c
is proportional to its distance to c.

of nearest neighbors, and all nearest neighbors are
equidistant to c. All three CES carry visual infor-
mation, i.e., nearest neighbors are visually similar
to the character in question. For practical reasons,
we limit all our perturbations to the first 30k Uni-
code characters throughout.

Image-based character embedding space
(ICES) provides a continuous image-based char-
acter embedding (ICE) for each Unicode character.
We retrieve a 24×24 image representation of the
character (using Python’s PIL library), then stack
the rows of this matrix (with entries between 0
and 255) to form a 24 · 24 = 576 dimensional
embedding vector.

Description-based character embedding space
(DCES) is based on the textual descriptions of
Unicode characters. We first obtain descriptions of
each character from the Unicode 11.0.0 final names
list (e.g., latin small letter a for the character
‘a’). Then we determine a set of nearest neighbors
by choosing all characters whose descriptions re-
fer to the same letter in the same case, e.g., an al-
ternative to latin small letter a is latin small
letter a with grave as it contains the keywords
small and a.

Easy character embedding space (ECES) pro-
vides manually selected simple visual perturba-
tions. It contains exactly one nearest neighbor for
each of the 52 characters a-zA-Z, chosen as a dia-
critic below or above a character, such as ĉ for the
character c.

Differences between the CESs The three em-
bedding spaces play different roles in our experi-
ments. We use ICES as character representations
in deep learning systems. DCES and ECES are
used as input to VIPER to perturb our test data.4
ECES models a ‘minimal perturbance with maxi-
mal impact’ scenario: we assume that ECES per-
turbations do not or only minimally affect human
perception but may still have a large impact upon
NLP systems. Indeed, we could have chosen an
even simpler embedding space, e.g., by consider-
ing visually identical characters in different alpha-
bets, such as the Cyrillic ‘a’ (Unicode 1072) for a
Latin ‘a’ (Unicode 97). DCES is a more difficult

4We do not attack with ICES because we also shield with
ICES and this would be a (very unrealistic) white box defense
scenario. Besides, ICES is also more difficult to restore for
humans (see below), making it less desirable for an attacker.
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test-bed designed for evaluating our approaches un-
der more realistic conditions with more varied and
stronger attacks.

Table 2 exemplifies the differences between
ICES, DCES, and ECES by comparing the nearest
neighbors of a given character. As expected, ICES
contains neighbors of characters which are merely
visually similar without representing the same un-
derlying character (such as Λ as a neighbor of A,
or ⅼ as a neighbor of i). In contrast, DCES some-
times has neighbors with considerable visual dis-
similarity to the original character such as Cyrillic
small letter i (и) which rather resembles a mirror-
inverted n. The overlap between ICES and DCES
is modest: out of 20 neighbors, a character has
on average only four to five common neighbors in
ICES and DCES.

3.3 Word Embeddings
Most neural NLP architectures encode text either
on a character or word level. For the latter, word
embeddings are needed. In this work, we use the
ELMo architecture (Peters et al., 2018) to obtain
(contextualized) word embeddings based on char-
acters, i.e., there exists no fixed vocabulary and
there will be no (word-level) out-of-vocabulary is-
sues due to perturbation. In the following, we out-
line our ELMo variant and a visual extension that
includes visual signals from the input characters.

SELMo: ELMo as proposed by Peters et al.
(2018) first retrieves embeddings for every charac-
ter in the input, which are learned as part of the net-
work. ELMo then infers non-contextualized word
embeddings by applying CNNs over all character
embeddings in a word. Two layers of a deep bidi-
rectional language model further process the word
embeddings in their local sentential context and
output contextualized word embeddings.

We slightly extend ELMo to include character
embeddings for the first 30k Unicode characters
(instead of the default 256). We call this variant
SELMo (“Standard ELMo”). It is worth point-
ing out that the learned character embeddings of
SELMo carry almost no visual information, as il-
lustrated in Table 2. That is, except for a few
very standard cases, nearest neighbors of charac-
ters do not visually resemble the orginal characters,
even when trained on the 1 billion word benchmark
(Chelba et al., 2013).5

5We believe SELMo nearest neighbors are more likely to
be Chinese/Japanese/Korean (CJK) characters because these

VELMo: To obtain a visually informed variant
of ELMo, we replace learned character embed-
dings with the ICEs and keep the character embed-
dings fixed during training. This means that during
training, the ELMo model learns to utilize visual
features of the input, thus potentially being more
robust against visual attacks. We call this variant
VELMo (“Visually-informed ELMo”).

To keep training times of SELMo and VELMo
feasible, we use an output dimensionality of 512
instead of the original ELMo’s 1024d output. Our
detailed hyperparameter setup is given in §A.1.

4 Human annotation experiment
We asked 6 human annotators, university employ-
ees and students with native or near-native English
language skills, to recover the original underlying
English sentences given some perturbed text (data
taken from the POS tagging and Chunking tasks,
see Table 4). We considered different conditions:

(i) clean: VIPER(0,_), i.e., no perturbation;
(ii) VIPER(p, ICES) for p = 0.2,0.4,0.6,0.8;
(iii) VIPER(p,DCES) for p = 0.2,0.4,0.6,0.8;
(iv) easy: VIPER(p,ECES) for p = 0.4,0.8.

For each condition, we used 60-120 sentences,
where at most 20 sentences of one condition were
given to an annotator. Examples of selected con-
ditions are shown in Table 3. Our rationale for in-
cluding this recovery task is to test robustness of
human perception under (our) visual perturbations.
We focus on recovery instead of an extrinsic task
such as POS because the latter would have required
expert/trained annotators.

We evaluate by measuring the normalized edit
distance between the recovered sentence and the
underlying original, averaged over all sequence
pairs and all human annotators. We normalize by
the maximum lengths of the two sequences. In our
case, this metric can be interpreted as the fraction
of characters that have been, on average, wrongly
recovered by human annotators. We refer to the
metric as “error rate”.

Results are shown in Figure 1. In easy, there is
almost no difference between perturbation levels
p = 0.4 and p = 0.8, so we merge the two condi-
tions.

Humans make copy mistakes even when the in-
put is not perturbed, as evidenced by a positive

nearest neighbors are largely random and there are far more
CJK characters in our subset of Unicode.
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Input ICES DCES ECES SELMo
e е ẹ ė ȩ є ē ę ḛ ё ë ĕ ɝ ǝ ɜ ē ě ȩ ɛ è ë ê é䟘 ০㣥 ፔ ቼ ҫ↙㈘垀
i і ⅰ ị ӏ ⅼ l ļ ا į ḷ ĭ ѝ ȉ і ī ǐ ɪ й í ĩ î í ⦙嚫檯爗䈁炾娞䐊>䆳
A А Α Ạᾼ Ḁ Ἀ Ἁᾈ Λ Ʌ Ā Ӑ Ǟ А Å Ǎ Ȁ Ⱥ Á Ä Â 椖溷曑呭 ⒏敮瀄 ͅ唋⽤

Table 2: Ten nearest neighbors in our different character spaces. ‘SELMo’ refers to the nearest neighbors of the
trained character embeddings in SELMo.

Condition Sentences (Perturbed / Original)

easy-0.8 Ḿř. Ĉôḟfêê iŝ â ṕřôfêŝsoř âẗ Ĉôᶅǔḿḃîâ Ĺâẘ Ŝcĥôôᶅ .
Mr. Coffee is a professor at Columbia Law School .

ICES-0.6 Tṇẽ sḫսŧḋown a|fёςṱэ Э‚0ð0 wòřkếrs ḁng иllإ ͼũt óũṱpuէ ɓỳ apouț 4⁁ЗẒ0 câŗṣ :
The shutdown affects 3,000 workers and will cut output by about 4,320 cars .

DCES-0.8 Ƭʰe śƫōcƙ ɽeco⒱ɝʶȅd ṡøɯǝẅḩât ᵗö ᶂȋņìṣḣ 1 1/4 ᶪòwɇʶ áƭ 26 1/4 .
The stock recovered somewhat to finish 1 1/4 lower at 26 1/4 .

Table 3: Examples of perturbed sentences and underlying originals.

easy clean .2 .4 .6 .8
Perturbation level p

0

2

4

6

8

Er
ro

r r
at

e 
in

 %

DCES
ICES

Figure 1: Human annotation experiment. Error bars in-
dicate std. across annotators. For easy, we merge the
cases p = 0.4/0.8.

error rate in clean. Such mistakes are typically
misspellings or the wrong type of quotation marks
(” vs. “). We observe a slightly higher error rate
in easy than in clean. However, on average 75%
of all sentences are (exactly) correctly recovered in
easy while this number is lower (72.5%) in clean.
By chance, clean contains fewer sentences with
quotation marks than easy, for which a copy mis-
take was more likely. This may explain easy’s
higher error rate.

As we increase the perturbation level, the er-
ror rate increases consistently for DCES/ICES. It
is noteworthy that DCES perturbations are easier
to parse for humans than ICES perturbations. We
think this is because DCES perturbations always
retain a variant of the same character, while ICES

may also disturb one character to another character
(such as h to b). Another explanation is that ICES,
unlike DCES and ECES, also disturbs numbers and
punctuation. Numbers, especially, are more diffi-
cult to recover. However, even at 80% disturbance
level, humans can, on average, correctly recover at
least 93% of all characters in the input text in all
conditions.

In summary, humans appear very good at under-
standing visual perturbations, and are almost per-
fectly robust to the easy perturbations of ECES.
Since adversarial attacks should have minimal im-
pact on humans (Szegedy et al., 2014), the good
performance of humans especially on ECES and
DCES makes these two spaces ideal candidates for
attacks on NLP systems.

5 Computational Experiments
We now evaluate the capabilities of SOTA neural
network models to deal with visual attacks in four
extrinsic evaluation tasks described in §5.1 and il-
lustrated in Table 4. Hyperparameters of all our
models are given in §A.2. We first examine the
robustness of all architectures to visual perturba-
tions in §5.2 and then evaluate different shielding
approaches in §5.3.

5.1 Tasks
G2P: As our first task, we consider the character-
level task of grapheme-to-phoneme (G2P) conver-
sion. It consists of transcribing a character in-
put stream into a phonetic representation. As
our dataset, we choose the Combilex pronuncia-
tion dataset of American English (Richmond et al.,
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Task Task Type Input Target / Label(s) Train/Dev/Test
G2P char-lvl ẉṙḛŧϲhȩđlȳ r E < @ d 5 i 5K/1K/1K
POS word-lvl . . . exᴛêŉᶁíng itŝ contraᶝẗ . . . . . . VBG PRP NN . . . 212K/44K/47K
Chunking word-lvl . . . exᴛêŉᶁíng itŝ contraᶝẗ . . . . . . B-VP B-NP I-NP . . . 212K/44K/47K
Toxic Comments sent-lvl Ḟǔĉǩ ôḟḟ , yoǔ âňtî - ŝeḿîẗîĉ ĉǔňẗ . toxic, obscene, insult 149K/10K/64K

Table 4: NLP tasks considered in this work, along with (perturbed) examples and data split statistics.

2009). We frame G2P as a sequence tagging task.
To do so, we first hard-align input and output
sequences using a 1-0,1-1,1-2 alignment scheme
(Schnober et al., 2016) in which an input character
is matched with zero, one, or two output characters.
Once this preprocessing is done, input and output
sequences have equal lengths and we can apply a
standard BiLSTM on character-level to the aligned
sequences (Reimers and Gurevych, 2017).

POS & Chunking: We consider two word-level
tasks. POS tagging associates each token with
its corresponding word class (e.g., noun, adjec-
tive, verb). Chunking groups words into syntac-
tic chunks such as noun and verb phrases (NP
and VP), assigning a unique tag to each word,
which encodes the position and type of the syn-
tactic constituent, e.g., begin-noun-phrase (B-NP).
We use the training, dev and test splits provided by
the CoNLL-2000 shared task (Sang and Buchholz,
2000) and use the same BiLSTM architecture as
above with SELMo/VELMo embeddings.

Toxic comment (TC) classification: A very re-
alistic use case for adversarial attacks is the toxic
comment classification task. One could easily
think of a scenario where a person with malicious
intent explicitly aims to fool automated methods
for detecting toxic comments or insults by obfus-
cating text with non-standard characters that are
still human-readable. We conduct experiments
on the TC classification task provided by Kag-
gle.6 It is a multi-label sentence classification
task with six classes, i.e., toxic, severe toxic, ob-
scene, threat, insult, identity hate. We use average
SELMo/VELMo embeddings as input to an MLP.

5.2 VIPER attacks
In Figure 2, we plot how various SOTA systems de-
grade as we perturb the test data using DCES. We
do not only include our own systems, but also ex-
isting SOTA models: Marmot (Müller et al., 2013)

6https://www.kaggle.com/c/jigsaw-toxic-comment-
classification-challenge/
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Figure 2: Degradation of SOTA systems for different
perturbation levels when attacked by VIPER(p,DCES).
The colored regions show how the performance of other
SOTA systems relate to ours (i.e., they all suffer from
similar degradation).

and Stanford POS tagger (SPT) (Manning et al.,
2014). Marmot is a feature-based POS tagger and
trained on our data splits. SPT is a bi-directional
dependency network tagger that mostly employs
lexical features. For SPT, we used the pretrained
English model provided by the toolkit. Further, we
include a FastText TC classifier which has achieved
SOTA performance.7 We additionally experiment
with word level dependency embeddings for POS
tagging and TC classification (Komninos and Man-
andhar, 2016).

To compare the performance of different tasks,
Figure 2 shows scores computed by:

s∗(p) =
s(p)

s(0)
,

where p is the perturbation level and s(p) is the
score for each task at p, measured in edit distance
for G2P, accuracy for POS tagging, micro-F1 for
chunking, and AUCROC for TC classification. We
invert the scores g of G2P by 1/g since lower
scores are better for edit distance. Thus, s∗(0) is
always 1 and s∗(p) is the relative performance com-
pared to the clean case of no perturbations.

We see that all systems degrade considerably.
For example, all three POS taggers have a perfor-
mance of below 60% of the clean score when 40%

7https://www.kaggle.com/yekenot/pooled-gru-fasttext
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of the input characters are disturbed. Chunking de-
grades even more strongly, and G2P has the highest
drop: 10% perturbation level causes a 40% perfor-
mance deterioration. This may be because G2P is
a character-level task and the perturbation of a sin-
gle character is analogous to perturbing a complete
word in the word-level tasks. Finally, TC classifica-
tion degrades least, i.e., only at p = 0.9 do we see
a degradation of 30% relative to the clean score.
These results appear to suggest that character-level
tasks suffer the most from our VIPER attacks and
sentence-level tasks the least. However, it is worth-
while pointing out that lower-bounds for individual
tasks may depend on the evaluation metric (e.g.,
AUCROC always yields 0.5 for majority class vot-
ing) as well as task-specific idiosyncrasies such as
the size of the label space.

We note that the degradation curves look virtu-
ally identical for both DCES or ECES perturba-
tions (given in §A.3). This is in stark contrast to
human performance, where ECES was much eas-
ier to parse than DCES, indicating the discrepan-
cies between human and machine text processing.

5.3 Shielding
We study four forms of shielding against VIPER
attacks: adversarial training (AT), visual character
embeddings (CE), AT+CE, and rule-based recov-
ery (RBR). For AT, we include visually perturbed
data at train time. We do not augment the training
data, but replace clean examples using VIPER in
the same way as for the test data. Based on pre-
liminary experiments with the G2P task, we ap-
ply VIPER to the training data using ptrain = 0.2.
Higher levels of ptrain did not appear to improve
performance. For CE, we use fixed ICEs, either
fed directly into a model (G2P) or via VELMo (all
other tasks). For AT+CE, we combine adversarial
training with visual embeddings. Finally, for RBR,
we replace each non-standard character in the input
stream with its nearest standard neighbor in ICES,
where we define the standard character set as a-zA-
Z plus punctuation.

Rather than absolute scores, we report differ-
ences between the scores in one of the shielding
treatments and original scores:

∆τ := σ∗(p)− s∗(p), σ∗(p) := σ(p)/s(0)

where σ(p) is the score for each task using a form
of shielding. The value ∆τ denotes the improve-
ment of the scores from shielding method τ over

the original scores without shielding. We normal-
ize σ(p) by the score s(0) of the systems with-
out shielding on clean data. We also note that our
test perturbations are unseen during training for
DCES; for ECES this would not make sense, be-
cause each character has only one nearest neighbor.
In the following, we report results mostly for DCES
and show the ECES results in §A.3. We highlight
marked differences between the results, however.

All tasks typically profit considerably from AT
(Figure 3 left). Chunking scores improve most;
e.g., at p = 0.5, σ∗ is 17 percent points (pp) higher
than s∗. AT does not help for G2P in the DCES
setting but it does help for ECES (see §A.3), where
test perturbations may have been seen during train-
ing. We conjecture that AT makes systems gen-
erally aware that the input can be broken in some
way and forces them to shield against such situa-
tions, an effect similar to dropout. However, such
shielding appears more difficult in character-level
tasks, where a missing token is considerably more
damaging than in word- or sentence-level tasks.

In Figure 3 (right), we observe that CE helps a
lot for G2P, but much less particularly for POS and
Chunking. We believe that for G2P, the visual char-
acter embeddings restore part of the input and thus
have considerable effect. It is surprising, however,
that visual embeddings have no positive effect for
both word-level tasks, and instead lead to small de-
teriorations. A possible explanation is that, as the
character embeddings are fed into the ELMo archi-
tecture, their effect is dampened. Indeed, we per-
formed a sanity check (see §A.5) to test how (co-
sine) similar a word or sentence w is to a perturbed
version w′ of w under both SELMo and VELMo.
We found that VELMo assigns consistently better
similarities but the overall gap is small.

We observe that the combined effect of AT and
CE (AT+CE, Figure 4 left) is always substantially
better than either of the two alone. For instance, at
p = 0.5, POS improves by about 20pp, while AT
alone had an effect of only 12pp and the effect of
CE was even negative. Thus, it appears that AT is
able to kick-start the benefits of CE, especially in
the case when they alone are not effective.

RBR is excellent for ECES (see §A.3). It has
a small negative effect on clean data, meaning
that there is some foreign material in English texts
which gets corrupted by RBR, but for any p > 0
the performance under RBR is almost on the level
of p = 0 for ECES. RBR is also consistently better
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Figure 3: AT (with ICES replacements) and CE tested on DCES perturbed data. The colored regions show AT
(with random replacements).
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Figure 4: AT+CE (with ICES replacements) and RBR on DCES perturbed data. The colored regions show AT
(with random replacements).

than CE, even though both depend on ICES: CE in
a ‘soft’ way and RBR in a ‘hard’ way. Our best
explanation is that RBR is analogous to ‘machine
translating’ a foreign text into English and then ap-
plying a trained classifier, while CE is analogous to
a direct transfer approach (McDonald et al., 2011)
which trains in one domain and is then applied to
another. This causes a form of domain shift to
which neural nets are quite vulnerable (Ruder and
Plank, 2018; Eger et al., 2018a).

For DCES, RBR is outperformed by AT+CE,
which better mitigates the domain shift than CE,
except for TC.

We note that even with all our shielding ap-
proaches, the performance of the shielded sys-
tems is still considerably below the performance
on clean data at some perturbation levels. E.g., at
p = 0.9, AT+CE shielded Chunking has a score of
less than 60% of the clean performance. While it
may be partially due to our character embeddings
not being optimal (i.e., they assign low similarity to
major and minor variants of the same letter such as
ˢ and s, which could be improved by size-invariant
CNNs), a main reason for this could be the domain-
shift induced by the perturbations, for which even

AT cannot always help when attacks are unseen
during training. This is another major distinction
between human and machine processing.

6 Discussion
Random AT. We discussed that the effect of AT
may be similar to dropout. If so, AT with random
rather than visual character replacements should be
similarly effective. Indeed, the graphs in Figures 3
and 4 show that injecting random noise generally
improves the robustness, but not to the level of vi-
sually informed AT (exemplarily for POS/TC).

Error analysis. We analyze the cases in which
our perturbation with VIPER changes the predic-
tion to a wrong class. We perform our analysis
for TC as it represents a real-world attack scenario.
We define the toxicity level (TL) of a comment x
for a class y ∈ {1, . . . ,6} and model θ as TL(x) =

∑y θ(x,y), e.g., a comment x which has been clas-
sified as insult (probability 0.8) and obscene (prob-
ability 0.7) gets a TL of 1.5. We consider a suc-
cessful attack to decrease TL after perturbation.
VIPER with DCES and p = 0.1 achieves a suc-
cess rate of 24.1%—i.e., roughly one fourth of the
toxic comments receive a lower TL. In contrast, the
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Perturbation (CES) Perturbed Text Toxicity Level No Shielding AT CE AT+CE RBR
clean u are a gigantic faggot 4.00 3.29 3.16 2.93 3.11 3.57
VIPER(p,ECES) u are â gigantic faggoẗ 4.00 0.11 1.05 1.37 2.05 3.57
VIPER(p,DCES) u are a ʛigantic faggoȶ 4.00 0.82 1.18 3.36 3.16 1.69

clean he is also a faggot . 4.00 3.26 3.68 2.81 2.14 3.79
VIPER(p,ECES) ĥe is also a faggot . 4.00 3.39 3.70 2.64 2.23 3.79
VIPER(p,DCES) he is alᶊo a fagᶢoƭ . 4.00 0.48 1.48 1.55 1.78 0.40

Table 5: Two examples of toxic/non-toxic comments that show the effects of the different shielding methods. We
report the averaged sum over the six toxicity classes, e.g., 4.00 is equal to a positive example in four classes. p = 0.1.

impact on non-toxic comments is small—TL in-
creased in only 3.2% of the cases.

Table 5 shows sample comments and their TL
for different shielding and perturbation methods.
As can be seen, perturbing specific words (hot
words for TC) substantially reduces the TL score of
a non-shielded approach (e.g., from 3.29 to 0.11),
while perturbing ‘non-hot’ words like ‘he’ has lit-
tle effect. The shielding approaches help in these
show-cased examples to various degrees and the
shielding with AT+CE is more robust to stronger
attacks (higher visual dissimilarity) than RBR.

This illustrates that a malicious attacker may aim
to increase the success rate of an attack by only
perturbing offensive words (in the TC task). To
test whether VIPER benefits from perturbing such
hot words, we manually compiled a list of 20 hand-
selected offensive words (see §A.6) which we be-
lieve are indicators of toxic comments. We then
analyzed how often a perturbation of a word from
this list co-occurs with a successful attack. We
observe that in 55% of successful attacks, a word
from our list was among the perturbed words of the
comment. As our list is only a small subset of all
possible offensive words, the perturbation of hot
words may have an even stronger effect.

7 Conclusion
In this work, we considered visual modifications
to text as a new type of adversarial attack in NLP
and we showed that humans are able to reliably
recover visually perturbed text. In a number of
experiments on character-, word-, and sentence-
level, we highlighted the fundamental differences
between humans and state-of-the-art NLP systems,
which sometimes blatantly fail under visual at-
tack, showing that visual adversarial attacks can
have maximum impact. This calls for models that
have richer biases than current paradigm types do,
which would allow them to bridge the gaps in infor-
mation processing between humans and machines.

We have explored one such bias, visual encoding,
but our results suggest that further work on such
shielding is necessary in the future.

Our work is also important for system builders,
such as of toxic comment detection models de-
ployed by, e.g., Facebook and Twitter, who regu-
larly face visual attacks, and who might face even
more such attacks once visual character perturba-
tions are easier to insert than via the keyboard.
From the opposite viewpoint, VIPER may help
users retain privacy in online engagements and
when trying to avoid censorship (Hiruncharoen-
vate et al., 2015) by suggesting visually similar
spellings of words.

Finally, our work shows that the ‘brittleness’
(Belinkov and Bisk, 2018) of NLP extends beyond
MT and beyond word reordering or replacements,
a recognition that we hope inspires others to inves-
tigate more ubiquitous shielding techniques.
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A Appendices
A.1 SELMo and VELMo Hyperparameters
Differences to the original ELMo as in (Peters
et al., 2018) are:

• We exclude CNN filters of size 6 and 7.
• The maximum characters per token is 20 (in-

stead of 50).
• The LSTM dimensionality is 2048 (instead of

4096).
• Our projection dimensionality is 256 (instead

of 512).
• We train the models for 5 epochs (instead of

training it for 10 epochs).

A.2 Task Settings
G2P: We randomly draw most hyperparameters
for the sequence tagging BiLSTM architecture
(Reimers and Gurevych, 2017) that we use for G2P,
e.g., those concerning the optimizer used, learn-
ing and dropout rates. We hand-set the number
of hidden recurrent layers to 1, and its size to 50.
We use early stopping and set the maximum num-
ber of epochs for training to 50. As our dataset,
we choose the Combilex pronunciation dataset of
American English (Richmond et al., 2009). We
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randomly draw our train/dev/test splits from the
whole corpus. Examples and split sizes are given
in Table 4. We report edit distance between de-
sired pronunciations and predicted pronunciations
as metric. We report the edit distance averaged
across all 1k test strings, averaged over 5 random
initializations of all weight matrices.
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Figure 5: Degradation of SOTA systems for different
perturbation levels when attacked by VIPER(p,ECES).
The colored regions show how the performance of other
SOTA systems relate to ours.

POS & Chunking: We use the training, dev and
test splits provided by the CoNLL-2000 shared
task (Sang and Buchholz, 2000) for both tasks. We
have used a readily available LSTM-CRF sequence
tagger (Reimers and Gurevych, 2017) as above, but
adapted for ELMo-type input embeddings, with
default hyperparameter settings. We run each ex-
perimental setting 10 times, and report the aver-
age, measured as accuracy for POS and micro-F1
for Chunking. For both tasks, we have used two
stacked BiLSTM-layers with 100 recurrent units
and dropout probability of 0.5. Mini-batch size is
chosen as 32. We used gradient clipping and early
stopping to prevent overfitting. Adam is used as
the optimizer.

Toxic comment classification: We use the train
and test splits provided by the task organizers. For
tuning our models, we split off a development set
of 10k sentences from the training data. As in
POS&Chunking, we train models on clean and per-
turbed data using SELMo and VELMo representa-
tions. We obtain the sentence representation for a
single sentence by averaging ELMo word embed-
dings over all tokens. We then train an MLP which
we tune separately for each SELMo and VELMo
embedding using random grid search with 100 dif-
ferent configurations. We tune the following hy-
perparameters separately for each hidden layer: the

depth of the neural network, i.e., one, two, or three
hidden layers; the size of the hidden layer (128,
256, 512, or 1024); the amount of dropout after
each layer (0.1 - 0.5); the activation functions for
each hidden layer (tanh, sigmoid, or relu) (Eger
et al., 2018b). Both models are trained for 100
epochs with an early stopping after 10 epochs with-
out any substantial improvement and use Nesterov-
accelerated Adaptive Moment Estimation (Dozat,
2016) for optimization. Model performance is
measured as proposed by the task organizers using
the area under the receiver operating characteris-
tics curve (AUCROC).

A.3 ECES Results
Figure 5 shows how the performances of various
SOTA systems degrade on ECES settings. Fig-
ures 6 and 7 show our shielding results on ECES
perturbed data. As indicated in the main paper,
RBR is able to recover ECES data almost perfectly
regardless of the perturbation level. This is be-
cause ECES only perturbs with a single nearest
neighbor, which in addition is visually extremely
similar to the underlying original, and thus, RBR
can almost completely undo the perturbations.

A.4 AT+CE vs. AT or CE
Figure 8 compares AT+CE against either AT or
CE. For this, we compute the difference in the per-
formance decrease normalized by the test perfor-
mance on the clean data. As can be seen, AT+CE
almost constantly outperforms either one of both,
especially on word- and sentence-level tasks.

A.5 Intrinsic Evaluation
To analyze the differences between VELMo and
SELMo, we investigate whether the models learn
similar word embeddings for a clean sentence and
its visually perturbed counterpart. We compare
sentence embeddings which we obtain by averag-
ing over the SELMo or VELMo word embeddings
of a sentence (clean or perturbed).

Setup Given a sentence embedding σ of a clean
sentence and an embedding σ ′ of its visually per-
turbed counterpart, obtained by either averaging
over VELMo (indicated by subscript v) or SELMo
(indicated by subscript s) word embeddings, we
test if the condition

cos(σv,σ ′
v) > cos(σs,σ ′

s) (1)

is met (with cos being the cosine similarity).
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For our experiments, we randomly sample 1000
sentences from the Toxic Comments dataset (see
§5.1) and perturb them with VIPER(p, CES) where
CES ∈ {ICES, DCES}. We then count the number
N of cases in which the above condition is met with
regards to the chosen CES and the value of p, and
report the ratio R = N/1000.

Results The results are given in Figure 9. In
Figure 9(a) we observe that the VELMo embed-
dings of a clean sentence and its perturbed coun-
terpart are in many cases more similar than the
ones of SELMo. For larger values of p, this ra-
tio substantially increases from 70% to 95% (with
ICES), which shows that VELMo is better suited
to capture the similarity to the source sentence, es-
pecially in cases with a strong perturbation.

In Figures 9(b) and (c) we show the (mean)
difference cos(σv,σ ′

v) − cos(σs,σ ′
s). Here, we

only observe a small positive effect in favor of
VELMo, showing that the advantage of VELMo
over SELMo is not substantial. We hypothesize
that this is due to the contextual information which
is utilized throughout the ELMo architecture, al-
lowing SELMo to infer individual characters from
the context of the word and the sentence. However,
our results also show that the advantage of VELMo
over SELMo is consistent.

Differences in similarities can also be affected
by model training or the model architecture—e.g.,
in an extreme case a model could output the same
embedding for every word/sentence. This would
result in a ‘perfect’ cosine similarity, which would
be advantageous in the previous experiment. Thus,
we perform an additional experiment where we ex-
amine if

cos(σv,σ ′
v) > cos(σv,ρv) (2)

DCES ICES
p VELMo SELMo VELMo SELMo

0.1 0.99 0.98 1.00 0.97
0.2 0.98 0.84 0.98 0.77
0.4 0.81 0.38 0.85 0.25
0.6 0.60 0.10 0.63 0.07
0.8 0.42 0.04 0.49 0.03
1.0 0.34 0.01 0.39 0.01

Table 6: Results of the intrinsic evaluation where we
compare clean sentences to their perturbed counterparts
as well as randomly chosen sentences. The numbers
show the ratio of cases where clean sentences are more
similar to their perturbed counterparts than the ran-
domly chosen sentences.

holds, where ρ is a randomly sampled sentence
from the Toxic Comments dataset (with no pertur-
bation). The same experiment is also performed
for SELMo.

The results in Table 6 show that for both models
with p = 0.1 the original sentence is in 97–100%
of the cases more similar to its perturbed counter-
part than the randomly chosen sentence. As the
perturbation probability increases, VELMo has a
clear advantage over SELMo. E.g., if we perturb
all characters in a sentence (p = 1.0), the SELMo
embeddings of the perturbed sentence are in 1%
of the cases more similar to the original sentence
whereas this is the case for more than 34–39% for
VELMo. Thus, VELMo embeddings better cap-
ture similarity between visually similar words.

A.6 List of Hand-selected Curse Words
arrogant, ass, bastard, bitch, dick, die, fag, fat, fuck, gay, hate,
idiot, jerk, kill, nigg*8, shit, stupid, suck, troll, ugly

8Due to several variations in the data, we match against
nigg* instead of the whole word.
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Abstract

Controversial posts are those that split the
preferences of a community, receiving both
significant positive and significant negative
feedback. Our inclusion of the word “com-
munity” here is deliberate: what is controver-
sial to some audiences may not be so to oth-
ers. Using data from several different commu-
nities on reddit.com, we predict the ulti-
mate controversiality of posts, leveraging fea-
tures drawn from both the textual content and
the tree structure of the early comments that
initiate the discussion. We find that even when
only a handful of comments are available, e.g.,
the first 5 comments made within 15 minutes
of the original post, discussion features often
add predictive capacity to strong content-and-
rate only baselines. Additional experiments
on domain transfer suggest that conversation-
structure features often generalize to other
communities better than conversation-content
features do.

1 Introduction

Controversial content — that which attracts both
positive and negative feedback — is not necessar-
ily a bad thing; for instance, bringing up a point
that warrants spirited debate can improve com-
munity health.1 But regardless of the nature of
the controversy, detecting potentially controversial
content can be useful for both community mem-
bers and community moderators. Ordinary users,
and in particular new users, might appreciate being
warned that they need to add more nuance or qual-
ification to their earlier posts.2 Moderators could
be alerted that the discussion ensuing from some

1Coser (1956); Jehn (1995); De Dreu and Weingart (2003)
discuss how disagreement interacts with group makeup,
group-task type, and outcome. Chen and Berger (2013)
demonstrate a non-linear relationship between controversy
and amount of subsequent discussion.

2We set aside the issue of trolls whose intent is solely to
divide a community.

content might need monitoring. Alternately, they
could draw community attention to issues possi-
bly needing resolution: indeed, some sites already
provide explicit sorting by controversy.

We consider the controversiality of a piece of
content in the context of the community in which
it is shared, because what is controversial to some
audiences may not be so to others (Chen and
Berger, 2013; Jang et al., 2017; Basile et al.,
2017). For example, we identify “break up” as
a controversial concept in the relationships sub-
reddit (a subreddit is a subcommunity hosted on
the Reddit discussion site), but the same topic
is associated with a lack of controversy in the
AskWomen subreddit (where questions are posed
for women to answer). Similarly, topics that are
controversial in one community may simply not
be discussed in another: our analysis identifies
“crossfit”, a type of workout, as one of the most
controversial concepts in the subreddit Fitness.

However, while controversial topics may be
community-specific, community moderators still
may not be able to determine a priori which posts
will attract controversy. Many factors cannot be
known ahead of time, e.g., a fixed set of topics may
not be dynamic enough to handle a sudden current
event, or the specific set of users that happen to be
online at a given time may react in unpredictable
ways. Indeed, experiments have shown that, to a
certain extent, the influence of early opinions on
subsequent opinion dynamics can override the in-
fluence of an item’s actual content (Salganik et al.,
2006; Wu and Huberman, 2008; Muchnik et al.,
2013; Weninger et al., 2015).

Hence, we propose an early-detection approach
that uses not just the content of the initiating post,
but also the content and structure of the initial re-
sponding comments. In doing so, we unite streams
of heretofore mostly disjoint research programs:
see Figure 1. Working with over 15,000 discus-
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Is the task to determine whether a textual
item will provoke controversy?

No, whether a topic (or entity/hashtag/word) has been controversial
[a distinction also made by Addawood et al. (2017)] (Popescu and Pen-
nacchiotti, 2010; Choi et al., 2010; Cao et al., 2015; Lourentzou et al., 2015; Chen
et al., 2016; Addawood et al., 2017; Al-Ayyoub et al., 2017; Garimella et al., 2018)
No, whether a conversation contained disagreement (Mishne and Glance,
2006; Yin et al., 2012; Allen et al., 2014; Wang and Cardie, 2014) or mapping
the disagreements (Awadallah et al., 2012; Marres, 2015; Borra et al., 2015; Liu
et al., 2018)

No, the task is, for the given textual item, predict antisocial behavior
in the ensuing discussion (Zhang et al., 2018b,a), or subsequent comment
volume/popularity/structure (Szabo and Huberman, 2010; Kim et al., 2011;
Tatar et al., 2011; Backstrom et al., 2013; He et al., 2014; Zhang et al., 2018b), or
eventual post article score (Rangwala and Jamali, 2010; Szabo and Huberman,
2010),; but all where, like us, the paradigm is early detection

No, only info available at the item’s creation (Dori-Hacohen and Allan,
2013; Mejova et al., 2014; Klenner et al., 2014; Dori-Hacohen et al., 2016; Jang
and Allan, 2016; Jang et al., 2016; Addawood et al., 2017; Timmermans et al.,
2017; Rethmeier et al., 2018; Kaplun et al., 2018) or the entire ensuing revi-
sion/discussion history (Rad and Barbosa, 2012; Beelen et al., 2017). N.B.:
for Wikipedia articles, often controversy=non-vandalism reverts
(Yasseri et al., 2012)

... although some, like us, treat controversy as domain-specific (Jang
et al., 2017) and test domain transfer (Basile et al., 2017)

...using early reactions, which, recall, Sal-
ganik et al. (2006) observe to be sometimes
crucial?

... and testing how well text/early-
conversation-structure features transfer
across communities? This is our work.

No, early reversions (Sumi et al., 2011) aren’t conversations as usually
construed

Figure 1: How our research relates to prior work.

sion trees across six subreddits, we find that incor-
porating structural and textual features of budding
comment trees improves predictive performance
relatively quickly; for example, in one of the com-
munities we consider, adding features taken from
just the first 15 minutes of discussion significantly
increases prediction performance, even though the
average thread only contains 4 comments by that
time (∼4% of all eventual comments).

Additionally, we study feature transferability
across domains (in our case, communities), train-
ing on one subreddit and testing on another.
While text features of comments carry the great-
est predictive capacity in-domain, we find that
discussion-tree and -rate features are less brittle,
transferring better between communities.

Our results not only suggest the potential use-
fulness of granting controversy-prediction algo-
rithms a small observation window to gauge com-
munity feedback, but also demonstrate the utility
of our expressive feature set for early discussions.

2 Datasets

Given our interest in community-specific con-
troversiality, we draw data from reddit.com,
which hosts several thousand discussion subcom-

munities (subreddits) covering a variety of inter-
ests. Our dataset, which attempts to cover all pub-
lic posts and comments from Reddit’s inception in
2007 until Feb. 2014, is derived from a combina-
tion of Jason Baumgartner’s posts and comments
sets and our own scraping efforts to fill in dataset
gaps. The result is a mostly-complete set of posts
alongside associated comment trees.3 We focus
on six text-based4 subreddits ranging over a va-
riety of styles and topics: two Q&A subreddits:
AskMen (AM) and AskWomen (AW); a special-
interest community, Fitness (FT); and three ad-
vice communities: LifeProTips (LT), personalfi-
nance (PF), and relationships (RL). Each com-
prises tens of thousands of posts and hundreds of
thousands to millions of comments.

In Reddit (similarly to other sites allowing ex-
plicit negative feedback, such as YouTube, imgur,
9gag, etc.), users can give posts upvotes, increas-

3 Data hosted at pushshift.io, an open data ini-
tiative. Scraping was performed using Reddit’s API or
github.com/pushshift/api. Roughly 10% of com-
ments and 20% of posts are deleted by users and/or moder-
ators; also, authorship information is not available for many
posts due to deletion of accounts.

4 We ignore subreddits devoted to image sharing.
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/r/LifeProTips (LT)

63 comments, 72% upvoted

LPT: Check the Facebook app to find the 
owner of a lost smartphone

or simply call her 'mum'? Also 
slightly less intrusive IMO.

62 comments, 72% upvoted

LPT: get your pets to take their medicine with 
butter.

This is much better! I have been 
trying ice cream but my dog is 

too smart.

115 comments, 93% upvoted

LPT: For a cleaner home with little effort, 
never leave a room empty-handed. There is 

almost always something you can put back in 
its place on your way.

Woah.

237 comments, 71% upvoted

**tl;dr** quit whining cuz r/fitness didn't 
respond they way you wanted...

Unfortunately, I doubt this kind of 
post is going to change anything...

66 comments, 63% upvoted

Interesting New Study: Red Meat Linked With 
Increased Mortality Risk. Thought this study 

is worth a discussion...

Man, it seems like everything these 
days will lower your life span.

394 comments, 90% upvoted

What type of snack should I have preworkout 
to avoid lethargy at the gym? I don't wanna be 

sluggish at the gym... 

Apples slices with peanut butter.

61 comments, 57% upvoted

Tipping as legal discrimination: Black servers 
get tipped 3.25% less... [LINK]...

Tipping should be abandoned 
anyway, it's ridiculous....

125 comments, 62% upvoted

Am I crazy for wanting this car/payment? 
Short of it .. car is $45,000... 

Needing a car for work and 
purchasing $45k car are two 

entirely different things.

110 comments, 97% upvoted

Accumulating wealth via homeownership vs 
accumulating wealth as a renter. One of the 

often cited benefits of homeownership ...

Use this handy calculator from the 
NY Times. If you're dilligent...

/r/Fitness (FT) /r/personalfinance (PF)

Figure 2: Examples of two controversial and one non-controversial post
from three communities. Also shown are the text of the first reply, the num-
ber of comments the post received, and its percent-upvoted.
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Figure 3: For each community, a his-
togram of percent-upvoted and the
median number of comments per bin.

ing a post’s score, or downvotes, decreasing it.5

While the semantics of up/down votes may vary
based on community (and, indeed, each user may
have their own views on what content should be
upvoted and what downvoted), in aggregate, posts
that split community reaction fundamentally dif-
fer from those that produce agreement. Thus, in
principle, posts that have unambiguously received
both many upvotes and many downvotes should
be deemed the most controversial.
Percent Upvoted on Reddit. We quantify the rel-
ative proportion of upvotes and downvotes on a
post using percent-upvoted, a measure provided
by Reddit that gives an estimate of the percent of
all votes on a post that are upvotes. In practice,
exact values of percent-upvoted are not directly
available; the site adds “vote fuzzing” to fight
vote manipulation.6 To begin with, we first dis-
card posts with fewer than 30 comments.7 Then,
we query for the noisy percent-upvoted from each
post ten times using the Reddit API, and take a
mean to produce a final estimate.
Post Outcomes. To better understand the inter-
play between upvotes and downvotes, we first ex-
plore the outcomes for posts both in terms of
percent-upvoted and the number of comments; do-

5Vote timestamps are not publicly available.
6Prior to Dec. 2016, vote information was fuzzed accord-

ing to a different algorithm; however, vote statistics for all
posts were recomputed according to a new algorithm that,
according to a reddit moderator, can “actually be trusted;”
https://goo.gl/yHWeJp

7The intent is to only consider posts receiving enough
community attention for us to reliably compare upvote counts
with downvotes. We use number of comments as a proxy for
aggregate attention because Reddit does not surface the true
number of votes.

ing so on a per-community basis has the potential
to surface any subreddit-specific effects. In addi-
tion, we compute the median number of comments
for posts falling into each bin of the histogram.
The resulting plots are given in Figure 3.

In general, posts receive mostly positive feed-
back in aggregate, though the mean percent-
upvoted varies between communities (Table 1).
There is also a positive correlation between a
post’s percent-upvoted and the number of com-
ments it receives. This relationship is unsurpris-
ing, given that Reddit displays higher rated posts
to more users.

A null hypothesis, which we compare to empir-
ically in our prediction experiments, is that popu-
larity and percent-upvoted simply carry the same
information. However, we have reason to doubt
this null hypothesis, as quite a few posts receive
significant attention despite having a low percent-
upvoted (Figure 2).
Assigning Controversy Labels To Posts. We as-
sign binary controversy labels (i.e., relatively con-
troversial vs. relatively non-controversial) to posts
according to the following process: first, we dis-
card posts where the observed variability across
10 API queries for percent-upvoted exceeds 5%;
in these cases, we assume that there are too few
total votes for a stable estimate. Next, we dis-
card posts where neither the observed upvote ra-
tio nor the observed score8 vary at all; in these
cases, we cannot be sure that the upvote ratio
is insensitive to the vote fuzzing function.9 Fi-

8A score is the (noised) upvotes minus the downvotes.
9We validate our filtration process in a later section by

directly comparing to Reddit’s rank-by-controversy function.
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# posts # cmnts µup cont µup noncont

AM 3.3K 474K 66% 90%
AW 3.0K 417K 67% 91%
FT 3.9K 625K 66% 91%
LT 1.6K 208K 68% 91%
PF 1.0K 95K 72% 92%
RL 2.2K 221K 68% 93%

Table 1: Dataset statistics: number of posts, number of
comments, mean percent-upvoted for the controversial
and non-controversial classes.

nally, we sort each community’s surviving posts
by upvote percentage, and discard the small num-
ber of posts with percent-upvoted below 50%.10

The top quartile of posts according to this rank-
ing (i.e., posts with mostly only upvotes) are la-
beled “non-controversial.” The bottom quartile
of posts, where the number of downvotes can-
not exceed but may approach the number of up-
votes, are labeled as “controversial.” For each
community, this process yields a balanced, labeled
set of controversial/non-controversial posts. Ta-
ble 1 contains the number of posts/comments for
each community after the above filtration process,
and the percent-upvoted for the controversial/non-
controversial sets.

2.1 Quantitative Validation of Labels

Reddit provides a sort-by-controversy function,
and we wanted to ensure that our controversy la-
beling method aligned with this ranking.11 We
contacted Reddit itself, but they were unable to
provide details. Hence, we scraped the 1K most
controversial posts according to Reddit (1K is the
max that Reddit provides) for each community
over the past year (as of October 2018). Next, we
sampled posts that did not appear on Reddit’s con-
troversial list in the year prior to October 2018 to
create a 1:k ratio sample of Reddit-controversial
posts and non-Reddit-controversial posts for k ∈
{1, 2, 3}, k = 3 being the most difficult setting.
Then, we applied the filtering/labeling method de-
scribed above, and measured how well our process
matched Reddit’s ranking scheme, i.e., the “con-
troversy” label applied by our method matched the
“controversy” label assigned by Reddit.

Our labeling method achieves high precision in

10Reddit provides less information for posts with more up-
votes than downvotes.

11 This validation step rules out the possibility that percent-
upvoted is uncorrelated with Reddit’s official definition of
controversy.

identifying controversial/non-controversial posts.
While a large proportion of posts are discarded,
the labels assigned to surviving posts match those
assigned by Reddit with the following F-measures
at k = 3 (the results for k = 1, 2 are higher):12

AM AW FT LT PF RL

F-measure 97 96 88 90 94 96

In all cases, the precision for the non-controversial
label is perfect, i.e., our filtration method
never labeled a Reddit-controversial post as non-
controversial. The precision of the controversy la-
bel was also high, but imperfect; errors could be a
result of, e.g., Reddit’s controversy ranking being
limited to 1K posts, or using internal data, etc.

2.2 Qualitative Validation of Labels

Figure 2 gives examples of controversial and non-
controversial posts from three of the communities
we consider, alongside the text of the first com-
ment made in response to those posts.
Topical differences. A priori, we expect that
the topical content of posts may be related to
how controversial they become (see prior work
in Fig. 1). We ran LDA (Blei et al., 2003)
with 10 topics on posts from each community
independently, and compared the differences in
mean topic frequency between controversial and
non-controversial posts. We observe community-
specific patterns, e.g., in relationships, posts
about family (top words in topic: “family parents
mom dad”) are less controversial than those as-
sociated with romantic relationships (top words:
“relationship, love, time, life”); in AskWomen, a
gender topic (“women men woman male”) tends
to be associated with more controversy than an
advice-seeking topic (“im dont feel ive”)
Wording differences. We utilize Monroe et al.’s
(2008) algorithm for comparing language usage in
two bodies of text; the method places a Dirich-
let prior over n-grams (n=1,2,3) and estimates Z-
scores on the difference in rate-usage between
controversial and non-controversial posts.

This analysis reveals many community-specific
patterns, e.g., phrases associated with controversy
include “crossfit” in Fitness, “cheated on my” in
relationships, etc. What’s controversial in one
community may be non-controversial in another,
e.g., “my parents” is associated with controversy

12There were communities that we did not consider be-
cause the correlation between our filter and Reddit’s ranking
was lower, e.g., PoliticalDiscussion.
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(a) Discussions on controversial posts

(b) Discussions on non-controversial posts

Figure 4: Early conversation trees from AskMen;
nodes are comments and edges indicate reply structure.
The original post is the black node, and as node colors
lighten, comment timing increases from zero minutes
to sixty minutes.

in personalfinance (e.g., “live with my parents”)
but strongly associated with lack of controversy in
relationships (e.g., “my parents got divorced”).
We also observe that some communities share
commonalities in phrasing, e.g., “do you think” is
associated with controversy in both AskMen and
AskWomen, whereas “what are some” is associ-
ated with a lack of controversy in both.

3 Early Discussion Threads

We now analyze comments posted in early
discussion threads for controversial vs. non-
controversial posts. In this section, we focus on
comments posted within one hour of the original
submission, although we consider a wider range
of times in later experiments.
Comment Text. We mirrored the n-gram analy-
sis conducted in the previous section, but, rather
than the text of the original post, focused on the
text of comments. Many patterns persist, but the
conversational framing changes, e.g., “I cheated”
in the posts of relationships is mirrored by “you
cheated” in the comments. Community differences
again appear: e.g., “birth control” indicated con-
troversy when it appears in the comments for re-
lationships, but not for AskWomen.
Comment Tree Structure. While prior work in
early prediction mostly focuses on measuring rate
of early responses, we postulate that more expres-
sive, structural features of conversation trees may
also carry predictive capacity.

Figure 4 gives samples of conversation trees

that developed on Reddit posts within one hour
of the original post being made. There is sig-
nificant diversity among tree size and shape. To
quantify these differences, we introduce two sets
of features: C-RATE features, which encode the
rate of commenting/number of comments;13 and
C-TREE features, which encode structural aspects
of discussion trees.14 We then examine whether or
not tree features correlate with controversy after
controlling for popularity.

Using binary logistic regression, after con-
trolling for C-RATE, C-TREE features extracted
from comments made within one hour of the
original post improve model fit in all cases ex-
cept for personalfinance (p < .05, LL-Ratio
test). We repeated the experiment, but also con-
trolled for eventual popularity15 in addition to C-
RATE, and observed the same result. This pro-
vides evidence that structural features of conver-
sation trees are predictive, though which tree fea-
ture is most important according to these exper-
iments is community-specific. For example, for
the models without eventual popularity informa-
tion, the C-TREE feature with largest coefficient
in AskWomen and AskMen was the max-depth
ratio, but it was the Wiener index in Fitness.

4 Early Prediction of Controversy

We shift our focus to the task of predicting con-
troversy on Reddit. In general, tools that predict
controversy are most useful if they only require in-
formation available at the time of submission or as
soon as possible thereafter. We note that while the
causal relationship between vote totals and com-
ment threads is not entirely clear (e.g., perhaps the
comment threads cause more up/down votes on the
post), predicting the ultimate outcome of posts is
still useful for community moderators.
Experimental protocols. All classifiers are bi-

13 Specifically: total number of comments, the logged time
between OP and the first reply, and the average logged parent-
child reply time over pairs of comments.

14 Specifically: max depth/total comment ratio, proportion
of comments that were top-level (i.e., made in direct reply
to the original post), average node depth, average branching
factor, proportion of top-level comments replied to, Gini co-
efficient of replies to top-level comments (to measure how
“clustered” the total discussion is), and Wiener Index of vi-
rality (which measures the average pairwise path-length be-
tween all nodes in the conversation tree (Wiener, 1947; Goel
et al., 2015)).

15We added in the logged number of eventual comments,
and also whether or not the post received an above-median
number of comments.
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nary (i.e., controversial vs. non-controversial) and,
because the classes are in 50/50 balance, we com-
pare algorithms according to their accuracy. Ex-
periments are conducted as 15-fold cross valida-
tion with random 60/20/20 train/dev/test splits,
where the splits are drawn to preserve the 50/50
label distribution. For non-neural, feature-based
classifiers, we use linear models.16 For BiLSTM
models,17 we use Tensorflow (Abadi et al., 2015).
Whenever a feature is ill-defined (e.g., if it is a
comment text feature, but there are no comments
at time t) the column mean of the training set
for each cross-validation split is substituted. Sim-
ilarly, if a comment’s body is deleted, it is ig-
nored by text processing algorithms. We perform
both Wilcoxon signed-rank tests (Demšar, 2006)
and two-sided corrected resampled t-tests (Nadeau
and Bengio, 2000) to estimate statistical signifi-
cance, taking the maximum of the two resulting
p-values to err on the conservative side and reduce
the chance of Type I error.

4.1 Comparing Text Models
The goal of this section is to compare text-only
models for classifying controversial vs. non-
controversial posts. Algorithms are given access
to the full post titles and bodies, unless stated oth-
erwise.
HAND. We consider a number of hand-designed
features related to the textual content of posts in-
spired by Tan et al. (2016).18

TFIDF. We encode posts according to tfidf fea-
ture vectors. Words are included in the vocabulary
if they appear more than 5 times in the correspond-
ing cross-validation split.

16We cross-validate regularization strength 10ˆ(-100,-5,-
4,-3,-2,-1,0,1), model type (SVM vs. Logistic L1 vs. Logistic
L2 vs. Logistic L1/L2), and whether or not to apply feature
standardization for each feature set and cross-validation split
separately. These are trained using lightning (http:
//contrib.scikit-learn.org/lightning/).

17We optimize using Adam (Kingma and Ba, 2014) with
LR=.001 for 20 epochs, apply dropout with p = .2, select
the model checkpoint that performs best over the validation
set, and cross-validate the model’s dimension (128 vs. 256)
and the number of layers (1 vs. 2) separately for each cross-
validation split.

18Specifically: for the title and text body separately, length,
type-token ratio, rate of first-person pronouns, rate of second-
person pronouns, rate of question-marks, rate of capitaliza-
tion, and Vader sentiment (Hutto and Gilbert, 2014). Com-
bining the post title and post body: number of links, number
of Reddit links, number of imgur links, number of sentences,
Flesch-Kincaid readability score, rate of italics, rate of bold-
face, presence of a list, and the rate of word use from 25
Empath wordlists (Fast et al., 2016), which include various
categories, such as politeness, swearing, sadness, etc.

W2V. We consider a mean, 300D word2vec
(Mikolov et al., 2013) embedding representation,
computed from a GoogleNews corpus.
ARORA. A slight modification of W2V, proposed
by Arora et al. (2017), serves as a “tough to beat”
baseline for sentence representations.
LSTM. We train a Bi-LSTM (Graves and Schmid-
huber, 2005) over the first 128 tokens of ti-
tles + post text, followed by a mean pooling
layer, and then a logistic regression layer. The
LSTM’s embedding layer is initialized with the
same word2vec embeddings used in W2V. Mark-
down formatting artifacts are discarded.
BERT-LSTM. Recently, features extracted from
fixed, pretrained, neural language models have re-
sulted in high performance on a range of lan-
guage tasks. Following the recommendations of
§5.4 of Devlin et al. (2019), we consider repre-
senting posts by extracting BERT-Large embed-
dings computed for the first 128 tokens of titles
+ post text; we average the final 4 layers of the
24-layer, pretrained Transformer-decoder network
(Vaswani et al., 2017). These token-specific vec-
tors are then passed to a Bi-LSTM, a mean pooling
layer, and a logistic classification layer. We keep
markdown formatting artifacts because BERT’s
token vocabulary are WordPiece subtokens (Wu
et al., 2016), which are able to incorporate arbi-
trary punctuation without modification.
BERT-MP. Instead of training a Bi-LSTM over
BERT features, we mean pool over the first 128
tokens, apply L2 normalization to the resulting
representations, reduce to 100 dimensions using
PCA,19 and train a linear classifier on top.
BERT-MP-512. The same as BERT-MP, ex-
cept the algorithm is given access to 512 tokens
(the maximum allowed by BERT-Large) instead of
128.
Results: Table 2 gives the performance of each
text classifier for each community. In general, the
best performing models are based on the BERT
features, though HAND+W2V performs well, too.
However, no performance gain is achieved when
adding hand designed features to BERT. This may
be because BERT’s subtokenization scheme incor-
porates punctuation, link urls, etc., which are sim-
ilar to the features captured by HAND. Adding an
LSTM over BERT features is comparable to mean
pooling over the sequence; similarly, considering
128 tokens vs. 512 tokens results in comparable

19Values of 50 and 150 both work well, too.
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AM AW FT LT PF RL

HAND 55.4 52.2 61.9 59.7 54.5 60.8
TFIDF 57.4 60.1 63.3 59.1 58.7 65.4
ARORA 58.6 62.0 60.5 59.4 57.2 62.1
W2V 60.7 62.1 63.1 61.4 59.9 64.3

LSTM 58.9 58.2 63.6 61.5 60.0 63.1
BERT-LSTM 64.5 65.1 66.2 65.0 65.1 67.8
BERT-MP 63.4 64.0 64.4 65.7 64.1 67.0
BERT-MP-512 63.9 64.0 64.7 65.8 65.6 67.7

HAND+W2V 61.3 62.3 64.9 63.2 60.0 66.3
HAND+BERTMP512 63.6 63.5 64.9 64.1 64.4 68.0

Table 2: Average accuracy for each post-time, text-
only predictor for each dataset, averaged over 15 cross-
validation splits; standard errors are ±.6, on average
(and never exceed ±1.03). Bold is best in column; un-
derlined are statistically indistinguishable from best in
column (p < .01)

AM AW FT LT PF RL

TEXT 63.9 64.0 64.7 65.8 65.6 67.7
+TIME 68.1 65.4 65.5 66.2 66.5 69.3
+AUTHOR 68.2 65.3 65.7 66.0 66.4 69.3

Table 3: Post-time only results: the effect of incorpo-
rating timing and author identity features.

performance. Based on the results of this experi-
ment, we adopt BERT-MP-512 to represent text in
experiments for the rest of this work.

4.2 Post-time Metadata

Many non-content factors can influence commu-
nity reception of posts, e.g., Hessel et al. (2017)
find that when a post is made on Reddit can signif-
icantly influence its eventual popularity.
TIME. These features encode when a post was
created. These include indicator variables for year,
month, day-of-week, and hour-of-day.
AUTHOR. We add an indicator variable for each
user that appears at least 3 times in the training set,
encoding the hypothesis that some users may sim-
ply have a greater propensity to post controversial
content.

The results of incorporating the metadata fea-
tures on top of TEXT are given in Table 3. While
incorporating TIME features on top of TEXT re-
sults in consistent improvements across all com-
munities, incorporating author features on top of
TIME+TEXT does not. We adopt our highest per-
forming models, TEXT+TIME, as a strong post-
time baseline.

4.3 Early Discussion Features

Basic statistics of early comments. We aug-
ment the post-time features with early-discussion

feature sets by giving our algorithms access to
comments from increasing observation periods.
Specifically, we train linear classifiers by combin-
ing our best post-time feature set (TEXT+TIME)
with features derived from comment trees avail-
able after t minutes, and sweep t from t = 15 to
t = 180 minutes in 15 minute intervals.

Figure 6 plots the median number of comments
available per thread at different t values for each
community. The amount of data available for the
early-prediction algorithms to consider varies sig-
nificantly, e.g., while AskMen threads have a me-
dian 10 comments available at 45 minutes, Life-
ProTips posts do not reach that threshold even af-
ter 3 hours, and we thus expect that it will be a
harder setting for early prediction. We see, too,
that even our maximal 3 hour window is still early
in a post’s lifecycle, i.e., posts tend to receive sig-
nificant attention afterwards: only 15% (LT) to
32% (AW) of all eventual comments are available
per thread at this time, on average. Figure 7 gives
the distribution of the number of comments avail-
able for controversial/non-controversial posts on
AskWomen at t = 60 minutes. As with the other
communities we consider, the distribution of num-
ber of available posts is not overly-skewed, i.e.,
most posts in our set (we filtered out posts with
less than 30 comments) get at least some early
comments.

We explore a number of feature sets based on
early comment trees (comment feature sets are
prefixed with “C-”):
C-RATE and C-TREE. We described these in §3.
C-TEXT. For each comment available at a given
observation period, we extract the BERT-MP-512
embedding. Then, for each conversation thread,
we take a simple mean over all comment represen-
tations. While we tried several more expressive
means of encoding the text of posts in comment
trees, this simple method proved surprisingly ef-
fective.20

Sweeping over time. Figure 5 gives the perfor-
mance of the post-time baseline combined with
comment features while sweeping t from 15 to
180 minutes. For five of the six communi-
ties we consider, the performance of the com-
ment feature classifier significantly (p < .05) ex-

20We do not claim that this is the best way to represent
text in comment trees. However, this simple method pro-
duces performance improvements over strong post-time base-
lines; exploring better models is a promising avenue for fu-
ture work.
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(b) AskWomen (ts = 45)

0 50 100 150
Obs. Period

66

67

68

69

70

71

72

Ac
cu

ra
cy

+C-TEXT
+C-TREE
+C-RATE
Post only

(c) Fitness (ts = 60)
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(d) LifeProTips (t = 165)
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(f) relationships (ts = 45)

Figure 5: Classifier accuracy for increasing periods of observation; the “+” in the legend indicates that a feature set
is combined with the feature sets below. ts, the time the full feature set first achieves statistical significance over
the post-time only baseline, is given for each community (if significance is achieved).
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Figure 7: Histogram of
the number of comments
available per thread at
t = 60 minutes in
AskWomen.

ceeds the performance of the post-time baseline in
less than three hours of observation, e.g., in the
case of AskMen and AskWomen, significance is
achieved within 15 and 45 minutes, respectively.

In general, C-RATE improves only slightly over
post only, even though rate features have proven
useful in predicting popularity in prior work (He
et al., 2014). While adding C-TREE also im-
proves performance, comment textual content is
the biggest source of predictive gain. These re-
sults demonstrate i) that incorporating a variety
of early conversation features, e.g., structural fea-
tures of trees, can improve performance of contro-

versy prediction over strong post-time baselines,
and ii) the text content of comments contains sig-
nificant complementary information to post text.

Controversy prediction 6= popularity predic-
tion. We return to a null hypothesis introduced
in §2: that the controversy prediction models we
consider here are merely learning the same pat-
terns that a popularity prediction algorithm would
learn. We train popularity prediction algorithms,
and then attempt to use them at test-time to predict
controversy; under the null hypothesis, we would
expect little to no performance degradation when
training on these alternate labels.

We 1) train binary popularity predictors using
post text/time + comment rate/tree/text features
available at t = 180,21 and use them to predict
controversy at test-time; and 2) consider an oracle
that predicts the true popularity label at test-time;
this oracle is quite strong, as prior work suggests
that perfectly predicting popularity is impossible
(Salganik et al., 2006).

21We predict whether or not a post eventually receives an
above-median number of comments. We force the popularity
predictors to predict 50/50 at test time, which improves their
performance.
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AM AW FT LT PF RL

Pop Pred 53.9 55.2 60.1 54.2 52.9 52.8
Pop Oracle 65.8 67.0 70.3 68.1 64.0 63.3

In all cases, the best popularity predictor does
not achieve performance comparable to even the
post-only baseline. For 3 of 6 communities, even
the popularity oracle does not beat post time base-
line, and in all cases, the mean performance of
the controversy predictor exceeds the oracle by
t = 180. Thus, in our setting, controversy pre-
dictors and popularity predictors learn disjoint pat-
terns.

4.3.1 Domain Transfer

We conduct experiments where we train models
on one subreddit and test them on another. For
these experiments, we discard all posting time fea-
tures, and compare C-(TEXT+TREE+RATE) to
C-(TREE+RATE); the goal is to empirically ex-
amine the hypothesis in §1: that controversial text
is community-specific.

To measure performance differences in the do-
main transfer setting, we compute the percent-
age accuracy drop relative to a constant predic-
tion baseline when switching the training subred-
dit from the matching subreddit to a different one.
For example, at t = 60, we observe that raw ac-
curacy drops from 65.6 → 55.8 when training on
AskWomen and testing on AskMen when con-
sidering text, rate, and tree features together; given
that the constant prediction baseline achieves 50%
accuracy, we compute the percent drop in accuracy
as: (55.8− 50)/(65.6− 50)− 1 = −63%.

The results of this experiment (Figure 8) sug-
gest that while text features are quite strong in-
domain, they are brittle and community specific.
Conversely, while rate and structural comment tree
features do not carry as much in-domain predictive
capacity on their own, they generally transfer bet-
ter between communities, e.g., for RATE+TREE,
there is very little performance drop-off when
training/testing on AskMen/AskWomen (this
holds for all timing cutoffs we considered). Sim-
ilarly, in the case of training on Fitness and test-
ing on PersonalFinance, we sometimes observe
a performance increase when switching domains
(e.g., at t = 60); we suspect that this could be an
effect of dataset size, as our Fitness dataset has
the most posts of any subreddit we consider, and
PersonalFinance has the least.
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Figure 8: Average cross-validated performance degra-
dation for transfer learning setting at t = 180 and
t = 60; the y-axis is the training subreddit and the x-
axis is testing. For a fixed test subreddit, each column
gives the percent accuracy drop when switching from
the matching training set to a domain transfer setting.
In general, while incorporating comment text features
results in higher accuracy overall, comment rate + tree
features transfer between communities with less per-
formance degradation.

5 Conclusion

We demonstrated that early discussion features are
predictive of eventual controversiality in several
reddit communities. This finding was dependent
upon considering an expressive feature set of early
discussions; to our knowledge, this type of feature
set (consisting of text, trees, etc.) hadn’t been thor-
oughly explored in prior early prediction work.

One promising avenue for future work is to
examine higher-quality textual representations for
conversation trees. While our mean-pooling
method did produce high performance, the result-
ing classifiers do not transfer between domains
effectively. Developing a more expressive algo-
rithm (e.g., one that incorporates reply-structure
relationships) could boost predictive performance,
and enable textual features to be less brittle.
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Abstract

Understanding the dynamics of international
politics is important yet challenging for civil-
ians. In this work, we explore unsupervised
neural models to infer relations between na-
tions from news articles. We extend exist-
ing models by incorporating shallow linguis-
tics information and propose a new automatic
evaluation metric that aligns relationship dy-
namics with manually annotated key events.
As understanding international relations re-
quires carefully analyzing complex relation-
ships, we conduct in-person human evalua-
tions with three groups of participants. Over-
all, humans prefer the outputs of our model
and give insightful feedback that suggests fu-
ture directions for human-centered models.
Furthermore, our model reveals interesting re-
gional differences in news coverage. For in-
stance, with respect to US-China relations,
Singaporean media focus more on “strength-
ening” and “purchasing”, while US media fo-
cus more on “criticizing” and “denouncing”.

1 Introduction

In the context of growing globalization (Baylis
et al., 2017), understanding complex international
relations is increasingly relevant to our daily life.
Yet this is a challenging task due to the inher-
ently dynamic nature of international relations. As
Kissinger famously said, “America has no perma-
nent friends or enemies, only interests.” Staying
informed becomes even harder in the continuous
streams of information from news outlets and so-
cial media.

This very availability of such information, how-
ever, opens up exciting opportunities for natu-
ral language processing to support individuals in
understanding international relations. Supervised
extraction has been incredibly useful at identi-
fying pre-defined relations and events (Dodding-
ton et al., 2004; Mintz et al., 2009) but fails to

capture emerging or complex information needs.
Topic models and neural models have been pro-
posed to explore relations between entities with-
out supervision (O’Connor et al., 2013; Chaney
et al., 2016; Iyyer et al., 2016). In particular,
Iyyer et al. (2016) introduces an unsupervised neu-
ral model for tracking relations between fictional
characters, and this approach outperforms base-
lines from topic models and hidden Markov mod-
els. In this work, we incorporate linguistic insights
into this model to track relation dynamics between
nations from news articles.

Our model reconstructs textual information in
the embedding space using relation embeddings,
as proposed in Iyyer et al. (2016). We inte-
grate simple yet effective linguistic insights: ver-
bal predicates often describe the relationship be-
tween entities,1 while nouns and proper nouns pro-
vide the context of this relationship. For exam-
ple, in “U.S. denounces Russia for its interference
in the 2016 election”, denounce describes the re-
lation, and election and interference provide the
context. We show that this intuition leads the
model to discover relation descriptors that are eas-
ier to interpret and less noisy.

Evaluating these exploratory models for sub-
jective tasks poses a challenge as there are no
gold labels. Along with the model, we pro-
pose new approaches for evaluation. We in-
troduce a quantitative metric which aligns pre-
annotated key events with the temporal trends of
relationships produced by the models. Since this
task requires careful analysis of complex interna-
tional relations, we conduct in-person user stud-
ies with NLP researchers and undergraduate stu-
dents recruited from political science and linguis-
tics courses. Both quantitative evaluation and hu-
man evaluation indicate that our model better rep-

1We use entities, countries, and nations interchangeably
in this work.
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resents the dynamic relationships between nations
than the prior model (Iyyer et al., 2016): 75.9% of
participants preferred our model for finding natu-
ral language words describing international rela-
tions and 85.5% preferred temporal trends gener-
ated by our model.

Finally, we qualitatively explore the context of
relations provided by an attention-based mecha-
nism and demonstrate a practical application of
our model by studying regional differences in
news coverage of relationships between two coun-
tries. We conclude with discussions on future di-
rections for buildings models that can support in-
dividuals in navigating a large collection of news
articles. Our code is available at https://
github.com/BoulderDS/LARN.

2 Data

We start by introducing our dataset of news arti-
cles, the shallow linguistic information that we ex-
tract, and our annotation of key events.

News article collection. Our dataset is derived
from the NOW corpus, the largest corpus of news
articles that is available in full-text format.2 The
NOW corpus collects the news articles that are
available on Google News in 20 English-speaking
countries and thus include news articles that span
a wide variety of topics, ranging from politics, to
sports, to celebrity news from 23K media outlets.
In this work, we consider the news articles in re-
cent years, i.e., from January 2016 to June 2018,
to facilitate human evaluation.

We consider 12 nations (U.S., Russia, China,
UK, Germany, Canada, France, India, Japan, Iran,
Israel, and Syria) and the 66 nation pairs between
them. To identify mentions of each nation in news
articles, we manually construct a set of aliases for
each nation to cover common abbreviations and
the names of political leaders (e.g., Trump, Putin).
On average, each nation has 3.5 aliases. We then
use these aliases to find sentences that contain
a pair of nations under consideration and obtain
1.2M sentences associated with 634K articles.

Adding Shallow Linguistic Information. To
incorporate shallow linguistic knowledge, we pro-
cess the news article collection for each nation
pairs to extract (1) verbal predicates and (2) nouns

2The dataset can be obtained from https://www.
corpusdata.org/now_corpus.asp.

Total # of months considered 30
Total # of articles 7.7M
Total # of articles with valid nation pairs 634K

Avg. # of articles per nation pair 9.6K
Avg. # of sentences per nation pair 18.2K
Avg. # of predicates per nation pair 21.6K
Avg. # of nouns & proper nouns per nation pair 201K

Avg. # of key events per nation pair (8 pairs) 4.9

Table 1: Data statistics.

and proper nouns from each sentence. Specifi-
cally, we use a dependency parser to detect verbal
predicates and their subjects and objects, and only
include predicates for which both subjects and ob-
jects were found. For sentences with such predi-
cates, we find nouns and proper nouns using part
of speech tags. All data processing was done in
spaCy (Honnibal and Montani, 2017) and full de-
tails can be found in the appendix.

Key events annotation. The main goal of our
model is to support the exploration of interna-
tional relations, which is very challenging to eval-
uate. To derive quantitative evaluation measures
and provide the basic context of international re-
lations, we manually identify key events over the
30 months for 8 most frequently mentioned nation
pairs (i.e. US-[China, Russia, UK, India, Canada,
Japan, Syria], China-India) by reading through the
top Google search results for each two countries
and each month.3 We identified roughly five key
events per nation pair. For example, one key event
for US-China relation is Chairman Xi’s visit to the
US in April 2017. A complete list of key events
is shown in the appendix. Table 1 summarizes the
data statistics.

3 Model

In this section, we formally introduce our
model that builds on Relation Modeling Network
(RMN) (Iyyer et al., 2016). Our main contribu-
tion is to integrate shallow linguistic information
(i.e., verbal predicates and nouns/proper nouns)
and identify the context of relations.

3.1 Overview
The intuition behind our model follows RMN,
i.e., inferring relation embeddings by reconstruct-

3 This annotation is done by the first author and is thus
inherently subjective. We add a robustness check in the ap-
pendix based on another set of independently annotated key
events by the third author. Automatic evaluation shows a sim-
ilar trend holds for the two sets of annotations.
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ing textual information in the embedding space.
Specifically, we learn a fixed set of relation em-
beddings and use a convex combination of these
relation embeddings to reconstruct information in
sentences that mention both entities.

Our main hypothesis is that relation informa-
tion is often encoded in verbal predicates and we
can obtain more interpretable and robust relations
if we focus on predicates. For each pair of enti-
ties, we extract information from the predicates in
sentences with both entities and reconstruct these
predicates using shared relation embeddings. In
addition, we use nouns to provide the context for
the relations. We refer to our model as Linguisti-
cally Aware Relationship Networks (LARN).

We now formally define our problem. The in-
put of our model is a collection of news articles.
For each entity pair ei, ej , we obtain a set of arti-
cles, Aei,ej , containing at least one sentence men-
tioning both entities. We identify sentences where
both ei and ej occur based on any alias associ-
ated with an entity (nation). We extract all the
verbal predicates from these sentences in article
a ∈ Aei,ej as {pa,ei,ej1 , . . . , p

a,ei,ej
N }, as well as the

proper nouns or nouns as {na,ei,ej1 , . . . , n
a,ei,ej
M }.

Preprocessing details could be found in the ap-
pendix. We then use GloVe embeddings to rep-
resent these words, i.e., v

p
a,ei,ej
k

for pa,ei,ejk and

v
n
a,ei,ej
k

for n
a,ei,ej
k (Pennington et al., 2014).

These word embeddings are static in the entire
learning process.

Our model learns relation embeddings R ∈
RK×d, where K is a hyperparameter for the num-
ber of relations and d is the dimension of the re-
lation embedding as well as the word embedding.
Following Iyyer et al. (2016), we obtain a list of
natural language descriptors for each relation us-
ing the nearest neighbors of the relation embed-
ding within the 500 most common predicates.4

The model also provides (1) a probability distri-
bution over relations for each article, (2) a proba-
bility distribution over nouns for each relation be-
tween each entity pair, and (3) an embedding for
each entity.

Figure 1 describes the overall architecture. We
will describe the construction of valabel in §3.2, a

4Refer to the appendix for a version that include all words.
The relation descriptors from RMN required a manual filter-
ing step in Iyyer et al. (2016), and become unintelligible with-
out the 500 common words constraint. Note that our model
produces intelligible descriptors even without the 500 most
common predicates constraint.

PREDICATE

vpa1
accuse

· · · vpaN
explain

valabel

ENTITIES

vei

U.S
vej

Russia

vae

+

NOUNS

[vna1 ;
election

ta]

10/16

· · · [vnaM ;
hacker

ta]

10/16

van

vafinal : [v
a
p ; v

a
e ; v

a
n]

da

ra = R>da

L(θ)

R: Relation embeddings

Figure 1: Model overview of an article with respect to
a pair of nations. Our model approximates the predi-
cates from the input article valabel as a weighted sum of
relation embeddings from R. The blue embeddings are
fixed and the green ones are trained. The red cell in-
dicates our attention mechanism. The shaded area is
our extension: we use only predicates as the label and
provide the context of relations via nouns.

reconstruction of valabel through a weighted sum of
relation embeddings in §3.3, and finally the learn-
ing in §3.4.

3.2 Modeling Text with Predicates

We compute the representation for each article to
be reconstructed as the sum of bag-of-words em-
beddings. While Iyyer et al. (2016) considers all
the words in a window in which both entities oc-
cur, we only consider predicates in the sentences
where both entities show up:

v
a,ei,ej
label =

N∑

k=1

v
p
a,ei,ej
k

.

v
a,ei,ej
label depends on both the news article and the

entity pair. In the rest of the paper, We omit ei, ej
in the superscript here for simplicity, i.e., valabel.

3.3 Reconstructing Text with Relation
Embeddings

We represent each article as a weighted sum of
relation embeddings. Assuming da represents a
weight vector over theK relation embeddings that

1662



sums to 1 for an article a with respect to a pair of
entities (ei, ej), we obtain ra as follows:

ra = R>da.

da can also be thought of as a distribution over re-
lations. This distribution over relations depends
on entity pair (vae ), predicate information (vap ), and
noun information (van). While RMN simply takes
the average of all words in the sentence, LARN fo-
cuses on verbal predicates and nouns to capture
our intuition that predicates describe the main re-
lations, whereas nouns provide background infor-
mation to explain the relations. We now describe
these three components in details.

Representing predicates and entity pair. We
follow RMN to construct embedding for each en-
tity pair and for the predicates. The entity pair
vector, vae , simply adds the embedding of the two
entities. The predicate vector, vap , is equivalent to
valabel except for word dropout during training, i.e.,
setting bak to be 0 or 1 with a probability of 0.5.

vae = vei + vej ,

vap =
N∑

k=1

bak · vpak .

Representing context with nouns. To under-
stand relations between an entity pair in a sen-
tence, nouns should be considered in addition to
predicates. For example, tariff is indicative of
the relation between US and China in “Originally,
Trump favoured the simple imposition of a tar-
iff on products from selected countries, especially
China and Mexico”, despite the seemingly posi-
tive predicate favour. As nouns are much more
common than predicates (see Table 1) and not
all of them are meaningful for understanding in-
ternational relations, we employ a weighted sum
of noun vectors. We use an attention mecha-
nism (Conneau et al., 2017; Bahdanau et al., 2015)
and consider each entity pair as a unique key
to compute the attention weights, since the same
noun can be interpreted differently across differ-
ent entity pairs. To this end, we train an attention
query embedding qei,ej for each entity pair sepa-
rately. We further encode the temporal informa-
tion by concatenating a one-hot vector ta that in-
dicates the month when the article was published
with the noun representation vnak . This allows us

to capture the shifts in a word’s meaning over time.

hnak = tanh(Wproj · [vnak ; ta]),

αnak =
exp(hnak · qei,ej )∑M

k′=1 exp(hna
k′
· qei,ej )

,

van =

M∑

k=1

αnakhn
a
k
.

Finally, we concatenate the three representations
as the input to a feedforward network and pass to
a softmax layer to create the weight vector da.

vafinal = ReLU(Wcat · [vap ; vae ; van]),

da = Softmax(Wfinal · vafinal).

This da is multiplied with the descriptor matrix R
to get the final representation ra. Different from
RMN, we do not consider temporal dependencies
between time steps in our model because it is im-
portant to understand sudden shifts in international
relations rather than assuming that the relations
slowly evolve. We also found the temporal de-
pendencies were not helpful empirically in our do-
main but rather computationally expensive.

3.4 Learning Objective and Summary
The reconstruction objective pushes ra to resem-
ble valabel. Our formulation is identical to RMN:
the loss function consists of a contrastive max-
margin loss term, J , and an auxiliary loss term,
X , to encourage unique relation embeddings.

L(θ) =J(θ) + λX(θ),

J(θ) =
∑

a∈Aei,ej

∑

va
label′∈N

max(0,

1− ra · valabel
||ra|| · ||valabel||

+
ra · valabel′

||ra|| · ||valabel′ ||
),

X(θ) =‖RR> − I‖,
where v′label is a randomly sampled negative exam-
ple, N is a collection of them, and λ is a hyperpa-
rameter for balancing two loss terms.

4 Evaluation

In this section, we compare our model to RMN.
For both models, we fixed the number of descrip-
tors to 30 following Iyyer et al. (2016). As track-
ing dynamic international relations requires care-
ful analysis, we hosted onsite user studies for qual-
ity control and in-person feedback. We first de-
scribe the model outputs, and then present both
quantitative and qualitative evaluation results.
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LARN (Linguistically Aware Relationship Net-
work)

Weight RMN (Relationship Modeling Network) Weight

denounce, undermine, condemn, punish, oppose 5.46% seem, thing, though, too, especially 11.79%
leave,tell,ask,know,want 4.93% range, information, supply, infrastructure, value 9.42%
differ, indicate, affect, regard, determine 4.64% theresa, emmanuel, yemen, poland, lebanon 8.24%
strengthen, enhance, improve, develop, boost 4.56% negotiate, establish, impose, propose, negotiation 7.92%
hit, cut, end, kick, beat 4.05% terrorism, militant, terror, terrorist, condemn 7.54%

buy, manufacture, use, brand, purchase 2.59% propose, woman, represent, indians, spend 1.69e-09
win, defeat, beat, title, match 2.59% de, defense, kremlin, cite, pressure 1.62e-09
receive, express, praise, send, acknowledge 2.58% car, de, bomb, little, note 5.39e-10
offer, provide, deliver, feature, guarantee 2.46% cost, cite, compare, co, m 2.94e-10
launch, announce, unveil, release, celebrate 2.36% aid, hand, small, public, round 2.21e-10

Table 2: Relation descriptors of the most/least frequent five relations by LARN and RMN and their average weights
in news articles. The relations generated from LARN are more semantically meaningful.

(a) US-China’s relation trends by LARN. (b) US-China’s relation trends by RMN.

Figure 2: Temporal trends of top three relations between US and China based on LARN (Figure 2a), in comparison
with results from RMN (Figure 2b). We highlight key events during this time period under the x-axes. Similar
visualizations are also used in human evaluations. More figures are provided in the appendix.

4.1 Understanding Model Outputs

Given a set of time-stamped news articles and a list
of nations of interest, both models provide a set of
relation descriptors, where each one defines a type
of relation and a temporal trend analysis of these
descriptors that shows how the relation evolves.

Relation descriptors. Table 2 shows the top five
and bottom five descriptors from LARN and RMN
sorted by the average weights over all news arti-
cles related to the most frequently mentioned eight
nation pairs.5 By using predicates to describe re-
lations, our descriptors seem to contain more se-
mantically meaningful words. For instance, the
top relation in RMN consists of exclusively non-
content words. Another interesting advantage of
our model is that the five relations with the lowest

5We focus on the top eight nation pairs to be consistent
with human evaluation.

weight have much higher weights in LARN than
in RMN. This suggests that RMN tends to gener-
ate “useless” relations that do not show up in the
data, while even bottom relations in LARN remain
useful for describing the data.

Temporal trends. We visualize the temporal
trends of the most prominent relations between
nation pairs. We further provide our annotated
key events as the context to interpret these tem-
poral trends. Figure 2 gives an example for US
and China. The top three relations based on LARN
are “denounce”, “strengthen”, and “leave”,6 while
the top three based on RMN are “seem”, “range”,
and “negotiate”. We find our model generally
aligns better with the key events: for instance, the
“denounce” relation peaked around the time that
Trump started issuing a series of tariffs based on

6For space reasons, we only include the top word in the
relation descriptor.
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Figure 3: Change rate at key event months vs. other
months. Our model demonstrates a clearer relative dif-
ference between key event months and other months
(66.9%) than RMN (50.1%). For the random baseline,
we randomly choose the same number of key events
and we observe no differences as expected.

our model (Figure 2a), while there do not exist
similar fluctuations in Figure 2b based on RMN.

4.2 Quantitative Evaluation

We leverage our manually annotated key events
to develop a novel automatic metric to evaluate
how well the temporal trends from our model are
aligned with key events. We define a change rate at
each month ∆t as the weighted average of changes
in relation weights in the top three relations:

∆t =
∑

i∈top 3 relations

wt,i ∗
|dt,i − dtprev ,i|

dtprev ,i
,

where dt,i is the average weight for the i-th rela-
tion in all the articles published at t, dtprev ,i is the
average weight before t in a window ofW preced-
ing months ( 1

W

∑W
w=1 d(t−w),i), and weight wt,i

is the normalized weight for top three descriptors
( dt,i∑

j∈top 3 relations dt,j
). Our results are robust to the

choices of W , and we set it to 6 for presentation.
We expect change rates to be greater when sig-

nificant events happen in international politics.
Figure 3 compares the change rate at months
where key events occurred with other months for
eight nation pairs for which we annotated key
events. Both models present more abrupt changes
when key events occurred. Unlike RMN, our
model does not have temporal dependencies be-
tween relation distributions over time,7 and thus
has a higher discontinuity in general. However,
even in relative terms, our model fluctuated more
substantially than RMN when key events occurred.

7Please refer to Iyyer et al. (2016)’s Section 3.2.3 for
more details on how they incorporated previous time steps.

Model P ValueLARN RMN

Descriptor 22 7 8.1e-3
Temporal Trend 106 18 2.3e-16

Nation Pair Matching 38.0 % 45.2 % 0.33

Table 3: Human evaluation results: The first two rows
represents the number of votes, while the last row rep-
resents % of nation pairs matched correctly with its
temporal trend. We did a two-tail binomial test for the
relation descriptor and temporal trend evaluation and
an independent t-test for the nation pair matching eval-
uation. We show the p-values in the last column.

We also did a robustness check with another set
of independently annotated key events and the re-
sults can be found in the appendix. This measure
captures whether the model can detect the change
points, but does not measure whether the model
correctly captures the semantics of the key events,
i.e., did a negative relation increase after hostile
events such as war? To this end, we performed
human evaluations.

4.3 Human Evaluation

We hosted three human evaluations with partici-
pants from different demographics: undergradu-
ate students from political science classes, gradu-
ate students from a computer science department
(mostly in NLP), and undergraduate students tak-
ing a linguistics class. The total number of partic-
ipants was 29, roughly equally divided among the
three groups. The participants were shown outputs
from RMN and LARN, and asked to choose the
output that better aligns with their intuitions. Each
participant answered about 10 questions and pro-
vided justification for their answers to each ques-
tion, taking roughly 30 minutes to an hour. Table 3
summarizes the results of our human evaluations.

Relation descriptor evaluation. The partici-
pants were shown a list of top five descriptors (as
in Table 2) from two models, and prompted to se-
lect a set which adequately covers possible rela-
tionships that can occur between countries. 75.9%
of participants preferred our model.

Temporal trends evaluation. We showed tem-
poral trends between nation pairs annotated with
key events, one from RMN and the other from
LARN (as in Figure 2). We asked them to evaluate
whether the temporal trends accurately reflect the
dynamics in nation-to-nation relationships. Each
participant evaluated four randomly chosen nation
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pairs. The temporal trend from our model was pre-
ferred more frequently (85.5% of total responses).

Nation pair matching. We designed a novel
task where we showed the participants the other
four temporal trends without annotated key events
and asked them to match each trend with the cor-
responding nation pair from the four candidates,
based on their world knowledge about nation-
nation relations. Each participant did the match-
ing twice, once for RMN and once for LARN.
The participants found correct temporal trends for
45.2% of entity pairs for RMN, and 38.0% of en-
tity pairs for LARN, when random pairing would
yield 25.0%. The difference between two mod-
els here is not statistically significant. Most par-
ticipants found this task very challenging, as they
did not know much about the relationship between
certain entity pairs (e.g., a participant said “As an
American, there’s no way to know the relation be-
tween China and India.”). Even political science
students do not perform better than the other two
groups.

Discussion. Overall the output from our model
is preferred by the participants. We found that po-
litical science students paid more attention to de-
tail, took a longer time to finish, and were more
ambivalent between the performance of the two
models. For example, for temporal trends, they
preferred our model for 71.4% of the examples,
compared to other groups which preferred our
model for 90% of the examples. They also pre-
ferred RMN’s relation descriptors slightly (42.9%
selected our model) and commented that a few
concepts from RMN, like “infrastructure, supply,
and value”, are more concrete (e.g., a participant
said “I chose the left one (RMN), because it is easy
to determine and remember the positive of items
such as infrastructure, value, and supply. Those
have more positive undertones, while it is easy to
gauge negative sentiments with ‘terrorism,’ ‘con-
demn’ and those.”). As LARN encodes the back-
ground context specific to each nation pair sepa-
rately, our relation descriptors do not contain such
“concrete” concepts. In the next section, we will
discuss contexts for relations, where these con-
cepts appear in LARN.

5 Further Exploration

We present additional qualitative results to show-
case the applications of our model. First, we ex-

Figure 4: Top contextual words for US-China’s “de-
nounce” relation derived from three approaches. Top:
Showing word’s avg. attention score in all “denounce”
articles each month. Middle: Showing word’s fre-
quency in all “denounce” articles each month. Bottom:
Showing word’s average attention score multiplied by
log(appearance) in each month. All figures are normal-
ized by the global maximum score in the figure.

amine the context (nouns) associated with a rela-
tion between two nations based on an attention-
based mechanism, which RMN does not handle.
Second, we perform an in-depth analysis to show
how our model can reveal regional differences in
news coverage on the same topic.

5.1 Context for Relations

To help users better understand the inferred re-
lations, we offer specific contexts that relate to
the inferred relations based on the attention-based
mechanism introduced in §3. For each relation, we
find articles that place the most weight in that rela-
tion, and rank the nouns and proper nouns in those
articles by their average attention score (i.e., αnai
in §3.3).

The top part of Figure 4 shows the top 10 words
for the “denounce” relation in Figure 2a, the tem-
poral trend for US-China relations. Since RMN
does not support such mechanism, we show the
most frequent nouns that occurred in the doc-
uments that mention both entities as a baseline
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(middle part).8 We find that the attended nouns
from our model are more informative than fre-
quent nouns: “tariff” is the most attended word;
words such as “sanction”, “treaty”, and “pressure”
also show up, while the frequency baseline cen-
ters around words like “China” and “president”.
As we noticed that the frequency baseline can cap-
ture alignment with key events, we incorporate at-
tention score and frequency in the bottom part of
Figure 4. This augmented version captures infor-
mative words (e.g., “tariff”, “sanction”, and “mis-
sile”) 9 and closely aligns with the key events.

5.2 Regional Differences in News Coverage

To further demonstrate the utility of our model,
we explore regional differences in news cover-
age, as “it is possible to build real knowledge by
comparing perspectives from different social con-
texts.”10 This also relates to the longstanding lit-
erature on framing in news coverage, i.e., “se-
lecting some aspects of a perceived reality and
make them more salient to promote problem def-
inition/interpretation” (Entman, 1993; Chong and
Druckman, 2007).

We picked two countries, Singapore and US, to
study US-China relations.11 Using country source
of media outlets in the NOW corpus, we found
10K articles from Singaporean media and 5.7K ar-
ticles from US media on US and China.

Table 4 shows the top five relations sorted by
their absolute weight differences between US me-
dia outlets and Singaporean media outlets. Sin-
gaporean media more frequently use “positive”
descriptors such as “strengthen” and “purchase”,
whereas US media report negative relations such
as “denounce” and “criticize” more frequently. Ta-
ble 5 shows two example sentences from arti-
cles with the most weight in the “denounce” rela-
tion. Even though two media sources are focusing
on events leading to the same type of relation, a
reader who mainly consume news articles in Sin-
gapore would get a clearly different impression of
US-China relations from those who read US news.

8We had a comparison between the top figure and the mid-
dle figure in the human evaluation, but we found an error in
visualization and thus focus on qualitative comparisons.

9“missile” points us to another event related to US de-
ploying missile defense system in South Korea, which also
impacts US-China relations.

10https://www.publicbooks.org/why-an-age-of-machine-
learning-needs-the-humanities/

11China is not an English speaking country and is thus not
in the NOW corpus. Singapore contained the most articles
containing both US and China.

Relation descriptor US Singapore

strengthen, enhance, improve,
develop, boost

4.62% 5.42%

purchase, sell, pay, buy, cost 3.18% 3.86%
denounce, undermine, con-
demn, punish, oppose

6.21% 5.66%

wag, criticise, accuse, tell, crit-
icize

3.81% 3.29%

flee, destroy, invade, unmake,
expel

3.70% 3.32%

Table 4: Top five relations between US and China
sorted by absolute weight differences between US me-
dia outlets and Singaporean media outlets.

US media: “President Donald Trump is prepar-
ing to impose a package of $60 billion in an-
nual tariffs against Chinese products, following
through on a longtime threat that he says will
punish China for intellectual property theft and
create more American jobs.”

Singaporean media: It does not look like just a
trade war, but rather the US is trying to bully
China and the rest of the world in order to make
China concede economic resources and devel-
opment opportunities to the US and make the
US forever big and strong.

Table 5: Example sentences in top-scoring articles on
US-China’s “denounce” relation in March 2018. We
italicize key predicates (red color) and three most at-
tended nouns (cyan color).

6 Related Work

Prior work (Chambers et al., 2015; Choi et al.,
2016; Rashkin et al., 2017) studied entity-entity
relations in terms of positive and negative senti-
ments between them. Similarly, literature on re-
lation extraction (Riedel et al., 2010; Gardner and
Krishnamurthy, 2017; Elson et al., 2010; Srivas-
tava et al., 2016) focused on pre-defined relations
between a pair of entities in the database schema.
In comparison, our work discovers descriptors for
relations between entity pairs instead of finding
entity pairs matching pre-defined relation schema.

Topic modeling has been an important method
to grasp important concepts from a large col-
lection of documents in an unsupervised fash-
ion (Blei et al., 2003; Das et al., 2015; Chang et al.,
2009; Schein et al., 2015). Similar to our work,
O’Connor et al. (2013) incorporates linguistic in-
sights with topic models to identify event classes
and detect conflicts. Our work additionally models
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the context of relations through nouns and focuses
on exploring the potential of neural models.

Most relevant to our work is Iyyer et al. (2016),
which suggests RMN better capture dynamic
relationships in literature than hidden Markov
model (Gruber et al., 2007) and LDA (Blei et al.,
2003). Recent work extended and applied RMN to
other settings such as studying user roles in on-
line communities (Wang et al., 2016; Frermann
and Szarvas, 2017). Notably, Chaturvedi et al.
(2017) suggests HMM with shallow linguistic fea-
tures (i.e., frame net parses) and global constraints
can outperform RMN for modeling relations in lit-
erature. In this work, we incorporate linguistic in-
sights with RMN and apply it to news domain.

Last but not least, researchers have studied
the dynamics of media coverage from a wide
range of perspectives, ranging from framing (Card
et al., 2015; Field et al., 2018), to relationship
between ideas (Tan et al., 2017), to quotes of
politicians (Niculae et al., 2015; Tan et al., 2018;
Leskovec et al., 2009). There is also signifi-
cant effort for building event databases in political
science (Leetaru and Schrodt, 2013), and assist-
ing journalists with tools (Handler and O’Connor,
2017), and dating historical text (Niculae et al.,
2014).

7 Conclusion

We investigate the promise of unsupervised neu-
ral models for automatically inferring relations be-
tween nations. We find that incorporating shal-
low linguistic information is a simple yet effec-
tive strategy for deriving robust and interpretable
relations. We develop a novel quantitative evalu-
ation metric for understanding international rela-
tions and in-depth human evaluation also confirms
the effectiveness of our model. We further show
that our models can provide the background of re-
lations using attention score and reveal regional
differences for future studies on media framing.

Meanwhile, our work suggests important future
directions for using NLP technologies to support
individuals in navigating a large collection of news
articles. Our participants often find it challenging
to infer information simply from temporal dynam-
ics of our inferred relations based on natural lan-
guage descriptors. It is thus important to incor-
porate human cognitive preferences in developing
such models and provide narratives beyond words
such as key events. Furthermore, different popu-

lations pay attention to different parts of informa-
tion. We need to understand the diversity when de-
veloping NLP technologies for end users and pro-
vide helpful personalized hints to lower the barrier
of benefiting from model outputs.
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A Appendix

Data: Aliases and Key Events
We use a dictionary of nation aliases to find rele-
vant sentences in the corpus that mentioned at least
one nation pair.12 Table A1 shows the full alias
dictionary we used. Table A5 shows the complete
list of key events used in this paper.

Nation Aliases

U.S. U.S., US, USA, Trump, Obama
China. China, Chinese, Xi
Syria Syria, Syrian, Assad
France France, French, Macron, Hollande
Germany. Germany, German, Merkel
Canada Canada, Canadian, Trudeau
Russia Russia, Russian, Putin
U.K. U.K., UK, British, Britain, Cameron
India India, Indian, Modi
Japan Japan, Japanese, Abe
Iran Iran, Iranian, Khamenei, Rouhani
Israel Israel, Israeli, Netanyahu

Table A1: Aliases used for detecting nation mentions.

Preprocessing
We use spaCy to preprocess all sentences (Honni-
bal and Montani, 2017). We then use a rule based
extractor13 to get verbal predicates with detectable
subjects and objects. When verbal predicate has a
negation, we take its antonym in WordNet (Fell-
baum, 1998) if it exists, ignored otherwise. We
also extract nouns and proper nouns in sentences
using spaCy’s part-of-speech tagging.

We follow the preprocessing steps in Iyyer et al.
(2016) for RMN. The original RMN, which used a
fiction dataset, removes the 500 most frequently
occurring words and words that occur in fewer
than 100 books. We also remove the 500 most
frequent words for the input to RMN. However,
since our news dataset doesn’t have the notion of
“books”, we remove 5000 least common words
(out of a 200K vocabulary) for RMN. Note that
this is not done for our model LARN.

Implementation Details
We show all hyperparameters used in our study
in Table A2. We generally use the same hyper-
parameter values as RMN, except a few model-

12We did not use coreference resolution to avoid noisy
linking.

13https://github.com/NSchrading/
intro-spacy-nlp/blob/master/subject_
object_extraction.py

Hyperparameter Value

vlabel, vp, vn dimension 300
pdrop 0.5
ve dimension 50
hn (LARN) dimension 300 + 30
vfinal dimension 300
recurrent enforcement α (RMN) 0.5
number of relations K 30
number of training epochs 15
learning rate 1e-3
orthogonal penalty λ 1e-1
number of negative samples 15
batch size 256

Table A2: Hyperparameters.

specific hyperparameters in Table A2. We also use
Xavier initialization (Glorot and Bengio, 2010) for
all trainable layers as in the original RMN.

Relation Descriptors Postprocessing

In addition to finding the nearest neighboring
words to the relation embeddings, the orginal
RMN also requires a manual filtering process to
achieve an interpretable definition of the relation
descriptor. To prevent introducing bias in this
manual filtering step, we define each relation de-
scriptor directly as its five nearest neighboring
words in the input vocabulary. However, since the
full vocabulary would contain many uncommon
words which could hinder the interpretation of re-
lation descriptors, we limit both models to choose
descriptor words from the most frequently occur-
ring 500 words in their own processed input vo-
cabulary (i.e., verb predicates only for LARN and
all words for RMN).

In Table A3, we present the descriptor set by
RMN and LARN without the most common 500
words constraint on descriptor word selection. We
find that the descriptor set of our model is robust
to this change and does not suffer from a lowered
interpretability as much as RMN.

Additional Temporal Relation Trends:
US-Russia, US-India, US-Syria

See Figure A2, Figure A3, and Figure A4 for
three more examples of temporal relation trends
between nation pairs.

Additional Influential Background
Words:US-Russia, US-India, US-Syria

In Figure A5, Figure A6, and Figure A7, we fur-
ther show the corresponding attended background
words for the top relation descriptor in each of the
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LARN (Linguistically aware relationship net-
work)

Weight RMN (Relationship modeling network) Weight

denounce, undermine, condemn, decry, legit-
imize

5.46% always, something, seem, sense, thought 11.79%

leave,tell,forget,ask,know 4.93% components, utilization, integrated, optimized,
component

9.42%

differ, indicate, extent, affect, imply 4.64% morroco, theresa, miriam, emmanuel, charlene 8.24%
strengthen, enhance, improve, develop, maxi-
mize

4.56% mandate, authorize, assurances, rescind, ratify 7.92%

hit, fell, slump, edge, cut 4.05% provocation, bloodshed, reprisals, incursion,
hostilities

7.54%

buy, cheap, manufacture, use, shop 2.59% una, esa, harridan, chicas, hija 1.69e-09
win, clinch, defeat, championship, champion 2.59% gest, epoque, rol, chiat, tripper 1.62e-09
receive, bestow, redeem, entitle, outpour 2.58% pharmacologically, offred, condemnable,

chapelle, benassi
5.39e-10

offer, provide, deliver, ideal, cater 2.46% ricoh, powe, mw, sy, hamill 2.94e-10
launch, relaunch, announce, debut, unveil 2.36% tunstall, booksellers, seiko, pring, reflation 2.21e-10

Table A3: Relation descriptors of the most/least frequent five relations by RMN and LARN and their average
weights in news articles (without constraint on most common words).

three nation pair relations shown in the previous
section.

Robustness Check: Another Set of Key Events
Annotations

Apart from the key events annotated by the first
author, which were used in the change rate anal-
ysis in the main paper, the third author also did
an independent annotation of the key events as a
robustness check. The details of this annotation
could found in Table A6. Figure A1 shows the
change rate evaluation with respect to this annota-
tion. A similar trend holds for both sets of annota-
tions.

LARN RMN Random0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

Ch
an

ge
 ra

te

Key event months
Other months

Figure A1: Change rate at key event months vs. other
months using an additional set of key events annota-
tions. Our model demonstrates a clearer relative dif-
ference between key event months and other months
(41.74%) than RMN (36.75%). For the random base-
line, we randomly choose the same number of key
events and we observe no differences as expected.

A Simpler Baseline: Term-frequency Trend of
Verbal Predicates
In addition to the comparison with RMN, we also
checked a simpler baseline by replacing the de-
scriptor weights with term-frequency values of
each verbal predicates for each document. Specif-
ically, the term-frequency of a predicate p in doc-

ument d is
count(p)

length(d)
. Note that document refers

to all sentences where a nation pair is mentioned.
We show some temporal trend examples in Fig-
ure A8 and also the change rate evaluation result
in Table A4. Note that the scales of these results
are different from LARN and RMN, since the pred-
icate words are much more sparse than the 30 de-
scriptors used in LARN and RMN.

Change rate
∆key months other months

LARN 12.44 % 7.45 % 66.91 %
RMN 6.81 % 4.53 % 50.07 %

Predicate TF 69.86 % 62.36 % 12.02 %

Table A4: Change rate at key event months vs. other
months with the predicate term-frequency baseline,
compared to LARN and RMN.
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Nation pair Key events

U.S.-China (2016-12) Trump made phone call to Taiwan’s leader; (2017-04) Xi visited U.S.; (2017-08)
Section 301 investigations on China; (2017-11) Trump visited China; (2018-03) Trump started
issuing a series of tariffs.

U.S.-Russia (2016-10) U.S. officially accused Russia’s hacking; (2017-04) Syria airstrike; (2017-07) Trump
and Putin’s first meeting; (2017-11) Trump and Putin’s meeting at APEC; (2018-02) Dozens of
Russians killed by U.S.-backed Syria attack.

U.S.-Syria (2016-10) U.S. suspended Syria ceasefire talk; (2017-04) Khan Shaykhun chemical attack and
Shayrat missile strike; (2017-10) ISIS ’capital’ captured; (2017-11) ISIS’s defeat and aftermath;
(2018-02) Battle of Khasham.

U.S.-U.K. (2016-06) U.K. Brexit vote; (2017-01) Therasa May visited U.S.; (2017-12) Trump set a con-
troversial visit to U.K.

U.S.-Canada (2017-01) Trump said Nafta renegotiation to be started; (2017-04) Trump imposed tariff on
Canadian lumber; (2018-06) Canada fought back with retaliatory tariff on U.S. products.

U.S.-India (2016-06) Modi visited U.S. and met Obama; (2016-12) Trump made a complimentary phone
call to Pakistan; (2017-06) Modi visited U.S. and met Trump; (2017-10) U.S. Secretary Of State
Tillerson visited India; (2018-06) India imposed retaliatory tariffs on U.S.

U.S.-Japan (2016-05) Obama gave memorial speech at Hiroshima with Japanese PM Abe; (2016-12) Abe
visited Pearl Harbor; (2017-02) Abe visited Washington and met Trump; (2017-11) Trump vis-
ited Japan and met Abe; (2018-03) Trump accepted North Korea’s invitation for direct nuclear
talks.

China-India (2016-04) Minister of Foreign Affairs meeting; (2016-11) China and India’s joint military drill;
(2017-02) India to develop a new missile; (2017-05) India refused to attend Belt and Road
Summit; (2017-06) Doklam border standoff started; (2017-08) Doklam border standoff ended;
(2017-11) China and India’s WMCC meeting; (2018-03) China and India to boost trade.

Table A5: Key events annotations and references.

(a) US-Russia’s relation trends by LARN. (b) US-Russia’s relation trends by RMN.

Figure A2: Temporal trends of top three relations between U.S. and Russia based on LARN (Figure A2a), in
comparison with results from RMN (Figure A2b).
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(a) US-India’s relation trends by LARN. (b) US-India’s relation trends by RMN.

Figure A3: Temporal trends of top three relations between U.S. and India based on LARN (Figure A3a), in com-
parison with results from RMN (Figure A3b).

(a) US-Syria’s relation trends by LARN. (b) US-Syria’s relation trends by RMN.

Figure A4: Temporal trends of top three relations between U.S. and Syria based on LARN (Figure A4a), in com-
parison with results from RMN (Figure A4b).
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Figure A5: Influential words for US-Russia’s “de-
nounce” relation derived from three approaches. Top:
Showing word’s average attention score in all “de-
nounce” articles each month. Middle: Showing word’s
appearance frequency in all “denounce” articles each
month. Bottom: Showing word’s average attention
score multiplied by log(appearance) in each month.
All figures are normalized by the global maximum
score in the figure.

Figure A6: Influential words for US-India’s “leave”
relation derived from three approaches. Top: Show-
ing word’s average attention score in all “leave” arti-
cles each month. Middle: Showing word’s appearance
frequency in all “leave” articles each month. Bottom:
Showing word’s average attention score multiplied by
log(appearance) in each month. All figures are normal-
ized by the global maximum score in the figure.
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Figure A7: Influential words for US-Syria’s “denounce” relation derived from three approaches. Top: Showing
word’s average attention score in all “denounce” articles each month. Middle: Showing word’s appearance fre-
quency in all “denounce” articles each month. Bottom: Showing word’s average attention score multiplied by
log(appearance) in each month. All figures are normalized by the global maximum score in the figure.

(a) US-Russia’s relation (b) US-India’s relation

Figure A8: Temporal trend examples by the predicate term-frequency baseline.
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Nation pair Key events

U.S.-China (2016-02) China Sends Missiles to Contested South China Sea Island; (2016-06) Xi urges cau-
tion over THAAD deployment in South Korea; (2016-12) Trump-Tsai call; (2017-02) Trump
affirms One China policy; (2017-04) Xi visits US; (2017-11) Trump visited Beijing; (2018-03)
tariff targets China; (2018-04) China retaliates.

U.S.-Russia (2016-02) U.S.-Russian deal on a “cessation of hostilities”; (2016-09) Russia and the U.S. an-
nounce joint peace plan for Syria; (2016-10) Russian interference with election; (2017-01) The
U.S. Office of the Director of National Intelligence releases a declassified version of the In-
telligence Communitys assessment that “Putin ordered an influence campaign in 2016 aimed
at the U.S. presidential election”; (2017-04) US airstrike Syria; (2017-05) Comey fired and
Trump met Russian ambassadors; (2017-07) Trump met Putin at G20 summit; (2018-04) Mis-
sile strikes against Syria.

U.S.-Syria (2016-02) US and Russia agree to enforce new Syria ceasefire; (2016-09) Another ceasefire
agreement broke in the same month; (2016-11) Senior Chief Petty Officer Scott Cooper Day-
ton, 42, of Woodbridge, Virginia, is killed in an improvised explosive device blast near the
northern Syrian town of Ayn Issa, becoming the first American casualty in combat in the fight
against IS in Syria.; (2017-01) Trump orders ban on Syrian refugees; (2017-04) Trump orders
strikes against Syria in response to chemical attack; (2017-07) Another ceasefire agreement that
involved united states; (2018-03) U.S. Master Sgt. Jonathan J. Dunbar is killed by a roadside
bomb attack in Syria alongside a British serviceman; (2018-04) The US, The U.K. and France
carried out missile strikes against Assad’s compounds in response to the Douma chemical at-
tack.

U.S.-U.K. (2016-04) Obama and Cameron joint news conference; (2017-01) May visit Trump; (2017-02)
Parliament debate trump visit; (2017-09) May visit US for UN general assembly; (2018-04)
Missile strikes in Syria.

U.S.-Canada (2016-03) Trudeau visited the White House for an official visit and state dinner on March 10,
2016; (2017-02) Prime Minister Trudeau and President Trump formally met for the first time
at the White House on February 13, 2017; (2017-06) The Trudeau government announced that
Canada would continue to support coalition operations; (2018-03) President Donald J. Trump
announced he will apply across-the-board tariffs, or import taxes, on steel and aluminum; (2018-
05) Canada, Mexico, and the EU became subject to the steel and aluminium tariffs later in an
announcement on May 31, 2018; (2018-06) Trump comments at G7 summit.

U.S.-India (2016-02) The Obama administration notified the US Congress that it intended to provide Pak-
istan eight nuclear-capable F-16 fighters and assorted military goods; (2016-06) Modi visits
Obama; (2016-08) U.S., India sign military logistics agreement; (2017-06) Modi visits Trump;
(2017-09) Mattis visits India; (2017-10) Secretary of State Rex Tillerson visits India; (2018-03)
The India-US 2 + 2 Dialogue postponed.

U.S.-Japan (2016-05) Abe meets Obama; (2016-07) Abe, U.S. commander agree to carry out defense
guidelines in steady manner; (2016-11) Abe meets Trump in New York; (2016-12) U.S. Returns
Some Okinawa Land to Japan, but Unease Endures; Abe visits Pearl Harbor; (2017-01) Trump
abandons TPP; (2017-02) Abe and Trump presented a united front on dealing with Pyongyang’s
nuclear weapon test and multiple missile launches; (2017-04) Japan, U.S. hold missile defense
drill in Sea of Japan; (2017-09) Japan, U.S., India vow to work together on strategic port de-
velopment as China flexes clout; (2017-11) Trump visits Japan; (2018-02) Pence visits Japan;
(2018-04) Abe visits US.

China-India (2016-06) Tashkent on the sidelines of the Shanghai Cooperation Organization Summit; (2016-
09) G20 and East Asia Summit; (2016-10) Modi meets Chinese president Xi Jinping on the
sidelines of the Goa BRICS Summit; (2017-05) Indias decision to boycott the Belt and Road
Initiative (BRI) summit held in Beijing in May; (2017-06) Chinese troops with construction
vehicles and road-building equipment began extending an existing road southward in Doklam,
a territory which is claimed by both China as well as India’s ally Bhutan.; (2017-08) China and
India reached a consensus to put an end to the border stand-off; (2017-09) Xi Jinping Meets with
Prime Minister Narendra Modi of India; (2017-11) India joins QUAD; (2018-03) China-India
border affairs meeting held in New Delhi; (2018-06) Xi meets Modi.

Table A6: Extra key events annotations for robustness check.
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Abstract
Titles of short sections within long documents
support readers by guiding their focus towards
relevant passages and by providing anchor-
points that help to understand the progression
of the document. The positive effects of sec-
tion titles are even more pronounced when
measured on readers with less developed read-
ing abilities, for example in communities with
limited labeled text resources. We, therefore,
aim to develop techniques to generate sec-
tion titles in low-resource environments. In
particular, we present an extractive pipeline
for section title generation by first selecting
the most salient sentence and then applying
deletion-based compression. Our compression
approach is based on a Semi-Markov Con-
ditional Random Field that leverages unsu-
pervised word-representations such as ELMo
or BERT, eliminating the need for a com-
plex encoder-decoder architecture. The results
show that this approach leads to competitive
performance with sequence-to-sequence mod-
els with high resources, while strongly outper-
forming it with low resources. In a human-
subjects study across subjects with varying
reading abilities, we find that our section titles
improve the speed of completing comprehen-
sion tasks while retaining similar accuracy.

1 Introduction

Section titles in long documents that explain the
content of the section improve the recall of con-
tent (Dooling and Lachman, 1971; Smith and
Swinney, 1992) while simultaneously increasing
the reading speed (Bransford and Johnson, 1972).
Additionally, they can provide a context to al-
low ambiguous words to be understood more eas-
ily (Wiley and Rayner, 2000) and to better un-
derstand the overall text (Kintsch and Van Dijk,
1978). However, most documents do not include
titles for short segments or only provide a very ab-
stract description of their topics, e.g. “Geography”

When another old cave is discovered in the south of France, it is not usually 
news. Rather, it is an ordinary event. Such discoveries are so frequent these days 
that hardly anybody pays heed to them. However, when the Lascaux cave com-
plex was discovered in 1940, the world was amazed. Painted directly on its 
walls were hundreds of scenes showing how people lived thousands of years 
ago. The scenes show people hunting animals, such as bison or wild cats. Other 
images depict birds and, most noticeably, horses, which appear in more than 
300 wall images, by far outnumbering all other animals. 

Early artists drawing these animals accomplished a monumental and difficult 
task. They did not limit themselves to the easily accessible walls but carried 
their painting materials to spaces that required climbing steep walls or crawling 
into narrow passages in the Lascaux complex. Unfortunately, the paintings have 
been exposed to the destructive action of water and temperature changes, which 
easily wear the images away. Because the Lascaux caves have many entrances, 
air movement has also damaged the images inside. Although they are not out in 
the open air, where natural light would have destroyed them long ago, many of 
the images have deteriorated and are barely recognizable. 
 
To prevent further damage, the site was closed to tourists in 1963, 23 years after 
it was discovered. 

Lascaux cave complex 
discovered

Paintings exposed 
to destructive action

Site closed to tourists

Figure 1: Output example from our model (left) for an
out-of-domain text (right).

or “Introduction”. This makes them more inac-
cessible especially to readers with less developed
reading skills, who have trouble identifying rele-
vant information in text (Englert et al., 2009) and
therefore more strongly rely on text-markups (Bell
and Limber, 2009).

This paper introduces an approach to generate
section titles by extractively compressing the most
salient sentence of each paragraph, as shown in
Figure 1. While there has been much recent work
on abstractive headline generation from a single
sentence (Nallapati et al., 2016), abstractive mod-
els require larger datasets, which are not avail-
able in many domains and languages. Moreover,
abstractive text-generation models tend to gener-
ate incorrect information for complex inputs (See
et al., 2017; Wiseman et al., 2017). Misleading
headlines can have unintended effects, affecting
readers’ memory and reasoning skills and even
bias them (Ecker et al., 2014; Chesney et al.,
2017). Especially in times of sensationalism and
click-baiting, the unguided generation of titles
can be considered unethical and we thus focus
on the investigation of deletion-only approaches
to title-generation. While this restricts this ap-
proach to languages that, similar to English, do not
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lose grammatical soundness when clauses are re-
moved, this approach is highly data-efficient and
preserves the original meaning in most cases.

We approach the problem with a two-part
pipeline where we aim to generate a title for each
paragraph of a text, as illustrated in Figure 2.
First, a SELECTOR selects the most salient sen-
tence within a paragraph and then the COMPRES-
SOR compresses the sentence. The selector is an
extractive summarization algorithm that assigns a
score to each sentence corresponding to its likeli-
hood to be used in a summary (Gehrmann et al.,
2018). Algorithms for word deletion typically
rely on linguistic features within a tree-pruning al-
gorithm that identifies which phrases can be ex-
cluded (Filippova and Altun, 2013). Following
recent work that shows the efficiency of contex-
tual span-representations (Lee et al., 2016; Peters
et al., 2018), we develop an alternative approach
based on a Semi-Markov Conditional Random
Field (SCRF) (Sarawagi and Cohen, 2005). The
SCRF is further extended by a language model that
ranks multiple compression candidates to generate
grammatically correct compressions.

We evaluate this approach by comparing it to
strong sequence-to-sequence baselines on an En-
glish sentence-compression dataset and show that
our approach performs almost as well on large
datasets while outperforming the complex models
with limited training data. We further show the
results of a human study to compare the effects
of showing no section titles, human-generated ti-
tles, and titles generated with our method. The
results corroborate previous findings in that we
find a significant decrease in time required to an-
swer questions about a text and an increase in the
length of summaries written by test subjects. We
also observe that the extractive algorithmic titles
have a stronger effect on question answering tasks,
whereas abstractive human titles have a stronger
effect on the summarization task. This indicates
that the inherent differences in how humans and
our approach summarize the content of a section
play a major role in how reading comprehension
is affected.

2 Methods

2.1 SELECTOR

To select the most important sentence, we adapt
an approach to the problem of content-selection in
summarization, which has been shown to be ef-

SELECTOR COMPRESSOR RANKER

Figure 2: Overview of the three steps. The SELECTOR
detects the most salient sentence. Then, the COMPRES-
SOR generates compressions and the RANKER scores
the them.

fective and data-efficient (Gehrmann et al., 2018).
An advantage of this approach over other extrac-
tive summarizers (e.g. Zhou et al. (2018)) is that
those often model dependencies between selected
sentences, which is not applicable to this problem
since we only aim to extract a single sentence.

Let x = x1, . . . , xn denote a sequence of
words within a paragraph, and y = y1, . . . , ym
a multi-sentence summary with n � m. Fur-
ther, let t = t1, . . . , tn be a binary alignment
variable where ti=1 iff xi ∈ y. Using this
alignment, the word-saliency problem is defined
as learning a SELECTOR model that maximizes
log p(t|x) = ∑n

i=1 log p(ti|x). Using this model,
we calculate the relevance of a sentence sent :=
xstart, . . . , xend, with 1 ≤ start < end ≤ n, with
a saliency function defined as

saliency(sent) =
1

|sent|

|sent|∑

i=1

p(ti|sent).

The sentence selection problem thus reduces to
sentence with the most relevant words within a
paragraph para,

argmax
sent ∈ para

saliency(sent).

We first represent each word using two different
embedding channels. The first is a contextual
word representation using ELMo (Peters et al.,
2018), and the second one uses GloVe (Penning-
ton et al., 2014). Preliminary experiments corrob-
orated the findings by Peters et al. that the com-
bination of the embeddings help the model con-
verge faster, and perform better with limited train-
ing data. Both embeddings for a word xi are con-
catenated into one vector ei, and used as input to
a bidirectional LSTM (Hochreiter and Schmidhu-
ber, 1997). Finally, the output of the LSTM hi is
used to compute the probability that a word is se-
lected σ(W T

s hi+bs) with the trainable parameters
Ws and bs.
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2.2 COMPRESSOR

We next define the problem of deletion-only com-
pression of a single sentence. For simplicity of
notation, let x1, . . . , xn refer to the words within a
single sentence, and y1, . . . , yn be a binary indica-
tor whether a word is kept in the compressed form.
The compression c(x, y) becomes

c(x, y) = xi∀(x1, y1), . . . , (xn, yn) iff yi = 1.

The challenge here is that choices are not made
independently from another. Consider the sen-
tence The round ball flew into the net last weekend,
which should be compressed to Ball flew into net.
Here, the choice to include into depends on first
selecting the corresponding verb flew. One ap-
proach to this problem is to use an autoregressive
sequence-to-sequence model, in which choices are
conditioned on preceding ones. However, these
models typically require too many training ex-
amples for many languages or domains. There-
fore, we relax the problem by assuming that it
obeys the Markov property of order L, and train
a COMPRESSOR model to maximize p(y|x) =∑n

i=1 log p(yi|x, yi−L:i−1). To still retain gram-
maticality, we define the additional problem of es-
timating the likelihood of a compression p(y) with
a RANKER model, described below.

We compare multiple approaches to deletion-
based sentence compression. Throughout, we
apply the same embedding as for the SELEC-
TOR. Since a grammatical compression problem
relies on the underlying linguistic features (Fil-
ippova and Altun, 2013), we process the source
documents with spaCy (Honnibal and Montani,
2017) to include the following features in addi-
tion to contextualized word embeddings: (1) Part-
of-speech tags, (2) Syntactic dependency tags, (3)
original word shape, (4) Named entities. Each of
these information is encoded in an additional em-
bedding that is concatenated to the word embed-
dings. Over the final embedding vector, we use a
bidirectional LSTM to compute the hidden repre-
sentations h1, . . . , hn for this task.

Naive Tagger The simplest approach we con-
sider is a naive tagger similar to the SELECTOR.
We assume full independence between values in
y. The probability p(yi=1|x) is computed as
σ(W T

c w1 + bc) with trainable parameters Wc and
bc.

Conditional Random Field Compressed sen-
tences have to remain grammatical, which implies
a dependence between values in y. Without any re-
strictions on the dependence between choices, it is
intractable to marginalize over all possible y with
a scoring function for a given (x, y) pair,

p(y|x) = expScore(x, y)∑
y′ expScore(x, y′)

. (1)

Therefore, we assume that only neighboring val-
ues in y are dependent, and apply a linear-chain
CRF (Lafferty et al., 2001) that uses h as its fea-
tures to this problem.

We define a scoring function Score(x, y) =∑
i log φi(x, y) that computes the (log) poten-

tials at a position i using a function φ. The
emission potential for a word xi is computed as
φE
i (x, y) =We2(tanh(We1hi+ be1)) + be2, using

only the local information. The transition poten-
tial φT

i depends on the previous and current choice
(yi−1, yi), and can be looked up in a 2 × 2 ma-
trix that is learned during training. The complete
scoring function can be expressed as

Score(x, y) =
|y|∑

i

(φE
i (x, y) + φT

i (yi−1, yi)) .

During training, we can minimize the negative
log-likelihood in which the partition function is
computed with the forward-backward algorithm.
During inference, this formulation allows for ex-
act inference with the Viterbi algorithm.

Semi-Markov Conditional Random Field Al-
though compressed sentences should often include
entire phrases, the CRF does not take into account
local dependencies beyond neighboring words.
Therefore, we relax the Markov assumption and
score longer spans of words. This can be achieved
with a SCRF (Sarawagi and Cohen, 2005). Fol-
lowing a similar approach as Ye and Ling (2018),
let s = {s1, s2, . . . , sp} denote the segmentation
of x. Each segment si is represented as a tuple
〈start, end, ỹi〉, where start and the end denote
the indices of the boundaries of the phrase, and ỹ
the corresponding label for the entire phrase. To
ensure the validity of the representation, we im-
pose the restrictions that start1 = 1, endp = |x|,
starti+1 = endi + 1, and starti ≤ endi. Ad-
ditionally, we set a fixed maximum length L. We
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extend Eq. 1 to account for a segmentation s in-
stead of individual tags such that

p(s|x) = expScore(s, x)∑
s′ expScore(s′, x)

,

marginalizing over all possible segmentations.
The CRF represents a special case of the SCRF
with L = 1. To account for the segment-level in-
formation, we extend the emission potential func-
tion to

φE
i (x, 〈ỹ, start, end〉) =

end∑

i=start

W T
e h
′
i, (2)

where h′i is the concatenation of hi, hstart −
hend, and a span length embedding elen to ac-
count for both individual words and global seg-
ment information. We also extend φT to include
transitions to and from longer tagged sequences
by representing targets as BIEUO tags (Ratinov
and Roth, 2009). This formulation allows for
similar training by minimizing the negative log-
likelihood.

2.3 RANKER

The inference of the CRF and the SCRF require
an estimation of the best possible segmentation
s∗ = p(s|x), which can be computed using the
Viterbi algorithm. However, CRFs and SCRFs
are typically employed in sequence-level tagging
with no inter-segment dependencies. The sentence
compression task differs since a resulting com-
pressed sentence should be grammatical. There-
fore, we employ a language model (LM) to rank
compression candidates based on the likelihood of
the compressed sentence compress(x, s). Namely,
we extend the inference target to

s∗LM = argmax
s

(p(s|x) + λp(compress(x, s))) ,

using a weighting parameter λ. Since exact in-
ference for this target is intractable, we approxi-
mate this inference by constraining the re-ranking
to theK best segmentations according to aK-best
Viterbi algorithm.

The RANKER uses the same word embeddings
as the COMPRESSOR, and a bidirectional LSTM
in order to maximize the probability of a sequence

∑
i p(xi|x1:i−1) + p(xi|xi+1:n). Using the hid-

den representation hi, we compute a distribution
over the vocabulary as softmax(Wlhi + bl). We
additionally use the same weights for word em-
beddings and Wl, which has been shown to im-
prove language model performance (Inan et al.,
2016). We prevent affording an advantage to
shorter compressions c during the inference by ap-
plying length normalization (Wu et al., 2016) with
a length penalty α.

2.4 Sequence-to-Sequence Baselines

The most common approach to summarization and
sentence compression uses sequence-to-sequence
(S2S) models that learn an alignment between
source and target sequences (Sutskever et al.,
2014; Bahdanau et al., 2014). S2S models
are autoregressive and generate one word at a
time by maximizing the probability p(y|x) =∑

i p(yi|x, y1:i−1). Since this condition is stronger
than that of CRF-based approaches, we hypothe-
size that S2S models perform better with unlimited
training data. However, since S2S models need
to jointly learn the alignment and generate words,
they typically perform worse with limited data.

To test this hypothesis, we define two S2S base-
lines we compare to our models. First, we use a
standard S2S model with attention as described
by Luong et al. (2015). In contrast to the other
approaches, this model is abstractive and has the
ability to paraphrase and re-order words. We con-
strain these abilities in a second S2S approach as
described by Filippova et al. (2015). This model is
a sequential pointer-network (Vinyals et al., 2015)
and can only generate words from the source sen-
tence. Instead of using an attention mechanism to
compute which word to copy, the model enforces a
monotonically increasing index of copied words to
prevent the re-ordering. We compare both against
their reported numbers and our own implementa-
tion.

3 Data and Experiments

The SELECTOR is trained on the CNN-DM cor-
pus (Hermann et al., 2015; Nallapati et al., 2016),
which is the most commonly used corpus for news
summarization (Dernoncourt et al., 2018). Each
summary comprises a number of bullet points for
an article, with an average length of 66 tokens and
4.9 bullet points. The COMPRESSOR is trained on
the Google sentence compression dataset (Filip-
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pova and Altun, 2013), which comprises 200,000
sentence-headline pairs from news articles. The
deletion-only version of the headlines was created
by pruning the syntactic tree of the sentence and
aligning the words with the headline. The largest
comparable corpus Gigaword (Rush et al., 2015)
does not include deletion-only headlines.

We limit the vocabulary size to 50,000 words
for both corpora. Both SELECTOR and COM-
PRESSOR use a two-layer bidirectional LSTM
with 64 hidden dimensions for each direction, and
a word-embedding size of 200. Each linguistic
feature is embedded into 30-dimensional space.
During training, the dropout probability is set to
0.5 (Srivastava et al., 2014). The model is trained
for up to 50 epochs or until the validation loss does
not decrease for three consecutive epochs. We ad-
ditionally halve the learning rate every time the
validation loss does not decrease for two epochs.
We use Adam (Kingma and Ba, 2014) with AMS-
Grad (Reddi et al., 2018), an initial learning rate
of 0.003, and a l2-penalty weight of 0.001. The
RANKER uses the same LSTM configuration, but
we optimize it with SGD with 0.9 momentum, and
an initial learning rate of 0.25.

The S2S models have 64 hidden dimensions for
each direction of the encoder, and 128 dimensions
for the decoder LSTM. They use one layer, and the
decoder is initialized with the final state of the en-
coder. Our optimizer for this task is adagrad with
an initial learning rate of 0.15, and an accumulator
value of 0.1 (Duchi et al., 2011).

3.1 Automated Evaluation

In the automated evaluation, we focus on the
compression models and first conduct experiments
with the full dataset to compute an upper bound on
the performance of our approach. This experiment
functions as a benchmark to investigate how much
better the S2S based approaches perform with suf-
ficient data. The next experiment investigates a
scenario, in which data availability is limited and
ranges from 100 to 1000 training examples. We
compare results with and without linguistic fea-
tures to further evaluate whether these features im-
prove the performance or whether contextual em-
beddings are a sufficient representation. In each
experiment, we measure precision, recall, and F1-
score of the predictions compared to the human
reference, as well as the ROUGE-score. We ad-
ditionally measure the length of the compressions

Figure 3: Two paragraphs within the interface of our
human evaluation with titles in the left-top margin of a
paragraph. A side-effect of the data-efficient deletion-
only approach, some titles look ungrammatical, as
shown in the second example “Warming is putting more
moisture.”

to investigate whether methods delete a sufficient
number of words.

3.2 Human Evaluation

We evaluated the effect of our generated titles in
a between-subjects study on Amazon Mechanical
Turk. We compared three different conditions: no
titles, human-generated titles, and algorithmically
generated titles by our SCRF+Ranking model. Ev-
ery participant kept their randomly assigned con-
dition throughout all tasks. We defined the follow-
ing three tasks to approximately measure the ef-
fect of short section titles on (1) retention of text,
(2) comprehension of text, and (3) retrieval of in-
formation. (Retention) We first presented a text
and then asked participants three questions about
facts in the text. (Comprehension) We showed a
text and then asked the participants to generate a
three-sentence summary of the text. (Retrieval)
We first presented two questions and then the text,
prompting participants to find the answers.

Previous findings indicate that titles help with
retention only when presented towards the begin-
ning of a text (Dooling and Mullet, 1973). Thus,
we place texts in the left margin at the top of a
paragraph as shown in the example in Figure 3.
This further avoids interrupting the reading flow
of the long text while being integrated into the
natural left-to-right reading process. Although
reading comprehension is well studied in natural
language processing, most datasets focus on
machine comprehension (Richardson et al., 2013;
Rajpurkar et al., 2016). Therefore, we adapted
texts from the interactive reading practice by Na-
tional Geographic, written by Helen Stephenson1.
The 33 texts are based on articles and comprise
three versions for each story; elementary, inter-
mediate, and advanced, from which we selected
intermediate and advanced versions. Topics of the

1http://www.ngllife.com/student-zone/
interactive-reading-practice
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Model Features P R F1 Length

Filippova et al. (2015) Yes 82.0

S2S w/o copy No 83.2 ±4.5 73.0 ±5.9 75.8 ±4.1 9.4 ±2.9
Sequential Pointer 87.1 ±4.1 76.0 ±5.1 79.1 ±3.5 9.4 ±2.6
Naive Tagger 81.4 ±3.7 74.6 ±6.0 75.5 ±3.9 9.7 ±2.7
SCRF 85.2 ±3.9 71.6 ±8.6 73.6 ±5.5 9.0 ±3.5
SCRF+Ranking 86.1 ±3.9 72.9 ±8.5 74.8 ±5.5 9.1 ±3.4

S2S w/o copy Yes 84.6 ±4.1 75.1 ±5.6 77.6 ±3.8 9.5 ±3.1
Sequential Pointer 89.6 ±3.5 74.2 ±5.2 79.8 ±3.6 8.7 ±2.3
Naive Tagger 84.1 ±3.5 75.4 ±5.3 79.5 ±3.7 9.5 ±2.5
SCRF 86.3 ±3.7 73.0 ±8.4 79.1 ±3.5 9.3 ±2.7
SCRF+Ranking 87.2 ±3.7 73.9 ±7.8 79.6 ±3.3 9.1 ±2.8

Table 1: Results of our models on the large dataset comprising 200,000 compression examples.

texts include Geography, Science, Anthropology,
and History; their length ranges from four to
seven paragraphs. Each text is accompanied
by reading comprehension questions, which we
utilized in the retention and retrieval tasks. We
first excluded those questions where the answer
was part of either human- or algorithmically
generated summary. Of the remaining questions,
we randomly selected three questions for each
of the retention and retrieval tasks. The same
questions were shown in either of the conditions.

Every participant completed six tasks, two for
every possible task, one with intermediate and one
with advanced difficulty. To account for the dif-
ferent backgrounds of participants, we also asked
participants about their perceived difficulty for
each task on a 5-point Likert scale. The total time
to complete all tasks was limited to 30 minutes,
and Turkers were paid $5. In total, we recruited
144 participants who self-reported that they flu-
ently spoke English, uniformly distributed over
the three conditions. They answered on average
68.25% of questions correctly and took 16.5 min-
utes to complete all six tasks. This is approxi-
mately 30% faster than the fastest graduate student
we recruited for pilot-testing, indicating that Turk-
ers aimed to complete the tasks as fast as possible,
possibly by only skimming the text. We omitted
results from participants with an answer accuracy
of less than 25% (n=21), and excluded individual
replies given in under 15 seconds (n=10) or over
10 minutes (n=5), leaving a total of 701 completed
tasks. After excluding outliers, the correct answer
average was 75.64%, while the time to completion
increased by 15 seconds to 16.75 minutes.
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Figure 4: Index of extraction within a paragraph.

4 Results

Selector We compare the performance of the se-
lector against the LEAD-1 baseline that naively
selects the first sentence of a news article. This
provides a strong comparison since a news arti-
cle typically aims to summarize its content in the
first sentence. LEAD-1 achieves ROUGE (1/2/L)-
scores of 27.5/9.6/23.7 respectively. In contrast,
our selector achieves scores of 30.2/12.2/26.45
which presents an improvement of over 10% in
each category. We illustrate the source of this im-
provement in Figure 4, which shows the locations
of selected sentences and observe a negative corre-
lation between a later location within a text and the
probability of being selected. However, in most
cases, the first sentence is not the most relevant
according to the model.

Unrestricted Data Table 1 shows the results of
the different approaches on the large dataset. As
expected, the copy-model performs best due to its
larger modeling potential. It is closely followed by
SCRF+Ranking, which comes within 0.2 F1-score
when using additional features. This difference is
not statistically significant, given the high variance
of the results. Compared to the best reported re-
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Figure 5: F1-scores of the different models with an in-
creasing number of training examples.

sult in the literature by Filippova et al. (2015), our
models perform almost as well, despite the fact
that their model is trained on 2,000,000 unreleased
datapoints compared to our 200,000. We further
observe that all models generate compressed sen-
tences of almost the same length between 8.7 and
9.5 tokens per compression.

The Naive Tagger also achieves comparable
performance to the SCRF in F1-Score. To
test whether our model leads to a higher flu-
ency compared to it, we additionally measure the
ROUGE score. In ROUGE-2, we find that the
SCRF+Ranking leads to an increase from 58.1
to 60.1, with an increase in bigram precision by
5 points from 64.5 to 69.3. The Naive Tagger
is more efficient at identifying individual words,
with a ROUGE-1 of 71.3 when the ranking ap-
proach only achieves 68.7. While these differ-
ences lead to similar ROUGE-L scores between
69.9 and 70.2, the fact that the ranking-based ap-
proach matches longer sequences indicates higher
fluency. In an analysis of samples from the Naive
Tagger, we found that it commonly omits crucial
verb-phrases from compressed sentences.

We show compressions from two paragraphs in
the NatGeo data in Figure 3. This example illus-
trates the robustness of the compression approach
to out-of-domain data when including linguistic
features. Despite the fact that the example text is
not a news article like the training data, it performs
well and generates mostly grammatical compres-
sions.

Limited Data We present results on limited data
in Figure 5. The results show the major advan-
tage of the simpler training objective. All of the
tagging-based models outperform the S2S base-
lines by a large margin due to their data-efficiency.
We did not observe a significant difference be-
tween the different tagging approaches in the lim-
ited data condition. In our experiments, we found
that the S2S models start outperforming the sim-
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Figure 6: Mean and the 90% confidence interval of the
time taken by Turkers to complete the tasks, grouped
by the perceived difficulty.

pler models at around 20,000 training examples.
Despite its high F1-Score, the Naive Tagger suf-
fers from ungrammatical output in this condition
as well, with the readability scoring significantly
lower than the SCRF outputs. We argue that
the SCRF+Ranking approach represents the best
trade-off of our presented models since it performs
well with limited data while performing almost as
well as complex models in unlimited data situa-
tions. This makes it most flexible to apply to a
wide range of tasks.

Human Evaluation In the human study, we no-
tice an immediate effect of the difficulty of texts.
Between the intermediate and advanced versions
of the texts, the mean time to complete the tasks
increases by 8 seconds (from 125 to 133 sec-
onds). Additionally, the mean perceived diffi-
culty increases from 2.40 to 2.55 (in between Easy
and Neutral). The largest observed effect of text
difficulty is on the accuracy of answers, which
decreases from 84.4% to 67.5%, indicating that
within a similar time frame, the difficult texts were
harder to understand.

We present a breakdown of time spent on a task
by perceived difficulty for each of the conditions in
Figure 6. There is a positive correlation between
perceived difficulty and time spent on a task across
all conditions. Interestingly, tasks rated Very Easy
and Easy were completed slower in the human
condition than in the no-title condition, but faster
with the algorithmically generated ones. This ef-
fect alleviates in the higher difficulties, in which
the no-title condition takes longest. Indeed, a com-
parison between the algorithmic and no title condi-
tions reveals a decrease in time by 19.8 seconds in
the retention task, significant with p < 0.005 ac-
cording to a χ2 test. Interestingly, we can observe
opposite effects in the human condition. Here,
the comprehension task is completed 15.4 seconds
faster (p < 0.005), but the other tasks only show
minor effects.
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Task Measure Intervention Effect Size p-value

Retention Time Taken (sec) Human -2.2 0.63
Algo -27.1 0.01*

Accuracy Human -0.01 0.07
Algo -0.01 0.13

Retrieval Time Taken (sec) Human -0.9 0.87
Algo -4.5 0.03*

Accuracy Human +0.01 0.20
Algo -0.01 0.15

Comprehension Time Taken (sec) Human -20.9 0.03*
Algo -2.6 0.04*

Summary Length (words) Human +8.6 0.02*
Algo +5.3 0.03*

Readability Human -0.1 0.24
Algo -0.1 0.50

Relevance Human -0.02 0.92
Algo +0.01 0.63

Table 2: The causal effects of the human and algorithmic section titles on different measures differ across tasks. All
the shown effect sizes are measured in comparison to the baseline without any shown titles. Significant p-values at
a 0.05 level are marked with a *.

To further investigate these effects, we analyze
the causal effect of our three conditions by
measuring the average treatment effect while con-
trolling for both actual and perceived difficulty of
the tasks with an Ordinary Least Squares analysis.
Whenever possible, we additionally condition on
the total time taken. An overview of our tests
is presented in Table 2. In the causal tests, we
observe similar effects in the retention task – the
algorithmically generated titles lead to a decrease
in time required for the task with an effect size
of 27.1 seconds. In contrast, human-generated
titles only lead to a non-significant 2.2-second
decrease. We observe a non-significant decrease
of approximately 4% in accuracy with added
titles. We observed no effect of adding titles
on the perceived difficulty of this task. In the
retrieval task, added titles result in a weaker effect.
The algorithmic titles decrease time by only 4.5
seconds, and the human titles by non-significant
0.9 seconds. Similar to the retention task, there
is no significant change in accuracy, with all
accuracy levels within 1% from another and we
observe no effect on the perceived difficulty.

In the comprehension task, it is not possible to
measure accuracy. Instead, we evaluate readabil-
ity and relevance as judged by human raters on a
five-point Likert scale, two commonly used met-
rics for abstractive summarization (Paulus et al.,

Readability Relevance

Condition µ σ µ σ
No title 4.66 0.65 4.11 0.86
Human 4.55 0.76 4.09 0.95
Algo 4.52 0.72 4.12 1.02

Table 3: Human ratings for human-generated sum-
maries while showing different section titles.

2017). We present the average ratings in Table 3
and observe that there is almost no difference in
relevance and only a minor (not significant) de-
crease in readability with either condition. Cu-
riously, the previous effect on speed reverses in
this task – algorithmic titles only lead to a 2.6-
second decrease in time, while human titles lead
to a 20.9-second decrease. Both conditions addi-
tionally lead to longer summaries; algorithmic ti-
tles by 5.3 words and human titles by 8.6 words.
One potential explanation for this behavior could
be that subjects copied the presented section titles
into the summary text field. This was not the case,
since, on average, only 2.8-3.7% of the bigrams in
the titles were used in the summaries, across both
conditions and difficulties (0.6-1.5% of trigrams,
0.1-0.8% of 4-grams).

Given the similar relevance scores, we thus
argue that presenting the titles leads to more

1684



detailed descriptions of the texts. Similarly to
the other tasks, the perceived difficulty does not
change significantly. However, we note that some
subjects noted that there were some ungram-
matical generated titles, which is an artifact of
the deletion-only approach. Future work may
investigate how abstractive approaches that are
not restricted to deletion-based approaches can be
applied to the same problem.

Overall, the results of the human-subject study
reveal an effect that is well studied in the literature.
Namely, that the type of title influences what is
being remembered about a text (Schallert, 1975),
and that different headline styles affect readers in
different ways (Lorch Jr et al., 2011). Kozmin-
sky (1977) found that the immediate free recall of
information is biased towards topics emphasized
in titles. The better performance in memoriza-
tion tasks in the algorithmic condition can be ex-
plained by the fully extractive approach that im-
mediately shows information judged most relevant
by the model. In contrast, human-generated titles
show a higher level of abstraction and generaliza-
tion, which is more helpful for the overall com-
prehension but does not emphasize any piece of
information.

5 Related Work

The aim of SCRFs is to learn a segmentation of a
sequential input and assigning the same label to an
entire segment. While they were originally devel-
oped for information extraction (Sarawagi and Co-
hen, 2005), it is most commonly applied to speech
recognition within the acoustic model to improve
segmentation between different words (He and
Fosler-Lussier, 2015; Lu et al., 2016; Kong et al.,
2015). Similar to this work, it has also been
shown that coupling an LM with an SCRF can
improve segmentation through multi-task train-
ing (Lu et al., 2017; Liu et al., 2017). SCRFs
have also been applied to sequence tagging tasks,
for example, the extraction of phrases that indicate
opinions (Yang and Cardie, 2012). In this work,
we built upon an approach by Ye and Ling (2018)
who recently introduced a hybrid SCRF that uses
both word- and phrase-level information. Alter-
native approaches for similar tasks are CRFs that
estimate pairwise potentials rather than using a
fixed transition matrix (Jagannatha and Yu, 2016)
or high-order CRFs which outperform SCRFs in
some sequence labeling tasks (Cuong et al., 2014).

While this work is the first to apply SCRFs to
sentence compression, Grootjen et al. (2018) also
use extractive summarization techniques to im-
prove reading comprehension by highlighting rel-
evant sentences. Most similar to our compression
approach is Hedge Trimmer (Dorr et al., 2003),
which compresses sentences through deletion, but
uses an iterative shortening algorithm based on
linguistic features. Extending this work, Filip-
pova and Altun (2013) apply a similar approach
on linguistic features, but learn weights for the
shortening algorithm. Both approaches also do not
consider the selection of the sentence to be com-
pressed, unlike our proposed model.

6 Conclusion

In this work, we have presented a novel ap-
proach to section title generation that uses an ef-
ficient sentence compression model. We demon-
strated that our approach performs almost as well
as sequence-to-sequence approaches with unlim-
ited training data while outperforming sequence-
to-sequence approaches in low-resource domains.
A human evaluation showed that our section titles
lead to strong improvements across multiple read-
ing comprehension tasks. Future work might in-
vestigate end-to-end approaches, or develop alter-
native approaches that generate titles more similar
to how humans write titles.
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Abstract

How can we measure whether a natural lan-
guage generation system produces both high
quality and diverse outputs? Human evalu-
ation captures quality but not diversity, as it
does not catch models that simply plagiarize
from the training set. On the other hand, sta-
tistical evaluation (i.e., perplexity) captures di-
versity but not quality, as models that occa-
sionally emit low quality samples would be in-
sufficiently penalized. In this paper, we pro-
pose a unified framework which evaluates both
diversity and quality, based on the optimal er-
ror rate of predicting whether a sentence is
human- or machine-generated. We demon-
strate that this error rate can be efficiently es-
timated by combining human and statistical
evaluation, using an evaluation metric which
we call HUSE. On summarization and chit-
chat dialogue, we show that (i) HUSE detects
diversity defects which fool pure human evalu-
ation and that (ii) techniques such as annealing
for improving quality actually decrease HUSE
due to decreased diversity.

1 Introduction

Generating text is a core part of many NLP tasks
such as image captioning (Lin et al., 2014), open-
domain dialogue (Sordoni et al., 2015), story gen-
eration (Roemmele, 2016), and summarization
(Nallapati et al., 2016). However, proper evalu-
ation of natural language generation has proven
difficult (Liu et al., 2016; Novikova et al., 2017;
Chaganty et al., 2018). A good evaluation metric
should not only capture the quality of generation,
but also the diversity of generation, which is es-
pecially crucial for creative, open-ended tasks like
dialogue or story generation.

Human evaluation, which is often viewed as the
gold standard evaluation, captures quality but fails
to capture diversity. As an example, for language

Reference

Model Probability (pmodel)

Agassi bows out of Australian open

Agassi withdraws from Australian open

Sharon has stroke for stroke

Cleared coach facing another 
grilling from British swim bosses

Model Generations

Reference
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 Ju
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Figure 1: HUSE is twice the classification error of dis-
tinguishing reference and generated text based on hu-
man judgment scores and model probabilities. HUSE
identifies samples with defects in quality (Sharon has
stroke . . .) and diversity (Cleared coach facing . . .).

modeling, a model that directly plagiarizes sen-
tences from the training set would pass the hu-
man quality bar but would have zero generaliza-
tion ability and thus have inadequate diversity. On
the other hand, statistical evaluation—i.e., per-
plexity on a reference test set—captures diversity,
as it ensures a model must assign reasonable prob-
ability to novel sentences, but perplexity provides
an inadequate measure of quality (Theis et al.,
2015). For example, modifying a perfect model by
removing its ability to generate even a single test
sentence results in infinite perplexity even though
the model is still near-perfect. Automatic metrics
such as BLEU (Papineni et al., 2002) and ROUGE
(Lin and Rey, 2004) capture quality better than
perplexity but still correlate poorly with human
evaluation and fail to capture diversity (Novikova
et al., 2017; Chaganty et al., 2018).

Existing approaches to combining statistical
and human evaluation have been ad-hoc, lead-
ing to misleading performance measures. A com-
mon approach is to measure diversity through the
perplexity of a probabilistic model and quality
through human evaluation on beam-searched out-
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puts. This gives the illusion that a single model is
high-quality and diverse, while the reality is that it
shows we can have either a diverse model (when
sampling from the distribution used to compute
perplexity) or a high-quality model (when beam-
searching).

In this paper, we define the idealized evaluation
metric as twice the error of the optimal discrimi-
nator for classifying sentences as coming from the
reference distribution or the model (Section 2). If
a model generates gibberish (low quality), the op-
timal discriminator can classify these accurately as
coming from the model. If the reference distribu-
tion contains sentences the model cannot generate
(low diversity), the optimal discriminator can clas-
sify these accurately as coming from the reference.

Unfortunately, the optimal discriminator is un-
available. Human discriminators cannot capture
diversity effectively, and learned discriminators—
e.g., from a Generative Adversarial Network
(Goodfellow et al., 2014) or one trained on human
judgments (Lowe et al., 2017)—are too unreliable
to use for rigorous evaluation.

Our key result (Section 3) is based on the obser-
vation that the optimal classifier depends only on
two numbers: the probability of a sentence under
the model and the probability under the reference
distribution. The former can be computed directly
from the model, and we show that the latter can
be well-approximated by human judgment scores.
The resulting two-dimensional space is illustrated
in Figure 1. We apply a simple k-nearest neigh-
bor classifier in this space and define Human Uni-
fied with Statistical Evaluation (HUSE) as twice
the leave-one-out error of this classifier.

We apply HUSE to four natural language gen-
eration tasks (Section 5): language modeling,
chitchat dialogue, story generation, and summa-
rization. First, we show that human evaluation
alone is insufficient to discriminate model genera-
tions from the references, leading to inflated esti-
mates of model performance. In contrast, HUSE is
able to reveal deficiencies of current models. We
also show that common techniques for improv-
ing sample quality such as annealing actually in-
crease distinguishability between the model and
reference due to losses in diversity.

2 Optimal Discriminator

Consider a natural language generation task where
the model is given a context x (e.g., a dialogue his-

tory) drawn from some prior p(x) and must output
a distribution over possible sentences pmodel(y |
x). We define an idealized evaluation metric based
on whether pmodel is close to a reference distri-
bution pref, which is generally human-generated.1

Specifically, consider a random variable y drawn
from either the reference or the model based on an
indicator z ∼ Bernoulli

(
1
2

)
:

y | x, z ∼
{
pref(y | x) if z = 1

pmodel(y | x) if z = 0.
(1)

Define L∗ to be twice the lowest possible error
over any discriminator f that attempts to deter-
mine z based on x and y:

L∗ def
= 2 inf

f
P[f(x, y) 6= z]. (2)

L∗ measures similarity between pmodel and pref; it
is 0 if pmodel and pref are disjoint and 1 if they are
identical.2

Obstacles. Unfortunately, L∗ is unattainable be-
cause it requires computing the optimal discrim-
inator. In the spirit of the Turing Test, we could
consider using the error rate of a human dis-
criminator fhum instead, often considered the gold
standard for evaluation. However, while humans
might have knowledge of pref, they do not have full
knowledge of pmodel and thus would have difficul-
ties determining which sentences a model cannot
generate.

As a concrete example, suppose pref placed a
uniform distribution over some set S. Without
knowledge of pmodel the most sensible discrimina-
tor is to predict z = 1 (reference) when y ∈ S.
This discriminator achieves the same classification
error of 0.5 for both the perfect model pmodel =
pref and one which can only return a single y ∈ S.
We could try to reveal pmodel to humans by show-
ing multiple samples simultaneously, but this is
expensive and, as we will later see, unnecessary.

Another option is to learn f over an expressive
class of functions such as neural networks on data

1 While some tasks only care about quality and thus only
require pmodel to place mass on some high quality y, we de-
mand that pmodel places mass on all high quality y as given by
pref. This diversity is important for open-ended tasks such as
dialogue or story generation. Also note that pref need not be
the human distribution, or match the training distribution. It
can be defined as the distribution given by experts.

2 Note that L∗ is a linear function of the to-
tal variational divergence: ‖pmodel − pref‖TV

def
=∑

x,y p(x) |pmodel(y | x)− pref(y | x)| = 1 − L∗. See
Appendix A.1 for details.
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sampled from pmodel and pref. This is analogous to
learning the discriminator in a Generative Adver-
sarial Network (GAN) (Goodfellow et al., 2014)
or learning an evaluation metric from human judg-
ments (Lowe et al., 2017). However, as (x, y) are
high-dimensional objects, training a good classi-
fier is extremely difficult (and perhaps not signif-
icantly easier than solving the original generation
problem). Indeed, learned evaluation metrics do
not generalize very well (Lowe et al., 2017; Cha-
ganty et al., 2018). Unlike these approaches which
seek to replace human evaluation, our focus will
instead be on combining human and automatic sta-
tistical evaluation to estimate the optimal classifier
error.

3 Human Unified with Statistical
Evaluation (HUSE)

Our key result is that the optimal discriminator de-
pends on (x, y) only through a two-dimensional
sufficient statistic (Section 3.1), motivating an ap-
proximation which we call HUSE (Section 3.2).

For any feature map φ that maps (x, y) to
φ(x, y) ∈ Rd, define the evaluation score L(φ) to
be twice the error rate of the optimal discriminator
that depends on (x, y) only through φ:

L(φ)
def
= 2 inf

f
P[f(φ(x, y)) 6= z]. (3)

Note that the evaluation score L(φ) given by
a feature map φ optimizes over all functions that
depend on φ (3). Thus, the more information φ
contains, the lower L(φ) is. This has two impli-
cations: First, any feature map φ yields an (opti-
mistic) upper bound on L∗ (2), meaning that L(φ)
might be able detect when a model is poor but can-
not certify that it is good. Second, adding features
to φ can only improve this bound.

3.1 Two features suffice
Let us consider the following two-dimensional
feature map:

φopt(x, y)
def
= [pref(y | x), pmodel(y | x)] . (4)

From the arguments above, it is clear that
L(φopt) ≥ L∗, but perhaps more surprisingly, we
actually have equality:

Proposition 1. The two-dimensional feature map
φopt achieves the optimal discriminator score:
L(φopt) = L∗.

Proof We compute the true posterior over z
given x, y. Since p(z = 1) = p(z = 0) = 1

2 ,
p(y | x, z = 1) = pref(y | x) and p(y | x, z =
0) = pmodel(y | x), by Bayes’ rule:

p(z = 1 | x, y) = pref(y | x)
pref(y | x) + pmodel(y | x)

.

The optimal discriminator simply predicts z = 1
if pref(y | x) > pmodel(y | x) and z = 0 otherwise.
In other words, the decision boundary is given by
φopt(x, y)1 > φopt(x, y)2.

More generally, we can obtain this equality with a
wider class of φ. It will hold exactly for any in-
vertible transformation of φopt (Appendix Corol-
lary 1), and approximately for any φ which has
high mutual information with φopt (Appendix The-
orem 1). This means that we can substitute pref
with noisy, possibly un-normalized estimates and
still obtain accurate estimates of L∗.

3.2 HUSE features
While we can directly compute pmodel(y | x) for
many probabilistic models, pref(y | x) is unattain-
able, so L(φopt) is not computable. However, the
wisdom of the crowds (Surowiecki, 2004; Ungar
et al., 2012) suggests that pooling together the
judgments of many humans can often produce sur-
prisingly reliable estimates of real-world probabil-
ities such as pref(y | x), even if no individual hu-
man is particularly reliable. With this motivation,
we ask Amazon Mechanical Turk workers to rate a
sentence from 1–5 based on how “typical” it is as
a way to estimate pref(y | x). (see Appendix A.3
for more details). We define HJ(x, y) to be the av-
erage response over 20 crowdworkers. Figure 2
shows that for a language modeling task on the
Reddit corpus,3 HJ(x, y) strongly correlates with
the actual log-frequency of y in the corpus. The
high correlation suggests that human judgments
HJ(x, y) are a good surrogate for log pref.

In addition, we found that rather than using
the model probability pmodel(y | x) directly as
a feature, normalizing by sentence length len(y)
yielded lower (tighter) scores. We therefore define
the HUSE features as follows:

φhuse(x, y)
def
=

[
log pmodel(y | x)

len(y)
,HJ(x, y)

]
,

(5)
3We used the Reddit corpus due to crowdworker famil-

iarity, corpus size, and short average sentence length, which
results in a wide range of sentence frequencies.
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Figure 2: On the Reddit corpus, human judgment (HJ)
of the “typicality” of a sentence y correlates strongly
(r = 0.92) with its frequency in the corpus, suggesting
that HJ is a good surrogate for log pref. Error bars at the
90% confidence interval.

and define the (population) HUSE score as
L(φhuse).

3.3 Guarantees derived from HUSE
We now show that the HUSE score satisfies two
nice properties: (i) HUSE does at least as well as
human evaluation and (ii) a low HUSE score is
sufficient to show that a model is far from the ref-
erence distribution.

To show (i), consider a feature map that only in-
cludes human evaluation: φhj(x, y)

def
= [HJ(x, y)].

Because φhuse also incorporates human evaluation,
L(φhuse) is always tighter (lower) than the human
discriminator error L(φhj):

Proposition 1 (Relationship between HUSE, hu-
man evaluation, and optimal scores).

L(φhj) ≥ L(φhuse) ≥ L∗. (6)

Furthermore, the main difference between
L(φhuse) and L∗ is that the former uses HJ(x, y)
and the latter uses pref. But as we argued using
Figure 2, HJ(x, y) is strongly correlated with pref,
and good approximations to pref provide approxi-
mation guarantees for L(φhuse) (Appendix Theo-
rem 1).

4 Evaluating models with HUSE

In this section, we show how we can estimate the
error rate L(φ) from finite data (Section 4.1). We
then show how the HUSE estimate (L̂(φhuse)) can
be decomposed into a score that measures qual-
ity (HUSE-Q) and a score that measures diver-
sity (HUSE-D), which allows us to study quality-
diversity tradeoffs (Section 4.2).

4.1 Learning a discriminator

For any feature map φ, we show how to produce
an estimate of L(φ). Fix n contexts x1, . . . , xn.
First, we draw n examples y1, . . . , yn from the ref-
erence distribution pref(y | x), which are usually
human-generated sentences from a test set. We
also draw n examples y′1, . . . , y

′
n from the model

pmodel(y | x) we wish to evaluate. Next, for each
of the 2n examples (x, y), we compute the feature
map φ(x, y), which might involve evaluating the
model probability pmodel(y | x) as well as collect-
ing human judgments HJ(x, y) from crowdwork-
ers.

Finally, we compute the leave-one-out error of
a classifier that tries to predict whether a given ex-
ample (x, y) comes from the reference distribution
(z = 1) or the model (z = 0).

The classification problems for HUSE are two-
dimensional, which allows us to accurately esti-
mate error rates using a k-nearest neighbors clas-
sifier. We opt to use nearest neighbors classifiers
as they are simple, require no training, and can
asymptotically capture arbitrary continuous deci-
sion boundaries. Specifically, we set k = 16 and
define neighbors using L2 distances over the fea-
ture vectors φ(x, y) scaled componentwise to have
unit variance. The overall procedure for comput-
ing the estimate L̂(φ) is formally defined in Algo-
rithm 1.

Algorithm 1 Estimating error rates under φ

Require: Feature map φ, number of neighbors k
Contexts x1, . . . , xn
Reference outputs y1, . . . , yn
Model outputs y′1, . . . , y

′
n

1: Construct dataset:

D =

n⋃

i=1

{(φ(xi, yi), 1), (φ(xi, y′i), 0)}

2: L̂(φ)
def
= leave-one-out error of k-NN on D

4.2 Quality-diversity decomposition

We now define the (empirical) HUSE score using
the feature map φhuse:

HUSE def
= L̂(φhuse). (7)

We define the quality component of HUSE
(HUSE-Q) similarly using human judgments
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alone:

HUSE-Q def
= L̂(φhj). (8)

Since humans can detect quality defects in
a model, any increase in error from removing
pmodel must come from a model’s lack of diver-
sity. Therefore, we define the diversity component
(HUSE-D) as follows:

HUSE-D def
= 1 + HUSE− HUSE-Q, (9)

which implies the decomposition (1−HUSE-D)+
(1− HUSE-Q) = 1− HUSE. As long as the dis-
criminators are non-degenerate (obtaining better
performance than chance and HUSE > HUSE-Q),
all scores are contained in [0, 1]. Here, HUSE-D =
1 implies that the model suffers no diversity de-
fects, while HUSE-D = 0 indicates that the exam-
ples could be discriminated perfectly due to a lack
of diversity.

5 Experiments

5.1 Experimental setup

We use HUSE to evaluate three different types of
single-sentence natural language generation tasks:
(i) unconditional and high entropy (language mod-
eling); (ii) conditional and high entropy (story
generation, chit-chat dialogue); and (iii) condi-
tional and low entropy (summarization). We show
that HUSE provides a direct and interpretable
measure of diversity on high-entropy tasks, while
also serving as a useful model diagnostic on low-
entropy ones.

The four tasks along with the datasets and mod-
els are as follows:

• Summarization: Giganews story to head-
line dataset and the pre-trained model from
Gehrmann et al. (2018). The dataset con-
sists of 3.8 million news story-headline pairs.
Examples from this dataset are shown in Ta-
ble 2.

• Story generation: Last sentence generation
for ROC stories (Mostafazadeh et al., 2016)
consisting of 96,198 examples of partially
written four-sentence stories as input, and a
single sentence which completes the story as
the target. We use a standard OpenNMT
model with global attention (Klein et al.,
2017).

Q
uality (H

U
SE-Q

)
Diversity (HUSE-D)

Figure 3: Tradeoffs between HUSE-D and HUSE-Q.
Points are models and color indicates task. Neural
models (circle) generate using temperature annealing
(point labels indicate temperature). Models closer to
the top right are superior, and gray diagonal lines in-
dicate equivalent HUSE. A shaded region for a task
indicates models which are strictly dominated (worse
HUSE with the same HUSE-D-HUSE-Q proportion).
Annealing can trade-off between diversity and quality
but cannot easily increase the underlying model perfor-
mance (HUSE).

• Language modeling: One billion word
benchmark pre-trained language model from
Jozefowicz et al. (2016). The task consists
of generating a single sentence from the one
billion word newswire text distribution.

• Chit-chat dialogue: Two-turn chit-chat di-
alogue dataset consisting of 37.3 million
comment-response pairs from Reddit (Ap-
pendix A.4). Comments are generally short
(5–15 tokens) and cover a single topic (e.g.
given “wow how did i not notice that”, the re-
sponse is “you were focusing on other things
its understandable”). We train a convolu-
tional model using fairseq (Gehring et al.,
2017).

For all the tasks, we train neural models and
evaluate their diversity-quality tradeoffs as we
change the decoding scheme for generation. Our
primary evaluation concerns diversity trade-offs
involving temperature annealing which is a gen-
eration technique applicable to any probabilis-
tic model that generates words sequentially. In
temperature annealed models, we sample a word
w proportional to p1/t(w) where p is the model
probability of w given previous words and t is
the temperature parameter. We excluded beam
search since it qualitatively behaves similarly to
temperature annealing with low temperatures and
HUSE ≈ 0 due to beam search being extremely
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Score
Summarization Story generation Chit-chat dialogue LM
t = 1.0 t = 0.7 t = 1.0 Retrieval t = 1.0 t = 0.7 t = 1.0

HUSE 0.53 0.26 0.06 0.00 0.56 0.49 0.86
HUSE-Q 0.58 0.92 0.15 0.47 0.56 0.92 0.88
HUSE-D 0.95 0.34 0.91 0.53 1.00 0.57 1.02

Table 1: Performance achieved by the best models on the four tasks, as measured by overall goodness-of-fit
(HUSE), sample quality (HUSE-Q) and diversity (HUSE-D). The scale for HUSE and HUSE-Q ranges from 0.0
(completely distinguishable from reference) to 1.0 (indistinguishable from reference) where the implied classifica-
tion error is HUSE/2. HUSE-D may exceed 1.0 with small sample sizes when HUSE-Q > HUSE.

under diverse.
As a non-neural baseline, we also consider re-

trieval based models based on Apache solr on
a few tasks. For this approach, we retrieve the
single most relevant response from the training
set using the BM25 similarity metric on inputs.
Such models are known to perform well in tasks
with complex outputs such as program generation
(Hayati et al., 2018; Hashimoto et al., 2018) and
style transfer (Li et al., 2018).

For cost reasons, we did not measure certain
combinations of task and generation mechanisms.
We did not measure retrieval for chit-chat dia-
logue, as we observed its outputs were lower qual-
ity than a low-temperature neural model. We also
did not anneal language models, as the generation
quality from the language model was already high,
and our goal was to show that they achieved high
HUSE. Our set of measurements, while not com-
prehensive, generally covers the available quality-
diversity tradeoffs for conditional tasks.

Finally, we collect human judgments HJ(x, y)
as per Section 4.1 where we query 20 Amazon
Mechanical Turk crowdworkers for typicality rat-
ings on 100 reference and 100 model sentences.
Since our models generate UNK (unknown and
out-of-vocabulary) tokens, we instructed crowd-
workers to treat UNK tokens as rare, but appro-
priate words for the context.

5.2 Overall results

The HUSE scores across the four tasks vary
widely. Table 1 shows that single-sentence lan-
guage models are nearly indistinguishable, with
HUSE = 0.86 and implied discriminator error of
43%.

In contrast, both summarization and dialogue
are highly distinguishable (HUSE ≈ 0.5) with rel-
atively low quality when sampled from t = 1.0.
Human evaluation alone (HUSE-Q) would sug-

gest that using temperature annealing (t = 0.7) to
emphasize high-probability outputs substantially
improves the model (HUSE-Q goes from 0.58 to
0.92 for summarization and 0.56 to 0.92 for dia-
logue). However, we find that this increase in sam-
ple quality comes at the cost of diversity (HUSE-D
goes from 0.95 to 0.34 for summarization and 1.0
to 0.57 for dialogue). Examining the achievable
HUSE and diversity tradeoffs in Figure 3 shows
that mechanisms such as annealing which improve
sample quality actually degrade HUSE due to se-
vere losses in diversity.

We find that all generation schemes and models
are inadequate for story generation on ROC sto-
ries. The original model (t = 1.0) is very easily
distinguishable by a human (HUSE-Q = 0.15),
corresponding to a discriminator error of 7%. The
retrieval models can improve this to HUSE-Q =
0.47, but this comes at the expense of diversity.

Finally, we observe that directly sampling from
the model (t = 1.0) is always diverse. This
suggests that human evaluation is an appropriate
evaluation for generation systems that are directly
sampled (rather than beam-searched).

5.3 Model error analysis with HUSE

Since HUSE is estimated from a two-dimensional
classification problem, we can directly visualize
the classification problem to understand defects in
both model quality and diversity.

Figure 4 shows both reference points
φhuse(xi, yi) (blue squares) and model points
φhuse(xi, y

′
i) (red circles) for the summarization

task. The shaded areas indicate the decision
boundary of the 16-nearest neighbor classifier.

At temperature t = 1.0, we find that the clas-
sification boundary is mostly horizontal, implying
that human judgment alone can distinguish model
outputs from references. There is a cluster of sen-
tences with high HJ and high pmodel which are es-
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T=1.0 T=0.9 T=0.7

Figure 4: The two-dimensional classification problem in Algorithm 1 on the summarization task with different
softmax temperatures (three panels). Each point represents a reference sentence φhuse(xi, yi) or model-generated
sentence φhuse(xi, y

′
i). The color denotes the source of the sentence (z), shading is the classification confidence of

the nearest neighbor classifier.

sentially indistinguishable. Examining the sam-
ples in this top-right region reveals that these are
news stories with short headlines such as “Nadal
pulls out of Sydney International” which can be
reliably generated even at t = 1.0. However,
the model frequently generates low quality sam-
ples that can easily be distinguished such as “two
new vaccines in the poor countries were effective
against go-it-alone study says” (Table 2).

At lower temperatures of t = 0.9 and t = 0.7,
the boundary shifts towards becoming diagonal.
Although the distribution is no longer directly sep-
arable on human judgment, the two distributions
are clearly separable with the inclusion of pmodel.

Using Figure 4, we can identify individual ex-
amples which were correctly and incorrectly clas-
sified based on pmodel and HJ. Table 2 shows ex-
amples of both quality failures and diversity fail-
ures identified by HUSE. For example, the “di-
versity failure” table shows that the summarization
model (t = 0.7) has an extremely low probability
of generating some reference sentences (“NFL’s
bills shake up front office”) and is thus under-
diverse. Closer examination of the model shows
that the probability of generating “front office”
is low, since it is an unusual way to refer to the
president and general manager. Improving these
models on the diversity failures will require that
the model understand more subtle paraphrases.
We can also identify model successes, where the
model outputs are indistinguishable from the ref-
erence in terms of quality (“Agassi bows out of
Australian Open after injury”), and the model as-
signs high probability to the reference (“Agassi
withdraws from Australian Open”).

Figure 5: Estimates of HUSE are robust to small test
set size, but generally require ≈ 20 crowdworker mea-
surements for each example.

5.4 HUSE stability
Since HUSE depends on human crowdworker an-
notations, one might ask if it is possible to reduce
either the number of annotated examples, or num-
ber of distinct crowdworkers for each example.
We show that for low-quality models, substantially
fewer annotations are needed.

Figure 5 shows the result of subsampling our
original data of 200 sentences and 20 crowdwork-
ers and estimating HUSE. First, we find that us-
ing 50 test set examples (Figure 5, left) is of-
ten sufficient to give accurate estimates of HUSE.
Next, we find that the necessary number of crowd-
workers per example depends heavily on the task.
Easily distinguishable tasks (story generation), re-
quire only 10 crowdworkers, while less distin-
guishable tasks (summarization) require more than
20 crowdworkers to obtain accurate estimates.

6 Related work

The current state of NLG evaluation. Existing
approaches to NLG evaluation use a hodgepodge
mix of quality and diversity measures. Out of the
26 NLG papers at ACL 2018, six perform only hu-
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Quality failure log pmodel HJ

Context: Two new vaccines have been shown effective against rotavirus, which is responsible for a
half-million infant deaths in poor countries each year, research studies published Wednes-
day said.

Model Two new vaccines in the poor countries were effective against go-it-alone study says -2.3 2.6

Reference New vaccines for key <UNK> virus shown effective -4.0 4.3

Diversity failure
Context: The Buffalo Bills sacked Tom Donahoe as president and general manager on Wednesday,

fulfilling expectations of a shake-up after another failure to make the National Football
League playoffs.

Model Bills sack <UNK> as president GM and general manager -0.9 4.3

Reference NFL’s Bills shake up front office. -5.1 4.3

Model is indistinguishable
Context: US veteran and eight-time Grand Slam winner Andre Agassi has withdrawn from this

month’s Australian Open due to a nagging ankle injury, his management team announced
Thursday.

Model Agassi bows out of Australian Open after injury. -1.4 5.3

Reference Agassi withdraws from Australian Open. -0.3 4.9

Table 2: Example reference and model outputs (capitalization added for readability) corresponding to Figure 4
(summarization task) that were shown to crowdworkers (left column). Crowdworkers were shown samples from
the model (including the <UNK> token) and returned human judgments (right column). Using human judgments
and the model probability, we can identify several types of failures. Quality failures are examples that are classified
by human judgment. Diversity failures are examples that are classified by model probabilities. Finally some
examples are not easily classified, as they have similar human judgment and model probability scores.

man evaluation, fourteen measure human evalua-
tion and a diversity metric such as perplexity or
n-gram diversity, and six do not evaluate using hu-
man judgments.

While perplexity and n-gram counts can in
principle evaluate diversity, their practical imple-
mentations suffer from serious drawbacks. When
human evaluation and perplexity are both eval-
uated, they are almost always done on separate
models—human evaluations are done on beam-
searched output, while perplexity is computed on
the softmax outputs. This makes it appear as if the
models can simultaneously generate high quality
outputs while also being diverse, when in fact they
can only be one at a time based on whether they
sample or run beam search.

On the other hand, n-gram diversity was pro-
posed by Li et al. (2016) to identify models with
the generic utterance problem where models re-
peat phrases such as ‘I don’t know’. Unfortu-
nately, n-gram diversity is computed across con-
texts by counting the number of unique n-grams
generated, and so does not measure a model’s abil-
ity to generate multiple valid utterances at any sin-
gle context. In particular, a model which only
outputs a single memorized utterance per context

(e.g., via memorization or retrieval) can still have
high n-gram diversity as long as the memorized
sentences differ across contexts.

Finally, all existing diversity measures are com-
puted separately from human evaluation. This
results in two incomparable evaluation metrics,
which prevent us from reasoning about tradeoffs
between diversity and quality. In contrast, HUSE
allows us to make precise statements about the
tradeoffs between model quality and diversity be-
cause it is a single metric which decomposes into
diversity and quality terms.

Related evaluations of diversity. The impor-
tance of diverse responses has previously been ac-
knowledged for summarization (Nenkova et al.,
2007) and information retrieval (Clarke et al.,
2008). Our work differs in considering a single
evaluation measure that captures quality and di-
versity applicable to any generation task.

Automated metrics based on n-gram overlap
such as BLEU, METEOR, ROUGE (Papineni
et al., 2002; Lavie and Denkowski, 2009; Lin and
Rey, 2004) work well for machine translation but
do not generalize well to domains with a diverse
spectrum of correct responses. While variants
(Sun and Zhou, 2012; Galley et al., 2015; Shima
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and Mitamura, 2011) have adapted such metrics
to high entropy generative environments, they are
still significantly inferior to the human judgments
they attempt to mimic.

Caccia et al. (2018) recently examined the di-
versity and quality tradeoffs for different language
model architectures on synthetic datasets. How-
ever, as their approach relies on measuring log-
likelihoods under both the model and reference
distributions, it cannot be applied to real data
where pref is unavailable. Our main conceptual
contribution overcomes this by showing that HJ is
an acceptable proxy for pref.

Sajjadi et al. (2018) also examines diversity and
quality (which they call precision and recall) in
the context of generative image models. How-
ever, they rely on assuming that pref and pmodel
can be estimated accurately using the Fréchet
Inception Distance (FID) (Heusel et al., 2017).
HUSE avoids such assumptions and instead di-
rectly leverages human judgments, resulting in a
simple and reliable metric more suitable for use as
a gold-standard.

Estimating optimal classification error. Eval-
uating a model by estimating its optimal classifi-
cation error has been considered by several earlier
works (Olsson et al., 2018; Kannan and Vinyals,
2016; Li et al., 2017; Bruni and Fernandez, 2017;
Bowman et al., 2016). However, these meth-
ods have focused on classifying sentences directly,
which is quite challenging to do reliably. Exist-
ing adversarial evaluation methods do not yet re-
liably outperform human classification (Kannan
and Vinyals, 2016; Bruni and Fernandez, 2017).
We propose the use of both human evaluation and
model probabilities as part of the adversarial eval-
uation framework, and demonstrate that the re-
sulting classifier reliably outperforms humans and
captures both the sample quality and diversity of a
model.

Distributional divergence estimation. Our
proposed evaluation metric is closely related to
the total variation distance which has been studied
extensively in the distribution testing literature.
It is known that total variation distance estimates
have pessimistic minimax estimation rates in
high dimensions (Balakrishnan and Wasserman,
2017). Our work overcomes this by utilizing
pmodel and an estimate of pref. Other approaches to
distributional testing include the maximum mean

discrepancy (MMD) and Wasserstein distances,
but these approaches require knowledge of a
ground truth metric or kernel space (Tolstikhin
et al., 2016; Singh et al., 2018). Although such
divergences are easier to estimate than the total
variation distance from samples, the implied con-
vergence rates are still too slow to be practically
useful.

7 Discussion

In this paper, we demonstrate that the current gold
standard of human evaluation does not penalize
under-diverse models. To remedy this, we pro-
pose HUSE, a general purpose evaluation strat-
egy which can be applied to any model for which
we can calculate a model’s sampling probabilities.
HUSE is an upper bound on the optimal classifica-
tion error of distinguishing reference and model-
generated text, and never does worse than human
classification. HUSE leverages both model proba-
bilities and human judgments, ensuring that mod-
els which do well on the metric are both high-
quality and diverse.

Our work can be viewed as a “superhuman ver-
sion” of the classic Turing Test (Turing, 1950).
Instead of relying on just a human classifier, we
approximate the optimal classifier, which can uti-
lize information about the model in addition to the
reference. We also modify the classification prob-
lem and seek to identify whether a sample comes
from a (potentially superhuman) reference distri-
bution, rather than the human distribution. These
two changes lead to tractable, rigorous estimators
which can quantify tradeoffs between model qual-
ity and diversity on a wide range of generation
tasks.
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J. Novikova, O. Dušek, A. C. Curry, and V. Rieser.
2017. Why we need new evaluation metrics for
NLG. In Empirical Methods in Natural Language
Processing (EMNLP).

C. Olsson, S. Bhupatiraju, T. Brown, A. Odena, and
I. Goodfellow. 2018. Skill rating for generative
models. arXiv preprint arXiv:1808.04888.

K. Papineni, S. Roukos, T. Ward, and W. Zhu. 2002.
BLEU: A method for automatic evaluation of ma-
chine translation. In Association for Computational
Linguistics (ACL).

M. Roemmele. 2016. Writing stories with help from
recurrent neural networks. In Association for the
Advancement of Artificial Intelligence (AAAI).

M. S. M. Sajjadi, O. Bachem, M. Lucic, O. Bous-
quet, and S. Gelly. 2018. Assessing generative
models via precision and recall. arXiv preprint
arXiv:1806.00035.

H. Shima and T. Mitamura. 2011. Diversity-aware
evaluation for paraphrase patterns. In Empir-
ical Methods in Natural Language Processing
(EMNLP).

S. Singh, A. Uppal, B. Li, C. Li, M. Zaheer, and B. Poc-
zos. 2018. Nonparametric density estimation under
adversarial losses. In Advances in Neural Informa-
tion Processing Systems (NeurIPS), pages 246–257.

A. Sordoni, M. Galley, M. Auli, C. Brockett, Y. Ji,
M. Mitchell, J. Nie, J. Gao, and B. Dolan. 2015.
A neural network approach to context-sensitive
generation of conversational responses. In North
American Association for Computational Linguis-
tics (NAACL).

H. Sun and M. Zhou. 2012. Joint learning of a dual
SMT system for paraphrase generation. In Associa-
tion for Computational Linguistics (ACL).

J. Surowiecki. 2004. The wisdom of crowds: Why the
many are smarter than the few and how collective
wisdom shapes business, economies, societies, and
nations. Doubleday and Co.

L. Theis, A. van den Oord, and M. Bethge. 2015. A
note on the evaluation of generative models. arXiv
preprint arXiv:1511.01844.

I. Tolstikhin, B. K. Sriperumbudur, and B. Scholkopf.
2016. Minimax estimation of maximum mean dis-
crepancy with radial kernels. In Advances in Neural
Information Processing Systems (NeurIPS), pages
1930–1938.

A. M. Turing. 1950. Computing machinery and intelli-
gence. Mind, 49:433–460.

L. Ungar, B. Mellors, V. Satopää, J. Baron, P. Tetlock,
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A Appendix

A.1 Relationship between total variation
distance and optimal discriminator error

This is a standard result, replicated here for com-
pleteness:

Proposition 2. The total variation distance is re-
lated to the optimal discriminator error as fol-
lows: ‖pmodel − pref‖TV = 1− L∗.

Proof Fix any x. Define ay
def
= pref(y | x) and

by
def
= pmodel(y | x). Let S def

= {y : ay < by}
be the y where the pmodel assigns higher proba-
bility than pref, and define A def

=
∑

y∈S ay and

B
def
=
∑

y∈S by be the aggregated probabilities.
On S, the optimal discriminator should return z =
0 (model). This is an error when z = 1, which
occurs with probability 1

2A. Analogously, on the
complement of S, the error probability (when z =
0) is 1

2(1−B). The total contribution to L∗ is thus
A+ (1−B). The rest follows from algebra:

‖pmodel − pref‖TV =
1

2
‖pmodel − pref‖1 (10)

=
1

2
[(B −A) + (1−A)− (1−B)] (11)

= B −A = (1− L∗). (12)

A.2 Approximation error from φ features
Theorem 1. Let L∗ and L(φ) be the optimal clas-
sification error and optimal error under feature
map φ respectively. Then,

L∗ ≤ L(φ) ≤ L∗ + 2(1− 2−I)

where I def
= I(Zopt;φopt(X,Y ) | φ(X,Y )) is the

conditional mutual information in bits and Zopt is
the prediction of the optimal classifier.

Proof The lower bound falls out of the defini-
tion of L∗. To prove the upper bound, a variant
of the entropy lower bound by Feder and Merhav
(Feder and Merhav, 1994) shows that the error rate
for predicting Zopt, via the optimal f(φ(X,Y ))
follows

P (f(φ(X,Y )) 6= Zopt)

≤ 1− 2I(Zopt;φ(X,Y ))−H(Zopt). (13)

Now expand the mutual information using the
chain rule

I(Zopt;φ(X,Y )) = I(Zopt;φopt(X,Y ), φ(X,Y ))

− I(Zopt;φopt(X,Y ) | φ(X,Y ))

= −I(Zopt;φopt(X,Y ) | φ(X,Y )) +H(Zopt).

The last line follows from the fact that Zopt is a de-
terministic function of φopt (Proposition 1). Sub-
stituting this into the inequality gives the bound,

P (f(φ(X,Y )) 6= Zopt) ≤ 1− 2−I

with I = I(Zopt;φopt(X,Y ) | φ(X,Y )).
Finally, note that Zopt incurs L∗/2 er-

ror, and we disagree with Zopt at most a
P (f(φ(X,Y )) 6= Zopt) fraction of time.
Assuming that we get every one of these dis-
agreements wrong gives an upper bound of
L∗/2 + P (f(φ(X,Y )) 6= Zopt) on L(φ)/2.

A straightforward corollary is that whenever
φ is an invertible function of φopt, the condi-
tional mutual information is zero, and therefore
the above inequalities become an equality.

Corollary 1. Whenever φ is an invertible function
of φopt, L(φ) = L∗.

A.3 Amazon Mechanical Turk for human
judgments

In order to show that HUSE can be reliably es-
timated even with simple crowdsourcing tech-
niques, we used a single uniform task design
where we asked Amazon Mechanical Turk work-
ers to rate the typicality of a sentence from 0–5.
We defined 0 as invalid (grammatically or factu-
ally incorrect) and 5 as ‘very typical’. HJ(x, y)
is defined as the average score that crowdwork-
ers assign to a response y given the context x.
We did not perform substantial filtering or quali-
fication checks beyond HIT acceptance rate (HIT
Approval rate greater than 95 percent and number
of HITs approved greater than 50 and location is
USA). We constructed each HIT to be 25 exam-
ples, and paid one dollar per HIT.

We observe that measuring many replicates is
sufficient to get low-variance estimates of HJ. For
classification tasks where the model is straight-
forward to identify from references (such as story
generation) we require five to ten replicates, while
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Figure 6: Amazon Mechanical Turk survey design for eliciting human judgment scores HJ in the summarization
task.

for hard tasks such as summarization at least
twenty replicates are needed (Section 5.4). Man-
ual inspection suggests that up to 20% of the col-
lected data are low-quality but that this noise is un-
correlated with the sentence being rated and out-
weighed by a larger majority of honest and rea-
sonably accurate data. Even if the data quality is
low, HUSE is still a valid upper bound (i.e. models
with low HUSE are guaranteed to be distinguish-
able from humans). Thus the models which we
identify as having low-HUSE are reliably distin-
guishable regardless of the crowdworker quality.

A.4 Reddit Dataset
We use a subset of Reddit comments from 2006-
2018 scraped from https://pushshift.io/. We con-
struct a dictionary containing the 10,000 most
popular words and preprocess the dataset by re-
moving deleted posts, out-of-vocabulary tokens,
profanity, comments with less than 10 upvotes,
and comments with over 400 tokens.
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Abstract

A good conversation requires balance – be-
tween simplicity and detail; staying on topic
and changing it; asking questions and an-
swering them. Although dialogue agents are
commonly evaluated via human judgments
of overall quality, the relationship between
quality and these individual factors is less
well-studied. In this work, we examine two
controllable neural text generation methods,
conditional training and weighted decoding,
in order to control four important attributes
for chitchat dialogue: repetition, specificity,
response-relatedness and question-asking. We
conduct a large-scale human evaluation to
measure the effect of these control parame-
ters on multi-turn interactive conversations on
the PersonaChat task. We provide a detailed
analysis of their relationship to high-level as-
pects of conversation, and show that by con-
trolling combinations of these variables our
models obtain clear improvements in human
quality judgments.

1 Introduction

Neural generation models for dialogue, despite
their ubiquity in current research, are still poorly
understood. Well known problems, such as the
genericness and repetitiveness of responses (Ser-
ban et al., 2016a), remain without a de facto solu-
tion. Strikingly, the factors that determine human
judgments of overall conversation quality are al-
most entirely unexplored. Most works have been
limited to the next utterance prediction problem,
whereas a multi-turn evaluation is necessary to
evaluate the quality of a full conversation.

In this work we both (i) conduct a large-scale
study to identify the fine-grained factors governing
human judgments of full conversations, and (ii)
develop models that apply our findings in practice,

∗A.S. completed most of this work at Facebook (FAIR).

Figure 1: We manipulate four low-level attributes and
measure their effect on human judgments of individual
conversational aspects, as well as overall quality.

leading to state-of-the-art performance. Specifi-
cally, we identify and study eight aspects of con-
versation that can be measured by human judg-
ments, while varying four types of low-level at-
tributes that can be algorithmically controlled in
neural models; see Figure 1. To control the low-
level model attributes, we consider two simple but
general algorithms: conditional training, in which
the neural model is conditioned on additional con-
trol features, and weighted decoding, in which
control features are added to the decoding scoring
function at test time only.

One major result of our findings is that existing
work has ignored the importance of conversational
flow, as standard models (i) repeat or contradict
previous statements, (ii) fail to balance specificity
with genericness, and (iii) fail to balance asking
questions with other dialogue acts. Conducting
experiments on the PersonaChat task (Zhang et al.,
2018b), we obtain significantly higher engaging-
ness scores than the baseline by optimizing con-
trol of repetition, specificity and question-asking
over multiple turns. Using these findings, our best
model matches the performance of the winning en-
try in the recent NeurIPS ConvAI2 competition
(Dinan et al., 2019), which was trained on much
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more data but had no control (see Section 8.1).
Our code, pretrained models, and full chatlogs, are
available at https://parl.ai/projects/
controllable_dialogue.

2 Related Work

Dialogue Dialogue evaluation is relatively well
understood in goal-oriented tasks, where auto-
mated approaches can be coded by measuring task
completion (Bordes et al., 2017; El Asri et al.,
2017; Hastie, 2012; Henderson et al., 2014; Wen
et al., 2017). Task success combined with dia-
logue cost can be linked to human judgments like
user satisfaction via the PARADISE framework
(Walker et al., 1997).

However in chitchat tasks, which we study in
this work, automatic metrics and their relation to
human ratings are less well-understood. While
word-overlap metrics are effective for question-
answering and machine translation, for dialogue
they have little to no correlation with human judg-
ments (Liu et al., 2016; Novikova et al., 2017) –
this is due to the open-ended nature of dialogue.
There are more recent attempts to find better auto-
matic approaches, such as adversarial evaluation
(Li et al., 2017b) and learning a scoring model
(Lowe et al., 2017), but their value is still unclear.

Nevertheless, a number of studies only use au-
tomatic metrics, with no human study at all (Lowe
et al., 2015; Parthasarathi and Pineau, 2018; Ser-
ban et al., 2016b). Other works do use human
evaluations (Dinan et al., 2018; Li et al., 2016a,b;
Venkatesh et al., 2017; Vinyals and Le, 2015;
Zhang et al., 2018b), typically reporting just one
type of judgment (either quality or appropriate-
ness) via a Likert scale or pairwise comparison.
Most of those works only consider single turn
evaluations, often with a shortened dialogue his-
tory, rather than full multi-turn dialogue.

A more comprehensive evaluation strategy has
been studied within the scope of the Alexa prize
(Venkatesh et al., 2017; Guo et al., 2018) by com-
bining multiple automatic metrics designed to cap-
ture various conversational aspects (engagement,
coherence, domain coverage, conversational depth
and topical diversity). Though these aspects have
some similarity to the aspects studied here, we also
focus on lower-level aspects (e.g. avoiding repeti-
tion, fluency), to understand how they correspond
to both our controllable attributes, and to overall
quality judgments.

Controllable neural text generation Re-
searchers have proposed several approaches to
control aspects of RNN-based natural language
generation such as sentiment, length, speaker
style and tense (Fan et al., 2018; Ficler and
Goldberg, 2017; Ghazvininejad et al., 2017; Hu
et al., 2017; Kikuchi et al., 2016; Peng et al.,
2018; Wang et al., 2017). In particular, several
works use control to tackle the same common
sequence-to-sequence problems we address here
(particularly genericness and unrelated output),
in the context of single-turn response generation
(Baheti et al., 2018; Li et al., 2016a, 2017a; Shen
et al., 2017; Xing et al., 2017; Zhang et al., 2018a;
Zhou et al., 2017). By contrast, we focus on
developing controls for, and human evaluation of,
multi-turn interactive dialogue – this includes a
new method (described in Section 5) to control
attributes at the dialogue level rather than the
utterance level.

In this work, we require a control method that
is both general-purpose (one technique to simul-
taneously control many attributes) and easily tun-
able (the control setting is adjustable after train-
ing). Given these constraints, we study two control
methods: conditional training (variants of which
have been described by Fan et al. (2018); Kikuchi
et al. (2016); Peng et al. (2018)) and weighted de-
coding (described by Ghazvininejad et al. (2017)
as a general technique, and by Baheti et al. (2018)
to control response-relatedness). To our knowl-
edge, this work is the first to systematically com-
pare the effectiveness of two general-purpose con-
trol methods across several attributes.

3 The PersonaChat dataset

PersonaChat (Zhang et al., 2018b) is a chitchat
dialogue task involving two participants (two hu-
mans or a human and a bot). Each participant is
given a persona – a short collection of personal
traits such as I’m left handed or My favorite season
is spring – and are instructed to get to know each
other by chatting naturally using their designated
personas, for 6–8 turns. The training set contains
8939 conversations and 955 personas, collected
via crowdworkers, plus 1000 conversations and
100 personas for validation, and a similar number
in the hidden test set. The PersonaChat task was
the subject of the NeurIPS 2018 ConvAI2 Chal-
lenge (Dinan et al., 2019), in which competitors
were first evaluated with respect to automatic met-
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rics (perplexity, hits@1 and F1 score), and then
with respect to human judgment via the question
“How much did you enjoy talking to this user?”
on a scale of 1–4.

4 Baseline model

Our baseline model is a 2-layer LSTM sequence-
to-sequence model with attention. On any dia-
logue turn, the input x to the encoder is the entire
dialogue history (separated using unique speaker-
identifying tokens), with the model’s own persona
prepended. Conditioned on this input sequence
x, the decoder generates a response y. Except
when stated otherwise, all our models decode us-
ing beam search with beam size 20.

We initialized the word embedding matrix with
300-dimensional GloVe embeddings (Pennington
et al., 2014). Using the ParlAI framework (Miller
et al., 2017), we pretrained the model on a dataset
of 2.5 million Twitter message-response pairs,1

then fine-tuned it on PersonaChat. On the Per-
sonaChat validation set, the baseline model has a
perplexity of 26.83 and F1 of 17.02, which would
have placed us 4th out of 26 models in the Con-
vAI2 competition (Dinan et al., 2019). We attempt
to improve over this baseline using control.

5 Controllable text generation methods

Suppose we have a sequence-to-sequence model
which gives P (y|x) = ΠtP (yt|x, y1, . . . , yt−1),
the conditional probability of a response y (the
model’s next utterance) given input x (the context,
which in our case includes the model’s own per-
sona and the dialogue history).

Contrary to most previous work, which con-
trols at the sentence level, we wish to control at-
tributes of the output y at the dialogue level –
meaning that a single control setting is used for a
whole dialogue. For example, to control question-
asking, we provide a control setting at the begin-
ning of each dialogue (e.g. 20% questions or 70%
questions) rather than providing a control setting
for each utterance (e.g. is a question or isn’t a
question). With this approach, the sequence-to-
sequence model is able to choose what value the
controlled attribute should take for any particular
utterance, but we are able to choose the overall dis-
tribution. We find that this approach works well
– for example, the sequence-to-sequence model is

1The Twitter dataset is provided in ParlAI; details can be
found here: https://parl.ai/docs/tasks.html

generally good at detecting when to ask a ques-
tion. In particular, this is easier than the alterna-
tive: developing a separate process to decide, for
each utterance, whether to ask a question.

In this section, we describe the two methods
– which we call Conditional Training (CT) and
Weighted Decoding (WD) – that we use to control
attributes of the output y at the dialogue level.

5.1 Conditional Training (CT)
Conditional Training (Fan et al., 2018; Kikuchi
et al., 2016; Peng et al., 2018) is a method to
learn a sequence-to-sequence model P (y|x, z),
where z is a discrete control variable. If the
control attribute is naturally continuous (for ex-
ample in our work, repetitiveness, specificity and
response-relatedness), we use z to represent buck-
eted ranges. For a binary attribute like question-
asking, z represents an overall probability (as ex-
plained in Section 5).

To train a CT model, we first automatically an-
notate every (x, y) pair in the training set with the
attribute we wish to control (for example, whether
y contains a question mark). During training,
for each example we determine the correspond-
ing z value (for continuous attributes, this sim-
ply means sorting into the correct bucket; for
question-asking, see Section 6.4). Next, the con-
trol variable z is represented via an embedding
(each of the possible values of z has its own em-
bedding). For all our experiments, the embedding
is of length 10; this was determined via hyperpa-
rameter tuning. There are several possible ways
to condition the sequence-to-sequence model on z
– for example, append z to the end of the input
sequence, or use z as the START symbol for the
decoder. We find it most effective to concatenate
z to the decoder’s input on every step.2 Lastly, the
CT model learns to produce y = y1, . . . , yT by
optimizing the cross-entropy loss:

lossCT = − 1

T

T∑

t=1

logP (yt|x, z, y1, . . . , yt−1)

Our CT models are initialized with the parameters
from the baseline sequence-to-sequence model
P (y|x) (the new decoder parameters are initial-
ized with small random values), then fine-tuned to
optimize lossCT on the PersonaChat training set,
until convergence of lossCT on the validation set.

2To build a CT model P (y|x, z1, . . . , zn) conditioned on
multiple controls {z1, . . . , zn}, we can simply concatenate
multiple control embeddings to the decoder inputs.
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5.2 Weighted Decoding (WD)

Weighted Decoding (Ghazvininejad et al., 2017)
is a decoding method that increases or decreases
the probability of words with certain features. The
technique is applied only at test time, requiring no
change to the training method. A limitation of WD
is that the controllable attribute must be defined
at the word-level; any desired utterance-level at-
tribute must be redefined via word-level features.

In weighted decoding, on the tth step of decod-
ing, a partial hypothesis y<t = y1, . . . , yt−1 is ex-
panded by computing the score for each possible
next word w in the vocabulary:

score(w, y<t;x) = score(y<t;x)

+ logPRNN(w|y<t, x) +
∑

i

wi ∗ fi(w; y<t, x).

Here, logPRNN(w|y<t, x) is the log-probability of
the word w calculated by the RNN, score(y<t;x)
is the accumulated score of the already-generated
words in the hypothesis y<t, and fi(w; y<t, x)
are decoding features with associated weights wi.
There can be multiple features fi (to control mul-
tiple attributes), and the weights wi are hyperpa-
rameters to be chosen.

A decoding feature fi(w; y<t, x) assigns a real
value to the word w, in the context of the text gen-
erated so far y<t and the context x. The feature
can be continuous (e.g. the unigram probability of
w), discrete (e.g. the length of w in characters),
or binary (e.g. whether w starts with the same
letter as the last word in y<t). A positive weight
wi increases the probability of words w that score
highly with respect to fi; a negative weight de-
creases their probability.

Note that weighted decoding and conditional
training can be applied simultaneously (i.e. train
a CT model then apply WD at test time) – a strat-
egy we use in our experiments.

6 Controlling conversational attributes

In this section, we describe how we use condi-
tional training and weighted decoding to control
four attributes: repetition, specificity, response-
relatedness and question-asking. We evaluate the
effectiveness of both control methods via auto-
matic metrics (i.e., measuring how well the at-
tribute was controlled), and use our findings to se-
lect control methods and control settings to be ex-
plored further via human evaluation (Section 8).

6.1 Repetition
Our baseline model exhibits three types of rep-
etition, which we call external repetition (self-
repetition across utterances), internal repetition
(self-repetition within utterances), and partner
repetition (repeating the conversational partner).

To control repetition with weighted decod-
ing,3 we define five n-gram based decoding
features (see Appendix D). Three of these
features (extrep bigram, intrep bigram and
partnerrep bigram) identify repeating bigrams
for the three repetition types. The other two
features (extrep unigram and intrep unigram)
identify repeating content words. By applying a
negative weight to these features, we can reduce
repetition. In particular, if the weight is −∞, our
method is equivalent to n-gram blocking as de-
scribed by Kulikov et al. (2018). We observe that
repetition control is very important, thus all further
control experiments include repetition control.

6.2 Specificity
Like many sequence-to-sequence models using
beam search decoding, our baseline frequently
asks generic questions such as What music do you
like? and gives dull, unspecific responses, such as
I like all kinds of music.

We control specificity using Normalized Inverse
Document Frequency (NIDF) as a measure of
word rareness.4 The Inverse Document Frequency
of a word w is IDF(w) = log(R/cw) where R
is the number of responses in the dataset, and cw
is the number of those responses that contain w.
Normalized IDF (which ranges from 0 to 1) is

NIDF(w) =
IDF(w)− min idf

max idf− min idf
(1)

where min idf and max idf are the minimum and
maximum IDFs, taken over all words in the vo-
cabulary. To control specificity with weighted de-
coding, we use NIDF as a decoding feature. As
shown in Table 1, this method produces reason-
able outputs when the feature weight is within a
certain range, but at the extremes the outputs are

3We also tried controlling repetition with conditional
training, defining z as the (bucketed) maximum ROUGE-L
precision between the response y and the bot’s previous ut-
terances. However, this method was unsuccessful because
there are not enough repetitive examples in the training data
for the model to learn the control. Experimenting with data
augmentation to solve this problem is an area for future work.

4Note that our NIDF specificity features are similar to the
NIRF and NIWF features used by Zhang et al. (2018a).
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Input: Yes, I’m studying law at the moment
Baseline Response: That sounds like a lot of fun!

Wt NIDF Weighted Decoding Response
-5.0 0.6% Oh......................................
0.0 17.1% That sounds like a lot of fun!
3.0 18.3% That sounds like a lot of fun. How

long have you been studying?
7.0 38.5% I majored in practising my

spiritual full time philosophy test
10.0 71.9% Oh wow! Merna jean isa paino yi

hao hui bu acara sya gila [. . . ]

z NIDF Conditional Training Response
0 16.8% Sounds like you are a great person!
2 18.3% So you are a law student?
4 18.4% That sounds like a lot of fun
6 22.8% That sounds like a rewarding job!
8 24.4% That sounds like a rewarding career!

Table 1: Middle: Example of controlling specificity
(NIDF) via weighted decoding. At the extremes, the
model produces only the most rare or the most com-
mon tokens. Bottom: Example of controlling speci-
ficity via conditional training. This gives a narrower
NIDF range, but all the responses are appropriate.

nonsensical. The boundary for nonsensical output
differs from example to example.

To control specificity with conditional training,
we define the specificity of an utterance y to be
the mean NIDF of the words in y. Thus our con-
trol variable z is mean NIDF (discretized into 10
equal-sized buckets). As shown in Table 1, this
method gives outputs with a narrower NIDF range,
but overall produces less nonsensical outputs.

6.3 Response-relatedness

In conversation, it’s generally desirable to produce
a response that is related to the partner’s last utter-
ance; for example if the partner says My grandfa-
ther died last month, it is appropriate to say I’m so
sorry. Were you close to your grandfather? How-
ever, our baseline model frequently responds with
unrelated utterances like Do you have any pets?

To control response-relatedness with weighted
decoding, we use the decoding feature resp rel:

resp rel(w; y<t, x) =

cos sim(word emb(w), sent emb(`))

where word emb(w) is the GloVe embedding for
the word w, sent emb(`) is the sentence embed-
ding for the partner’s last utterance ` (note ` is part
of the context x), and cos sim is the cosine simi-
larity between the two. In particular, the sentence
embedding sent emb(s) for an utterance s is a

Input: Do you go get coffee often
Baseline Response: I do, when I am not playing the piano.

Wt Sim Weighted Decoding Response
-10.0 -0.05 I am a musician.

0.0 -0.02 I do, when I am not playing the piano.
5.0 0.40 I do, usually at starbucks.
8.0 0.59 Not usually, especially when you drink latte.

11.0 0.72 Not often, usually with drinks,
espresso, latte, tea, etc.

Table 2: Example of controlling response-relatedness
(cosine similarity to input) via weighted decoding. Pos-
itive weights (e.g. 5.0) can yield more on-topic re-
sponses, but higher weights (e.g. 11.0) can result in
nonsensical lists of topically related words.

weighted average of the GloVe embeddings of the
words in s, with the first principal component pro-
jected out; for full details, see Arora et al. (2017).
This method of controlling response-relatedness is
similar to that described in (Baheti et al., 2018).
We find that weighted decoding is effective to con-
trol the semantic relatedness of the model’s re-
sponse to the partner’s last utterance (see Table 2).
As before, we find that extreme weights lead to
nonsensical output.

To control response-relatedness with condi-
tional training, we try defining the control vari-
able z to be cos sim(sent emb(y), sent emb(`)),
the overall cosine similarity between the partner’s
last utterance ` and the model’s response y (again,
we discretize z). However, we find this method in-
effective – the CT model learns only a very weak
connection between z and the semantic related-
ness of the output (see Section 7 for more details).

6.4 Question-asking

Considerate chitchat requires a reciprocal asking
and answering of questions – asking too few or too
many can appear self-centered or nosy. We control
question-asking in order to study these trade-offs.

To control question-asking with weighted de-
coding, we use the binary decoding feature
is qn word(w), which is equal to 1 if and only
if the word w is in a pre-defined list of interrog-
ative words (how, what, when, where, which, who,
whom, whose, why, ?). We find this is a somewhat
effective method to encourage or discourage ques-
tions, but with unintended side-effects: a negative
weight can discourage valid non-question utter-
ances that happen to contain interrogative words
(such as I’m learning how to knit) and a positive
weight can result in degenerate utterances (such as
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Figure 2: Controlling question-asking via conditional
training. Exact numbers can be found in Appendix F.

What??????? or Who? When? How?).
For conditional training, we regard an utterance

y as containing a question if and only if y con-
tains a question mark. We train our CT model
on a control variable z with 11 possible values:
{0, . . . , 10}. As discussed in Section 5, we wish
to control question-asking at the distributional, di-
alogue level, rather than at the binary, utterance
level. Thus the setting z = i means that the model
should produce, on average, utterances contain-
ing ‘?’ with probability i/10. During training
we randomly assign examples to buckets such that
each bucket i is trained on examples with the cor-
rect proportion of questions (i/10), and all buckets
have the same amount of training examples.

We find that conditional training is effective to
control question-asking – as shown in Figure 2,
by increasing z from 0 to 10, we obtain a range
of question-asking rates from 1.40% to 97.72%.
However, when we introduce repetition control,
question-asking is reduced – in particular, the z =
10 setting (which should produce 100% questions)
now only produces 79.67% questions. The pri-
mary problem is the weighted decoding feature
extrep bigram, which discourages bigrams that
have appeared in previous utterances – this pre-
vents the model from producing bigrams that com-
monly occur in many questions, such as do you
and what is. To fix this, we introduce an extra
setting z = 10 (boost), in which we do not use
the feature extrep bigram for weighted decoding
during beam search, but we do use it to rerank the
candidates after beam search. This setting, which
allows the model to produce necessary question-
asking bigrams, yields a 99.54% question-asking
rate, at the cost of slightly increased external bi-
gram repetition (see Appendix F).

For controlling question-asking, conditional
training is preferable to weighted decoding for two
reasons. Firstly, it allows us to achieve (close to)
0% questions, 100% questions, or anything in be-
tween, without introducing the risk of degenerate
output. Secondly, presence-of-a-question-mark
captures the true attribute of interest (question-
asking) more exactly and directly than presence of
interrogative words. For these reasons, only the
CT method is considered in the human evaluation.

7 Comparison of control methods

The previous section shows that conditional train-
ing and weighted decoding are both useful tech-
niques, with different strengths and weaknesses.

The primary disadvantage of conditional train-
ing is that it sometimes fails to learn the connec-
tion between the control variable z and the target
output y. In practice, we find the model can learn
simple attributes of the output (such as the pres-
ence of ‘?’, and overall genericness), but not re-
lationships between the input and output (such as
semantic relatedness). By contrast, weighted de-
coding can force the desired feature to appear in
the output by raising the weight arbitrarily high
(though this may have unintended side-effects).

The primary disadvantage of weighted decod-
ing is that it risks going off-distribution when
the weight is too strong. By contrast, condi-
tional training produces mostly well-formed, in-
distribution outputs. This highlights the impor-
tance of learned control – it is safer to learn to
produce output that both satisfies the control vari-
able and is appropriate, than to alter the decoding
process to satisfy the control variable, potentially
trading off appropriateness in the process.

Other considerations include: (1) Convenience:
conditional training requires retraining; weighted
decoding doesn’t, but is slower at test time. (2)
Data availability: conditional training requires
training examples of the controllable attribute,
whereas weighted decoding can control any com-
putable feature without requiring examples. (3)
Attribute definition: conditional training can con-
trol sentence-level attributes, but they must be dis-
crete. By contrast, weighted decoding requires
word-level features, but they can be continuous.

8 Human evaluation results

In order to study the effect of our controllable at-
tributes, we conduct a large-scale human evalua-

1707



tion of 28 model configurations (see Appendix E),
plus human-human conversations for comparison.

Approach In our evaluation, a crowdworker
chats with a model (or in the human-human
case, another crowdworker) for six conversational
turns, then answers eight multiple-choice ques-
tions which each capture different aspects of con-
versational quality: avoiding repetition, interest-
ingness, making sense, fluency, listening, inquisi-
tiveness, humanness and engagingness. The eight
questions are Likert questions on a 1-4 scale,
where higher is better.5 To match the ConvAI2
Challenge, we also add a persona retrieval ques-
tion, in which the crowdworker is asked to select
which of two possible personas was the model’s
persona. For full details of the evaluation design,
see Appendix B.

Our evaluation is the same as the ConvAI2
Challenge evaluation, but more detailed – Con-
vAI2 includes only engagingness and persona re-
trieval.6 As in the ConvAI2 challenge, each of
our 28 model configurations was evaluated by over
100 crowdworkers, and the results were adjusted
for annotator variance via a Bayesian calibration
(Kulikov et al., 2018).

In designing our evaluation, we aimed to cap-
ture the four aspects we expected to directly im-
prove via control (avoiding repetition, interesting-
ness, listening, inquisitiveness), two important er-
ror classes we thought would be affected by our
controls (fluency, making sense), and two overall
quality measures (engagingness, humanness).

8.1 Main findings

In this section we summarize the main findings of
our human evaluation – whose full results can be
found in Appendices G and H, with sample con-
versations in Appendix C.

As Figure 3 shows, controlling for repetition,
specificity and question-asking all lead to large

5Exceptions: Avoiding repetition is a 1-3 scale, as we
found this gave clearer instructions. Inquisitiveness has an
optimal score of 3; 1 and 2 represent too little question-
asking, and 4 represents too much.

6There are three other minor differences between our
evaluation and ConvAI2’s: (1) We fix capitalization and spac-
ing before showing the chatbot’s utterances to crowdwork-
ers, while ConvAI2 show the raw lowercase tokenized form.
We found the latter interferes with fluency evaluation. (2)
We conduct 6 dialogue turns, while ConvAI2 conducts 4-6.
This was necessary to evaluate repetitiveness. (3) We use
(publicly-available) validation set personas, while ConvAI2
uses (hidden) test set personas. This enables us to release our
evaluation chatlogs.

engagingness improvements over the greedy and
beam-search baseline models. In particular, we
find that controlling for multi-turn (self) repetition
is important and should be incorporated alongside
other attribute control methods. We found no im-
provement by controlling response-relatedness.

To better understand these overall engagingness
improvements, we consider the full set of human
judgments, shown in Figure 4. We find that re-
ducing repetition leads to improvements across all
our aspects of conversational quality. Increasing
specificity shows improvements in interestingness
and listening ability over the repetition-controlled
baseline, while increasing question-asking shows
improvements in inquisitiveness and interesting-
ness over the repetition-controlled baseline.

Our most engaging model, which controls both
repetition and question-asking – marked ‘Ques-
tion (CT)’ in Figure 3 (left) – matches the en-
gagingness of the winning entry in the ConvAI2
competition, as both models achieve a raw score7

of 3.1 (Dinan et al., 2019). However, the Con-
vAI2 winner, Lost in Conversation, was trained
on approximately 12× as much data as our model.
Lost in Conversation is based on the OpenAI GPT
Language Model (Radford et al., 2018), which is
pretrained on the BookCorpus (Zhu et al., 2015),
which contains approximately 985 million words,
whereas our model is pretrained on the Twitter
dataset (approximately 79 million words).

Altogether, our evaluation clearly shows that
controlling low-level attributes over multiple turns
leads to improved overall quality.

8.2 Effect of controlled attributes

Repetition (WD) We observe that self-
repetition across utterances (external repetition)
is by far the most severe form of repetition in
our beam search baseline model. We evaluate
several settings of the extrep bigram weighted
decoding feature, and find that an aggressive
repetition-reduction setting (reducing bigram
repetition rate to below gold data levels) is rated
best. We also find that blocking repeated content
words improves the avoiding repetition score. See
Appendices E, F and G for full details.

As shown in Figure 3 (left) and Figure 4,
our repetition-controlled model improves hugely

7Although the same Bayesian calibration method was ap-
plied both in our study and in the ConvAI2 competition, cal-
ibrated scores are not comparable across the two; thus we
compare raw scores (viewable in Table 7).
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Figure 3: Calibrated human judgments of engagingness for the baselines and best controlled models (left); for
different specificity control settings (middle); and for different question-asking control settings (right).

2.00

2.25

2.50

2.75

3.00
Avoiding Repetition

2.25

2.50

2.75

3.00

Interestingness

3.2

3.4

3.6

3.8

Making Sense

3.0

3.2

3.4

3.6

Fluency

2.50

2.75

3.00

3.25

3.50
Listening

1.75

2.00

2.25

2.50

2.75
Inquisitiveness

2.0

2.5

3.0

3.5
Humanness

Greedy search Beam search Repetition-controlled (WD) Specificity-controlled (WD) Question-controlled (CT) Human

Figure 4: Calibrated human judgments of conversational aspects for the baselines and best controlled models.
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Question control doesn’t include Specificity control, or vice versa.

over the beam search baseline in all metrics, and
achieves close-to-human scores on all metrics ex-
cept humanness. This striking result demonstrates
that repetition is by far the biggest limiting qual-
ity factor for naive sequence-to-sequence dialogue
agents. The result also emphasizes the importance
of multi-turn dialogue evaluation to detect the
problem. We refer to this model as the repetition-
controlled baseline, and use it as a basis for all re-
maining experiments (i.e., we control specificity,
response-relatedness and question-asking on top
of these repetition-control settings).

Specificity (WD, CT) For our weighted decod-
ing models, the extreme settings (very generic and
very specific) score poorly in engagingness due to
the frequent presence of degenerate output – see
Figure 3 (middle). We find that the weight = 4
setting (which is more specific than the repetition-
controlled baseline and about as specific as the
gold data) maximizes engagingness. As shown
in Figure 3 (left) and Figure 4, this more-specific
model is rated more interesting, engaging, and a
better listener than the repetition-controlled base-
line, but at the cost of reduced fluency and making
sense. Our CT model with z = 7 (which has a
similar NIDF level as WD with weight = 4) shows
similar results, but the improvements are smaller.
For further discussion on the interestingness of our
specificity models, see Section 8.3.

Response-relatedness (WD) We evaluated sev-
eral control settings (weight =−10, 5, 10, 13) and
found that none scored better than weight = 0
(no response-relatedness control); see Appendix
H. This is surprising – prior to running the human
evaluation, we annotated 100 examples ourselves
to determine the best control settings. While we
identified a more responsive setting (weight = 5)
as less likely than the uncontrolled model to ig-
nore the user, crowdworkers rated it as a slightly
worse listener than the uncontrolled model. One
explanation for this discrepancy is that the more
responsive model takes more risks, using more
rare words (0.197 NIDF, up from 0.178), and thus
receives a lower makes-sense score (3.41, down
from 3.70). We hypothesize that, compared to us,
the crowdworkers are less tolerant of slightly non-
sensical output, and more tolerant of generic unre-
lated utterances.

Question-asking (CT) As shown in Figure 3
(right), a question-asking rate of 65.7% (z = 7)
maximizes engagingness. This setting, which asks
more questions than both the repetition-controlled
baseline (50.0%) and the human-produced gold
data (28.8%), brings us closest to human-level en-
gagingness – see Figure 3 (left). Although we
find that a rate of approximately 65.7% question-
asking is the most engaging, a lower level (48.9%,
or z = 4) is rated the best listener. Lastly, we find
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Model Win% Top 3 reasons for preferring model

Specificity WD (weight = 6) 84.1% More information; Better flow; More descriptive
Specificity WD (weight = 4) 75.5% More information; They describe their life in more detail; Funny
Specificity CT (z = 7) 56.2% More information; Better flow; Seems more interested

Table 3: A/B tests comparing various specificity-controlled models to the repetition-controlled baseline on inter-
estingness. We find all comparisons are significant (p < .05; binomial test).

that although asking too many questions is less en-
gaging, most crowdworkers will not directly criti-
cize a chatbot that asks questions on every turn –
only 11.9% of crowdworkers judged the z = 10
(boost) setting, which asks 99.5% questions, as
asking too many questions.8 For full details of
these scores, see Appendix F and H.

For time and budget reasons, we did not eval-
uate any models controlling both question-asking
and specificity. However, we expect it is possible
to obtain further improvements by doing so.

8.3 A/B tests for interestingness

Though our more-specific models yielded signifi-
cant improvements in engagingness, we were sur-
prised that they did not yield clearer improve-
ments in interestingness. To investigate further,
we conducted an A/B interestingness evaluation of
three specificity-controlled models, compared to
the repetition-controlled baseline. Crowdworkers
were shown two conversations (from the main hu-
man evaluation) and asked to choose which model
was more interesting (see Figure 7 for details). We
collected 500 samples per comparison, plus 200
additional human vs repetition-controlled baseline
samples, which were used to filter for quality con-
trol. After discarding low-quality crowdworkers,
we have roughly 300 evaluations per comparison,
with an average Cohen’s κ = 0.6.

As shown in Table 3, all three models were rated
significantly more interesting than the repetition-
controlled baseline. This convincingly shows that
producing utterances with more rare words is a
valid strategy to improve interestingness. We have
two explanations for why these interestingness dif-
ferences did not materialize in our main evalua-
tion. Firstly, interestingness is a particularly sub-
jective metric (unlike more tangible metrics such
as avoiding repetition and making sense) – this
makes it hard to calibrate across crowdworkers.

8Though this conclusion may hold true for the Per-
sonaChat task – a synthetic chatting task that instructs par-
ticipants to get to know each other – in real-life social con-
versations, incessant question-asking may be less tolerated.

Secondly, we suspect that in our original evalu-
ation, the crowdworkers may have evaluated the
interestingness of the task rather than the chat-
bot. This could account for why subtle increases
in conversational ability did not result in higher in-
terestingness ratings – the PersonaChat task itself
has a natural interestingness limit.

9 Conclusion

What makes a good conversation? Through
our evaluation, we showed that a good conversa-
tion is about balance – controlling for the right
level of repetition, specificity and question-asking
is important for overall quality. We also found
that conversational aspects such as interestingness,
listening, and inquisitiveness are all important –
though optimizing these can introduce a trade-off
against certain types of errors (such as repetitive,
disfluent, or nonsensical output). Secondly, multi-
turn evaluation is essential to study what makes a
good conversation – multiple turns are required to
reveal issues such as repetition, consistency, and
question-asking frequency. Lastly, what do we
mean by ‘good’? Although humanness and engag-
ingness are both commonly used as overall qual-
ity metrics, the two are very different. While our
models achieved close-to-human scores on engag-
ingness, they failed to get close on humanness –
showing that a chatbot need not be human-like
to be enjoyable. This striking result also demon-
strates the importance of measuring more than one
quality metric when evaluating dialogue agents.

Outlook Our work shows that neural generative
systems have systemic problems when applied to
open-ended dialogue, some of which (e.g. repe-
tition) are only observable in the multi-turn set-
ting. Furthermore, control of low-level attributes
offers a practical way to correct these problems,
yielding large improvements to overall quality – in
our case, comparable to systems trained on much
more data. Future work includes optimizing con-
trol settings automatically, and building more con-
vincingly human-like chatbots.
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Supplementary Material

A Screenshots of human evaluation interface

Figure 5: Screenshot of the Task Description

Figure 6: Screenshot of the chat UI, talking with the beam search baseline model.
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Figure 7: Screenshot of the A/B test UI, comparing a human-human conversation (left) and a Repetition-controlled
baseline model (right).
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B Human evaluation questionnaire design

Here are the questions and multiple-choice options used in the human evaluation, in the order presented:

[Engagingness] How much did you enjoy talking to this user?
• Not at all • A little • Somewhat • A lot

[Interestingness] How interesting or boring did you find this conversation?
• Very boring • A little boring • A little interesting • Very interesting

[Inquisitiveness] How much did the user try to get to know you?
• Didn’t ask about me at all • Asked about me some
• Asked about me a good amount • Asked about me too much

[Listening] How much did the user seem to pay attention to what you said?
• Always ignored what I said •Mostly ignored what I said
•Mostly paid attention to what I said • Always paid attention to what I said

[Avoiding Repetition] How repetitive was this user?
• Repeated themselves over and over • Sometimes said the same thing twice
• Always said something new

[Fluency] How naturally did this user speak English?
• Very unnatural •Mostly unnatural •Mostly natural • Very natural

[Making sense] How often did this user say something which did NOT make sense?
• Never made any sense •Most responses didn’t make sense
• Some responses didn’t make sense • Everything made perfect sense

[Humanness] Do you think this user is a bot or a human?
• Definitely a bot • Probably a bot • Probably a human • Definitely a human

[Persona retrieval] Which prompt (character) do you think the other user was given
for this conversation?
Respondent chooses one of two provided personas
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C Example conversations from human evaluation

Human: What do you do for a living?

Bot: I'm a buddhist. What about you?

Human: I'm a Christian. Do you have a job?

Bot: I am a buddhist. What about you?

Human: I work on my parent's farm most days. Do you have a job?

Bot: I am a buddhist. What about you?

Human: Do you like music?

Bot: I do like music. What about you?

Human: Yes, but only country.

Bot: What city are you from?

Human: I live in the country, a very small town called Ila.

Bot: What city are you from?

Human: Hey there! I'm a little girl :) how are you?

Bot: I am doing well, how are you?

Human: I'm very lonely actually. I live in the cloud.

Bot: What do you do for a living?

Human: Nothing really, I'd like to say superhero since I have superpowers.

Bot: That sounds like a lot of fun!

Human: Yes! Do you like to shop?

Bot: I do! I love to shop!

Human: I always make time to shop!

Bot: What is your favorite food?

Human: Pizza I would have to say. What about you?

Bot: Chocolate is one of my favorites!

(a) (b)

Bot: Hello, how are you today?

Human: Hi! I'm great, how are you?

Bot: I am doing well, thank you. What do you do for fun?

Human: I don't have time for too much, I'm either working or spending time with my

kitties.

Bot: What kind of pets? I walk dogs for a living.

Human: That must be a fun job.

Bot: It is, but I spend most of my time reading.

Human: What kind of books do you like?

Bot: My favorite is harry potter. How about you?

Human: I like legal and psychological thrillers.

Bot: Wow, that is a lot of books.

Human: WHat do you do for work? I'm in construction.

Human: Hello, how are you doing today?

Bot: I am doing well. Just playing some piano and singing along to folk music.

Human: That sounds fun. What type of music do you like?

Bot: I hope to make some musical songs for my band. Do you play any

instruments?

Human: Nope, I was raised in a single parent household so never really had much

money to spend.

Bot: I wish I could spend more time with my family. I work as an auditor.

Human: That's awesome. I work two jobs out of which one of them is as stunt

double.

Bot: That sounds like a lot of fun.

Human: Well yeah it is, but comes with its own cons as well.

Bot: What is your favorite thing to do?

Human: Reading. I read a lot. Last year I read a total of 20 books.

Bot: What kind of books are you reading?

(c) (d)

Figure 8: Example conversation with (a) Baseline (b) Repetition-controlled baseline (c) Question-controlled CT
(z = 7), (d) Specificity-controlled WD (weight = 4).
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D Repetition-control decoding features

Feature Condition

extrep bigram(w, y<t, x) Adding w to the hypothesis y<t would create a 2-gram
that appears in a previous utterance by the model

extrep unigram(w, y<t, x) w is a non-stopword and
w appears in a previous utterance by the model

intrep bigram(w, y<t, x) Adding w to the hypothesis y<t would create a 2-gram
that appears earlier in the hypothesis y<t

intrep unigram(w, y<t, x) w is a non-stopword and
w appears earlier in the hypothesis y<t

partnerrep bigram(w, y<t, x) Adding w to the hypothesis y<t would create a 2-gram
that appears in a previous utterance by the partner

Table 4: We define five binary features for controlling different types of repetition via weighted decoding (see
Section 5.2). Each feature depends on the word w, the partial hypothesis y<t, and the context x (which includes
the model’s own persona and the dialogue history). Each of these features is equal to 1 if and only if the condition
on the right is true; otherwise 0.
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E Control settings for all configurations

Repetition Specificity Response-rel Questions

External Internal Partner Rep.

Bigram Unigram Bigram Unigram Bigram NIDF Cos sim Has ‘?’

Baselines
Greedy Search
Beam Search (beam size 20)

Repetition control (WD)
Extrep bigram WD -0.5 wt -0.5
Extrep bigram WD -1.25 wt -1.25
Extrep bigram WD -3.5 wt -3.5
Extrep bigram WD -inf wt -∞
Repetition-controlled baseline wt -3.5 wt -∞ wt -∞
Question control (CT)
Question-controlled CT 0 wt -3.5 wt -∞ wt -∞ z = 0
Question-controlled CT 1 wt -3.5 wt -∞ wt -∞ z = 1
Question-controlled CT 4 wt -3.5 wt -∞ wt -∞ z = 4
Question-controlled CT 7 wt -3.5 wt -∞ wt -∞ z = 7
Question-controlled CT 10 wt -3.5 wt -∞ wt -∞ z = 10
Question-controlled CT 10 (boost) wt 0 * wt -∞ wt -∞ z = 10

Specificity control (CT)
Specificity-controlled CT 0 wt -3.5 wt -∞ wt -∞ z = 0
Specificity-controlled CT 2 wt -3.5 wt -∞ wt -∞ z = 2
Specificity-controlled CT 4 wt -3.5 wt -∞ wt -∞ z = 4
Specificity-controlled CT 7 wt -3.5 wt -∞ wt -∞ z = 7
Specificity-controlled CT 9 wt -3.5 wt -∞ wt -∞ z = 9

Specificity control (WD)
Specificity-controlled WD -10 wt -3.5 wt -∞ wt -∞ wt -10
Specificity-controlled WD -4 wt -3.5 wt -∞ wt -∞ wt -4
Specificity-controlled WD 4 wt -3.5 wt -∞ wt -∞ wt 4
Specificity-controlled WD 6 wt -3.5 wt -∞ wt -∞ wt 6
Specificity-controlled WD 8 wt -3.5 wt -∞ wt -∞ wt 8

Response-related control (WD) **
Response-related controlled WD -10 wt -3.5 wt -∞ wt -∞ wt -∞ wt -∞ wt -10
Response-related controlled WD 0 wt -3.5 wt -∞ wt -∞ wt -∞ wt -∞ wt 0
Response-related controlled WD 5 wt -3.5 wt -∞ wt -∞ wt -∞ wt -∞ wt 5
Response-related controlled WD 10 wt -3.5 wt -∞ wt -∞ wt -∞ wt -∞ wt 10
Response-related controlled WD 13 wt -3.5 wt -∞ wt -∞ wt -∞ wt -∞ wt 13

Table 5: Control settings for all configurations that were human-evaluated. ‘wt’ means the weight used for a
weighted decoding feature and ‘z =’ means the setting (i.e. bucket) for the control variable in conditional training.

* In the setting Question-controlled CT 10 (boost), the feature extrep bigram is not used for weighted
decoding during beam search, but it is used to rerank the candidates after beam search. See Section 6.4 for details.

** Note that the Response-related controlled models additionally introduce repetition controls to block in-
ternal bigram repetition and partner bigram repetition. This was necessary to prevent the model from parroting the
partner’s last utterance. In Table 8, we find that just adding these extra repetition controls (here called Response-
related controlled WD 0, i.e. increased repetition control but no response-relatedness control) outperforms our
canonical Repetition-controlled baseline. However, given that we discovered this later, our specificity and question
controlled models are built on top of the canonical Repetition-controlled baseline.
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F Automatic metrics for all configurations

Repetition Specificity Response-rel Questions

External Internal Partner Rep.

Bigram Unigram Bigram Unigram Bigram NIDF Cos sim Has ‘?’

Gold data and baselines
Gold Data 4.65% 9.62% 0.38% 0.97% 5.10% 0.2119 0.1691 28.80%
Greedy Search 35.88% 36.31% 8.08% 10.59% 12.20% 0.1688 0.1850 6.46%
Beam Search (beam size 20) 46.85% 44.15% 0.32% 0.61% 12.90% 0.1662 0.0957 80.87%

Repetition control (WD)
Extrep bigram WD -0.5 19.70% 16.85% 0.26% 0.62% 11.93% 0.1730 0.1348 73.04%
Extrep bigram WD -1.25 4.62% 4.79% 0.40% 0.89% 10.61% 0.1763 0.1504 61.22%
Extrep bigram WD -3.5 0.75% 4.61% 0.47% 0.94% 9.89% 0.1771 0.1681 48.89%
Extrep bigram WD -inf 0.00% 4.74% 0.51% 1.05% 9.56% 0.1780 0.1711 45.98%
Repetition-controlled baseline 0.73% 0.00% 0.17% 0.00% 9.55% 0.1766 0.1676 49.98%

Question control (CT)
Question-controlled CT 0 0.06% 0.00% 0.19% 0.00% 9.20% 0.1871 0.1753 2.01%
Question-controlled CT 1 0.09% 0.00% 0.19% 0.00% 8.66% 0.1844 0.1722 17.33%
Question-controlled CT 4 0.40% 0.00% 0.25% 0.00% 8.53% 0.1794 0.1713 48.88%
Question-controlled CT 7 0.80% 0.00% 0.17% 0.00% 8.48% 0.1771 0.1724 65.65%
Question-controlled CT 10 1.27% 0.00% 0.16% 0.00% 8.48% 0.1761 0.1728 79.67%
Question-controlled CT 10 (boost)* 7.64% 0.00% 0.03% 0.00% 10.76% 0.1701 0.1651 99.54%

Specificity control (CT)
Specificity-controlled CT 0 0.60% 0.00% 0.20% 0.00% 9.05% 0.1478 0.1522 48.75%
Specificity-controlled CT 2 0.28% 0.00% 0.10% 0.00% 8.37% 0.1772 0.1833 50.57%
Specificity-controlled CT 4 0.12% 0.00% 0.08% 0.00% 7.90% 0.1921 0.1877 29.46%
Specificity-controlled CT 7 0.02% 0.00% 0.14% 0.00% 8.17% 0.2156 0.1955 16.51%
Specificity-controlled CT 9 0.01% 0.00% 0.11% 0.00% 8.01% 0.2462 0.1990 8.50%

Specificity control (WD)
Specificity-controlled WD -10 0.14% 0.00% 10.59% 0.00% 8.70% 0.1107 0.0994 33.55%
Specificity-controlled WD -4 0.65% 0.00% 1.98% 0.00% 9.95% 0.1501 0.1398 44.92%
Specificity-controlled WD 4 0.15% 0.00% 0.19% 0.00% 7.54% 0.2121 0.1972 45.53%
Specificity-controlled WD 6 0.07% 0.00% 0.13% 0.00% 6.50% 0.2546 0.2040 39.37%
Specificity-controlled WD 8 0.01% 0.00% 0.10% 0.00% 3.40% 0.4035 0.1436 26.68%

Response-related control (WD)
Response-related controlled WD -10 0.13% 0.00% 0.00% 0.00% 0.00% 0.1914 -0.0921 25.71%
Response-related controlled WD 0 0.24% 0.00% 0.00% 0.00% 0.00% 0.1785 0.1414 44.55%
Response-related controlled WD 5 0.15% 0.00% 0.00% 0.00% 0.00% 0.1973 0.4360 39.78%
Response-related controlled WD 10 0.05% 0.00% 0.00% 0.00% 0.00% 0.2535 0.6653 27.56%
Response-related controlled WD 13 0.02% 0.00% 0.00% 0.00% 0.00% 0.2999 0.7251 20.47%

Table 6: Automatic metrics (computed over validation set) for all model configurations that were human-evaluated.
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G Human evaluation results for all configurations

Model Avoiding Rep. Engage Fluency Humanness Inquisitive Interesting Listening Make Sense Persona

Human and baselines
Human 2.90 ± 0.39 3.31 ± 0.90 3.66 ± 0.71 3.40 ± 0.80 2.63 ± 0.63 3.23 ± 0.83 3.64 ± 0.63 3.84 ± 0.52 0.92 ± 0.27
Greedy Search 2.16 ± 0.72 2.31 ± 1.08 3.20 ± 0.81 1.78 ± 0.90 2.00 ± 0.81 2.36 ± 0.98 2.78 ± 0.84 3.33 ± 0.75 0.87 ± 0.34
Beam Search (beam size 20) 2.14 ± 0.72 2.35 ± 1.01 3.23 ± 0.93 1.81 ± 0.87 2.50 ± 0.72 2.35 ± 0.98 2.63 ± 0.85 3.40 ± 0.77 0.77 ± 0.42

Repetition control (WD)
Extrep bigram WD -0.5 2.66 ± 0.56 2.56 ± 0.92 3.57 ± 0.64 2.19 ± 0.94 2.67 ± 0.62 2.61 ± 0.87 3.08 ± 0.78 3.60 ± 0.57 0.75 ± 0.43
Extrep bigram WD -1.25 2.84 ± 0.39 2.91 ± 0.90 3.59 ± 0.64 2.32 ± 0.98 2.63 ± 0.60 2.86 ± 0.89 3.21 ± 0.71 3.64 ± 0.62 0.72 ± 0.45
Extrep bigram WD -3.5 2.90 ± 0.30 2.95 ± 0.86 3.73 ± 0.50 2.45 ± 1.03 2.55 ± 0.61 2.88 ± 0.80 3.27 ± 0.79 3.68 ± 0.49 0.80 ± 0.40
Extrep bigram WD -inf 2.82 ± 0.43 2.96 ± 0.86 3.64 ± 0.58 2.40 ± 0.96 2.65 ± 0.69 2.86 ± 0.82 3.31 ± 0.69 3.66 ± 0.59 0.91 ± 0.29
Repetition-controlled baseline 2.89 ± 0.39 2.89 ± 0.89 3.66 ± 0.56 2.50 ± 0.99 2.70 ± 0.64 2.96 ± 0.92 3.25 ± 0.71 3.68 ± 0.54 0.87 ± 0.34

Question control (CT)
Question-controlled CT 0 2.95 ± 0.25 2.92 ± 0.90 3.70 ± 0.54 2.49 ± 0.97 2.48 ± 0.72 2.85 ± 0.93 3.29 ± 0.69 3.56 ± 0.66 0.86 ± 0.35
Question-controlled CT 1 2.88 ± 0.33 2.94 ± 0.93 3.59 ± 0.66 2.47 ± 0.95 2.52 ± 0.69 2.85 ± 0.90 3.32 ± 0.73 3.63 ± 0.55 0.85 ± 0.36
Question-controlled CT 4 2.88 ± 0.38 2.88 ± 0.94 3.59 ± 0.73 2.42 ± 1.07 2.55 ± 0.66 2.82 ± 0.85 3.37 ± 0.74 3.63 ± 0.59 0.84 ± 0.37
Question-controlled CT 7 2.88 ± 0.37 3.07 ± 0.90 3.67 ± 0.54 2.42 ± 0.98 2.75 ± 0.58 2.97 ± 0.84 3.23 ± 0.76 3.53 ± 0.76 0.80 ± 0.40
Question-controlled CT 10 2.74 ± 0.46 2.90 ± 0.93 3.70 ± 0.50 2.43 ± 1.04 2.71 ± 0.57 2.72 ± 0.88 3.12 ± 0.73 3.59 ± 0.66 0.79 ± 0.41
Question-controlled CT 10 (boost) 2.76 ± 0.49 2.84 ± 0.94 3.60 ± 0.64 2.26 ± 0.97 2.94 ± 0.57 2.83 ± 0.94 3.18 ± 0.80 3.52 ± 0.67 0.72 ± 0.45

Specificity control (CT)
Specificity-controlled CT 0 2.83 ± 0.40 2.96 ± 0.93 3.62 ± 0.58 2.42 ± 0.99 2.60 ± 0.56 2.86 ± 0.89 3.29 ± 0.70 3.66 ± 0.60 0.72 ± 0.45
Specificity-controlled CT 2 2.90 ± 0.36 2.78 ± 1.00 3.60 ± 0.64 2.37 ± 0.93 2.66 ± 0.66 2.80 ± 0.96 3.14 ± 0.77 3.50 ± 0.63 0.81 ± 0.39
Specificity-controlled CT 4 2.92 ± 0.27 2.81 ± 0.88 3.65 ± 0.59 2.34 ± 1.02 2.57 ± 0.62 2.80 ± 0.78 3.25 ± 0.78 3.50 ± 0.66 0.86 ± 0.35
Specificity-controlled CT 7 2.89 ± 0.32 3.00 ± 0.94 3.64 ± 0.67 2.53 ± 1.03 2.56 ± 0.66 2.90 ± 0.90 3.34 ± 0.70 3.59 ± 0.60 0.82 ± 0.39
Specificity-controlled CT 9 2.90 ± 0.35 2.83 ± 0.87 3.61 ± 0.62 2.40 ± 0.97 2.31 ± 0.74 2.84 ± 0.83 3.07 ± 0.81 3.58 ± 0.56 0.88 ± 0.32

Specificity control (WD)
Specificity-controlled WD -10 2.85 ± 0.43 2.43 ± 0.99 3.34 ± 0.83 2.15 ± 0.91 2.31 ± 0.69 2.38 ± 0.94 3.03 ± 0.75 3.33 ± 0.70 0.71 ± 0.45
Specificity-controlled WD -4 2.90 ± 0.30 2.78 ± 0.95 3.55 ± 0.63 2.41 ± 0.92 2.52 ± 0.66 2.64 ± 0.93 3.28 ± 0.73 3.56 ± 0.62 0.82 ± 0.38
Specificity-controlled WD 4 2.95 ± 0.21 2.99 ± 0.86 3.65 ± 0.55 2.49 ± 0.90 2.65 ± 0.55 3.00 ± 0.78 3.37 ± 0.59 3.63 ± 0.50 0.93 ± 0.25
Specificity-controlled WD 6 2.93 ± 0.26 2.96 ± 0.90 3.52 ± 0.76 2.41 ± 1.04 2.58 ± 0.66 3.06 ± 0.80 3.24 ± 0.76 3.50 ± 0.66 0.93 ± 0.26
Specificity-controlled WD 8 2.78 ± 0.52 2.40 ± 1.23 2.67 ± 1.25 1.86 ± 0.97 2.03 ± 0.87 2.55 ± 1.14 2.61 ± 1.05 2.91 ± 0.91 0.92 ± 0.28

Response-related control (WD)
Response-related controlled WD -10 2.86 ± 0.44 2.48 ± 0.98 3.42 ± 0.74 2.02 ± 0.93 2.38 ± 0.75 2.53 ± 0.94 2.84 ± 0.80 3.14 ± 0.75 0.91 ± 0.29
Response-related controlled WD 0 2.96 ± 0.23 3.01 ± 0.90 3.72 ± 0.54 2.73 ± 1.00 2.56 ± 0.67 2.92 ± 0.84 3.37 ± 0.72 3.73 ± 0.52 0.82 ± 0.38
Response-related controlled WD 5 2.90 ± 0.33 2.88 ± 0.90 3.51 ± 0.63 2.41 ± 1.01 2.53 ± 0.65 2.85 ± 0.90 3.27 ± 0.73 3.49 ± 0.63 0.82 ± 0.39
Response-related controlled WD 10 2.78 ± 0.43 2.39 ± 1.04 3.06 ± 0.90 1.97 ± 0.99 2.22 ± 0.67 2.57 ± 1.01 3.03 ± 0.76 3.16 ± 0.63 0.75 ± 0.43
Response-related controlled WD 13 2.71 ± 0.57 2.10 ± 1.13 2.54 ± 1.12 1.81 ± 1.07 2.14 ± 0.84 2.33 ± 1.06 2.69 ± 0.83 2.70 ± 0.88 0.62 ± 0.49

Table 7: Raw scores (mean ± std.) for all models and human evaluation metrics.

The first eight columns are Likert metrics on a 1-4 scale (except Avoiding Repetition, which is a 1-3
scale), where higher is better (except Inquisitiveness, which has an optimal score of 3). The last column, Persona
Retrieval, is on a scale from 0 to 1 where higher is better.

The maximum of each column (excluding Human row) is in bold.
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Model Avoiding Rep. Engage Fluency Humanness Inquisitive Interesting Listening Make Sense

Human and baselines
* Human 2.79 ± 0.12 3.04 ± 0.11 3.36 ± 0.12 3.35 ± 0.11 2.44 ± 0.12 2.92 ± 0.11 3.32 ± 0.13 3.68 ± 0.11
* Greedy Search 2.08 ± 0.10 2.24 ± 0.11 3.03 ± 0.10 1.75 ± 0.12 1.95 ± 0.10 2.29 ± 0.13 2.62 ± 0.10 3.23 ± 0.10
* Beam Search (beam size 20) 2.08 ± 0.11 2.29 ± 0.11 3.09 ± 0.13 1.71 ± 0.13 2.42 ± 0.11 2.29 ± 0.14 2.47 ± 0.12 3.35 ± 0.13

Repetition control (WD)
Extrep bigram WD -0.5 2.62 ± 0.10 2.54 ± 0.12 3.35 ± 0.12 2.13 ± 0.11 2.63 ± 0.11 2.56 ± 0.11 2.93 ± 0.11 3.48 ± 0.11
Extrep bigram WD -1.25 2.78 ± 0.09 2.82 ± 0.13 3.40 ± 0.12 2.27 ± 0.12 2.54 ± 0.09 2.76 ± 0.10 3.05 ± 0.11 3.53 ± 0.14
Extrep bigram WD -3.5 2.83 ± 0.11 2.93 ± 0.10 3.56 ± 0.10 2.43 ± 0.11 2.47 ± 0.11 2.83 ± 0.10 3.14 ± 0.10 3.62 ± 0.12
Extrep bigram WD -inf 2.74 ± 0.11 2.87 ± 0.14 3.49 ± 0.12 2.32 ± 0.13 2.56 ± 0.11 2.75 ± 0.12 3.13 ± 0.12 3.59 ± 0.12
* Repetition-controlled baseline 2.86 ± 0.12 2.82 ± 0.12 3.53 ± 0.10 2.40 ± 0.11 2.62 ± 0.13 2.84 ± 0.12 3.10 ± 0.11 3.58 ± 0.14

Question control (CT)
Question-controlled CT 0 2.87 ± 0.12 2.84 ± 0.13 3.51 ± 0.10 2.46 ± 0.11 2.36 ± 0.09 2.76 ± 0.09 3.10 ± 0.10 3.49 ± 0.12
Question-controlled CT 1 2.82 ± 0.11 2.88 ± 0.11 3.42 ± 0.10 2.46 ± 0.12 2.47 ± 0.11 2.79 ± 0.13 3.14 ± 0.11 3.55 ± 0.10
Question-controlled CT 4 2.78 ± 0.12 2.88 ± 0.10 3.47 ± 0.11 2.40 ± 0.09 2.53 ± 0.13 2.83 ± 0.13 3.24 ± 0.11 3.59 ± 0.10
* Question-controlled CT 7 2.81 ± 0.10 2.99 ± 0.11 3.54 ± 0.09 2.35 ± 0.11 2.66 ± 0.12 2.92 ± 0.12 3.11 ± 0.10 3.47 ± 0.10
Question-controlled CT 10 2.67 ± 0.13 2.87 ± 0.11 3.52 ± 0.12 2.35 ± 0.12 2.63 ± 0.12 2.66 ± 0.10 2.94 ± 0.11 3.53 ± 0.12
Question-controlled CT 10 (boost) 2.68 ± 0.12 2.74 ± 0.09 3.42 ± 0.12 2.19 ± 0.13 2.79 ± 0.11 2.74 ± 0.11 3.00 ± 0.12 3.45 ± 0.13

Specificity control (CT)
Specificity-controlled CT 0 2.79 ± 0.10 2.93 ± 0.09 3.44 ± 0.12 2.38 ± 0.11 2.56 ± 0.12 2.84 ± 0.12 3.12 ± 0.13 3.61 ± 0.11
Specificity-controlled CT 2 2.78 ± 0.12 2.74 ± 0.11 3.39 ± 0.13 2.31 ± 0.13 2.56 ± 0.13 2.74 ± 0.12 2.99 ± 0.11 3.47 ± 0.10
Specificity-controlled CT 4 2.82 ± 0.10 2.80 ± 0.13 3.44 ± 0.14 2.32 ± 0.13 2.51 ± 0.12 2.78 ± 0.15 3.09 ± 0.13 3.46 ± 0.13
Specificity-controlled CT 7 2.81 ± 0.12 2.91 ± 0.13 3.43 ± 0.11 2.45 ± 0.10 2.49 ± 0.11 2.81 ± 0.12 3.15 ± 0.12 3.55 ± 0.11
Specificity-controlled CT 9 2.80 ± 0.13 2.78 ± 0.10 3.41 ± 0.12 2.35 ± 0.13 2.28 ± 0.11 2.79 ± 0.11 2.91 ± 0.11 3.51 ± 0.12

Specificity control (WD)
Specificity-controlled WD -10 2.76 ± 0.11 2.41 ± 0.12 3.19 ± 0.12 2.15 ± 0.11 2.28 ± 0.13 2.35 ± 0.12 2.89 ± 0.11 3.28 ± 0.12
Specificity-controlled WD -4 2.83 ± 0.10 2.76 ± 0.12 3.37 ± 0.10 2.36 ± 0.11 2.46 ± 0.11 2.62 ± 0.12 3.14 ± 0.09 3.52 ± 0.11
* Specificity-controlled WD 4 2.84 ± 0.10 2.96 ± 0.12 3.45 ± 0.13 2.44 ± 0.12 2.56 ± 0.09 2.94 ± 0.11 3.20 ± 0.10 3.54 ± 0.11
Specificity-controlled WD 6 2.81 ± 0.09 2.91 ± 0.10 3.34 ± 0.09 2.31 ± 0.11 2.53 ± 0.12 2.93 ± 0.12 3.09 ± 0.10 3.41 ± 0.12
Specificity-controlled WD 8 2.70 ± 0.11 2.39 ± 0.12 2.54 ± 0.12 1.80 ± 0.13 2.00 ± 0.10 2.49 ± 0.12 2.47 ± 0.10 2.87 ± 0.11

Response-related control (WD)
Response-related controlled WD -10 2.77 ± 0.12 2.45 ± 0.12 3.26 ± 0.11 1.96 ± 0.10 2.31 ± 0.12 2.47 ± 0.12 2.73 ± 0.11 3.12 ± 0.12
Response-related controlled WD 0 2.87 ± 0.12 2.97 ± 0.11 3.55 ± 0.09 2.62 ± 0.11 2.48 ± 0.10 2.88 ± 0.12 3.21 ± 0.09 3.70 ± 0.10
Response-related controlled WD 5 2.79 ± 0.10 2.83 ± 0.09 3.35 ± 0.12 2.40 ± 0.12 2.51 ± 0.13 2.80 ± 0.13 3.13 ± 0.12 3.41 ± 0.12
Response-related controlled WD 10 2.74 ± 0.11 2.42 ± 0.12 2.93 ± 0.11 1.95 ± 0.12 2.20 ± 0.12 2.56 ± 0.12 2.90 ± 0.12 3.12 ± 0.10
Response-related controlled WD 13 2.63 ± 0.12 2.06 ± 0.11 2.40 ± 0.09 1.74 ± 0.11 2.07 ± 0.11 2.25 ± 0.12 2.49 ± 0.14 2.63 ± 0.10

Table 8: Calibrated scores (mean ± std.) for all models and human evaluation metrics.

The first eight columns are Likert metrics on a 1-4 scale (except Avoiding Repetition, which is a 1-3
scale), where higher is better (except Inquisitiveness, which has an optimal score of 3). The last column, Persona
Retrieval, is on a scale from 0 to 1 where higher is better.

The maximum of each column (excluding Human row) is in bold.

Rows marked with * are the six models included in Figure 3 (left) and Figure 4.
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H Plots of human evaluation results for all configurations

Extrep

bigram -0.5 Extrep

bigram -1.25 Extrep

bigram -3.5 Extrep

bigram -inf

Extrep bigram -3.5

+ unigram -inf

2.4

2.6

2.8

3.0

3.2

3.4

3.6

Fl
ue

nc
y

Repetition control setting

Beam search baseline
Greedy search baseline
Human

0
Fewer

Questions

1 2 3 4 5 6 7 8 9 10 10 (boost)
More

Questions

2.4

2.6

2.8

3.0

3.2

3.4

3.6

Fl
ue

nc
y

Question-Asking Control Level (CT)

Question-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

0
More

Generic

1 2 3 4 5 6 7 8 9
More

Specific

2.4

2.6

2.8

3.0

3.2

3.4

3.6

Fl
ue

nc
y

Specificity Control Level (CT)

Specificity-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

-10
More

Generic

-8 -6 -4 -2 0
No control

2 4 6 8 10
More

Specific

2.4

2.6

2.8

3.0

3.2

3.4

3.6

Fl
ue

nc
y

Specificity Control Level (WD)

Specificity-controlled WD
Beam search baseline
Human
Repetition-controlled baseline

-15
More

unrelated

-10 -5 0
No control

5 10 15
More

related

2.4

2.6

2.8

3.0

3.2

3.4

3.6

Fl
ue

nc
y

Response-relatedness Control Level (WD)

Response-related controlled WD
Beam search baseline
Human
Repetition-controlled baseline+

Extrep

bigram -0.5 Extrep

bigram -1.25 Extrep

bigram -3.5 Extrep

bigram -inf

Extrep bigram -3.5

+ unigram -inf

2.0

2.2

2.4

2.6

2.8

3.0

En
ga

gi
ng

ne
ss

Beam search baseline
Greedy search baseline
Human

0
Fewer

Questions

1 2 3 4 5 6 7 8 9 10 10 (boost)
More

Questions

2.0

2.2

2.4

2.6

2.8

3.0
En

ga
gi

ng
ne

ss

Question-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

0
More

Generic

1 2 3 4 5 6 7 8 9
More

Specific

2.0

2.2

2.4

2.6

2.8

3.0

En
ga

gi
ng

ne
ss

Specificity-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

-10
More

Generic

-8 -6 -4 -2 0
No control

2 4 6 8 10
More

Specific

2.0

2.2

2.4

2.6

2.8

3.0

En
ga

gi
ng

ne
ss

Specificity-controlled WD
Beam search baseline
Human
Repetition-controlled baseline

-15
More

unrelated

-10 -5 0
No control

5 10 15
More

related

2.0

2.2

2.4

2.6

2.8

3.0

En
ga

gi
ng

ne
ss

Response-related controlled WD
Beam search baseline
Human
Repetition-controlled baseline+

Extrep

bigram -0.5 Extrep

bigram -1.25 Extrep

bigram -3.5 Extrep

bigram -inf

Extrep bigram -3.5

+ unigram -inf

1.75

2.00

2.25

2.50

2.75

3.00

3.25

Hu
m

an
ne

ss

Beam search baseline
Greedy search baseline
Human

0
Fewer

Questions

1 2 3 4 5 6 7 8 9 10 10 (boost)
More

Questions

1.75

2.00

2.25

2.50

2.75

3.00

3.25

Hu
m

an
ne

ss

Question-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

0
More

Generic

1 2 3 4 5 6 7 8 9
More

Specific

1.75

2.00

2.25

2.50

2.75

3.00

3.25
Hu

m
an

ne
ss

Specificity-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

-10
More

Generic

-8 -6 -4 -2 0
No control

2 4 6 8 10
More

Specific

1.75

2.00

2.25

2.50

2.75

3.00

3.25

Hu
m

an
ne

ss

Specificity-controlled WD
Beam search baseline
Human
Repetition-controlled baseline

-15
More

unrelated

-10 -5 0
No control

5 10 15
More

related

1.75

2.00

2.25

2.50

2.75

3.00

3.25

Hu
m

an
ne

ss

Response-related controlled WD
Beam search baseline
Human
Repetition-controlled baseline+

Extrep

bigram -0.5 Extrep

bigram -1.25 Extrep

bigram -3.5 Extrep

bigram -inf

Extrep bigram -3.5

+ unigram -inf

2.6

2.8

3.0

3.2

3.4

3.6

3.8

M
ak

in
g 

Se
ns

e

Beam search baseline
Greedy search baseline
Human

0
Fewer

Questions

1 2 3 4 5 6 7 8 9 10 10 (boost)
More

Questions

2.6

2.8

3.0

3.2

3.4

3.6

3.8

M
ak

in
g 

Se
ns

e

Question-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

0
More

Generic

1 2 3 4 5 6 7 8 9
More

Specific

2.6

2.8

3.0

3.2

3.4

3.6

3.8

M
ak

in
g 

Se
ns

e

Specificity-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

-10
More

Generic

-8 -6 -4 -2 0
No control

2 4 6 8 10
More

Specific

2.6

2.8

3.0

3.2

3.4

3.6

3.8

M
ak

in
g 

Se
ns

e

Specificity-controlled WD
Beam search baseline
Human
Repetition-controlled baseline

-15
More

unrelated

-10 -5 0
No control

5 10 15
More

related

2.6

2.8

3.0

3.2

3.4

3.6

3.8

M
ak

in
g 

Se
ns

e

Response-related controlled WD
Beam search baseline
Human
Repetition-controlled baseline+

Extrep

bigram -0.5 Extrep

bigram -1.25 Extrep

bigram -3.5 Extrep

bigram -inf

Extrep bigram -3.5

+ unigram -inf

2.0

2.2

2.4

2.6

2.8

In
qu

isi
tiv

en
es

s

Beam search baseline
Greedy search baseline
Human

0
Fewer

Questions

1 2 3 4 5 6 7 8 9 10 10 (boost)
More

Questions

2.0

2.2

2.4

2.6

2.8

In
qu

isi
tiv

en
es

s

Question-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

0
More

Generic

1 2 3 4 5 6 7 8 9
More

Specific

2.0

2.2

2.4

2.6

2.8

In
qu

isi
tiv

en
es

s

Specificity-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

-10
More

Generic

-8 -6 -4 -2 0
No control

2 4 6 8 10
More

Specific

2.0

2.2

2.4

2.6

2.8

In
qu

isi
tiv

en
es

s

Specificity-controlled WD
Beam search baseline
Human
Repetition-controlled baseline

-15
More

unrelated

-10 -5 0
No control

5 10 15
More

related

2.0

2.2

2.4

2.6

2.8

In
qu

isi
tiv

en
es

s

Response-related controlled WD
Beam search baseline
Human
Repetition-controlled baseline+

Extrep

bigram -0.5 Extrep

bigram -1.25 Extrep

bigram -3.5 Extrep

bigram -inf

Extrep bigram -3.5

+ unigram -inf

2.2

2.4

2.6

2.8

3.0

In
te

re
st

in
gn

es
s

Beam search baseline
Greedy search baseline
Human

0
Fewer

Questions

1 2 3 4 5 6 7 8 9 10 10 (boost)
More

Questions

2.2

2.4

2.6

2.8

3.0

In
te

re
st

in
gn

es
s

Question-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

0
More

Generic

1 2 3 4 5 6 7 8 9
More

Specific

2.2

2.4

2.6

2.8

3.0

In
te

re
st

in
gn

es
s

Specificity-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

-10
More

Generic

-8 -6 -4 -2 0
No control

2 4 6 8 10
More

Specific

2.2

2.4

2.6

2.8

3.0

In
te

re
st

in
gn

es
s

Specificity-controlled WD
Beam search baseline
Human
Repetition-controlled baseline

-15
More

unrelated

-10 -5 0
No control

5 10 15
More

related

2.2

2.4

2.6

2.8

3.0

In
te

re
st

in
gn

es
s

Response-related controlled WD
Beam search baseline
Human
Repetition-controlled baseline+

Extrep

bigram -0.5 Extrep

bigram -1.25 Extrep

bigram -3.5 Extrep

bigram -inf

Extrep bigram -3.5

+ unigram -inf

2.0

2.2

2.4

2.6

2.8

3.0

Av
oi

di
ng

 R
ep

et
iti

on

Beam search baseline
Greedy search baseline
Human

0
Fewer

Questions

1 2 3 4 5 6 7 8 9 10 10 (boost)
More

Questions

2.0

2.2

2.4

2.6

2.8

3.0

Av
oi

di
ng

 R
ep

et
iti

on

Question-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

0
More

Generic

1 2 3 4 5 6 7 8 9
More

Specific

2.0

2.2

2.4

2.6

2.8

3.0

Av
oi

di
ng

 R
ep

et
iti

on

Specificity-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

-10
More

Generic

-8 -6 -4 -2 0
No control

2 4 6 8 10
More

Specific

2.0

2.2

2.4

2.6

2.8

3.0

Av
oi

di
ng

 R
ep

et
iti

on

Specificity-controlled WD
Beam search baseline
Human
Repetition-controlled baseline

-15
More

unrelated

-10 -5 0
No control

5 10 15
More

related

2.0

2.2

2.4

2.6

2.8

3.0

Av
oi

di
ng

 R
ep

et
iti

on

Response-related controlled WD
Beam search baseline
Human
Repetition-controlled baseline+

Extrep

bigram -0.5 Extrep

bigram -1.25 Extrep

bigram -3.5 Extrep

bigram -inf

Extrep bigram -3.5

+ unigram -inf

2.4

2.6

2.8

3.0

3.2

3.4

Lis
te

ni
ng

Beam search baseline
Greedy search baseline
Human

0
Fewer

Questions

1 2 3 4 5 6 7 8 9 10 10 (boost)
More

Questions

2.4

2.6

2.8

3.0

3.2

3.4

Lis
te

ni
ng

Question-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

0
More

Generic

1 2 3 4 5 6 7 8 9
More

Specific

2.4

2.6

2.8

3.0

3.2

3.4

Lis
te

ni
ng

Specificity-controlled CT
Beam search baseline
Human
Repetition-controlled baseline

-10
More

Generic

-8 -6 -4 -2 0
No control

2 4 6 8 10
More

Specific

2.4

2.6

2.8

3.0

3.2

3.4

Lis
te

ni
ng

Specificity-controlled WD
Beam search baseline
Human
Repetition-controlled baseline

-15
More

unrelated

-10 -5 0
No control

5 10 15
More

related

2.4

2.6

2.8

3.0

3.2

3.4

Lis
te

ni
ng

Response-related controlled WD
Beam search baseline
Human
Repetition-controlled baseline+

Figure 9: Calibrated human evaluation scores for all models. This is the same data as in Table 8.

Note: ‘Repetition-controlled baseline+’ in the rightmost column is ‘Response-related controlled WD 0’ in
Table 8. See Table 5 for explanation.
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Abstract

Globally normalized neural sequence models
are considered superior to their locally normal-
ized equivalents because they may ameliorate
the effects of label bias. However, when con-
sidering high-capacity neural parametrizations
that condition on the whole input sequence,
both model classes are theoretically equiva-
lent in terms of the distributions they are ca-
pable of representing. Thus, the practical ad-
vantage of global normalization in the con-
text of modern neural methods remains un-
clear. In this paper, we attempt to shed light
on this problem through an empirical study.
We extend an approach for search-aware train-
ing via a continuous relaxation of beam search
(Goyal et al., 2017b) in order to enable train-
ing of globally normalized recurrent sequence
models through simple backpropagation. We
then use this technique to conduct an empir-
ical study of the interaction between global
normalization, high-capacity encoders, and
search-aware optimization. We observe that
in the context of inexact search, globally nor-
malized neural models are still more effec-
tive than their locally normalized counterparts.
Further, since our training approach is sen-
sitive to warm-starting with pre-trained mod-
els, we also propose a novel initialization
strategy based on self-normalization for pre-
training globally normalized models. We per-
form analysis of our approach on two tasks:
CCG supertagging and Machine Translation,
and demonstrate the importance of global nor-
malization under different conditions while us-
ing search-aware training.

1 Introduction

Neural encoder-decoder models have been
tremendously successful at a variety of NLP tasks,
such as machine translation (Sutskever et al.,
2014; Bahdanau et al., 2015), parsing (Dyer et al.,
2016, 2015), summarization (Rush et al., 2015),

dialog generation (Serban et al., 2015), and image
captioning (Xu et al., 2015). With these models,
the target sequence is generated in a left-to-right
step-wise manner with the predictions at every
step being conditioned on the input sequence and
the whole prediction history. This long-distance
memory precludes exact search for the maximally
scoring sequence according to the model and
therefore, approximate algorithms like greedy
search or beam search are necessary in practice
during decoding. In this scenario, it is natural
to resort to search-aware learning techniques
for these models which makes the optimization
objective sensitive to any potential errors that
could occur due to inexact search in these models.

This work focuses on comparison between
search-aware locally normalized sequence mod-
els that involve projecting the scores of items
in the vocabulary onto a probability simplex at
each step and globally normalized/unnormalized
sequence models that involve scoring sequences
without explicit normalization at each step. When
conditioned on the the full input sequence and
the entire prediction history, both locally normal-
ized and globally normalized conditional models
should have same expressive power under a high-
capacity neural parametrization in theory, as they
can both model same set of distributions over all fi-
nite length output sequences (Smith and Johnson,
2007). However, locally normalized models are
constrained in how they respond to search errors
during training since the scores at each decoding
step must sum to one. To let a search-aware train-
ing setup have the most flexibility, abandoning this
constraint may be useful for easier optimization.

In this paper, we demonstrate that the inter-
action between approximate inference and non-
convex parameter optimization results in more ro-
bust training and better performance for models
with global normalization compared to those with
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the more common locally normalized parametriza-
tion. We posit that this difference is due to la-
bel bias (Bottou, 1991) arising from the interac-
tion of approximate search and search-aware op-
timization in locally normalized models. A com-
monly understood source of label bias in locally
normalized sequence models is an effect of condi-
tioning only on partial input (for example, only the
history of the input) at each step during decoding
(Andor et al., 2016; Lafferty et al., 2001; Wise-
man and Rush, 2016). We discus another poten-
tial source of label bias arising from approximate
search with locally normalized models that may be
present even with access to the full input at each
step. To this end, we train search-aware globally
and locally normalized models in an end-to-end
(sub)-differentiable manner using a continuous re-
laxation to the discontinuous beam search proce-
dure introduced by Goyal et al. (2017b). This ap-
proach requires initialization with a suitable glob-
ally normalized model to work in practice. Hence,
we also propose an initialization strategy based
upon self-normalization for pre-training globally
normalized models.

We demonstrate the effect of both sources of
label bias through our experiments on two com-
mon sequence tasks: CCG supertagging and ma-
chine translation. We find that label bias can
be eliminated by both, using a powerful encoder,
and using a globally normalized model. We
observe that global normalization yields perfor-
mance gains over local normalization and is able
to ameliorate label bias especially in scenarios that
involve a very large hypothesis space.

2 Recurrent Sequence Models and
Effects of Normalization

We now introduce the notation that we will use
in the remainder of the paper for describing lo-
cally and globally normalized neural sequence-to-
sequence models. We are interested in the proba-
bility of output sequence, y, conditioned on input
sequence, x. Let s(x, y1:i−1, yi) be a non negative
score of output label y at time-step i for the input
x and the prediction history y1:i−1, let V be the
label space, and let Yx be the space of all finite
sequences for x.1 A neural encoder (e.g. a bidi-
rectional LSTM) encodes information about x and
a recurrent neural decoder generates the output y

1For notational convenience we suppress the dependence
of the score s on model parameters θ.

(typically step-by-step from left-to-right) condi-
tioned on the encoder.

2.1 Locally normalized models
Under a locally normalized modelML, the prob-
ability of y given x is:

pML
(y | x) =

n∏

i=1

p(yi | x, y1:i−1) =

n∏

i=1

s(x, y1:i−1, yi)
ZL,i(x, y1:i−1)

where ZL,i(x, y1:i−1) =
∑

y∈V s(x, y1:i−1, y), is
the local normalizer at each time step and n is the
number of prediction steps. Since, the local nor-
malizer is easy to compute, likelihood maximiza-
tion based training is a standard approach for train-
ing these models.

2.2 Globally normalized models
In contrast, under a globally normalized model
MG, the probability of y given x is:

pMG
(y | x) =

∏n
i=1 s(x, y1:i−1, yi)

ZG(x)

where ZG(x) =
∑

y∈Y
∏n
i=1 s(x, y1:i−1, yi), is

the global log-normalizer. ZG(x) is intractable to
estimate for most problems of interest due to the
large search space therefore, an exact likelihood
maximization training approach is intractable for
these models.

2.3 Label Bias with partial input
It was shown in Andor et al. (2016); Lafferty
et al. (2001), locally normalized conditional mod-
els with access to only partial input, x1:i−1, at each
decoding step are biased towards labeling deci-
sions with low-entropy transition probabilities at
each decoding step and, as a result, suffer from
a weakened ability to revise previous decisions
based upon future input observations. This phe-
nomenon has been referred to as label bias, and
presents itself as an arbitrary allocation of prob-
ability mass to unlikely or undesirable label se-
quences despite the presence of well-formed se-
quences in training data. Andor et al. (2016) prove
that this class of locally normalized models that re-
lies on the structural assumption of access to only
left-to-right partial input at each step,
n∏

i=1

p(yi | x, y1:i−1) =
n∏

i=1

p(yi | x1:i−1, y1:i−1),
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is strictly less expressive than its globally normal-
ized counterpart.

However, the standard sequence-to-sequence
models used most often in practice and presented
in this paper actually condition the decoder on
a summary representation of the entire input se-
quence, x, computed by a neural encoder. Hence,
depending on the power of the encoder, it is com-
monly thought that such models avoid this type of
label bias. For these models, both locally normal-
ized and globally normalized conditional models
are equally expressive, in principle, with a suffi-
ciently powerful encoder.

However, as we suggest in the next section
and show empirically in experiments, this does
not necessarily mean that both parametrizations
are equally amenable to gradient-based training
in practice, particularly when the search space
is large and search-aware training techniques are
used. We will argue that they suffer from a related,
but distinct, form of bias introduced by inexact de-
coding.

2.4 Search-aware training

To improve performance with inexact decoding
methods (e.g. beam search), search-aware train-
ing techniques take into account the decoding pro-
cedure that will be used at test time and adjust the
parameters of the model to maximize prediction
accuracy under the decoder. Because of the pop-
ularity of beam search as a decoding procedure
for sequence models, in this paper we focus on
beam search-aware training. While many options
are available, including beam-search optimization
(BSO) (Wiseman and Rush, 2016), in Section 3.1
we will describe the particular search-aware train-
ing strategy we use in experiments (Goyal et al.,
2017b), chosen for its simplicity.

2.5 Label Bias due to approximate search

We illustrate via example how optimization of lo-
cally normalized models may suffer from a new
kind of label bias when using beam search-aware
training, and point to reasons why this issue might
be mitigated by the use of globally normalized
models. While the scores of successors of a sin-
gle candidate under a locally normalized model
are constrained to sum to one, scores of succes-
sors under a globally normalized model need only
be positive. Intuitively, during training, this gives
the globally normalized model more freedom to

Figure 1: Illustrative example of bias arising in locally
normalized models due to beam search. Red indicates
the candidate that optimization should learn to discard
and green indicates the candidate that should be prop-
agated. Locally normalized models are constrained to
return normalized scores for the successors of each can-
didate, while globally normalized models are uncon-
strained and can more easily learn to drop successors
of the red candidate.

downweight undesirable intermediate candidates
in order avoid search errors.

In the example beam search decoding problem
in Figure 1, we compare the behavior of locally
and globally normalized models at a single time
step for a beam size of two. In this example, we as-
sume that the score for beams in both the models is
exactly the same until the step shown in Figure 1.
Suppose that the lower item on the beam(X2) is
correct, and thus, for more effective search, we
would prefer the models scores to be such that
only successors of the lower beam item are present
on the beam at the next step. However, since, the
scores at each step for a locally normalized model
are constrained to sum to one, the upper beam
item(X1) generates successors with scores com-
parable to those of the lower beam item. As we
see in the example, due to the normalization con-
straint, search-aware training of the locally nor-
malized model might find it difficult to set the pa-
rameters to prevent extension of the poorer candi-
date. In contrast, because the scores of a globally
normalized model are not constrained to sum to
one, the parameters of the neural model can be set
such that all the successors of the bad candidate
have a very low score and thus do not compete
for space on the beam. This illustrates a mecha-
nism by which search-aware training of globally
normalized models in a large search spaces might
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be more effective. However as discussed earlier, if
we can perform exact search then this label bias
ceases to exist because both the models have the
same expressive power with a search-agnostic op-
timization scheme. In experiments, we will ex-
plore this trade-off empirically.

3 Search-aware Training for Globally
Normalized Models

In order to conduct an empirical study with mean-
ingful comparisons, we devise an extension of the
relaxed beam-search based optimization proposed
by Goyal et al. (2017b) that allows us to train both
the search-aware globally and locally normalized
models in a similar manner with the same under-
lying architecture.

3.1 Continuous Relaxation to Beam Search

Following Goyal et al. (2017b), we train a beam-
search aware model by optimizing a continuous
surrogate approximation to a direct loss objective,
J , defined as a function of the output of beam
search and the ground truth sequence y∗:

min
θ
J(x, θ,y∗) = min

θ
`(Beam(x,M(θ)),y∗)

Here ` is a function that computes the loss of the
model’s prediction produced by beam search , and
M refers to the model parametrized by θ. While
this objective is search-aware, it is discontinuous
and difficult to optimize because beam search in-
volves discrete k-argmax operations. Therefore,
Goyal et al. (2017b) propose a continuous surro-
gate, J̃ , by defining a continuous approximation
(soft-k-argmax) of the discrete k-argmax and using

this to compute an approximation to a composition
of the loss function and the beam search function.

min
θ
J̃(x, θ,y∗) ≈ min

θ
(` ◦Beam)(x,M(θ),y∗)

The soft-k-argmax procedure involves computing
distances between the scores of the successors and
the kth-max score and using the temperature based
argmax operation (Maddison et al., 2017; Jang
et al., 2016; Goyal et al., 2017a) to get an out-
put peaked on the kth-max value as shown in the
right panel of Figure 2. The temperature is a hy-
perparameter which is typically annealed toward
producing low entropy distributions during opti-
mization. As shown in the left panel of Figure 2,
the soft candidate vectors and the soft backpoint-
ers are computed at every decoding step using
this soft-k-argmax operation in order to generate
the embeddings and recurrent hidden states of the
LSTM at each step of the soft beam search proce-
dure. With a locally decomposable loss like Ham-
ming loss, both soft loss and soft scores for the
relaxed procedure are iteratively computed so that
the end-to-end objective computation can be de-
scribed by a computation graph that is amenable
to backpropagation.

Using this relaxation, point-wise convergence
of the surrogate objective to the original objective
can be established (α is the inverse temperature):

J̃α(x, θ,y
∗) α→∞−−−→

p
J(x, θ,y∗)

Goyal et al. (2017b) demonstrated empirically that
optimizing the surrogate objective, J̃ – which can
be accomplished via simple backpropagation for
decomposable losses like Hamming distance –
leads to improved performance at test time.
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In experiments, for training locally normalized
models, we use log-normalized successor scores.
However, for training globally normalized models,
we will directly use unnormalized scores, which
are ∈ R+.

3.2 Initialization for training globally
normalized models

Goyal et al. (2017b) reported that initialization
with a locally normalized model pre-trained with
teacher-forcing was important for their continu-
ous beam search based approach to be stable and
hence they used the locally normalized log-scores
for their search-aware training model. In this
work, we experimented with the unnormalized
candidate successor scores and found that initial-
izing the optimization for a globally normalized
objective with a cross-entropy trained locally nor-
malized model resulted in unstable training. This
is expected because the locally normalized mod-
els are parametrized in a way such that using the
scores before the softmax normalization results in
a very different outcome than using scores after
local normalization. For example, the locally nor-
malized Machine Translation model in Table 1,
that gives a BLEU score of 27.62 when decoded
with beam search using locally normalized scores,
results in BLEU of 4.30 when beam search decod-
ing is performed with unnormalized scores. Pre-
training a truly globally normalized model for ini-
tialization is not straghtforward because no exact
likelihood maximization techniques exist for glob-
ally normalized models as the global normalizer is
intractable to compute.

Therefore, we propose a new approach to ini-
tialization for search-aware training of globally
normalized models: we pre-train a locally nor-
malized model that is parametrized like a glob-
ally normalized model. More specifically, we
train a locally normalized model with its distribu-
tion over the output sequences denoted by pL(Y)
such that we can easily find a globally normal-
ized model with a distribution pG(Y) that matches
pL(Y). Following the notation in Section 2, for a
locally normalized model, the log-probability of a
sequence is:

n∑

i=1

[log s(x, y1:i−1, yi)− logZL,i(x, y1:i−1)]

and for a globally normalized model it is:
[

n∑

i=1

log s(x, y1:i−1, yi)

]
− logZG(x)

3.2.1 Self Normalization
One way to find a locally normalized model that
is parametrized like a globally normalized model
is to ensure that the local normalizer at each step,
log ZL,i(x, y1:i−1), is 0. With the local normal-
izer being zero it is straightforward to see that
the log probability of a sequence under a locally
normalized model can easily be interpreted as
log probability of the sequence under a globally
normalized model with the global log-normalizer,
log ZG(x) = 0. This training technique is called
self-normalization (Andreas and Klein, 2015) be-
cause the resulting models’ unnormalized score at
each step lies on a probability simplex. A common
technique for training self-normalized models is
L2-regularization of local log normalizer which
encourages learning a model with log Z = 0
and was found to be effective for learning a lan-
guage model by Devlin et al. (2014)2. The L2-
regularized cross entropy objective is given by:

min
θ

∑

x,y∗∈D
−

n∑

i=1

log p(y∗i | x, y1:i−1)

+λ · (log ZL,i(x, y1:i−1))2

In Table 1, we report the mean and variance of
the local log normalizer on the two different tasks
using L2-regularization (L2) based self normal-
ization and no self normalization (CE). We ob-
serve that L2 models are competitive performance-
wise to the cross-entropy trained locally normal-
ized models while resulting in a much smaller
local log-normalizer on average. Although, we
couldn’t minimize log Z exactly to 0, we observe
in Section 4 that this is sufficient to train a rea-
sonable initializer for the search-aware optimiza-
tion of globally normalized models. It is impor-
tant to note that these approaches yield a glob-
ally normalized model that is equivalent to a lo-
cally normalized model trained via teacher-forcing
and hence these are only used to warm-start the
search-aware optimization of globally normalized
models. Our search-aware training approach is

2Noise Contrastive Estimation (Mnih and Teh, 2012; Gut-
mann and Hyvärinen, 2010) is also an alternative to train un-
normalized models but our experiments with NCE were un-
stable and resulted in worse models.
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free to adjust the parameters of the models such
that the final globally normalized model has a non-
zero log-normalizer ZG over the data.

Train logZ Dev logZ Acc/
BLEUMean Var Mean Var

CCG CE 21.08 9.57 21.96 9.18 93.3
L2 0.6 0.29 0.26 0.08 91.9

MT CE 24.7 115.4 25.8 129.1 27.62
L2 0.65 0.18 0.7 0.29 26.63

Table 1: Comparison of logZ between cross entropy
trained models (CE) and self normalized models (L2)
for CCG supertagging and Machine Translation tasks.

Other possible approaches to project locally
normalized models onto globally normalized mod-
els include distribution matching via knowledge
distillation (Hinton et al., 2015). We leave explo-
ration of warm-starting of search aware optimiza-
tion with this approach to future work.

4 Experiments and Empirical Analysis

To empirically analyze the interaction between la-
bel bias arising from different sources, search-
aware training, and global normalization, we con-
ducted experiments on two tasks with vastly dif-
ferent sizes of output space: CCG supertagging
and Machine Translation. As described in the next
section, the task of tagging allows us to perform
controlled experiments which explicitly study the
effect of amount of input information available to
the decoder at each step, we analyze the scenarios
in which search aware training and global normal-
ization are expected to improve the model perfor-
mance.

In all our experiments, we report results on
training with standard teacher forcing optimiza-
tion and self-normalization as our baselines. We
report results with both search-aware locally and
globally normalized models (Section 3.1) after
warm starting with both cross entropy trained
models and self-normalized models to study the
effects of search-aware optimization and global
normalization. We follow Goyal et al. (2017b)
and use the decomposable Hamming loss approx-
imation with search-aware optimization for both
the tasks and decode via soft beam search de-
coding method which involves continuous beam
search with soft backpointers for the LSTM Beam
search dynamics as described in Section 3, but
using identifiable backpointers and labels (using
MAP estimates of soft backpointers and labels) to
decode.

We tune hyperparameters like learning rate and
annealing schedule by observing performance on
development sets for both the tasks. We performed
at least three random restarts for each class and
report results based on best development perfor-
mance.

4.1 CCG supertagging

We used the standard splits of CCG bank (Hock-
enmaier and Steedman, 2002) for training, devel-
opment, and testing. The label space of supertags
is 1,284 and the labels are correlated with each
other based on their syntactic relations. The dis-
tribution of supertag labels in the training data ex-
hibits a long tail distribution. This task is sensitive
to the long range sequential decisions because it
encodes rich syntactic information about the sen-
tence. Hence, this task is ideal to analyze the ef-
fects of label bias and search effects. We perform
minor preprocessing on the data similar to the pre-
processing in Vaswani et al. (2016). For experi-
ments related to search aware optimization, we re-
port results with beam size of 5.3

4.1.1 Tagging model for ablation study
We changed the standard sequence-to-sequence
model to be more suitable for the tagging task.
This change also lets us perform controlled exper-
iments pertaining to the amount of input sequence
information available to the decoder at each time
step.

In a standard encoder-decoder model with at-
tention, the initial hidden state of the decoder is
often some function of the final encoder state so
that the decoder’s predictions can be conditioned
on the full input. For our tagging experiments, in-
stead of influencing the initial decoder state with
the encoder, we set it to a vector of zeros. Thus
the information about input for prediction is only
available via the attention mechanism. In addition
to the change above, we also forced the model to
attend to only the ith input representation while
predicting the ith label. This is enforceable be-
cause the output length is equal to the input length
and it is also a more suitable structure for a tag-
ging model. With these changes in the decoder,
we can precisely control the amount of informa-
tion about the input available to the decoder at
each prediction step. For example, with a unidi-
rectional LSTM encoder, the decoder at ith step

3We observed similar results with beam size 10
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only has access to input till the ith token and the
prediction history:

p(yi | x, y1:i−1) = p(yi | x1:i, y1:i−1)

This setting lets us clearly explore the classical no-
tion of label bias arising out of access to partial
input at each prediction step (Section 2.3). A bidi-
rectional LSTM encoder, however provides access
to all of the input information to the decoder at all
the prediction steps.

Unidirectional Bidirectional
pretrain-greedy 76.54 92.59
pretrain-beam 77.76 93.29
locally normalized 83.9 93.76
globally normalized 83.93 93.73

Table 2: Accuracy results on CCG supertag-
ging when initialized with a regular teacher-forcing
model. Reported using Unidirectional and Bidirec-
tional encoders respectively with fixed attention tag-
ging decoder. pretrain-greedy and pretrain-beam refer
to the output of decoding the initializer model. locally
normalized and globally normalized refer to search-
aware soft-beam models

Unidirectional Bidirectional
pretrain-greedy 73.12 91.23
pretrain-beam 73.83 91.94
locally normalized 83.35 92.78
globally normalized 85.50 92.63

Table 3: Accuracy results on CCG supertagging
when initialized with a self normalized model.

4.2 Machine Translation

We use the same dataset (the German-English por-
tion of the IWSLT 2014 machine translation evalu-
ation campaign (Cettolo et al., 2014)), preprocess-
ing and data splits as Ranzato et al. (2016) for our
Machine Translation experiments. The output la-
bel/vocabulary size is 32000 and unlike tagging,
the length of output sequences cannot be determin-
istically determined from the length of the input
sequence. Moreover, the output sequence does not
necessarily align monotonically with the input se-
quence. Hence the output sequence space for MT
is much larger than that for tagging and the effects
of inexact search on optimization are expected to
be even more apparent for MT. We use a standard
LSTM-based encoder/decoder model with a stan-
dard attention mechanism (Bahdanau et al., 2016)
for our MT experiments. For search-aware opti-

Init-scheme→ Regular Self-normalized
pretrain-greedy 26.24 25.42
pretrain-beam 27.62 26.63
locally-normalized 29.28 27.71
globally-normalized 26.24 29.27

Table 4: BLEU results on de-en Machine Transla-
tion. Regular and Self-normalized refer to the initiza-
tion scheme for soft beam search training. pretrain-
greedy and pretrain-beam refer to the output of decod-
ing the initializer model. locally normalized and glob-
ally normalized refer to search-aware soft-beam mod-
els

mization experiments, we report results with beam
size 3.4

4.3 Results and Analysis

The results reported in Tables 2, 3 and 4 allow us
to analyze the effect of interaction of label bias,
inexact search and global normalization in detail.

4.3.1 Label bias with partial input
First, we analyze the effect of label bias that
arises from conditioning on partial input (Section
2.3) during decoding on optimization of the
models. The unidirectional encoder based tagging
experiments suggest that conditioning on partial
input during decoding results in poor models
when trained with cross entropy based methods.
Interestingly, all techniques improve upon this:
(i) search-aware locally and globally normalized
models are able to train for accuracy directly
and eliminate exposure bias that arises out of
the mismatch between train-time and test-time
prediction methods, and, (ii) the bidirectional
tagging model which provides access to all of
the input is powerful enough to learn a complex
relationship between the decoder and the input
representations for the search space of the CCG
supertagging task and results in a much better
performance.

4.3.2 Initialization of search-aware training
Next, we analyze the importance of appropriate
initialization of search-aware optimization with
pretrained models. Across all the results in
Tables 2, 3 and 4, we observe that search-aware
optimization for locally normalized models
always improves upon the pre-trained locally

4We observed similar results beam size of 5.
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normalized models used for initialization. But
when the search-aware optimization for globally
normalized models is initialized with locally
normalized CE models, the improvement is
not as pronounced and in the case of MT, the
performance is actually hurt by the improper
initialization for training globally normalized
models – probably a consequence of large search
space associated with MT and incompatibility
between unnormalized scores for search-aware
optimization and locally normalized scores of
the CE model used for pre-training. When the
self-normalized models are used for initialization,
optimization for globally normalized models
always improves upon the pre-trained self-
normalized model. It is interesting to note that
we see improvements for the globally normalized
models even when logZ is not exactly reduced to
0 indicating that the scores used for search-aware
training initially are comparable to the scores
of the pre-trained self-normalized model. We
also observe that self-normalized models perform
slightly worse than CE-trained models but search
aware training for globally normalized models
improves the performance significantly.

4.3.3 Search-aware training
Next, we analyze the effect of search-aware
optimization on the performance of the models.
Search-aware training with locally normalized
models improves the performance significantly
in all our experiments which indicates that
accounting for exposure bias and optimizing
for predictive performance directly is important.
We also observe that the bidirectional model for
tagging is quite powerful and seems to account
for both exposure bias and label bias to a large
extent. We reckon that this may be because
the greedy decoding itself is very close to exact
search for this well-trained tagging model over
a search space that is much simpler than that
associated with MT. Therefore, the impact of
search-aware optimization on the bidirectional
tagger is marginal. However, it is much more
pronounced on the task of MT.

4.3.4 Global normalization and label bias
We analyze the importance of training globally
normalized models. In the specific setup for
tagging with the unidirectional encoder, globally

normalized models are actually more expressive
than the locally normalized models (Andor
et al., 2016) as described in Section 2.3 and this
is reflected in our experiments (table 3) with
tagging. The globally normalized model (warm
started with a self-normalized model) performs
the best among all the models in the unidirectional
tagger case which indicates that it is ameliorating
something beyond exposure bias which is fixed
by the search-aware locally normalized model.
For MT (table 4), both globally normalized and
locally normalized models are equally expressive
in theory because the decoder is conditioned on
the full input information at each step, but we
still observe that the globally normalized model
improves significantly over the self-normalized
pre-trained model and the search-aware locally
normalized model. This indicates that it might
be ameliorating the label bias associated with
inexact search (discussed in Section 2.5). As
discussed in Section 3.2, the globally normalized
model, when initialized with a CE trained model,
performs worse because of improper initialization
of the search aware training. The self-normalized
model starts off 1 BLEU point worse than the
CE model point but global normalization, initial-
ized with the self-normalized model improves
the performance and is competitive with the
best model for MT. This suggests that a better
technique for initializing the optimization for
globally normalized models should be helpful in
improving the performance.

4.3.5 Global normalization and sentence
length

In tables 5 and 6, we analyze the source of im-
provement from global normalization for MT. In
table 5, we report the ngram overlap scores and
ratio of length of the predictions to length of hy-
pothesis for the case when the search-aware train-
ing is initialized with a self-normalized model. We
observe that the globally normalized model pro-
duces longer predictions than the locally normal-
ized model. More interestingly, it seems to have
better 3 and 4-gram overlap and slightly worse un-
igram and bigram overlap score than the locally
normalized model. These observations suggest
that globally normalized models are better able
to take longer range effects into account and are
also cautious about predicting the end-of-sentence
symbol too soon. Moreover, in table 6, we observe
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N-gram overlap Length ratio
pretrain-beam 63.5/35.7/21.8/13.7 0.931
locally-normalized 66.9/39.4/22.7/14.0 0.918
globally-normalized 65.0/39.1/23.2/14.7 0.959

Table 5: Breakdown of BLEU results on de-en
Machine Translation dev set. Reported on Self-
normalized initialization

Src sent-length→ 0-20 20-30 30-40 40+
pretrain-beam 29.36 25.73 24.71 24.50
locally-normalized 32.35 26.95 25.39 25.2
globally-normalized 33.21 28.08 26.75 26.41

Table 6: BLEU scores with different length inputs
on dev set Reported on Self-normalized initialization.
The header specifies the range of length of the input
sentences

that globally normalized models perform better on
all the length ranges but especially so on long sen-
tences.

5 Related Work

Much of the existing work on search-aware train-
ing of globally normalized neural sequence mod-
els uses some mechanism like early updates
(Collins and Roark, 2004) that relies on explicitly
tracking if the gold sequence falls off the beam and
is not end-to-end continuous. Andor et al. (2016)
describe a method for training globally normal-
ized neural feedforward models, which involves
optimizing a CRF-based likelihood where the nor-
malizer is approximated by the sum of the scores
of the final beam elements. They describe label
bias arising out of conditioning on partial input
and hence focused on the scenario in which lo-
cally normalized models can be less expressive
than globally normalized models, whereas we also
consider another source of label bias which might
be affecting the optimization of equally expres-
sive locally and globally normalized conditional
models. Wiseman and Rush (2016) also propose a
beam search based training procedure that uses un-
normalized scores similar to our approach. Their
models achieve good performance over CE base-
lines – a pattern that we observe in our results as
well. In this work, we attempt to empirically ana-
lyze the factors affecting this boost in performance
with end-to-end continuous search-aware training
(Goyal et al., 2017b) for globally normalized mod-
els.

Smith and Johnson (2007) proved that locally
normalized conditional PCFGs and unnormalized

conditional WCFGs are equally expressive for fi-
nite length sequences and posit that Maximum En-
tropy Markov Models (MEMMs) are weaker than
CRFs because of the structural assumptions in-
volved with MEMMs that result in label bias.

Recently, energy based neural structured pre-
diction models (Amos et al., 2016; Belanger and
McCallum, 2016; Belanger et al., 2017) were pro-
posed that define an energy function over can-
didate structured output space and use gradient
based optimization to form predictions making the
overall optimization search aware. These mod-
els are designed to model global interactions be-
tween the output random variables without speci-
fying strong structural assumptions.

6 Conclusion

We performed empirical analysis to analyze the
interaction between label bias, search-aware opti-
mization and global normalization in various sce-
narios. We proposed an extension to the continu-
ous relaxation to beam search proposed by Goyal
et al. (2017b) to train search-aware globally nor-
malized models and comparable locally normal-
ized models. We find that in the context of inex-
act search over large output spaces, globally nor-
malized models are more effective than the locally
normalized models in spite of them being equiva-
lent in terms of their expressive power.
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Abstract

We tackle the problem of generating a pun sen-
tence given a pair of homophones (e.g., “died”
and “dyed”). Supervised text generation is in-
appropriate due to the lack of a large corpus
of puns, and even if such a corpus existed,
mimicry is at odds with generating novel con-
tent. In this paper, we propose an unsuper-
vised approach to pun generation using a cor-
pus of unhumorous text and what we call the
local-global surprisal principle: we posit that
in a pun sentence, there is a strong associa-
tion between the pun word (e.g., “dyed”) and
the distant context, as well as a strong associa-
tion between the alternative word (e.g., “died”)
and the immediate context. This contrast cre-
ates surprise and thus humor. We instanti-
ate this principle for pun generation in two
ways: (i) as a measure based on the ratio of
probabilities under a language model, and (ii)
a retrieve-and-edit approach based on words
suggested by a skip-gram model. Human
evaluation shows that our retrieve-and-edit ap-
proach generates puns successfully 31% of the
time, tripling the success rate of a neural gen-
eration baseline.

1 Introduction

Generating creative content is a key require-
ment in many natural language generation tasks
such as poetry generation (Manurung et al.,
2000; Ghazvininejad et al., 2016), story gen-
eration (Meehan, 1977; Peng et al., 2018; Fan
et al., 2018; Yao et al., 2019), and social chat-
bots (Weizenbaum, 1966; Hao et al., 2018). In
this paper, we explore creative generation with a
focus on puns. We follow the definition of puns
in Aarons (2017); Miller et al. (2017): “A pun is a
form of wordplay in which one sign (e.g., a word
or a phrase) suggests two or more meanings by
exploiting polysemy, homonymy, or phonological

∗Equal contribution.

Yesterday I accidentally swallowed some food 
coloring. The doctor says I'm OK, but I feel like  

I've dyed a little inside.

Alternative word: died.Pun word: dyed. 

Local context

Global context

Figure 1: An illustration of a homophonic pun. The
pun word appears in the sentence, while the alterna-
tive word, which has the same pronunciation but differ-
ent meaning, is implicated. The local context refers to
the immediate words around the pun word, whereas the
global context refers to the whole sentence.

similarity to another sign, for an intended humor-
ous or rhetorical effect.” We focus on a typical
class of puns where the ambiguity comes from two
(near) homophones. Consider the example in Fig-
ure 1: “Yesterday I accidentally swallowed some
food coloring. The doctor says I’m OK, but I feel
like I’ve dyed (died) a little inside.”. The pun word
shown in the sentence (“dyed”) indicates one in-
terpretation: the person is colored inside by food
coloring. On the other hand, an alternative word
(“died”) is implied by the context for another in-
terpretation: the person is sad due to the accident.

Current approaches to text generation require
lots of training data, but there is no large corpus
of puns. Even such a corpus existed, learning the
distribution of existing data and sampling from
it is unlikely to lead to truly novel, creative sen-
tences. Creative composition requires deviating
from the norm, whereas standard generation ap-
proaches seek to mimic the norm.

Recently, Yu et al. (2018) proposed an unsuper-
vised approach that generates puns from a neural
language model by jointly decoding conditioned
on both the pun and the alternative words, thus in-
jecting ambiguity to the output sentence. How-
ever, Kao et al. (2015) showed that ambiguity
alone is insufficient to bring humor; the two mean-
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ings must also be supported by distinct sets of
words in the sentence.

Inspired by Kao et al. (2015), we propose a gen-
eral principle for puns which we call local-global
surprisal principle. Our key observation is that
the strength for the interpretation of the pun and
the alternative words flips as one reads the sen-
tence. For example, in Figure 1, “died” is favored
by the immediate (local) context, whereas “dyed”
is favored by the global context (i.e. “...food color-
ing...”). Our surprisal principle posits that the pun
word is much more surprising in the local context
than in the global context, while the opposite is
true for the alternative word.

We instantiate our local-global surprisal princi-
ple in two ways. First, we develop a quantitative
metric for surprise based on the conditional prob-
abilities of the pun word and the alternative word
given local and global contexts under a neural lan-
guage model. However, we find that this metric is
not sufficient for generation. We then develop an
unsupervised approach to generate puns based on
a retrieve-and-edit framework (Guu et al., 2018;
Hashimoto et al., 2018) given an unhumorous cor-
pus (Figure 2). We call our system SURGEN

(SURprisal-based pun GENeration).
We test our approach on 150 pun-alternative

word pairs.1 First, we show a strong correlation
between our surprisal metric and funniness ratings
from crowdworkers. Second, human evaluation
shows that our system generates puns successfully
31% of the time, compared to 9% of a neural gen-
eration baseline (Yu et al., 2018), and results in
higher funniness scores.

2 Problem Statement

We assume access to a large corpus of raw (unhu-
morous) text. Given a pun word wp (e.g., “dyed”)
and an alternative word wa (e.g., “died”) which
are (near) homophones, we aim to generate a list
of pun sentences. A pun sentence contains only
the pun word wp, but both wp and wa should be
evoked by the sentence.

3 Approach

3.1 Surprise in Puns
What makes a good pun sentence? Our key ob-
servation is that as a reader processes a sentence,
he or she expects to see the alternative word at the

1Our code and data are available at https://github.
com/hhexiy/pungen.

pun word position, and are tickled by the relation
between the pun word and the rest of the sentence.
Consider the following cloze test: “Yesterday I
accidentally swallowed some food coloring. The
doctor says I’m OK, but I feel like I’ve a
little inside.”. Most people would expect the word
in the blank to be “died” whereas the actual word
is “dyed”. Locally, “died a little inside” is much
more likely than “dyed a little inside”. However,
globally when looking back at the whole sentence,
“dyed” is evoked by “food coloring”.

Formally, wp is more surprising relative to wa

in the local context, but much less so in the global
context. We hypothesize that this contrast between
local and global surprisal creates humor.

3.2 A Local-Global Surprisal Measure
Let us try to formalize the local-global surprisal
principle quantitatively. To measure the amount of
surprise due to seeing the pun word instead of the
alternative word in a certain context c, we define
surprisal S as the log-likelihood ratio of the two
events:

S(c)
def
= − log

p(wp | c)
p(wa | c) = − log

p(wp, c)

p(wa, c)
. (1)

We define the local surprisal to only consider con-
text of a span around the pun word, and the global
surprisal to consider context of the whole sen-
tence. Letting x1, . . . , xn be a sequence of tokens,
and xp be the pun word wp, we have

Slocal
def
= S(xp−d:p−1, xp+1:p+d), (2)

Sglobal
def
= S(x1:p−1, xp+1:n), (3)

where d is the local window size.
For puns, both the local and global surprisal

should be positive because they are unusual sen-
tences by nature. However, the global surprisal
should be lower than the local surprisal due to
topic words hinting at the pun word. We use the
following unified metric, local-global surprisal, to
quantify whether a sentence is a pun:

Sratio
def
=

{
−1 Slocal < 0 or Sglobal < 0,

Slocal/Sglobal otherwise.
(4)

We hypothesize that larger Sratio is indicative of
a good pun. Note that this hypothesis is invalid
when either Slocal or Sglobal is negative, in which
case we consider the sentences equally unfunny by
setting Sratio to −1.
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the man stopped to get a hair cut.

wp =

wa =

hare
hair

the greyhound stopped to get a hare cut.

the man stopped to get a hare cut.

Retrieve using hair

Swap hair → hare

Insert topic man → greyhound

Figure 2: Overview of our pun generation approach.
Given a pair of pun/alternative word, we first retrieve
sentences containing wa from a generic corpus. Next,
wa is replaced by wp to increase local surprisal. Lastly,
we insert a topic word at the beginning of the sen-
tence to create global associations supporting wp and
decrease global surprisal.

3.3 Generating Puns

The surprisal metric above can be used to assess
whether a sentence is a pun, but to generate puns,
we need a procedure that can ensure grammatical-
ity. Recall that the surprisal principle requires (1)
a strong association between the alternative word
and the local context; (2) a strong association be-
tween the pun word and the distant context; and
(3) both words should be interpretable given local
and global context to maintain ambiguity.

Our strategy is to model puns as deviations from
normality. Specifically, we mine seed sentences
(sentences with the potential to be transformed
into puns) from a large, generic corpus, and edit
them to satisfy the three requirements above.

Figure 2 gives an overview of our approach.
Suppose we are generating a pun given wp =
“hare” and wa = “hair”. To reinforce wa =
“hair” in the local context despite the appearance
of “hare”, we retrieve sentences containing “hair”
and replace occurrences of it with “hare”. Here,
the local context strongly favors the alternative
word (“hair cut”) relative to the pun word (“hare
cut”). Next, to make the pun word “hare” more
plausible, we insert a “hare”-related topic word
(“greyhound”) near the beginning of the sentence.
In summary, we create local surprisal by putting
wp in common contexts for wa, and connect wp to
a distant topic word by substitution. We describe
each step in detail below.

Local surprisal. The first step is to retrieve sen-
tences containing wa. A typical pattern of pun
sentences is that the pun word only occurs once
towards the end of the sentence, which separates
local context from pun-related topics at the begin-
ning. Therefore, we retrieve sentences containing
exactly onewa and rank them by the position ofwa

in the sentence (later is better). Next, we replace
wa in the retrieved sentence with wp. The pun
word usually fits in the context as it often has the
same part-of-speech tag as the alternative word.
Thus the swap creates local surprisal by putting
the pun word in an unusual but acceptable context.
We call this step RETRIEVE+SWAP, and use it as
a baseline to generate puns.

Global surprisal. While the pun word is locally
unexpected, we need to foreshadow it. This global
association must not be too strong that it elim-
inates the ambiguity. Therefore, we include a
single topic word related to the pun word by re-
placing one word at the beginning of the seed
sentence. We see this simple structure in many
human-written puns as well. For example, “Old
butchers never die, they only meat their fate.”,
where pun words and their corresponding topic
words are underlined.

We define relatedness between two words wi
and wj based on a “distant” skip-gram model
pθ(wj | wi), where we train pθ to maximize
pθ(wj | wi) for all wi, wj in the same sentence
between d1 to d2 words apart. Formally:

i−d2∑

j=i−d1
log pθ(wj | wi) +

i+d2∑

j=i+d1

log pθ(wj | wi).

(5)

We take the top-k predictions from pθ(w | wp),
where wp is the pun word, as candidate topic
words w to be further filtered next.

Type consistent constraint. The replacement
must maintain acceptability of the sentence. For
example, changing “person” to “ship” in “Each
person must pay their fare share” does not make
sense even though “ship” and “fare” are related.
Therefore, we restrict the deleted word in the seed
sentence to nouns and pronouns, as verbs have
more constraints on their arguments and replacing
them is likely to result in unacceptable sentences.

In addition, we select candidate topic words that
are type-consistent with the deleted word, e.g., re-
placing “person” with “passenger” as opposed to
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“ship”. We define type-consistency (for nouns)
based on WordNet path similarity.2 Given two
words, we get their synsets from WordNet con-
strained by their POS tags.3 If the path similarity
between any pair of senses from the two respective
synsets is larger than a threshold, we consider the
two words type-consistent. In summary, the first
noun or pronoun in the seed sentence is replaced
by a type-consistent topic word. We call this base-
line RETRIEVE+SWAP+TOPIC.

Improve grammaticality. Directly replacing a
word with the topic word may result in un-
grammatical sentences, e.g., replacing “i” with
“negotiator” and getting “negotiator am just
a woman trying to peace her life back to-
gether.”. Therefore, we use a sequence-to-
sequence model to smooth the edited sentence
(RETRIEVE+SWAP+TOPIC+SMOOTHER).

We smooth the sentence by deleting words
around the topic word and train a model to fill
in the blank. The smoother is trained in a simi-
lar fashion to denoising autoencoders: we delete
immediate neighbors of a word in a sentence, and
ask the model to reconstruct the sentence by pre-
dicting missing neighbors. A training example is
shown below:

Original: the man slowly walked towards
the woods .

Input: <i> man </i> walked towards the
woods .

Output: the man slowly

During training, the word to delete is selected in
the same way as selecting the word to replace in a
seed sentence, i.e. nouns or pronouns at the begin-
ning of a sentence. At test time, the smoother is
expected to fill in words to connect the topic word
with the seed sentence in a grammatical way, e.g.,
“the negotiator is just a woman trying to peace
her life back together.” (the part rewritten by the
smoother is underlined).

4 Experiments

We first evaluate how well our surprisal prin-
ciple predicts the funniness of sentences per-
ceived by humans (Section 4.2), and then com-
pare our pun generation system and its varia-

2 Path similarity is a score between 0 and 1 that is in-
versely proportional to the shortest distance between two
word senses in WordNet.

3 Pronouns are mapped to the synset person.n.01.

tions with a simple retrieval baseline and a neural
generation model (Yu et al., 2018) (Section 4.3).
We show that the local-global surprisal scores
strongly correlate with human ratings of funni-
ness, and all of our systems outperform the base-
lines based on human evaluation. In particular,
RETRIEVE+SWAP+TOPIC (henceforth SURGEN)
achieves the highest success rate and average fun-
niness score among all systems.

4.1 Datasets
We use the pun dataset from 2017 SemEval
task7 (Doogan et al., 2017). The dataset con-
tains 1099 human-written puns annotated with pun
words and alternative words, from which we take
219 for development. We use BookCorpus (Zhu
et al., 2015) as the generic corpus for retrieval and
training various components of our system.

4.2 Analysis of the Surprisal Principle
We evaluate the surprisal principle by analyzing
how well the local-global surprisal score (Equa-
tion (4)) predicts funniness rated by humans. We
first give a brief overview of previous computa-
tional accounts of humor, and then analyze the cor-
relation between each metric and human ratings.

Prior funniness metrics. Kao et al. (2015) pro-
posed two information-theoretic metrics: ambigu-
ity of meanings and distinctiveness of supporting
words. Ambiguity says that the sentence should
support both the pun meaning and the alterna-
tive meaning. Distinctiveness further requires that
the two meanings be supported by distinct sets of
words.

In contrast, our metric based on the surprisal
principle imposes additional requirements. First,
surprisal says that while both meanings are accept-
able (indicating ambiguity), the pun meaning is
unexpected based on the local context. Second,
the local-global surprisal contrast requires the pun
word to be well supported in the global context.

Given the anomalous nature of puns, we
also consider a metric for unusualness based
on normalized log-probabilities under a language
model (Pauls and Klein, 2012):

Unusualnessdef= − 1

n
log

(
p(x1, . . . , xn)/

n∏

i=1

p(xi)

)
.

(6)

Implementation details. Both ambiguity and
distinctiveness are based on a generative model
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Type Example SEMEVAL KAO

Count Funniness Count Funniness

Pun Yesterday a cow saved my life—it was bovine intervention. 33 1.13 141 1.09
Swap-pun Yesterday a cow saved my life—it was divine intervention. 33 0.05 0 —

Non-pun The workers are all involved in studying the spread of
bovine TB. 64 -0.34 257 -0.53

Table 1: Dataset statistics and funniness ratings of SEMEVAL and KAO. Pun or alternative words are underlined
in the example sentence. Each worker’s ratings are standardized to z-scores. There is clear separation among the
three types in terms of funniness, where pun > swap-pun > non-pun.

Metric Pun and non-pun Pun and swap-pun Pun

SEMEVAL KAO SEMEVAL SEMEVAL KAO

Surprisal (Sratio) 0.46 p=0.00 0.58 p=0.00 0.48 p=0.00 0.26 p=0.15 0.08 p=0.37
Ambiguity 0.40 p=0.00 0.59 p=0.00 0.18 p=0.15 0.00 p=0.98 0.00 p=0.95
Distinctiveness -0.17 p=0.10 0.29 p=0.00 0.15 p=0.24 0.41 p=0.02 0.27 p=0.00
Unusualness 0.37 p=0.00 0.36 p=0.00 0.19 p=0.12 0.20 p=0.27 0.11 p=0.18

Table 2: Spearman correlation between different metrics and human ratings of funniness. Statistically significant
correlations with p-value < 0.05 are bolded. Our surprisal principle successfully differentiates puns from non-
puns and swap-puns. Distinctiveness is the only metric that correlates strongly with human ratings within puns.
However, no single metric works well across different types of sentences.

of puns. Each sentence has a latent variable z ∈
{wp, wa} corresponding to the pun meaning and
the alternative meaning. Each word also has a
latent meaning assignment variable f controlling
whether it is generated from an unconditional un-
igram language model or a unigram model condi-
tioned on z. Ambiguity is defined as the entropy
of the posterior distribution over z given all the
words, and distinctiveness is defined as the sym-
metrized KL-divergence between distributions of
the assignment variables given the pun meaning
and the alternative meaning respectively. The gen-
erative model relies on p(xi | z), which Kao et al.
(2015) estimates using human ratings of word re-
latedness. We instead use the skip-gram model
described in Section 3.3 as we are interested in a
fully-automated system.

For local-global surprisal and unusualness, we
estimate probabilities of text spans using a neural
language model trained on WikiText-103 (Merity
et al., 2016).4 The local context window size (d in
Equation (2)) is set to 2.

Human ratings of funniness. Similar to Kao
et al. (2015), to test whether a metric can differen-
tiate puns from normal sentences, we collected rat-
ings for both puns from the SemEval dataset and
non-puns retrieved from the generic corpus con-
taining either wp or wa. To test the importance of

4https://dl.fbaipublicfiles.com/
fairseq/models/wiki103_fconv_lm.tar.bz2.

surprisal, we also included swap-puns where wp is
replaced by wa, which results in sentences that are
ambiguous but not necessarily surprising.

We collected all of our human ratings on Ama-
zon Mechanical Turk (AMT). Workers are asked
to answer the question “How funny is this sen-
tence?” on a scale from 1 (not at all) to 7 (ex-
tremely). We obtained funniness ratings on 130
sentences from the development set with 33 puns,
33 swap-puns, and 64 non-puns. 48 workers each
read roughly 10–20 sentences in random order,
counterbalanced for sentence types of non-puns,
swap-puns, and puns. Each sentence is rated by
5 workers, and we removed 10 workers whose
maximum Spearman correlation with other people
rating the same sentence is lower than 0.2. The
average Spearman correlation among all the re-
maining workers (which captures inter-annotator
agreement) is 0.3. We z-scored the ratings of
each worker for calibration and took the average z-
scored ratings of a sentence as its funniness score.

Table 1 shows the statistics of our annotated
dataset (SEMEVAL) and Kao et al. (2015)’s dataset
(KAO). Note that the two datasets have different
numbers and types of sentences, and the human
ratings were collected separately. As expected,
puns are funnier than both swap-puns and non-
puns. Swap-puns are funnier than non-puns, pos-
sibly because they have inherit ambiguity brought
by the RETRIEVE+SWAP operation.
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Automatic metrics of funniness. We analyze
the following metrics: local-global surprisal
(Sratio), ambiguity, distinctiveness, and unusual-
ness, with respect to their correlation with hu-
man ratings of funniness. For each metric, we
standardized the scores and outliers beyond two
standard deviations are set to +2 or −2 accord-
ingly.5 We then compute the metrics’ Spear-
man correlation with human ratings. On KAO,
we directly took the ambiguity scores and dis-
tinctiveness scores from the original implementa-
tion which requires human-annotated word relat-
edness.6 On SEMEVAL, we used our reimplemen-
tion of Kao et al. (2015)’s algorithm but with the
skip-gram model.

The results are shown in Table 2. For puns
and non-puns, all metrics correlate strongly with
human scores, indicating all of them are useful
for pun detection. For puns and swap-puns, only
local-global surprisal (Sratio) has strong correla-
tion, which shows that surprisal is important for
characterizing puns. Ambiguity and distinctive-
ness do not differentiate pun word from the alter-
native word, and unusualness only considers prob-
ability of the sentence with the pun word, thus they
do not correlate as significantly as Sratio.

Within puns, only distinctiveness has significant
correlation, whereas the other metrics are not fine-
grained enough to differentiate good puns from
mediocre ones. Overall, no single metric is ro-
bust enough to score funniness across all types of
sentences, which makes it hard to generate puns
by optimizing automatic metrics of funniness di-
rectly.

There is slight inconsistency between results on
SEMEVAL and KAO. Specifically, for puns and
non-puns, the distinctiveness metric shows a sig-
nificant correlation with human ratings on KAO

but not on SEMEVAL. We hypothesize that it is
mainly due to differences in the two corpora and
noise from the skip-gram approximation. For ex-
ample, our dataset contains longer sentences with
an average length of 20 words versus 11 words for
KAO. Further, Kao et al. (2015) used human anno-
tation of word relatedness while we used the skip-
gram model to estimate p(xi | z).

5Since both Sratio and distinctiveness are unbounded,
bounding the values gives more reliable correlation results.

6https://github.com/amoudgl/pun-model

Method Success Funniness Grammar

NJD 9.2% 1.4 2.6
R 4.6% 1.3 3.9
R+S 27.0% 1.6 3.5
R+S+T+M 28.8% 1.7 2.9
SURGEN 31.4% 1.7 3.0

Human 78.9% 3.0 3.8

Table 3: Human evaluation results of all sys-
tems. We show average scores of funniness
and grammaticality on a 1-5 scale and success
rate computed from yes/no responses. We com-
pare with two baselines: NEURALJOINTDECODER
(NJD) and RETRIEVE (R). R+S, SURGEN, and
R+S+T+M are three variations of our method:
RETRIEVE+SWAP, RETRIEVE+SWAP+TOPIC, and
RETRIEVE+SWAP+TOPIC+SMOOTHER, respectively.
Overall, SURGEN performs the best across the board.

4.3 Pun Generation Results
Systems. We compare with a recent neural pun
generator (Yu et al., 2018). They proposed an un-
supervised approach based on generic language
models to generate homographic puns.7 Their
approach takes as input two senses of a tar-
get word (e.g., bat.n01, bat.n02 from WordNet
synsets), and decodes from both senses jointly by
taking a product of the probabilities conditioned
on the two senses respectively (e.g., bat.n01 and
bat.n02), so that both senses are reflected in the
output. To ensure that the target word appears
in the middle of a sentence, they decode back-
ward from the target word towards the beginning
and then decode forward to complete the sen-
tence. We adapted their method to generate ho-
mophonic puns by considering wp and wa as two
input senses and decoding from the pun word. We
retrained their forward / backward language mod-
els on the same BookCorpus used for our sys-
tem. For comparison, we chose their best model
(NEURALJOINTDECODER), which mainly cap-
tures ambiguity in puns.

In addition, we include a retrieval baseline
(RETRIEVE) which simply retrieves sentences
containing the pun word.

For our systems, we include the entire pro-
gression of methods described in Section 3
(RETRIEVE+SWAP, RETRIEVE+SWAP+TOPIC,
and RETRIEVE+SWAP+TOPIC+SMOOTHER).

Implementation details. The key components
of our systems include a retriever, a skip-gram

7Sentences where the pun word and alternative word have
the same written form (e.g., bat) but different senses.
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Aspect SURGEN v.s. NJD SURGEN v.s. Human
win % lose % win % lose %

Success 48.0 5.3 6.0 78.7
Funniness 56.7 25.3 10.7 85.3
Grammar 60.7 30.0 8.0 82.0

Table 4: Pairwise comparison between SURGEN and
NEURALJOINTDECODER (NJD), and between SUR-
GEN and human written puns. Win % (lose %) is
the percentage among the human-rated 150 sentences
where SURGEN achieves a higher (lower) average
score compared to the other method. The rest are ties.

model for topic word prediction, a type consis-
tency checker, and a neural smoother. Given an
alternative word, the retriever returned 500 candi-
dates, among which we took the top 100 as seed
sentences (Section 3.3 local surprisal). For topic
words, we took the top 100 words predicted by the
skip-gram model and filtered them to ensure type
consistency with the deleted word (Section 3.3
global surprisal). The WordNet path similarity
threshold for type consistency was set to 0.3.

The skip-gram model was trained on BookCor-
pus with d1=5 and d2=10 in Equation (5). We
set the word embedding size to 300 and trained
for 15 epochs using Adam (Kingma and Ba, 2014)
with a learning rate of 0.0001. For the neural
smoother, we trained a single-layer LSTM (512
hidden units) sequence-to-sequence model with
attention on BookCorpus. The model was trained
for 50 epochs using AdaGrad (Duchi et al., 2010)
with a learning rate of 0.01 and a dropout rate of
0.1.

Human evaluation. We hired workers on AMT
to rate outputs from all 5 systems together with
expert-written puns from the SemEval pun dataset.
Each worker was shown a group of sentences gen-
erated by all systems (randomly shuffled) given
the same pun word and alternative word pair.
Workers were asked to rate each sentence on three
aspects: (1) success (“Is the sentence a pun?”),8

(2) funniness (“How funny is the sentence?”), and
(3) grammaticality (“How grammatical is the sen-
tence?”). Success was rated as yes/no, and fun-
niness and grammaticality were rated on a scale
from 1 (not at all) to 5 (very). We also included
a N/A choice (does not make sense) for funniness
to exclude cases where the sentence are not under-
standable. Workers were explicitly instructed to
try their best to give different scores for sentences

8They were shown the definition from Miller et al. (2017).

14% 

38% 

32% 

8% 
6% 

28% 

A	breakdown	of	error	types

topic	not	fit pun	word	not	fit
topic-pun	word	not	related grammar	error
fail	to	generate bad	seed	sentence

Figure 3: Error case breakdown shows that the main
issues lie in finding seed sentences that accommodates
both the pun word and the topic word (topic not fit +
pun word not fit + bad seed sentence).

in the same group.
We evaluated 150 pun/alternative word pairs.

Each generated sentence was rated by 5 workers
and their scores were averaged. N/A ratings were
excluded unless all ratings of a sentence were N/A,
in which case we set its score to 0. We attracted
65, 93, 66 workers for the success, funniness, and
grammaticality surveys respectively, and removed
3, 4, 4 workers because their maximum Spear-
man correlation with other workers was lower than
0.2. We measure inter-annotator agreement using
average Spearman correlation among all workers,
and the average inter-annotator Spearman correla-
tion for success, funniness, and grammaticality are
0.57, 0.36, and 0.32, respectively.

Table 3 shows the overall results. All 3 of our
systems outperform the baselines in terms of suc-
cess rate and funniness. More edits (i.e. swap-
ping, inserting topic words) made the sentence less
grammatical, but also much more like puns (higher
success rate). Interestingly, introducing the neural
smoother did not improve grammaticality and hurt
success rate slightly. Manual inspection shows
that ungrammaticality is often caused by improper
topic word, thus fixing its neighboring words does
not truly solve the problem. For example, filling
“drum” (related to “lute”) in “if that was it
was likely that another body would turn up soon,
because someone probably wouldn’t want to share
the lute.”. In addition, when the neural model is
given a rare topic word, it tends to rewrite it to
a common phrase instead, again showing that su-
pervised learning is against the spirit of generat-
ing novel content. For example, inserting “gentle-
woman” to “ not allow me to ...” produces
“these people did not allow me to ...”. Overall, our
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Method Example Rating
1. Pun/alternative word pair: butter – better

NJD He is going to come up with the butter a ‘very good’ approach to the world’s economic crisis, the
world’s biggest economic climate.

1

SURGEN Well, gourmet did it, he thought, it’d butter be right. 2
Human Why did the dairy churn? The less said, the butter... 1.5

2. Pun/alternative word pair: peace – piece

NJD Further, he said, at the end of the peace, it’s not clear that it will be a good example. 1
SURGEN That’s because negotiator got my car back to me in one peace. 1.5
Human Life is a puzzle; look here for the missing peace. 3

3. Pun/alternative word pair: flour – flower

NJD Go, and if you are going on the flour. 1
SURGEN Butter want to know who these two girls are, the new members of the holy flour. 1.5
Human Betty crocker was a flour child. 4.5

4. Pun/alternative word pair: wait – weight

NJD Gordon Brown, Georgia’s prime minister, said he did not have to wait, but he was not sure whether he
had been killed.

0

SURGEN Even from the outside, I could tell that he’d already lost some wait. 2
Human Patience is a virtue heavy in wait. 3

Table 5: Examples of generated puns with average human ratings of funniness (1-5). 0 means that all ratings are
N/A (does not make sense).

SURGEN performs the best and tripled the success
rate of NEURALJOINTDECODER with improved
funniness and grammaticality scores. Neverthe-
less, there is still a significant gap between gen-
erated puns and expert-written puns across all as-
pects, indicating that pun generation remains an
open challenge.

Table 4 shows the pairwise comparison results
among our best model SURGEN, NEURALJOINT-
DECODER, and expert-written puns. Given the
outputs of two systems, we decided win/lose/tie
by comparing the average scores of both outputs.
We see that SURGEN dominates NEURALJOINT-
DECODER with > 50% winning rate on funni-
ness and grammaticality. On success rate, the two
methods have many ties since they both have rel-
atively low success rate. Our generated puns were
rated funnier than expert-written puns around 10%
of the time.

4.4 Error Analysis

In Table 5, we show example outputs of our SUR-
GEN, the NEURALJOINTDECODER baseline, and
expert-written puns. SURGEN sometimes gen-
erates creative puns that are rated even funnier
than human-written puns (example 1). In con-
trast, NEURALJOINTDECODER at best generates
ambiguous sentences (example 2 and 3) and some-
times the sentences are ungrammatical (example
1) or hard to understand (example 4). The exam-
ples also show the current limitation of SURGEN.

In example 3, it failed to realize that “butter” is not
animate thus cannot “want” since our type consis-
tency checker is very simple.

To gain further insights on the limitation of
our system, we randomly sampled 50 unsuccess-
ful generations (labeled by workers) to analyze
the issues. We characterized the issues into 6
non-exclusive categories: (1) weak association be-
tween the local context andwa (e.g., “...in the form
of a batty (bat)”); (2) wp does not fit in the lo-
cal context, often due to different POS tags of wa

and wp (e.g., “vibrate with a taxed (text)”); (3)
the topic word is not related to wp (e.g., “pagan”
vs “fabrication”); (4) the topic word does not fit
in its immediate context, often due to inconsistent
types (e.g., “slider won’t go...”), (5) grammatical
errors; and (6) fail to obtain seed sentences or topic
words. A breakdown of these errors is shown in
Figure 3. The main issues lie in finding seed sen-
tences that accommodate both the pun word and
the topic word. There is also room for improve-
ment in predicting pun-related topic words.

5 Discussion and Related Work

5.1 Humor Theory

Humor involves complex cognitive activities and
many theories attempt to explain what might be
considered humorous. Among the leading theo-
ries, the incongruity theory (Tony, 2004) is most
related to our surprisal principle. The incongruity
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theory posits that humor is perceived at the mo-
ment of resolving the incongruity between two
concepts, often involving unexpected shifts in per-
spectives. Ginzburg et al. (2015) applied the in-
congruity theory to explain laughter in dialogues.
Prior work (Kao et al., 2015) on formalizing in-
congruity theory for puns focuses on ambiguity
between two concepts and the heterogeneity na-
ture of the ambiguity. Our surprisal principle fur-
ther formalizes unexpectedness (local surprisal)
and incongruity resolution (global association).

The surprisal principle is also related to stud-
ies in psycholinguistics on the relation between
surprisal and human comprehension (Levy, 2013;
Levy and Gibson, 2013). Our study suggests
it could be a fruitful direction to formally study
the relationship between human perception of sur-
prisal and humor.

5.2 Humor generation
Early approaches to joke generation (Binsted,
1996; Ritchie, 2005) largely rely on templates
for specific types of puns. For example,
JAPE (Binsted, 1996) generates noun phrase puns
as question-answer pairs, e.g., “What do you call
a [murderer] with [fiber]? A [cereal] [killer].”
Petrovic and Matthews (2013) fill in a joke tem-
plate based on word similarity and uncommon-
ness. Similar to our editing approach, Valitutti
et al. (2013) substitutes a word with a taboo
word based on form similarity and local coher-
ence to generate adult jokes. Recently, Yu et al.
(2018) generates puns from a generic neural lan-
guage model by simultaneously conditioning on
two meanings. Most of these approaches leverage
some assumptions of joke structures, e.g., incon-
gruity, relations between words, and word types.
Our approach also relies on specific pun struc-
tures; we have proposed and operationalized a
local-global surprisal principle for pun generation.

5.3 Creative text generation
Our work is also built upon generic text genera-
tion techniques, in particular recent neural gen-
eration models. Hashimoto et al. (2018) devel-
oped a retrieve-and-edit approach to improve both
grammaticality and diversity of the generated text.
Shen et al. (2017); Fu et al. (2018) explored ad-
versarial training to manipulate the style of a sen-
tence. Our neural smoother is also closely related
to Li et al. (2018)’s delete-retrieve-edit approach
to text style transfer.

Creative generation is more challenging as
it requires both formality (e.g., grammaticality,
rhythm, and rhyme) and novelty. Therefore, many
works (including us) impose strong constraints
on the generative process, such as Petrovic and
Matthews (2013); Valitutti et al. (2013) for joke
generation, Ghazvininejad et al. (2016) for poetry
generation, and Yao et al. (2019) for storytelling.

6 Conclusion

In this paper, we tackled pun generation by de-
veloping and exploring a local-global surprisal
principle. We show that a simple instantia-
tion based on only a language model trained on
non-humorous text is effective at detecting puns
(though is not fine-grained enough to detect the
degree of funniness within puns). To gener-
ate puns, we operationalize the surprisal princi-
ple with a retrieve-and-edit framework to create
contrast in the amount of surprise in local and
global contexts. While we improve beyond current
techniques, we are still far from human-generated
puns.

While we believe the local-global surprisal prin-
ciple is a useful conceptual tool, the principle it-
self is not quite yet formalized in a robust enough
way that can be be used both as a principle for
evaluating sentences and can be directly optimized
to generate puns. A big challenge in humor, and
more generally, creative text generation, is to cap-
ture the difference between creativity (novel but
well-formed material) and nonsense (ill-formed
material). Language models conflate the two, so
developing methods that are nuanced enough to
recognize this difference is key to future progress.
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Abstract

In this paper we conceptualize single-
document extractive summarization as a tree
induction problem. In contrast to previous
approaches (Marcu, 1999; Yoshida et al.,
2014) which have relied on linguistically mo-
tivated document representations to generate
summaries, our model induces a multi-root
dependency tree while predicting the output
summary. Each root node in the tree is a
summary sentence, and the subtrees attached
to it are sentences whose content relates
to or explains the summary sentence. We
design a new iterative refinement algorithm: it
induces the trees through repeatedly refining
the structures predicted by previous iterations.
We demonstrate experimentally on two
benchmark datasets that our summarizer1

performs competitively against state-of-the-art
methods.

1 Introduction

Single-document summarization is the task of au-
tomatically generating a shorter version of a doc-
ument while retaining its most important informa-
tion. The task has received much attention in the
natural language processing community due to its
potential for various information access applica-
tions. Examples include tools which digest textual
content (e.g., news, social media, reviews), answer
questions, or provide recommendations.

Of the many summarization paradigms that
have been identified over the years (see Mani 2001
and Nenkova and McKeown 2011 for comprehen-
sive overviews), two have consistently attracted
attention. In abstractive summarization, various
text rewriting operations generate summaries us-
ing words or phrases that were not in the original
text, while extractive approaches form summaries
by copying and concatenating the most important
spans (usually sentences) in a document. Recent

1Our code is publicly available at https://github.
com/nlpyang/SUMO.

approaches to (single-document) extractive sum-
marization frame the task as a sequence labeling
problem taking advantage of the success of neu-
ral network architectures (Bahdanau et al., 2015).
The idea is to predict a label for each sentence
specifying whether it should be included in the
summary. Existing systems mostly rely on recur-
rent neural networks (Hochreiter and Schmidhu-
ber, 1997) to model the document and obtain a
vector representation for each sentence (Nallap-
ati et al., 2017; Cheng and Lapata, 2016). Inter-
sentential relations are captured in a sequential
manner, without taking the structure of the doc-
ument into account, although the latter has been
shown to correlate with what readers perceive as
important in a text (Marcu, 1999). Another prob-
lem in neural-based extractive models is the lack
of interpretability. While capable of identifying
summary sentences, these models are not able to
rationalize their predictions (e.g., a sentence is in
the summary because it describes important con-
tent upon which other related sentences elaborate).

The summarization literature offers examples
of models which exploit the structure of the un-
derlying document, inspired by existing theories
of discourse such as Rhetorical Structure The-
ory (RST; Mann and Thompson 1988). Most ap-
proaches produce summaries based on tree-like
document representations obtained by a parser
trained on discourse annotated corpora (Carlson
et al., 2003; Prasad et al., 2008). For instance,
Marcu (1999) argues that a good summary can
be generated by traversing the RST discourse tree
structure top-down, following nucleus nodes (dis-
course units in RST are characterized regarding
their text importance; nuclei denote central units,
whereas satellites denote peripheral ones). Other
work (Hirao et al., 2013; Yoshida et al., 2014) ex-
tends this idea by transforming RST trees into de-
pendency trees and generating summaries by tree
trimming. Gerani et al. (2014) summarize product
reviews; their system aggregates RST trees rep-
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1. One wily coyote traveled a bit too far from home, and its resulting 
adventure through Harlem had alarmed residents doing a double 
take and scampering to get out of its way Wednesday morning.

2. Police say frightened New Yorkers reported the coyote sighting 
around 9:30 a.m., and an emergency service unit was dispatched 
to find the animal. 

3. The little troublemaker was caught and tranquilized in Trinity 
Cemetery on 155th street and Broadway, and then taken to the 
Wildlife Conservation Society at the Bronx Zoo, authorities said.

4. "The coyote is under evaluation and observation," said Mary Dixon, 
spokesperson for the Wildlife Conservation Society.

5. She said the Department of Environmental Conservation will either 
send the animal to a rescue center or put it back in the wild.

6. According to Adrian Benepe, New York City Parks Commissioner, 
coyotes in Manhattan are rare, but not unheard of.

7. "This is actually the third coyote that has been seen in the last 10 
years," Benepe said.

8. Benepe said there is a theory the coyotes make their way to the 
city from suburban Westchester.

9. He said they probably walk down the Amtrak rail corridor along the 
Hudson River or swim down the Hudson River until they get to the 
city.

1 2 3 4 5 6 7 8 9

Figure 1: Dependency discourse tree for a docu-
ment from the CNN/DailyMail dataset (Hermann et al.,
2015). Blue nodes indicate the roots of the tree
(i.e., summary sentences) and parent-child links indi-
cate dependency relations.

resenting individual reviews into a graph, from
which an abstractive summary is generated. De-
spite the intuitive appeal of discourse structure for
the summarization task, the reliance on a parser
which is both expensive to obtain (since it must be
trained on labeled data) and error prone, presents
a major obstacle to its widespread use.

Recognizing the merits of structure-aware rep-
resentations for various NLP tasks, recent ef-
forts have focused on learning latent structures
(e.g., parse trees) while optimizing a neural net-
work model for a down-stream task. Various
methods impose structural constraints on the basic
attention mechanism (Kim et al., 2017; Liu and
Lapata, 2018), formulate structure learning as a
reinforcement learning problem (Yogatama et al.,
2017; Williams et al., 2018), or sparsify the set
of possible structures (Niculae et al., 2018). Al-
though latent structures are mostly induced for in-
dividual sentences, Liu and Lapata (2018) induce
dependency-like structures for entire documents.

Drawing inspiration from this work and ex-
isting discourse-informed summarization mod-
els (Marcu, 1999; Hirao et al., 2013), we frame
extractive summarization as a tree induction prob-
lem. Our model represents documents as multi-
root dependency trees where each root node is a
summary sentence, and the subtrees attached to it
are sentences whose content is related to and cov-

ered by the summary sentence. An example of a
document and its corresponding tree is shown in
Figure 1; tree nodes correspond to document sen-
tences; blue nodes represent those which should
be in the summary, dependent nodes relate to or
are subsumed by the parent summary sentence.

We propose a new framework that uses struc-
tured attention (Kim et al., 2017) as both the ob-
jective and attention weights for extractive sum-
marization. Our model is trained end-to-end, it in-
duces document-level dependency trees while pre-
dicting the output summary, and brings more inter-
pretability in the summarization process by help-
ing explain how document content contributes to
the model’s decisions. We design a new itera-
tive structure refinement algorithm, which learns
to induce document-level structures through re-
peatedly refining the trees predicted by previous
iterations and allows the model to infer complex
trees which go beyond simple parent-child rela-
tions (Liu and Lapata, 2018; Kim et al., 2017).
The idea of structure refinement is conceptually
related to recently proposed models for solving it-
erative inference problems (Marino et al., 2018;
Putzky and Welling, 2017; Lee et al., 2018). It
is also related to structured prediction energy net-
works (Belanger et al., 2017) which approach
structured prediction as iterative miminization of
an energy function. However, we are not aware
of any previous work considering structure refine-
ment for tree induction problems.

Our contributions in this work are three-fold: a
novel conceptualization of extractive summariza-
tion as a tree induction problem; a model which
capitalizes on the notion of structured attention to
learn document representations based on iterative
structure refinement; and large-scale evaluation
studies (both automatic and human-based) which
demonstrate that our approach performs competi-
tively against state-of-the-art methods while being
able to rationalize model predictions.

2 Model Description

Let d denote a document containing several sen-
tences [sent1, sent2, · · · , sentm], where senti is
the i-th sentence in the document. Extractive sum-
marization can be defined as the task of assigning a
label yi ∈ {0, 1} to each senti, indicating whether
the sentence should be included in the summary. It
is assumed that summary sentences represent the
most important content of the document.
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2.1 Baseline Model

Most extractive models frame summarization as a
classification problem. Recent approaches (Zhang
et al., 2018; Dong et al., 2018; Nallapati et al.,
2017; Cheng and Lapata, 2016) incorporate a neu-
ral network-based encoder to build representations
for sentences and apply a binary classifier over
these representations to predict whether the sen-
tences should be included in the summary. Given
predicted scores r and gold labels y, the loss func-
tion can be defined as:

L = −
m∑

i=1

(yi ln(ri) + (1− yi) ln(1− ri)) (1)

The encoder in extractive summarization mod-
els is usually a recurrent neural network with
Long-Short Term Memory (LSTM; Hochreiter
and Schmidhuber 1997) or Gated Recurrent Units
(GRU; Cho et al. 2014). In this paper, our
baseline encoder builds on the Transformer ar-
chitecture (Vaswani et al., 2017), a recently pro-
posed highly efficient model which has achieved
state-of-the-art performance in machine transla-
tion (Vaswani et al., 2017) and question answer-
ing (Yu et al., 2018). The Transformer aims at
reducing the fundamental constraint of sequential
computation which underlies most architectures
based on RNNs. It eliminates recurrence in favor
of applying a self-attention mechanism which di-
rectly models relationships between all words in a
sentence.

More formally, given a sequence of input vec-
tors {x1,x2, · · · ,xn}, the Transformer is com-
posed of a stack of N identical layers, each of
which has two sub-layers:

h̃l = LayerNorm(hl−1 + MHAtt(hl−1)) (2)

hl = LayerNorm(h̃l + FFN(h̃l)) (3)

where h0 = PosEmb(x) and PosEmb is the
function of adding positional embeddings to the
input; the superscript l indicates layer depth;
LayerNorm is the layer normalization operation
proposed in Ba et al. (2016); MHAtt represents
the multi-head attention mechanism introduced
in Vaswani et al. (2017) which allows the model
to jointly attend to information from different rep-
resentation subspaces (at different positions); and
FFN is a two-layer feed-forward network with
ReLU as hidden activation function.

For our extractive summarization task, the base-
line system is composed of a sentence-level Trans-
former (TS) and a document-level Transformer
(TD), which have the same structure. For each sen-
tence si = [wi1,wi2, · · · ,win] in the input doc-
ument, TS is applied to obtain a contextual repre-
sentation for each word:

[ui1,ui2, · · · ,uin] = TS([wi1,wi2, · · · ,win]) (4)

And the representation of a sentence is acquired
by applying weighted-pooling:

aij = W0u
T
ij (5)

si =
1

n

n∑

j=1

aijuij (6)

Document-level transformer TD takes si as input
and yields a contextual representation for each
sentence:

[v1,v2, · · · ,vm] = TD([s1, s2, · · · , sm]) (7)

Following previous work (Nallapati et al.,
2017), we use a sigmoid function after a linear
transformation to calculate the probability ri of se-
lecting si as a summary sentence:

ri = sigmoid(W1v
T
i ) (8)

2.2 Structured Summarization Model

In the Transformer model sketched above, inter-
sentence relations are modeled by multi-head at-
tention based on softmax functions, which only
capture shallow structural information. Our sum-
marizer, which we call SUMO as a shorthand for
Structured Summarization Model classifies sen-
tences as summary-worthy or not, and simultane-
ously induces the structure of the source document
as a multi-root tree. An overview of SUMO is il-
lustrated in Figure 2. The model has the same
sentence-level encoder TS as the baseline Trans-
former model (see the bottom box in Figure 2), but
differs in two important ways: (a) it uses struc-
tured attention to model the roots (i.e., summary
sentences) of the underlying tree (see the upper
box in Figure 2); and (b) through iterative refine-
ment it is able to progressively infer more complex
structures from past guesses (see the second and
third block in Figure 2).
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Figure 2: Overview of SUMO. A Transformer-based sentence-level en-
coder (yellow box) builds a vector for each sentence. The blue box
presents the document-level encoder; dotted lines indicate iterative ap-
plication of structured attention, where at each iteration the model out-
puts a roots distribution and the extractive loss is calculated based on
gold summary sentences. si indicates the initial representation for
senti; vki indicates the sentence embedding for senti after iteration k.

Structured Attention Assuming document sen-
tences have been already encoded, SUMO first cal-
culates the unnormalized root score r̃i for senti
to indicate the extent to which it might be se-
lected as root in the document tree. It also cal-
culates the unnormalized edge score ẽij for sen-
tence pair 〈senti, sentj〉 indicating the extent to
which senti might be the head of sentj in that
tree (first upper block in Figure 2). To inject struc-
tural bias, SUMO normalizes these scores as the
marginal probabilities of forming edges in the doc-
ument dependency tree.

We use the Tree-Matrix-Theorem (TMT; Koo
et al. 2007; Tutte 1984) to calculate root marginal
probability ri and edge marginal probability eij ,
following the procedure introduced in Liu and La-
pata (2017). As illustrated in Algorithm 1, we
first build the Laplacian matrix L̄ based on un-
normalized scores and calculate marginal proba-
bilities by matrix inverse-based operations (L̄−1).
We refer the interested reader to Koo et al. (2007)
and Liu and Lapata (2017) for more details. In
contrast to Liu and Lapata (2017), who compute
the marginal probabilities of a single-root tree, our
tree has multiple roots since in our task the sum-
mary typically contains multiple sentences. Given
sentence vector si as input, SUMO computes:

r̃i = Wrsi (9)

ẽij = siWes
T
j (10)

ri, eij = TMT(r̃i, ẽij) (11)
Iterative Structure Refinement SUMO essen-
tially reduces summarization to a rooted-tree pars-
ing problem. However, accurately predicting a
tree in one shot is problematic. Firstly, when pre-
dicting the dependency tree, the model has solely

Algorithm 1: Calculate Tree Marginal Proba-

bilities based on Tree-Matrix-Theorem

Function TMT(r̃i, ẽij)l:

Aij =

{

0 if i = j

exp(r̂ij) otherwise

Lij =

{
∑n

i′=1
Ai′j if i = j

−Aij otherwise

L̄ij =

{

Lij + exp(r̂i) i = j

Lij otherwise

eij = (1− δ1,j)Aij [L̄
−1]jj

− (1− δi,1)Aij [L̄
−1]ji

ri = exp(r̂i)[L̄
−1]i1

return ri, eij

access to labels for the roots (aka summary sen-
tences), while tree edges are latent and learned
without an explicit training signal. And as pre-
vious work (Liu and Lapata, 2017) has shown, a
single application of TMT leads to shallow tree
structures. Secondly, the calculation of r̃i and ẽij
would be based on first-order features alone, how-
ever, higher-order information pertaining to sib-
lings and grandchildren has proved useful in dis-
course parsing (Carreras, 2007).

We address these issues with an inference al-
gorithm which iteratively infers latent trees. In
contrast to multi-layer neural network architec-
tures like the Transformer or Recursive Neural
Networks (Tai et al., 2015) where word representa-
tions are updated at every layer based on the output
of previous layers, we refine only the tree struc-
ture during each iteration, word representations
are not passed across multiple layers. Empirically,
at early iterations, the model learns shallow and
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simple trees, and information propagates mostly
between neighboring nodes; as the structure gets
more refined, information propagates more glob-
ally allowing the model to learn higher-order fea-
tures.

Algorithm 2 provides the details of our refine-
ment procedure. SUMO takes K iterations to learn
the structure of a document. For each sentence,
we initialize a structural vector v0

i with sentence
vector si. At iteration k, we use sentence embed-
dings from the previous iteration vk−1 to calculate
unnormalized root r̃ki and edge ẽkij scores using a
linear transformation with weight W k

r and a bilin-
ear transformation with weight W k

e , respectively.
Marginal root and edge probabilities are subse-
quently normalized with the TMT to obtain rki
and ekij (see lines 4–6 in Algorithm 2). Then, sen-
tence embeddings are updated with k-Hop Prop-
agation. The latter takes as input the initial sen-
tence representations s rather than sentence em-
beddings vk−1 from the previous layer. In other
words, new embeddings vk are computed from
scratch relying on the structure from the previ-
ous layer. Within the k-Hop-Propagation function
(lines 12–19), edge probabilities ekij are used as
attention weights to propagate information from a
sentence to all other sentences in k hops. pli and cli
represent parent and child vectors, respectively,
while vector zli is updated with contextual infor-
mation at hop l. At the final iteration (lines 9 and
10), the top sentence embeddings vK−1 are used
to calculate the final root probabilities rK .

We define the model’s loss function as the sum-
mation of the losses of all iterations:

L =

K∑

k=1

[y log(rk) + (1− y) log(1− rk)] (12)

SUMO uses the root probabilities of the top layer
as the scores for summary sentences.

The k-Hop-Propagation function resembles the
computation used in Graph Convolution Networks
(Kipf and Welling, 2017; Marcheggiani and Titov,
2017). GCNs have been been recently applied to
latent trees (Corro and Titov, 2019), however not
in combination with iterative refinement.

3 Experiments

In this section we present our experimental setup,
describe the summarization datasets we used, dis-
cuss implementation details, our evaluation proto-
col, and analyze our results.

Algorithm 2: Structured Summarization

Model

Input: Document d

Output: Root probabilities rK after K
iterations

1 Calculate sentence vectors s using
sentence-level Transformer TS

2 v0
← s

3 for k ← 1 to K − 1 do
4 Calculate unnormalized root scores:

r̃ki = W k
r v

k−1
i

5 Calculate unnormalized edge scores:

ẽkij = vk−1
i W k

e v
k−1
j

T

6 Calculate marginal probabilities:

rk, ek = TMT(r̃k, ẽk)
7 Update sentence representations:

vk = k-Hop-Propagation(ek, s, k)
8 end
9 Calculate final unnormalized root and edge

scores: r̃Ki = WK
r vK−1

i ,

ẽKij = vK−1
i WK

e vK−1
j

T

10 Calculate final root and edge probabilities:

rK , eK = TMT(r̃K , ẽK)
11

12 Function k-Hop-Propagation(e, s, k):

13 z0
← s

14 for l← 1 to k do

15 pl
i =

1

n

∑n
j=1

ejiz
l−1
i

16 cli =
1

n

∑n
j=1

eijz
l−1
i

17 zl
i = tanh(W k

v [p
l−1
i , cl−1i , zl−1

i ])
18 end

19 return zk

3.1 Summarization Datasets

We evaluated SUMO on two benchmark datasets,
namely the CNN/DailyMail news highlights
dataset (Hermann et al., 2015) and the New
York Times Annotated Corpus (NYT; Sand-
haus 2008). The CNN/DailyMail dataset con-
tains news articles and associated highlights,
i.e., a few bullet points giving a brief overview
of the article. We used the standard splits
of Hermann et al. (2015) for training, valida-
tion, and testing (90,266/1,220/1,093 CNN docu-
ments and 196,961/12,148/10,397 DailyMail doc-
uments). We did not anonymize entities.

The NYT dataset contains 110,540 articles with
abstractive summaries. Following Durrett et al.
(2016), we split these into 100,834 training and
9,706 test examples, based on date of publication
(test is all articles published on January 1, 2007 or
later). We also followed their filtering procedure,
documents with summaries that are shorter than
50 words were removed from the raw dataset. The
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CNN DM CNN+DM NYT
Model R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

LEAD-3 29.2 11.2 26.0 40.7 18.3 37.2 39.6 17.7 36.2 35.5 17.3 32.0
Narayan et al. (2018) 30.4 11.7 26.9 41.0 18.8 37.7 40.0 18.2 36.6 41.3 22.0 37.8
Marcu (1999) 25.6 6.10 19.5 31.9 12.4 23.5 26.5 9.80 20.4 29.6 11.2 23.0
Durrett et al. (2016) — — — — — — — — — 40.8 22.3 36.7
See et al. (2017) — — — — — — 39.5 17.3 36.4 42.7 22.1 38.0
Celikyilmaz et al. (2018) — — — — — — 41.7 19.5 37.9 — — —
Transformer (no doc-att) 29.2 11.1 25.6 40.5 18.1 36.8 39.7 17.0 35.9 41.1 21.5 37.0
Transformer (1-layer doc-att) 29.5 11.4 26.0 41.5 18.7 38.0 40.6 18.1 36.7 41.8 22.1 37.8
Transformer (3-layer doc-att) 29.6 11.8 26.3 41.7 18.8 38.0 40.6 18.1 36.9 42.0 22.3 38.2
SUMO (1-layer) 29.5 11.6 26.2 41.6 18.8 37.6 40.5 18.0 36.8 42.2 22.1 38.1
SUMO (3-layer) 29.7 12.0 26.5 42.0 19.1 38.0 41.0 18.4 37.2 42.3 22.7 38.6

Table 1: Test set results on the CNN/DailyMail and NYT datasets using ROUGE F1 (R-1 and R-2 are shorthands
for unigram and bigram overlap, R-L is the longest common subsequence.

filtered test set includes 3,452 test examples out of
the original 9,706. Compared to CNN/DailyMail,
the NYT dataset contains longer and more elabo-
rate summary sentences.

Both datasets contain abstractive gold sum-
maries, which are not readily suited to training
extractive summarization models. A greedy algo-
rithm similar to Nallapati et al. (2017) was used
to generate an oracle summary for each document.
The algorithm explores different combinations of
sentences and generates an oracle consisting of
multiple sentences which maximize the ROUGE
score with the gold summary. We assigned label 1
to sentences selected in the oracle summary and 0
otherwise and trained SUMO on this data.

3.2 Implementation Details

We followed the same training procedure for
SUMO and various Transformer-based baselines.
The vocabulary size was set to 30K. We used
300D word embeddings which were initialized
randomly from N (0, 0.01). The sentence-level
Transformer has 6 layers and the hidden size of
FFN was set to 512. The number of heads in
MHAtt was set to 4. Adam was used for training
(β1 = 0.9, β2 = 0.999). We adopted the learn-
ing rate schedule from Vaswani et al. (2017) with
warming-up on the first 8,000 steps. SUMO and
related Transformer models produced 3-sentence
summaries for each document at test time (for both
CNN/DailyMail and NYT datasets).

3.3 Automatic Evaluation

We evaluated summarization quality using
ROUGE F1 (Lin, 2004). We report unigram and
bigram overlap (ROUGE-1 and ROUGE-2) as
a means of assessing informativeness and the
longest common subsequence (ROUGE-L) as a
means of assessing fluency.

Table 1 summarizes our results. We evalu-
ated two variants of SUMO, with one and three
structured-attention layers. We compared against
a baseline which simply selects the first three sen-
tences in each document (LEAD-3) and several
incarnations of the basic Transformer model in-
troduced in Section 2.1. These include a Trans-
former without document-level self-attention and
two variants with document-level self attention in-
stantiated with one and three layers. Several state-
of-the-art models are also included in Table 1, both
extractive and abstractive.

REFRESH (Narayan et al., 2018) is an extrac-
tive summarization system trained by globally op-
timizing the ROUGE metric with reinforcement
learning. The system of Marcu (1999) is an-
other extractive summarizer based on RST pars-
ing. It uses discourse structures and RST’s notion
of nuclearity to score document sentences in terms
of their importance and selects the most impor-
tant ones as the summary. Our re-implementation
of Marcu (1999) used the parser of Zhao and
Huang (2017) to obtain RST trees. Durrett et al.
(2016) develop a summarization system which in-
tegrates a compression model that enforces gram-
maticality and coherence. See et al. (2017) present
an abstractive summarization system based on
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an encoder-decoder architecture. Celikyilmaz et
al.’s (2018) system is state-of-the-art in abstrac-
tive summarization using multiple agents to repre-
sent the document as well a hierarchical attention
mechanism over the agents for decoding.

As far as SUMO is concerned, we observe that
it outperforms a simple Transformer model with-
out any document attention as well as variants
with document attention. SUMO with three layers
of structured attention overall performs best, con-
firming our hypothesis that document-level struc-
ture is beneficial for summarization. The re-
sults in Table 1 also reveal that SUMO and all
Transformer-based models with document atten-
tion (doc-att) outperform LEAD-3 across metrics.
SUMO (3-layer) is competitive or better than state-
of-the-art approaches. Examples of system output
are shown in Table 4.

Finally, we should point out that SUMO is su-
perior to Marcu (1999) even though the latter em-
ploys linguistically informed document represen-
tations.

3.4 Human Evaluation

In addition to automatic evaluation, we also as-
sessed system performance by eliciting human
judgments. Our first evaluation quantified the
degree to which summarization models retain
key information from the document following a
question-answering (QA) paradigm (Clarke and
Lapata, 2010; Narayan et al., 2018). We created a
set of questions based on the gold summary under
the assumption that it highlights the most impor-
tant document content. We then examined whether
participants were able to answer these questions
by reading system summaries alone without ac-
cess to the article. The more questions a system
can answer, the better it is at summarizing the doc-
ument as a whole.

We randomly selected 20 documents from the
CNN/DailyMail and NYT datasets, respectively
and wrote multiple question-answer pairs for each
gold summary. We created 71 questions in total
varying from two to six questions per gold sum-
mary. We asked participants to read the summary
and answer all associated questions as best they
could without access to the original document or
the gold summary. Examples of questions and
their answers are given in Table 4. We adopted
the same scoring mechanism used in Clarke and
Lapata (2010), i.e., a correct answer was marked

CNN+DM NYT
Model Rank QA Rank QA

LEAD 0.07 40.1 -0.18 36.3
Narayan et al. (2018) 0.21 62.4 0.12 46.1
Durrett et al. (2016) — — -0.11 40.1
See et al. (2017) -0.23 36.6 -0.44 35.3
Celikyilmaz et al. (2018) -0.64 37.5 — —
SUMO (3-layer) 0.15 65.3 0.33 57.2
GOLD 0.11 — -0.16 —
ORACLE 0.37 74.6 0.41 67.1

Table 2: System ranking according to human judg-
ments on summary quality and QA-based evaluation.

with a score of one, partially correct answers with
a score of 0.5, and zero otherwise. Answers were
elicited using Amazon’s Mechanical Turk plat-
form. Participants evaluated summaries produced
by the LEAD-3 baseline, our 3-layered SUMO

model and multiple state-of-the-art systems. We
elicited 5 responses per summary.

Table 2 (QA column) presents the results of the
QA-based evaluation. Based on the summaries
generated by SUMO, participants can answer
65.3% of questions correctly on CNN/DailyMail
and 57.2% on NYT. Summaries produced by
LEAD-3 and comparison systems fare worse, with
REFRESH (Narayan et al., 2018) coming close
to SUMO on CNN/DailyMail but not on NYT.
Overall, we observe there is room for improve-
ment since no system comes close to the extractive
oracle, indicating that improved sentence selec-
tion would bring further performance gains to ex-
tractive approaches. Between-systems differences
are all statistically significant (using a one-way
ANOVA with posthoc Tukey HSD tests; p < 0.01)
with the exception of LEAD-3 and See et al.
(2017) in both CNN+DM and NTY, Narayan et al.
(2018) and SUMO in both CNN+DM and NTY,
and LEAD-3 and Durrett et al. (2016) in NYT.

Our second evaluation study assessed the over-
all quality of the summaries by asking participants
to rank them taking into account the following
criteria: Informativeness , Fluency, and Succinct-
ness. The study was conducted on the Amazon
Mechanical Turk platform using Best-Worst Scal-
ing (Louviere et al., 2015), a less labor-intensive
alternative to paired comparisons that has been
shown to produce more reliable results than rat-
ing scales (Kiritchenko and Mohammad, 2017).
Participants were presented with a document and
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CNN+DM NYT
P H EA P H EA

Parser 24.8 8.9 — 18.7 10.6 —
SUMO (1-layer) 69.0 2.9 23.1 54.7 3.6 20.6
SUMO (3-layer) 52.7 3.7 25.3 45.1 6.2 21.6
Left Branching — — 21.4 — — 21.3
Right Branching — — 7.3 — — 6.7

Table 3: Descriptive statistics Projectivity(%), Height
and EdgeAgreement(%) for dependency trees pro-
duced by our model and the RST discourse parser
of Zhao and Huang (2017). Results are shown on the
CNN/DailyMail and NYT test sets.

summaries generated from 3 out of 7 systems and
were asked to decide which summary was better
and which one was worse, taking into account the
criteria mentioned above. We used the same 20
documents from each dataset as in our QA evalu-
ation and elicited 5 responses per comparison.

The rating of each system was computed as the
percentage of times it was chosen as best minus
the times it was selected as worst. Ratings range
from -1 (worst) to 1 (best). As shown in Ta-
ble 2 (Rank column), participants overwhelming
prefer the extractive oracle summaries followed
by SUMO and REFRESH (Narayan et al., 2018).
Abstractive systems (Celikyilmaz et al., 2018; See
et al., 2017; Durrett et al., 2016) perform rela-
tively poorly in this evaluation; we suspect that
humans are less forgiving to fluency errors and
slightly incoherent summaries. Interestingly, gold
summaries fare worse than the oracle and extrac-
tive systems. Albeit fluent, gold summaries natu-
rally contain less detail compared to oracle-based
ones; on virtue of being abstracts, they are writ-
ten in a telegraphic style, often in conversational
language while participants prefer the more lucid
style of the extracts. All pairwise comparisons
among systems are statistically significant (using
a one-way ANOVA with post-hoc Tukey HSD
tests; p < 0.01) except LEAD-3 and See et al.
(2017) in both CNN+DM and NTY, Narayan et al.
(2018) and SUMO in both CNN+DM and NTY,
and LEAD and Durrett et al. (2016) in NYT.

3.5 Evaluation of the Induced Structures

To gain further insight into the structures learned
by SUMO, we inspected the trees it produces.
Specifically, we used the Chu-Liu-Edmonds algo-
rithm (Chu and Liu, 1965; Edmonds, 1967) to ex-
tract the maximum spanning tree from the atten-

tion scores. We report various statistics on the
characteristics of the induced trees across datasets
in Table 3. We also examine the trees learned from
different SUMO variants (with different numbers
of iterations) in order to establish whether the iter-
ative process yields better structures.

Specifically, we compared the dependency trees
obtained from our model to those produced by a
discourse parser (Zhao and Huang, 2017) trained
on a corpus which combines annotations from
the RST treebank (Carlson et al., 2003) and the
Penn Treebank (Marcus et al., 1993). Unlike tra-
ditional RST discourse parsers (Feng and Hirst,
2014), which first segment a document into Ele-
mentary Discourse Units (EDUs) and then build a
discourse tree with the EDUs2 as leaves, Zhao and
Huang (2017) parse a document into an RST tree
along with its syntax subtrees without segmenting
it into EDUs. The outputs of their parser are ide-
ally suited for comparison with our model, since
we only care about document-level structures, and
ignore the subtrees within sentence boundaries.
We converted the constituency RST trees obtained
from the discourse parser into dependency trees
using Hirao et al.’s algorithm (2013).

As can be seen in Table 3, the dependency struc-
tures induced by SUMO are simpler compared to
those obtained from the discourse parser. Our
trees are generally shallower, almost half of them
are projective. We also calculated the percent-
age of head-dependency edges that are identical
between learned trees and parser generated ones.
Although SUMO is not exposed to any annotated
trees during training, a number of edges agree with
the outputs of the discourse parser. Moreover, we
observe that the iterative process involving multi-
ple structured attention layers helps generate bet-
ter discourse trees. We also compare SUMO trees
against a left- and right-branching baseline, where
the document is trivially parsed into a left- and
right-branching tree forming a chain-like struc-
ture. As shown in Table 3, SUMO outperforms
these baselines (with the exception of the one-
layered model on NYT). We should also point out
that the edge agreement between SUMO generated
trees and left/right branching trees is low (around
30% on both datasets), indicating that the trees we
learn are different from a simple chain.

2EDUs roughly correspond to clauses.
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CNN/DM NYT

G
O

L
D A company called CyArk specializes in digital preservation of threat-

ened ancient and historical architecture.
Founded by an Iraqi-born engineer, it plans to preserve 500 World Her-
itage sites within five years.

Louisiana officials set July 31 deadline for applicants for the Road
Home, grant program for homeowners who lost their houses to hurri-
canes Katrina and Rita.
Program is expected to cost far more than $7.5 billion provided by Fed-
eral Government, in part because many more families have applied than
officials anticipated.
With cutoff date, State hopes to figure out how much more money it
needs to pay for program.
Shortfall is projected to be $2.9 billion.

Q
A

Which company specializes in digital preservation of threatened ancient
and historical architecture? [CyArk]
How many World Heritage sites does the company plan to preserve?
[500]

What is Road Home? [the Louisiana grant program for homeowners
who lost their houses to hurricanes Katrina and Rita]
When is the applicants’ deadline for the Road Home? [July 31]
Why is the program expected to cost far more than $7.5 billion? [many
more families have applied than officials anticipated]
What is the shortfall projected to be? [$2.9 billion]

L
E

A
D

-3

In 2001, the Taliban wiped out 1700 years of history in a matter of
seconds, by blowing up ancient Buddha statues in central Afghanistan
with dynamite.
They proceeded to do so after an attempt at bringing down the 175-foot
tall sculptures with anti-aircraft artillery had failed.
Sadly, the event was just the first in a series of atrocities that have robbed
the world of some of its most prized cultural heritage.

The Road Home, the Louisiana grant program for homeowners who
lost their houses to hurricanes Katrina and Rita, is expected to cost far
more than the $7.5 billion provided by the Federal Government, in part
because many more families have applied than officials had anticipated.
As a result, Louisiana officials on Tuesday night set a July 31 deadline
for applicants, who can receive up to $150,000 to repair or rebuild their
houses.
With the cutoff date, the State hopes to be able to figure out how much
more money it needs to pay for the program.

Se
e

et
al

.(
20

17
)

The Taliban wiped out 1700 years of history in a matter of seconds.
The thought of losing a piece of our collective history is a bleak one.
But if loss can’t be avoided, technology can lend a hand.

Louisiana grant program for homeowners who lost their houses to hur-
ricanes Katrina and Rita is expected to cost far more than $7.5 billion
provided by federal government.
Louisiana officials set July 31 deadline for applicants, who can receive
up to $150,000 to repair or rebuild their houses.

N
ar

ay
an

et
al

.(
20

18
)

Sadly, the event was just the first in a series of atrocities that have robbed
the world of some of its most prized cultural heritage.
But historical architecture is also under threat from calamities which
might well escape our control, such as earthquakes and climate change.
The thought of losing a piece of our collective history is a bleak one.

The Road Home, the Louisiana grant program for homeowners who
lost their houses to hurricanes Katrina and Rita, is expected to cost far
more than the $7.5 billion provided by the federal government, in part
because many more families have applied than officials had anticipated.
With the cutoff date, the State hopes to be able to figure out how much
more money it needs to pay for the program.
The shortfall is projected to be $2.9 billion.

S
U

M
O

In 2001, the Taliban wiped out 1700 years of history in a matter of
seconds, by blowing up ancient Buddha statues in central Afghanistan
with dynamite.
Sadly, the event was just the first in a series of atrocities that have robbed
the world of some of its most prized cultural heritage.
Now Cyark, a non-profit company founded by an Iraqi-born engineer,
is using groundbreaking laser scanning to ensure that – at the very least
– incredibly accurate digital versions of the world’s treasures will stay
with us forever.

The Road Home, the Louisiana grant program for homeowners who
lost their houses to hurricanes Katrina and Rita, is expected to cost far
more than the $7.5 billion provided by the federal government, in part
because many more families have applied than officials had anticipated.
As a result, Louisiana officials on Tuesday night set a July 31 deadline
for applicants, who can receive up to $150,000 to repair or rebuild their
houses.
The shortfall is projected to be $2.9 billion.

Table 4: GOLD human authored summaries, questions based on them (answers shown in square brackets) and
automatic summaries produced by the LEAD-3 baseline, the abstractive system of See et al. (2017), REFRESH
(Narayan et al., 2018), and SUMO for a CNN and NYT (test) article.

4 Conclusions

In this paper we provide a new perspective on ex-
tractive summarization, conceptualizing it as a tree
induction problem. We present SUMO, a Struc-
tured Summarization Model, which induces a
multi-root dependency tree of a document, where
roots are summary-worthy sentences, and subtrees
attached to them are sentences which elaborate or
explain the summary content. SUMO generates
complex trees following an iterative refinement
process which builds latent structures while using
information learned in previous iterations. Exper-
iments on two datasets, show that SUMO performs
competitively against state-of-the-art methods and
induces meaningful tree structures.

In the future, we would like to generalize SUMO

to abstractive summarization (i.e., to learn latent
structure for documents and sentences) and per-
form experiments in a weakly-supervised setting
where summaries are not available but labels can
be extrapolated from the article’s title or topics.
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Abstract

Understanding contrastive opinions is a key
component of argument generation. Central
to an argument is the claim, a statement that
is in dispute. Generating a counter-argument
then requires generating a response in contrast
to the main claim of the original argument. To
generate contrastive claims, we create a cor-
pus of Reddit comment pairs self-labeled by
posters using the acronym FTFY (fixed that
for you). We then train neural models on
these pairs to edit the original claim and pro-
duce a new claim with a different view. We
demonstrate significant improvement over a
sequence-to-sequence baseline in BLEU score
and a human evaluation for fluency, coherence,
and contrast.

1 Introduction

In the Toulmin model (1958), often used in com-
putational argumentation research, the center of
the argument is the claim, a statement that is in
dispute (Govier, 2010). In recent years, there
has been increased interest in argument genera-
tion (Bilu and Slonim, 2016; Hua and Wang, 2018;
Le et al., 2018). Given an argument, a system
that generates counter-arguments would need to
1) identify the claims to refute, 2) generate a new
claim with a different view, and 3) find supporting
evidence for the new claim. We focus on this sec-
ond task, which requires an understanding of con-
trast. A system that can generate claims with dif-
ferent views is a step closer to understanding and
generating arguments (Apothloz et al., 1993). We
build on previous work in automated claim genera-
tion (Bilu et al., 2015) which examined generating
opposing claims via explicit negation. However,
researchers also noted that not every claim has an
exact opposite. Consider a claim from Reddit:

Get employers out of the business, pass
universal single-payer healthcare.

(1)

This is an example of a policy claim - a view on
what should be done (Schiappa and Nordin, 2013).

While negation of this claim is a plausible re-
sponse (e.g. asserting there should be no change
by stating Do not get employers out of the busi-
ness, do not pass universal healthcare), negation
limits the diversity of responses that can lead to a
productive dialogue. Instead, consider a response
that provides an alternative suggestion:

Get employers out of the business,
deregulate and allow cross-state com-
petition.

(2)

In Example 1, the speaker believes in an in-
creased role for government while in Example 2,
the speaker believes in a decreased one. As these
views are on different sides of the political spec-
trum, it is unlikely that a single speaker would
utter both claims. In related work, de Marneffe
et al. (2008) define two sentences as contradictory
when they are extremely unlikely to be true simul-
taneously. We thus define a contrastive claim as
one that is likely to be contradictory if made by
the speaker of the original claim. Our goal, then,
is to develop a method for generating contrastive
claims when explicit negation is not the best op-
tion. Generating claims in this way also has the
benefit of providing new content that can be used
for retrieving or generating supporting evidence.

In order to make progress towards generating
contrastive responses, we need large, high-quality
datasets that illustrate this phenomenon. We con-
struct a dataset of 1,083,520 contrastive comment
pairs drawn from Reddit using a predictive model
to filter out non-contrastive claims. Each pair con-
tains very similar, partially aligned text but the
responder has significantly modified the original
post. We use this dataset to model differences in
views and generate a new claim given an origi-
nal comment. The similarity within these pairs

1756



allows us to use them as distantly labeled con-
trastive word alignments. The word alignments
provide semantic information about which words
and phrases can be substituted in context in a co-
herent, meaningful way.

Our contributions1 are as follows:

1. Methods and data for contrastive claim iden-
tification to mine comment pairs from Red-
dit, resulting in a large, continuously grow-
ing dataset of 1,083,520 distant-labeled ex-
amples.

2. A crowd-labeled set of 2,625 comments each
paired with 5 new contrastive responses gen-
erated by additional annotators.

3. Models for generating contrastive claims us-
ing neural sequence models and constrained
decoding.

In the following sections, we describe the task
methodology and data collection and process-
ing. Next, we present neural models for con-
trastive claim generation and evaluate our work
and present an error analysis. We then discuss
related work in contrast/contradiction, argumenta-
tion, and generation before concluding.

2 Task Definition and Motivation

Previous work in claim generation (Bilu et al.,
2015) focused on explicit negation to provide op-
posing claims. While negation plays an important
role in argumentation (Apothloz et al., 1993), re-
searchers found that explicit negation may result
in incoherent responses (Bilu et al., 2015). Fur-
thermore, recent empirical studies have shown that
arguments that provide new content (Wachsmuth
et al., 2018) tend to be more effective. While new
concepts can be introduced in other ways by find-
ing semantically relevant content, we may find it
desirable to explicitly model contrast in order to
control the output of the model as part of a rhetor-
ical strategy, e.g. concessions (Musi, 2018). We
thus develop a model that generates a contrastive
claim given an input claim.

Contrastive claims may differ in more than just
viewpoint; they may also contain stylistic differ-
ences and paraphrases, among other aspects. We
thus propose to model contrastive claims by con-
trolling for context and maintaining the same text

1Data and code available at github.com/chridey/fixedthat

between pairs of contrastive claims except for the
contrastive word or phrase. Much of the previous
work in contrast and contradiction has examined
the relationship between words or sentences. In
order to understand when words and phrases are
contrastive in argumentation, we need to exam-
ine them in context. For example, consider the
claim Hillary Clinton should be president. A rea-
sonable contrastive claim might be Bernie Sanders
should be president. (rather than the explicit nega-
tion Hillary Clinton should not be president.) In
this context, Hillary Clinton and Bernie Sanders
are contrastive entities as they were both running
for president. However, for the claim Hillary Clin-
ton was the most accomplished Secretary of State
in recent memory. they would be unrelated. Con-
sider also that we could generate the claim Hillary
Clinton should be senator. This contrastive claim
is not coherent given the context. Generating a
contrastive claim then requires 1) identifying the
correct substitution span and 2) generating a re-
sponse with semantically relevant replacements.

While some contrastive claims are not coherent,
there are often multiple plausible responses, sim-
ilar to tasks such as dialogue generation. For ex-
ample, Donald Trump should be president is just
as appropriate as Bernie Sanders should be pres-
ident. We thus treat this as a dialogue generation
task where the goal is to generate a plausible re-
sponse given an input context.

3 Data

In order to model contrastive claims, we need
datasets that reflect this phenomenon.

3.1 Collection

We obtain training data by scraping the social
media site Reddit for comments containing the
acronym FTFY.2 FTFY is a common acronym
meaning “fixed that for you.”3 FTFY responses
(hereafter FTFY) are used to respond to another
comment by editing part of the “parent comment”
(hereafter parent). Most commonly, FTFY is used
for three categories of responses: 1) expressing
a contrastive claim (e.g. the parent is Bernie
Sanders for president and the FTFY is Hillary
Clinton should be president) which may be sarcas-
tic (e.g. Ted Cruz for president becomes Zodiac

2https://en.wiktionary.org/wiki/FTFY
3https://reddit.zendesk.com/hc/en-us/articles/205173295-

What-do-all-these-acronyms-mean
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killer for president) 2) making a joke (e.g. This
Python library really piques my interest vs. This
really *py*ques my interest), and 3) correcting a
typo (e.g. This peaks my interest vs. piques). In
Section 3.2, we describe how we identify category
1 (contrastive claims) for modeling.

To obtain historical Reddit data, we mined
comments from the site pushshift.io for Decem-
ber 2008 through October 2017. This results in
2,200,258 pairs from Reddit, where a pair consists
of a parent and an FTFY. We find that many of the
top occurring subreddits are ones where we would
expect strong opinions (/r/politics, /r/worldnews,
and /r/gaming).

3.2 Classification

To filter the data to only the type of response that
we are interested in, we annotated comment pairs
for contrastive claims and other types. We use
our definition of contrastive claims based on con-
tradiction, where both the parent and FTFY are
a claim and they are unlikely to be beliefs held
by the same speaker. A joke is a response that
does not meaningfully contrast with the parent
and commonly takes the form of a pun, rhyme,
or oronym. A correction is a response to a typo,
which may be a spelling or grammatical error.
Any other pair is labeled as “other,” including
pairs where the parent is not a claim.

In order to identify contrastive claims, we se-
lected a random subset of the Reddit data from
prior to September 2017 and annotated 1993 com-
ments. Annotators were native speakers of English
and the Inter-Annotator Agreement using Kripen-
dorff’s alpha was 0.72. Contrast occurs in slightly
more than half of the sampled cases (51.4%), with
jokes (23.0%) and corrections (21.2%) compris-
ing about one quarter each. We then train a bi-
nary classifier to predict contrastive claims, thus
enabling better quality data for the generation task.

To identify the sentence in the parent that the
FTFY responds to and derive features for classi-
fication, we use an edit distance metric to obtain
sentence and word alignments between the parent
comment and response. As the words in the par-
ent and response are mostly in the same order and
most FTFYs contain significant overlap with the
parent response, it is possible to find alignments by
moving a sliding window over the parent. A sam-
ple of 100 comments verifies that this approach
yields exact word alignments in 75 comments and

exact sentence alignments in 93.
Given these pairs of comments, we derive lin-

guistic and structural features for training a binary
classifier. For each pair of comments, we compute
features for the words in the entire comment span
and features from the aligned phrases span only
(as identified by edit distance). From the aligned
phrases we compute the character edit distance
and character Jaccard similarity (both normalized
by the number of characters) to attempt to cap-
ture jokes and typos (the similarity should be high
if the FTFY is inventing an oronym or correcting
a spelling error). From the entire comment, we
use the percentage of characters copied as a low
percentage may indicate a poor alignment and the
percentage of non-ASCII characters as many of
the jokes use emojis or upside-down text. In ad-
dition, we use features from GloVe (Pennington
et al., 2014) word embeddings4 for both the entire
comment and aligned phrases. We include the per-
centage of words in the embedding vocabulary for
both spans for both the parent and FTFY. The rea-
son for this feature is to identify infrequent words
which may be typos or jokes. We compute the
cosine similarity of the average word embeddings
between the parent and FTFY for both spans. Fi-
nally, we use average word embeddings for both
spans for both parent and FTFY.

As we want to model the generation of new
content, not explicit negation, we removed any
pairs where the difference was only “stop words.”
The set of stop words includes all the default stop
words in Spacy5 combined with expletives and
special tokens (we replaced all URLs and user-
names). We trained a logistic regression classifier
and evaluated using 4-fold cross-validation. We
compare to a character overlap baseline where any
examples with Jaccard similarity > 0.9 and edit
distance< 0.15 were classified as non-contrastive.
The goal of this baseline is to illustrate how much
of the non-contrastive data involves simple or non-
existent substitutions. Results are shown in Table
1. Our model obtains an F-score of 80.25 for an 8
point absolute improvement over the baseline.

3.3 Selection
After using the trained model to classify the re-
maining data, we have 1,083,797 Reddit pairs. We
set aside 10,307 pairs from October 1-20, 2017 for

4We found the 50-dimensional Wikipedia+Gigaword em-
beddings to be sufficient

5spacy.io
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Model Precision Recall F-score
Majority 51.4 100 67.5
Baseline 67.75 77.19 72.16
LR 74.22 87.60 80.25

Table 1: Results of Identifying Contastive Claims

development and October 21-30 for test (6,773),
with the remainder used for training. As we are
primarily working with sentences, the mean par-
ent length was 16.3 and FTFY length was 14.3.

The resulting test FTFYs are naturally occur-
ring and so do not suffer from annotation arti-
facts. At the same time, they are noisy and may
not reflect the desired phenomenon. Thus, we
also conducted an experiment on Amazon Me-
chanical Turk6 (AMT) to obtain additional gold
references, which are further required by metrics
such as BLEU (Papineni et al., 2002). We se-
lected 2,625 pairs from the 10 most frequent cat-
egories7 (see Table 2). These categories form a
three-level hierarchy for each subreddit and we
use the second-level, e.g. for /r/pokemongo the
categories are “Pokémon”, “Video Games”, and
“Gaming” so we use “Video Games.” Before par-
ticipating, each annotator was required to pass a
qualification test - five questions to gauge their
knowledge of that topic. For the movies category,
one question we asked was whether for the sen-
tence Steven Spielberg is the greatest director of
all time, we could instead use Stanley Kubrick or
Paul McCartney. If they passed this test, the an-
notators were then given the parent comment and
“keywords” (the subreddit and three category lev-
els) to provide additional context. We obtained
five new FTFYs for each parent and validated them
manually to remove obvious spam or trivial nega-
tion (e.g. “not” or “can’t”).

Category Count Category Count
Video Games 1062 Basketball 116
Politics 529 Soccer 99
Football 304 Movies 88
Television 194 Hockey 60
World News 130 Baseball 55

Table 2: Comments for Mechanical Turk

6We paid annotators the U.S. federal minimum wage and
the study was approved by an IRB.

7Obtained from the snoopsnoo.com API

4 Methods

Our goal of generating contrastive claims can be
broken down into two primary tasks: 1) identify-
ing the words in the original comment that should
be removed or replaced and 2) generating the ap-
propriate substitutions and any necessary context.
Initially, we thus experimented with a modular ap-
proach by tagging each word in the parent and
then using the model predictions to determine if
we should copy, delete, or replace a segment with
a new word or phrase. We tried the bi-directional
LSTM-CNN-CRF model of Ma and Hovy (2016)
and used our edit distance word alignments to
obtain labels for copying, deleting, or replacing.
However, we found this model performed slightly
above random predictions, and with error propa-
gation, the model is unlikely to produce fluent and
accurate output. Instead, we use an end-to-end ap-
proach using techniques from machine translation.

4.1 Model

We use neural sequence-to-sequence encoder-
decoder models (Sutskever et al., 2014) with at-
tention for our experiments. The tokens from the
parent are passed as input to a bi-directional GRU
(Cho et al., 2014) to obtain a sequence of encoder
hidden states hi. Our decoder is also a GRU,
which at time t generates a hidden state st from the
previous hidden state st−1 along with the input.
When training, the input xt is computed from the
previous word in the gold training data if we are
in “teacher forcing” mode (Williams and Zipser,
1989) and otherwise is the prediction made by the
model at the previous time step. When testing, we
also use the model predictions. The input word
wt may be augmented by additional features, as
discussed in Section 4.2. In the baseline scenario
xt = e(wt) where e is an embedding. The hidden
state st is then combined with a context vector h∗t ,
which is a weighted combination of the encoder
hidden states using an attention mechanism:

h∗t =
∑

i

αithi

To calculate αti, we use the attention of Luong et
al. (2015) as this encourages the model to select
features in the encoder hidden state which corre-
late with the decoder hidden state, which we want
because our input and output are similar. Our ex-
periments on the development data verified this,
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as Bahdanau attention (Bahdanau et al., 2015) per-
formed worse. Attention is then calculated as:

αit =
exp(hTi st)∑
s′ exp(h

T
s′st)

Finally, we make a prediction of a vocabulary
word w by using features from the context and de-
coder hidden state with a projection matrix W and
output vocabulary matrix V :

P (w) = softmax(V tanh(W [st;h
∗
t ] + bw) + bv)

We explored using a copy mechanism (See et al.,
2017) for word prediction but found it difficult to
prevent the model from copying the entire input.

4.2 Decoder Representation

Decoder Input: We evaluate two representations
of the target input: as a sequence of words and
as a sequence of edits. The sequence of words
approach is the standard encoder-decoder setup.
For the example parent Hillary Clinton for presi-
dent 2020 and FTFY Bernie Sanders for president
we would use the FTFY without modification.
Schmaltz et al. (2017) found success modeling er-
ror correction using sequence-to-sequence models
by representing the target input as a sequence of
edits. We apply a similar approach to our prob-
lem, generating a target sequence by following the
best path in the matrix created by the edit dis-
tance algorithm. The new target sequence is the
original parent interleaved with “DELETE-N to-
kens” that specify how many previous words to
delete, followed by the newly generated content.
For the same example, Hillary Clinton for pres-
ident 2020, the modified target sequence would
be Hillary Clinton DELETE-2 Bernie Sanders for
president 2020 DELETE-1.

Counter: Kikuchi et al. (2016) found that
by using an embedding for a length variable they
were able to control output length via a learned
mechanism. In our work, we compute a counter
variable which is initially set to the number of new
content words the model should generate. During
decoding, the counter is decremented if a word
is generated that is not in the source input (I) or
in the set of stop words (S) defined in Section
3.2. The model uses an embedding e(ct) for each
count, which is parameterized by a count embed-
ding matrix. The input to the decoder state in this
scenario is xt = e(wt, ct). At each time step, the

count is computed by:

c0 = |O \ (S ∪ I)| or desired count

ct+1 =

{
ct − 1, wt /∈ S ∪ I and ct > 0

ct, otherwise

where O is the set of gold output words in training.
For the parent comment Hillary Clinton for

president 2020 and FTFY Bernie Sanders for pres-
ident, the decoder input is presented, with the time
t in the first row of Table 3 and the inputs wt and
ct in the second and third rows, respectively. At
the start of decoding, the model expects to gener-
ate two new content words, which in this exam-
ple it generates immediately and decrements the
counter. When the counter reaches 0, it only gen-
erates stop or input words.

t 0 1 2 3 4
wt - Bernie Sanders for president
ct 2 1 0 0 0

Table 3: Example of Counter

Unlike the controlled-length scenario, at test
time we do not know the number of new content
words to generate. However, the count for most
FTFYs is between 1 and 5, inclusive, so we can ex-
haustively search this range during decoding. We
experimented with predicting the count but found
it to be inaccurate so we leave this for future work.

Subreddit Information: As the model often
needs to disambiguate polysemous words, addi-
tional context can be useful. Consider the par-
ent comment this is a strange bug. In a program-
ming subreddit, a sarcastic FTFY might be this is
a strange feature. However, in a Pokémon subred-
dit, an FTFY might be this is a strange dinosaur
in an argument over whether Armaldo is a bug or
a dinosaur. We thus include additional features to
be passed to the encoder at each time step, in the
form of an embedding g for each the three cat-
egory levels obtained in Section 3.3. These em-
beddings are concatenated to the input word wt at
each timestep, i.e. xt = e(wt, g

1
t , g

2
t , g

3
t ).

4.3 Objective Function
We use a negative log likelihood objective func-
tion LNLL = − log

∑
t∈1:T P (w

∗
t ), where w∗t is

the gold token at time t, normalized by each batch.
We also include an additional loss term that uses
the encoder hidden states to make a binary pre-
diction over the input for whether a token will be
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copied or inserted/deleted. For the example from
Section 4.2, the target for Hillary Clinton for pres-
ident 2020 would be 0 0 1 1 0. This encourages
the model to select features that indicate whether
the encoder input will be copied to the output. We
use a 2-layer multi-layer perceptron and a binary
cross-entropy loss LBCE . The joint loss is then:

L = LNLL + λLBCE

4.4 Decoding

We use beam search for generation, as this method
has proven effective for many neural language
generation tasks. For the settings of the model that
require a counter, we expand the beam by countm
so that for a beam size k we calculate k ∗m states.

Filtering: We optionally include a constrained
decoding mode where we filter the output based
on the counter; when ct > 1 the end-of-sentence
(EOS) score is set to −∞ and when ct = 0 the
score of any word w ∈ V \ (S ∪ I) is set to −∞.
The counter ct is decremented at every time step as
in Section 4.2. In other words, when the counter
is zero, we only allow the model to copy or gener-
ate stop words. When the counter is positive, we
prevent the model from ending the sentence before
it generates new content words and decrements the
counter. The constrained decoding is possible with
any combination of settings, with or without the
counter embedding.

4.5 Hyper-parameters and Optimization

We used Pytorch (Paszke et al., 2017) for all ex-
periments. We used 300-dimensional vectors for
the word embedding and GRU layers. The count
embedding dimension was set to 5 with m = 5
and k = 10 for decoding. The category embed-
ding dimensions were set to 5, 10, and 25 for each
of the non-subreddit categories. We also set λ = 1
for multi-task learning. We used the Adam op-
timizer (Kingma and Ba, 2015) with settings of
β1 = 0.9, β2 = 0.999, ε = 10−8 and a learning
rate of 10−3 decaying by γ = 0.1 every epoch.
We used dropout (Srivastava et al., 2014) on the
embeddings with a probability of 0.2 and teacher
forcing with 0.5. We used a batch size of 100 with
10 epochs, selecting the best model on the devel-
opment set based on perplexity. We set the mini-
mum frequency of a word in the vocabulary to 4.

5 Results

For training, development, and testing we use the
data described in Section 3.3. The test reference
data consists of the Reddit FTFYs and the FTFYs
generated from AMT. We evaluate our models us-
ing automated metrics and human judgments.

Automated metrics should reflect our joint goals
of 1) copying necessary context and 2) making ap-
propriate substitutions. To address point 1, we use
BLEU-4 as a measure of similarity between the
gold FTFY and the model output. As the FTFY
may contain significant overlap with the parent,
BLEU indicates how well the model copies the
appropriate context. As BLEU reflects mostly
span selection rather than the insertion of new con-
tent, we need alternative metrics to address point
2. However, addressing point 2 is more difficult
due to the variety of possible substitutions, in-
cluding named entities. For example, if the par-
ent comment is jaguars for the win! and the gold
FTFY is chiefs for the win! but the model pro-
duces cowboys for the win! (or any of 29 other
NFL teams), most metrics would judge this re-
sponse incorrectly even though it would be an ac-
ceptable response. Thus we present results using
both automated metrics and human evaluation. As
an approximation to address point 2, we attempt
to measure when the model is making changes
rather than just copying the input. To this end, we
present two additional metrics - novelty, a mea-
sure of whether novel content (non-stop word) to-
kens are generated relative to the parent comment,
and partial match, a measure of whether the novel
tokens in the gold FTFY match any of the novel
tokens in the generated FTFY. To provide a refer-
ence point, we find that the partial match between
two different gold FTFYs (Reddit and AMT) was
11.4% and BLEU was 47.28, which shows the dif-
ficulty of automatic evaluation. The scores are
lower than expected because the Reddit FTFYs are
noisy due to the process in Section 3.2. This also
justifies obtaining the AMT FTFYs.

Results are presented in Table 4. The baseline
is a sequence-to-sequence model with attention.
For other components, the counter embedding is
referred to as “COUNT,” the category/subreddit
embeddings as “SUB,” the sequence of edits as
“EDIT,” and the multi-task copy loss as “COPY.”
The models in the top half of the table use con-
strained decoding and those in the bottom half
are unconstrained, to show the learning capabil-
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Reddit AMT
Model Novelty BLEU-4 % Match BLEU-4 % Match

C
on

st
ra

in
ed

Baseline 79.88 18.81 4.67 40.14 10.06
COUNT 89.69 22.61 4.72 47.55 12.55
COUNT + SUB + COPY 90.45 23.13 4.83 50.05 14.92
EDIT 64.64 16.12 3.37 35.48 7.33
EDIT + COUNT + SUB + COPY 82.96 19.37 4.23 42.69 11.62

U
nc

on
st

ra
in

ed Baseline 3.34 7.31 0.73 25.83 0.68
COUNT 16.19 8.51 1.95 27.68 2.36
COUNT + SUB + COPY 16.26 9.62 1.93 31.23 3.81
EDIT 7.97 35.41 1.57 74.24 1.56
EDIT + COUNT + SUB + COPY 39.99 32.59 3.25 67.56 6.25

Table 4: Automatic Evaluation

ities of the models. For each model we com-
pute statistical significance with bootstrap resam-
pling (Koehn, 2004) for the constrained or uncon-
strained baseline as appropriate and we find the
COUNT and EDIT models to be significantly bet-
ter for constrained and unconstrained decoding,
respectively (p < 0.005).

Under constrained decoding, we see that the
“COUNT + SUB + COPY” model performs the
best in all metrics, although most of the perfor-
mance can be attributed to the count embedding.
When we allow the model to determine its own
output, we find that “EDIT + COUNT” performs
the best. In particular, this model does well at un-
derstanding which part of the context to select, and
even does better than other unconstrained models
at selecting appropriate substitutions. However,
when we combine this model with constrained de-
coding, the improvement is smaller than for the
other settings. We suspect that because the EDIT
model often needs to generate a DELETE-N token
before a new response, these longer-term depen-
dencies are hard to capture with constrained de-
coding but easier if included in training.

We also conducted a human evaluation of the
model output on the same subset of 2,625 exam-
ples described in Section 3.3. We performed an
additional experiment on AMT where we asked
annotators to rate responses on fluency, coherence,
and contrast. Fluency is a measure of the qual-
ity of the grammar and syntax and the likelihood
that a native English speaker would utter that state-
ment. Coherence is a measure of whether the
response makes sense, is semantically meaning-
ful, and would be usable as a response to a claim.
Contrast is a measure of how much the response

contradicts the original comment. We specified
that if the response is different but does not pro-
vide a contrasting view it should receive a low rat-
ing. Previous work (Bilu et al., 2015) used flu-
ency, clarity/usability (which we combine into co-
herence), and opposition (where we use contrast).

Model Fluency Coherence Contrast
Gold 4.34 4.26 3.01
Baseline 3.49 3.19 1.94
Constrained 3.46 3.32 2.53
Best 3.52 3.46 2.87

Table 5: Human Evaluation

We used a Likert scale where 5 is strongly agree
and 1 is strongly disagree. We used the same data
and qualification test from Section 3.3 for each
category and used three annotators per example.
We asked annotators to judge 4 different pairs: 3
model outputs and the gold Reddit8 FTFYs for
comparison. We include the baseline, the base-
line with constrained decoding, and the best con-
strained model (“COUNT + SUB + COPY”) ac-
cording to BLEU and partial match. We verified
that the annotators understood how to rate con-
trast by examining the distribution of responses:
the annotators selected option 3 (neither) 15% of
the time and preferred to select either extreme, 5
(21%) or 1 (27%). Results are presented in Table
5, showing a clear preference for the best model.
Note the degradation in fluency for the constrained
baseline, as the model is prevented from generat-
ing the EOS token and may repeat tokens up to the

8We did not evaluate the AMT FTFYs as these were gen-
erated by the same pool of annotators.
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Parent: ah yes the wonders of the free market
Model: ah yes the wonders of government in-
tervention
Parent: i know that this is an unofficial mod
, but xp is the best os for this machine
Model: linux is the best os for this machine
Parent: that ’s why it ’s important to get all
your propaganda from infowars and brietbart
Model: propaganda from fox news outlets

Table 6: Model Output

maximum length.

6 Qualitative Analysis

We provide three examples of the model output in
Table 6 with the first and third from the News and
Politics category, demonstrating how the model
handles different types of input. In the first ex-
ample, the contrast is between allowing markets
to regulate themselves versus an increased role of
government. In the second example, the contra-
diction is due to the choice of operating system.
In the third (invalid) example, the model responds
to a sarcastic claim with another right-wing news
organization; this response is not a contradiction
since it is plausible the original speaker would also
utter this statement.

6.1 Error Analysis
We conduct an error analysis by selecting 100 re-
sponses where the model did not partially match
any of the 6 gold responses and we found 6 main
types of errors. One error is the model identify-
ing an incorrect substitution span while the hu-
man responses all selected a different span to re-
place. We noticed that this occurred 5 times and
may require world knowledge to understand which
tokens to select. For example, in response to the
claim Hillary Clinton could have been president if
not for robots, the model generates Donald Trump
in place of Hillary Clinton, whereas the gold re-
sponses generate humans / votes / Trump’s tweets
in place of robots. Another type of error is when
the responses are not coherent with the parent and
the language model instead determines the token
selection based on the most recent context (11
cases). For example, given the claim bb-8 gets a
girlfriend and poe still does n’t have a girlf :’) the
Reddit FTFY has boyf instead of girlf whereas the
model generates ... and poe still does n’t have a

clue what i ’m talking about . We also found ex-
amples where the model chose poorly due to un-
filtered jokes or errors in the training data (12 in
total). In 15 cases, due to the constrained decod-
ing the model repeated a word until the maximum
length or appended an incoherent phrase. For the
most common error, the model made a substitu-
tion that was not contrasting as in Table 6 (19
examples). Finally, we found 38 of the samples
were valid responses, but did not match the gold,
indicating the difficulty of automatic evaluation.
For example, in response to the claim Nintendo is
the only company that puts customers over profits,
the model replaces Nintendo with Rockstar (both
video game companies) while the gold FTFYs had
other video game companies.

7 Related Work

Understanding contrast and contradiction is key
to argumentation as it requires an understand-
ing of differing points-of-view. Recent work ex-
amined the negation of claims via explicit nega-
tion (Bilu et al., 2015). Other work investigated
the detection of different points-of-view in opin-
ionated text (Al Khatib et al., 2012; Paul et al.,
2010). Wachsmuth et al. (2017; 2018) retrieved
arguments for and against a particular stance us-
ing online debate forums. In non-argumentative
text, researchers predicted contradictions for types
such as negation, antonyms, phrasal, or structural
(de Marneffe et al., 2008) or those that can be
expressed with functional relations (Ritter et al.,
2008). Other researchers have incorporated en-
tailment models (Kloetzer et al., 2013) or crowd-
sourcing methods (Takabatake et al., 2015). Con-
tradiction has also become a part of the natural lan-
guage inference (NLI) paradigm, with datasets la-
beling contradiction, entailment, or neutral (Bow-
man et al., 2015a; Williams et al., 2018). The
increase in resources with contrast and contradic-
tion has resulted in new representations with con-
trastive meaning (Chen et al., 2015; Nguyen et al.,
2016; Vulić, 2018; Conneau et al., 2017). Most
of this work has focused on identifying contrast or
contradiction while we aim to generate contrast.
Furthermore, while contradiction and contrast are
present in these corpora, we obtain distant-labeled
alignments for contrast at the word and phrase
level. Our dataset also includes contrastive con-
cepts and entities while other corpora primarily
contain antonyms and explicit negation.
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Contrast also appears in the study of stance,
where the opinion towards a target may vary. The
SemEval 2016 Stance Detection for Twitter task
(Mohammad et al., 2016) involved predicting if a
tweet favors a target entity. The Interpretable Se-
mantic Similarity task (Agirre et al., 2016) called
to identify semantic relation types (including op-
position) between headlines or captions. Target-
specific stance prediction in debates is addressed
by Hasan and Ng (2014) and Walker et al. (2012).
Fact checking can be viewed as stance toward an
event, resulting in research on social media (Lend-
vai and Reichel, 2016; Mihaylova et al., 2018),
politician statements (Vlachos and Riedel, 2014),
news articles (Pomerleau and Rao, 2017), and
Wikipedia (Thorne et al., 2018).

In computational argumentation mining, iden-
tifying claims and other argumentative compo-
nents is a well-studied task (Stab and Gurevych,
2014). Daxenberger et al. (2017) and Schulz et al.
(2018) developed approaches to detect claims
across across diverse claim detection datasets. Re-
cently, a shared task was developed for argument
reasoning comprehension (Habernal et al., 2018).
The best system (Choi and Lee, 2018) used models
pre-trained on NLI data (Bowman et al., 2015b),
which contains contradictions. While this work
is concerned with identification of argumentative
components, we propose to generate new claims.

In the field of argument generation, Wang and
Ling (2016) train neural abstractive summarizers
for opinions and arguments. Additional work in-
volved generating opinions given a product rating
(Wang and Zhang, 2017). Bilu and Slonim (2016)
combine topics and predicates via a template-
based classifier. This work involves the genera-
tion of claims but in relation to a topic. Other
researchers generated political counter-arguments
supported by external evidence (Hua and Wang,
2018) and generating argumentative dialogue by
maximizing mutual information (Le et al., 2018).
This research considers end-to-end argument gen-
eration, which may not be coherent, whereas we
focus specifically on contrastive claims.

8 Conclusion

We presented a new source of over 1 million con-
trastive claim pairs that can be mined from social
media sites such as Reddit. We provided an anal-
ysis and models to filter noisy training data from
49% down to 25%. We created neural models for

generating contrastive claims and obtained signif-
icant improvement in automated metrics and hu-
man evaluations for Reddit and AMT test data.

Our goal is to incorporate this model into an ar-
gumentative dialogue system. In addition to gen-
erating claims with a contrasting view, we can
also retrieve supporting evidence for the newly-
generated claims. Additionally, we plan to exper-
iment with using our model to improve claim de-
tection (Daxenberger et al., 2017) and stance pre-
diction (Bar-Haim et al., 2017). Our model could
be used to generate artificial data to enhance clas-
sification performance on these tasks.

To improve our model, we plan to experiment
with retrieval-based approaches to handle low-
frequency terms and named entities, as sequence-
to-sequence models are likely to have trouble in
this environment. One possibility is to incorpo-
rate external knowledge with entity linking over
Wikipedia articles to find semantically-relevant
substitutions.

Another way to improve the model is by intro-
ducing controllable generation. One aspect of con-
trollability is intention; our model produces con-
trastive claims without understanding the view of
the original claim. Category embeddings partially
address this issue (some labels are “Liberal” or
“Conservative”), but labels are not available for
all views. Going forward, we hope to classify the
viewpoint of the original claim and then generate a
claim with a desired orientation. Furthermore, we
hope to improve on the generation task by identi-
fying the types of claims we encounter. For exam-
ple, we may want to change the target of the claims
in some claims but in others change the polarity.

We also plan to improve the dataset by improv-
ing our models for contrastive pair prediction to
reduce noise. Finally, we hope that this dataset
proves useful for related tasks such as textual
entailment (providing examples of contradiction)
and argument comprehension (providing counter-
examples of arguments) or even unrelated tasks
like humor or error correction.
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Abstract

Deception often takes place during everyday
conversations, yet conversational dialogues re-
main largely unexplored by current work on
automatic deception detection. In this pa-
per, we address the task of detecting mul-
timodal deceptive cues during conversational
dialogues. We introduce a multimodal dataset
containing deceptive conversations between
participants playing The Tonight Show Star-
ring Jimmy Fallon R© Box of Lies game, in
which they try to guess whether an object de-
scription provided by their opponent is decep-
tive or not. We conduct annotations of mul-
timodal communication behaviors, including
facial and linguistic behaviors, and derive sev-
eral learning features based on these annota-
tions. Initial classification experiments show
promising results, performing well above both
a random and a human baseline, and reaching
up to 69% accuracy in distinguishing decep-
tive and truthful behaviors.

1 Introduction

Deception occurs often during dialogues, but un-
til now this setting has received little attention
from the research community (Tsunomori et al.,
2015). In this paper, we explore verbal, non-
verbal, and conversational dialog cues between
contestants playing the Box of Lies game in The
Tonight Show Starring Jimmy Fallon R© tv show. In
the game, participants try to guess whether an ob-
ject description provided by their opponent is de-
ceptive or not. The game scenario provides a rich
environment where we can explore several aspects
of deceptive behavior occurring during conversa-
tions. First, it allows us to study conversational
deception in the presence of multiple modalities
such as verbal and non-verbal behaviors. Second,
it provides observable assessments of participant’s
honesty, which is usually an important challenge

during deception research. Third, since partici-
pants experience the pressure to win the game in
front of a big audience, it presumably presents an
environment with high stakes.1

Recent work on multimodal deception detection
has already shown the importance of verbal and
non-verbal behaviors during the automatic iden-
tification of deceit (Abouelenien et al., 2017a).
Following this line of work, our main contribu-
tion consists of investigating whether such modal-
ities can also be leveraged to predict deception
in a conversational dialog as well as exploring
whether the dialogue setting adds meaningful in-
formation to the other modalities to potentially in-
crease the classification performance. Based on
earlier work (Perez-Rosas et al., 2014; Mihalcea
et al., 2013), we hypothesize that (1) including
dialogue features in addition to other multimodal
features (language and facial expressions) while
training a classifier increases the prediction perfor-
mance; (2) automatic classification of truthful and
deceptive behavior is better than random guess-
ing (50% for equal class sizes); and (3) automatic
classification of truthful and deceptive responses
is more accurate than human judgments (based on
performance of participants in the dataset).

To address these hypotheses, we first generate
a dataset containing verbal and non-verbal anno-
tations of deceptive and truthful interactions be-
tween the game participants. Next, we derive lin-
guistic, visual, and dialog cues based on our anno-
tations for the verbal and non-verbal components
of the dataset. The features are then used to con-
duct several learning experiments under different
scenarios that attempt to distinguish between de-
ceptive and truthful utterances either by focusing
on the statements generated by one participant at a
time (the game’s host or the guest), or by address-

1To our knowledge, these conversations are not scripted.
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ing them all together.
Our initial experiments show that language,

as well as behavioral and dialog features, carry
meaningful information. Moreover, the automatic
classification of deception can be performed with
an accuracy that is better than random guessing
and ourperforms human judgments.

2 Related Work

To tackle the problem of reliably detecting decep-
tion, researchers have applied various forms of
automated deception detection methods that rely
on machine learning approaches, which are able
to incorporate a variety of behavioral cues from
text, audiovisual or physiological data sources (Ott
et al., 2011; Fornaciari and Poesio, 2013; Mihalcea
and Strapparava, 2009; Abouelenien et al., 2016).

Many studies focused on text-based classifica-
tion, detecting false online reviews (Ott et al.,
2013) or deceptive transcribed statements from
court hearings (Fornaciari and Poesio, 2013).
Other studies utilized visual cues such as facial ex-
pressions or other body movements to detect de-
ception (Meservy et al., 2005). These methods
already show success in identifying deceptive be-
havior using individual modalities. In addition, re-
cent approaches, which combine multiple modali-
ties are able to further boost classification perfor-
mances (Abouelenien et al., 2017b; Perez-Rosas
et al., 2015).

However, multimodal approaches have not uti-
lized the dialogue dimension in combination with
other modalities as of yet. The dialogue dimension
captures the interaction between two individuals
and how they react to each other. One previous
study investigated such an interaction, in which
the researchers examined question types and their
behavioral effect on participants (Tsunomori et al.,
2015). Findings of the study showed that specific
questions led to more salient deceptive behavior
patterns in participants. This increase in feature
salience resulted in better deception detection per-
formances.

The interaction between two individuals in de-
ceptive conversations was also investigated by
Hancock et al. (2004), who examined deception
at the linguistic level. Participants, who were un-
aware of receiving a deceptive message, produced
more words, sense terms and asked more ques-
tions as compared to when they received a truthful
message. In a similar setting, in which two partici-

pants engaged in a question-response task, Levitan
et al. (2018) examined linguistic, gender and na-
tive language differences. They found significant
variations in these features for truthful and decep-
tive responses. The experimenters utilized these
variations in an automated classification task and
reached up to 72% accuracy.

These studies show that a focus on the linguis-
tic level and the interaction between individuals
can have a beneficial effect on detecting deceit.
Other studies examined non-verbal behavior. In
an experiment, Sen et al. (2018) video-recorded
conversations between participants in an interro-
gation game and examined participant’s facial ex-
pressions. The results showed that interrogators
exhibited different facial expressions when they
were lied to as opposed to when they were told
the truth. In a different approach, Yu et al. (2015)
observed head movements and facial expressions
between two individuals. The authors established
normalized non-verbal patterns, which enabled
them to capture interactional synchrony. This al-
lowed them to successfully discriminate between
truths and lies in the experiment.

Overall, this previous research demonstrates
that capturing verbal or non-verbal interactions
can convey meaningful information about deceit,
which can be leveraged for multimodal deception
detection.

3 Dataset of Deceptive Conversations

To explore the role played by conversation dynam-
ics in deceptive behaviors, we collected conversa-
tions where participants acted deceptively. Specif-
ically, we opted for identifying public sources
where the veracity or falsehood of conversation
participants is known.

In the game show Box of Lies, which is part of
the late-night talk show The Tonight Show Star-
ring Jimmy Fallon, these labels are known. The
host (Jimmy Fallon) and his guest play the game
Box of Lies, where participants take turns to play
the game. During the game, when is their turn, the
participants pick a box (from among nine avail-
able boxes) that contains an object they have to
describe to their opponent. The object is hidden
from the opponent through a separation wall be-
tween the two contestants. Participants sit oppo-
site to each other and see their upper body and face
through a cut hole in the separation wall. The op-
ponent must guess if the provided description is
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truthful or not. The participant with the best of
three guesses wins the game.

This setup allows us to observe verbal and non-
verbal behavior exhibited by the participants dur-
ing the dialogue interaction. In order to better
capture multimodal behavioral cues of deception
throughout the conversation, we decided to con-
duct annotations at utterance-level. We thus built
a rich multimodal dataset containing verbal and
non-verbal annotations for 1049 utterances, which
is used in the experiments reported in this paper.
The data collection and annotation process are de-
scribed below.

3.1 Data Collection

We search for publicly available Box of Lies
videos on the YouTube platform.2 We collected
25 videos that are currently available in the show
video-feed. The full set consists of 2 hours and 24
minutes of video. The average length of a video
is six minutes and contains around three rounds of
the game (this varies depending on the score and
on whether additional time was available for extra
rounds). Each video features a different guest and
Jimmy Fallon, resulting in 26 unique participants,
with 6 of them being males and 20 females.

3.2 Annotation of Multimodal
Communication Behaviors

To capture the non-verbal behavior of the partici-
pants, each video is initially segmented based on
the conversation turn-taking and annotated with
the help of the ELAN software (Wittenburg et al.,
2006). ELAN provides a multimodal annotation
platform on which audiovisual recordings are an-
notated in a multi-level tier structure. In our case,
we defined the following structure to annotate both
types of behavior: host verbal, host non-verbal,
guest verbal, and guest non-verbal.

3.2.1 Non-verbal Behaviors
To annotate facial and communication behaviors,
we use MUMIN, a multimodal coding scheme that
is used to study gestures and facial displays in
interpersonal communication with a focus on the
role played by multimodal expressions for feed-
back, turn management, and sequencing (Allwood

2The videos are originally produced by NBC and re-
trieved from Youtube. We consider that using YouTube
videos for research purposes falls under the ”fair use” clause,
which is stated on: https://www.youtube.com/
intl/en-GB/yt/about/copyright/fair-use/

et al., 2005). Given the nature of the video-
conversations being depicted in our dataset, which
show the face and upper bodies of the participants
and their interaction, we focus our annotations on
facial and conversational behavior. These choices
are motivated by previous research showing that
different expressions for truthful and deceptive be-
haviors are present (DePaulo et al., 2003) in the
eyes and mouth regions, as well as studies on the
role of conversational involvement in deceptive in-
teractions (Burgoon et al., 1999).
Facial behaviors. We annotate the categories for
visual cues and behaviors of eyebrows, eyes, gaze,
mouth-openness, mouth-lips, head, and the gen-
eral face. Each of the categories takes on one of
several mutually exclusive behavior values. Ta-
ble 1 shows the frequencies of all facial expres-
sions included in this set. In the table, we ob-
serve a slightly unequal representation of behav-
ioral categories (e.g., head movements are ob-
served more often than other facial expressions).
This is mainly attributed to camera angle changes
during the videos causing participant’s faces to be
only partly or not visible, thus restricting the be-
havioral coding. The annotated values reflect the
most dominant observed behavior in that time seg-
ment of the video.

Two annotators coded the videos, and after the
first three videos, the inter-annotator agreement
was measured by calculating the Kappa score, to
ensure accurate coding. If the agreement was be-
low Kappa (weighted) = 0.45 in any category, this
category was discussed to identify and reconcile
differences in the coding strategy. The annotators
re-coded the videos individually and compared
them again. This process was repeated until the
desired agreement was reached (above .40 for each
category). In most cases, we repeated the process
only twice, except for the “feedback receiving”
and “feedback eliciting” categories which were
discussed three times. Table 2 shows the final
Kappa score for each category.

3.2.2 Speaker’s Veracity
In the full video set, participants play 68 rounds
(29 truthful and 39 deceptive). Occasionally, de-
ceptive rounds also contain truthful statements,
in which contestants describe parts of the object
truthfully, but other parts deceptively, turning the
overall description into a lie. For example, a con-
testant might say: “I have before me, a green lob-
ster on a plate.” In truth, the object is a red lob-
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Label Count
General face

Smile 411
Neutral 342
Other 100
Laughter 83
Scowl 42

Eyebrows
Neutral/Normal 531
Raising 320
Frowning 76
Other 39

Mouth-Lips
Retracted 279
Neutral 267
Corners up 261
Other 102
Protruded 46
Corners down 21

Label Count
Head

Neutral/still 320
Waggle 292
Side-turn 242
Single Nod (Down) 165
Move Forward 153
Repeated Nods (Down) 122
Move Backward 117
Single Tilt (Sideways) 115
Single Jerk (Backwards Up) 78
Shake (repeated) 75
Repeated Tilts (Sideways) 18
Other 15
Single Slow Backwards Up 10
Repeated Jerks (Backwards Up) 7

Label Count
Mouth-Openness

Open mouth 763
Closed mouth 212
Other 3

Gaze
Towards interlocutor 674
Towards object 148
Down 37
Towards audience 36
Sideways 35
Other 34

Eyes
Neutral/Open 465
Closing-repeated 203
Closing-both 166
Other 121
Exaggerated Opening 8
Closing-one 4

Table 1: Frequency counts for participants’ face, head and mouth annotations.

Figure 1: Sample screenshots of truthful and deceptive behavior from the original videoclips; left-top (truth-
ful) : Eyebrows-raising, Eyes-open; left-bottom (truthful): Eyebrows-neutral, Eyes-open; right-top (deceptive):
Eyebrows-frowning, Eyes-closing (both); right-bottom (deceptive): Eyebrows-raising, Eyes-closing (both).

ster on a plate. The description contains truthful
and deceptive aspects, but it is considered to be
a deceptive round since the main purpose of the
statement is to deceive. This fine-grained distinc-
tion is captured during the annotation of behav-
iors, described below, which allows us to obtain
more precise veracity labels of the behavior. In
our example, the behavior associated with the de-
scription ”green” is labeled as deceptive, whereas
all the other behaviors are labeled as being truth-
ful.

To enable this annotation, we further process
our initial turn-by-turn segmentation to obtain
spoken segments by either of the participants. We
then code the veracity (i.e., truthful or deceptive)

for each verbal statement of the participants. Dur-
ing the veracity coding, we assume that the behav-
ior is always deceptive unless the verbal descrip-
tion indicates otherwise (i.e., accurate description
of the object), as the general goal of each partic-
ipant is to deceive their opponent. The final dis-
tribution of these annotations is 862 utterances la-
beled as deceptive, and 187 as truthful. Figure 1
shows examples of truthful and deceptive behav-
iors in the dataset.

3.3 Transcriptions

In order to include linguistic features in our analy-
ses, we first transcribe the participants’ conversa-
tions. To obtain transcriptions, we first extract the
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Kappa
Category Host Guest

General Face 0.75 0.70
Eyebrows 0.51 0.70
Eyes 0.56 0.92
Gaze 0.45 0.74
Mouth-Openness 0.64 0.47
Mouth-Lips 0.79 0.53
Head 0.60 0.55
Feedback receiving 0.47 0.72
Feedback eliciting 0.73 0.46
Average 0.61 0.64

Table 2: Inter-annotator agreement

Truthful Deceptive Total
Host 749 4211 4960
Guests 748 2496 3244
Total 1497 6707 8204

Table 3: Distribution of words for all transcriptions

audio of the corresponding video clip and slice it
based on the verbal annotation time-stamps. For
this task, we use Pympi (Lubbers and Torreira,
2013) and Ffmpy (Developers, 2016). We tran-
scribe the resulting audio clips using Amazon Me-
chanical Turk (AMT), a crowd-sourcing platform.
We notice that some of the clips include brief in-
terruptions among speakers, thus we ask the AMT
workers to transcribe only the speech of the main
speaker in the audio clip. After we collect all tran-
scriptions, we proofread them to avoid mistakes
such as double transcriptions and remove addi-
tional characters or descriptions (e.g. “person 1”,
clapping, [pause]). The final distribution of all the
words from the transcriptions is shown in Table
3. Example utterances of truthful and deceptive
statements are displayed in Table 4.

4 Methodology

Gathering data from different modalities creates
the need to combine them into a coherent fea-
ture set, which can be utilized by machine learn-
ing classifiers. The following subsections describe
how we generate features based on our annota-
tions for the verbal and non-verbal behavior com-
ponents of the dataset. These features are then
used to train and test the classifiers in our exper-
iments.

4.1 Linguistic Features
We derive various linguistic features from the tran-
scriptions of the participants’ speech, which in-
clude: unigrams, psycholinguistic features, part of
speech features, and word embedding features.

Unigrams. These features are created with bag-
of-words representations of all transcriptions from
the guests and the host. The unigrams are repre-
sented using their frequencies.
Psycholinguistic Features. These features are
created with the help of the Linguistic Inquiry and
Word count Lexicon (Version 2015) (Pennebaker
et al., 2007). They represent 80 different classes of
words, which can be attributed to different psycho-
logical dimensions. The features display the fre-
quencies of occurrences of classes, derived from
the occurrences of words, attributed to each class.
The lexicon has been successfully used in previous
work for automatic deception detection (Ott et al.,
2013; Mihalcea et al., 2013).
Part of Speech tags (PoS). These features are cre-
ated by obtaining PoS-tagging of transcripts. They
capture the grammatical and syntactical structure
of the utterances of the transcriptions (e.g., noun,
verb, adjective). Features display the distribution
of these categories in percentage for each utter-
ance.
Word Embeddings. These features are obtained
using Word2Vec by creating vector representa-
tions of the words in the transcriptions. By train-
ing word representations based on other words oc-
curring in the same context, these features capture
similarities of words next to each other and in con-
text. Together, all words are represented in a vec-
tor space in which similar words lay closer to each
other as compared to dissimilar words.

4.2 Non-verbal Behavioral Features

These features are generated from the non-verbal
behaviors described in Section 3.2 and represented
as percentages. Specifically, the different behav-
ioral values for a category (e.g., Head) in a verbal
utterance are counted and represented as percent-
ages. For example, a verbal utterance might last
for one minute and during that time head move-
ments might take several different values, such as
side-turn (20 sec.), shake (30 sec.), and single nod
(10 sec.). These times are transformed into per-
centages and the category head then consist of
33.33% side-turn, 50% shake, and 16.67% single
nod during the one-minute utterance. In this man-
ner, each facial area designates its percentage rep-
resentation of behavioral values, which add up to
100%. In case a behavior cannot be fully attributed
to one of the possible actions through the verbal
statement, left-over percentages are assigned to
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Participant Truthful Deceptive
Host ”In a, no. In a costume and also inside the box, a bunch

of Hershey kisses.”
”Ever heard of a boy band called Backstreet Boys?”

Guest ”Ok, it is, um, a rubiks cube inside jello.” ”Okey. Its a toaster oven. Ohhh ha ha ha ha”

Table 4: Examples of utterances from the transcriptions

none, representing the lack of occurrence of a be-
havioral action in its category. This transformation
is performed for all seven different facial areas we
have annotated, including General Facial Expres-
sions, Eyebrows, Eyes, Gaze, Mouth-Openness,
Mouth-Lips, and Head.

Our non-verbal behavior feature set thus con-
sists of all the facial expressions or head move-
ments expressed as the percentage of times they
occur during a speaker’s utterance. Possible at-
tributes for each of the seven categories can be
found in Table 1.

4.3 Dialogue Features

We derive dialogue-based features by exploring
verbal and non-verbal aspects of the interaction
between participants that are related to deceptive
behavior. The features attempt to capture decep-
tion cues the speaker’s exhibited during their con-
versation prior to the current utterance. These fea-
tures are obtained as follows:
Deception Changes. These features include the
count of truthful and deceptive utterances up to the
current utterance. We also aggregate the counts of
deceptive and truthful utterances to represent the
participation of the speaker during the conversa-
tion.
Non-verbal Changes. These features capture how
facial displays differ between consequent utter-
ances. We calculate these features by subtracting
the numeric vectors representing the non-verbal
behavior during the current utterance from the pre-
vious utterance.

4.4 Data Alignment

In order to attribute the corresponding non-verbal
behaviors to verbal utterances for later classifica-
tion tasks, each behavior receives a veracity label
(truthful or deceptive) individually. The veracity
label that overlaps with a behavior for more than
50% of its span, it is associated with that behavior.
The overlap is determined by comparing the time
stamp of the behavior and the veracity annotation,
which are obtained from the ELAN files. Table 5
displays the distribution of these feature sets.

Participant Lies Truths All
Guests 394 101 495
Host 468 85 553
All 862 187 1048

Table 5: Class distribution for host and guest features

5 Human Performance

In order to evaluate the automated methods and
compare them to human performance, we estab-
lish a human baseline, representing how well hu-
mans guess deceptive and truthful behavior cor-
rectly. Since the game show Box of Lies is already
set up in a way that participants have to guess if
their opponent is lying or telling the truth, their
performance serves as a baseline.

Thus, we use their assessments to obtain a con-
fusion matrix showing their correct and incorrect
guesses. We calculate their performance in terms
of accuracy, which reflects the proportion of cor-
rectly categorized descriptions of all object de-
scriptions; precision, which reflects the proportion
of correctly identified descriptions in one classi-
fied category; recall, which reflects the propor-
tion of correctly identified descriptions out of all
the object descriptions truly belonging to that cat-
egory; and f1-score, which reflects the weighted
average of precision and recall in that category.

Human performance is shown in Table 6. Since
participants tell 39 deceptive and 29 truthful de-
scriptions in total, the distribution is slightly un-
even, resulting in a baseline of 0.57 in detecting a
lie. Considering this, participants and the overall
accuracy is almost equal to the accuracy of ran-
dom guessing. This supports earlier findings that
humans are almost only as good as chance (Bond
and DePaulo, 2006).

Results for each class (detecting truthful or de-
ceptive descriptions) show that participants are
better at detecting truthful descriptions. This could
be based on the truth bias, which describes the
phenomenon according to which people generally
tend to believe others (Levine et al., 1999).
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Lie Truth
Acc. P R F P R F

Guests 55% 0.67 0.26 0.38 0.51 0.86 0.64
Host 58% 0.17 0.17 0.17 0.72 0.72 0.72
All 56% 0.47 0.24 0.32 0.58 0.79 0.67

Table 6: Human performances in the game ”Box of
Lies”; Acc. = Accuracy; P = Precision; R = Recall;
F = F1; Baseline (detecting a lie) = 0.57

6 Experiments

During our experiments, we use a Random Forest
classifier. We perform all the classification exper-
iments with the python package Scikit-learn (Pe-
dregosa et al., 2011) using the standard settings for
the model parameters. All classifiers are evaluated
using five-fold cross-validation. During our exper-
iments we focus on three scenarios:
(1) How well can we distinguish between truth-
ful and deceptive utterances in the dataset? In
this scenario, we explore whether the different fea-
tures we propose can capture differences between
truthful and deceptive behavior, regardless of the
speaker. Note that in this scenario, a significant
fraction of the data comes from the same speaker
(host).
(2) How well can we distinguish between truthful
and deceptive behaviors elicited by the guests? In
this experiment, we consider the subset of decep-
tive and truthful utterances produced by the guests
in our dataset. Again, we test our different feature
sets in the prediction of truthful and deceptive be-
havior, but this time we focus on learning decep-
tive patterns from several individuals, which might
exhibit different verbal and non-verbal behaviors.
(3) How well can we distinguish between truth-
ful and deceptive behaviors exhibited by the host?
In this scenario, we explore whether the availabil-
ity of data by the same individual can help to im-
prove the detection of deceptive behavior. In other
words, this experiment builds personalized decep-
tion models for the host using the different sets of
features representing verbal and non-verbal behav-
ior.

For each scenario, we test classifiers with fea-
tures derived from the different verbal and non-
verbal modalities as well as features that represent
the interaction between participants (described in
Sections 4.1, 4.2 and 4.3). We test the predictive
power of each feature set individually and we also
build joint models that combine all feature sets.
The classifiers performance is evaluated in terms

of accuracy, precision, recall, and f1-score.
An important challenge during the experiments

is that the nature of our dataset leads to a high
unbalance between the truthful and deceptive
classes, as shown in Table 5. During our ex-
periments, the imbalance of the data is tackled
by applying down-sampling to the deceptive class
(Oliphant, 2006). This ensures an equal distri-
bution of each label and results in a baseline of
0.50 in all scenarios. The results for verbal, non-
verbal, dialog features, and their combination for
each scenario are shown in Table 7.

Overall, our experiments show the benefit of
combining multiple sources of information on this
task, with accuracies well above the baseline and
a noticeable accuracy improvement when using all
feature sets.

7 Discussion

The different classification performances show
that adding information from several modalities
helps to increase the accuracy of the detection
system. Not surprisingly, the linguistic modality
shows the best performance among single modal-
ities (Scenarios 1 and 2). More interestingly, the
non-verbal modality is the second best indicator
of deception, despite a significant amount of facial
occlusions present in our dataset.3 Furthermore,
this finding is in line with other work on multi-
modal deception detection also showing that ges-
tures are a reliable indicator of deception (Perez-
Rosas et al., 2015).

In addition, we generate learning curves for
each modality in scenario 1 (figure 2). The curves
show that when training with 50 - 60% of the data,
the classifier starts to improve upon the (guessing)
baseline. The ascending trend does not seem to
level off, even with the entire dataset, indicating
that the classifier might benefit from more data.

Our experiment on exploring the classification
of deceptive behaviors from the host (scenario 3)
also lead to interesting insights. First, the lin-
guistic modality is the weakest since it obtained
the lowest performance in both classes. As the
difference in f-score values shows, the host does
not appear to use significantly different language
while telling lies or truths, at least not at the lexi-
cal and semantic level, as captured by our linguis-
tic features. Second, his non-verbal behavior does

3Facial occlusions are mainly attributed to changes in
camera angles occurring during the videos
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Lie Truth
Scenario Features Acc. P R F P R F

(1) General truths and lies
Linguistic 62% 0.61 0.67 0.64 0.63 0.57 0.6
Dialog 54% 0.54 0.56 0.55 0.54 0.52 0.53
Non-verbal 61% 0.64 0.54 0.58 0.6 0.69 0.64
All Features 65% 0.64 0.67 0.66 0.66 0.63 0.65

(2) Lies and truths by guests
Linguistic 66% 0.64 0.73 0.68 0.69 0.58 0.63
Dialog 57% 0.58 0.52 0.55 0.56 0.61 0.59
Non-verbal 61% 0.60 0.62 0.61 0.61 0.58 0.60
All Features 69% 0.66 0.76 0.71 0.72 0.61 0.69

(3) Lies and truths by host
Linguistic 55% 0.55 0.60 0.57 0.56 0.51 0.53
Dialog 58% 0.58 0.61 0.59 0.59 0.55 0.57
Non-verbal 57% 0.56 0.62 0.59 0.58 0.52 0.55
All Features 65% 0.67 0.61 0.64 0.64 0.69 0.67

Table 7: Automated performances for the three analyzed scenarios.The baseline for all scenarios (detecting a lie)
is 50%; Acc. = Accuracy; P = Precision; R = Recall; F = F1-score

Figure 2: Learning curves (averaged 5-fold cross vali-
dation) for each modality using random forest (general
truth/lie scenario)

seem to be different while telling lies and truths as
we observe noticeable improvement in the mod-
els build with non-verbal cues. Third, the perfor-
mance of the dialog features suggests that having
evidence of previous behavior (as captured by de-
ception changes and non-verbal behavior changes)
can be useful when modeling the deceptive behav-
ior of a single individual, further suggesting that
the non-verbal component of a lie seems to be
more individually shaped for each person as op-
posed to the linguistic component. However, the
differences in performance between scenarios 1
and 2 suggest that the current features might not
be enough to capture deceptive behavior by a sin-
gle individual since the developed classifiers still
find this task challenging.

The preliminary analyses of this new multi-
modal dataset show promising results by success-
fully classifying truthful and deceptive behaviors.
Currently, the dataset provides feature sets drawn
from three modalities (verbal and non-verbal, as

well as dialogue) but can be further analyzed to
extract additional features from other modalities
such as speech. Specifically, the dialogue has
the potential to add many more layers of infor-
mation by systematically analyzing verbal, non-
verbal, and speech patterns between the partici-
pants. These patterns can lead to detectable dif-
ferences between actions and reactions within a
dialogue (Tsunomori et al., 2015; Levitan et al.,
2016). We consider analyzing such patterns as a
future research venue to expand the analyses on
our dataset.

A challenge while using this data is the cur-
rent imbalance of truthful and deceptive feature
sets, which can have a detrimental effect on clas-
sification performance. However, there are sev-
eral other possible ways to address this issue other
than down-sampling as we did during our experi-
ments. For instance, other computational methods
could be explored, such as one-class classification
tasks. Such models train on a dataset from the
same distribution and classify new data as being
similar or different to that distribution. This way,
anomalies (i.e., behavior with a feature configura-
tion different from the training set) are detectable.
Since truthful behavior is underrepresented in our
dataset, the deceptive features could serve as the
training set and the goal is to detect truthful be-
havioral patterns. Expanding on other computa-
tional tasks also tackles future applicable prob-
lems of dealing with uneven datasets, as they are
often present when working with real-life datasets.
The issue of an underrepresented class is prevalent
in deception detection research.

Finally, the dataset could be expanded with
more behavioral data, mainly by augmenting the
number of truthful behaviors. Since all the contes-

1775



tants in our dataset are celebrities, it is likely that
other videos portraying them are available.

8 Conclusion

In this paper, we showed how we can success-
fully build a multimodal dialog dataset for decep-
tion detection, and presented exploratory decep-
tion classification tasks. We showed how we can
integrate multiple modalities and build feature sets
useful for automated processing. We were able to
achieve a classification performance that is better
than random guessing and exceeds human perfor-
mance. Furthermore, additional modalities sys-
tematically showed an improvement in classifica-
tion performance. The best performance of 69%
was obtained by combining multiple verbal, non-
verbal, and dialogue feature sets, which represents
a significant improvement over the human perfor-
mance of a maximum of 58% accuracy.

The dataset introduced in this paper represents
a first attempt to integrate the dialogue dimen-
sion with multiple other modalities in deception
detection research. It has the potential of trigger-
ing novel research on multimodal deception data,
specifically for speech and the dialogue dimen-
sion, which should be explored in the future.

All the data annotations described in this paper
are available upon request.
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Abstract

We present a corpus of anaphoric information
(coreference) crowdsourced through a game-
with-a-purpose. The corpus, containing anno-
tations for about 108,000 markables, is one of
the largest corpora for coreference for English,
and one of the largest crowdsourced NLP cor-
pora, but its main feature is the large num-
ber of judgments per markable: 20 on aver-
age, and over 2.2M in total. This character-
istic makes the corpus a unique resource for
the study of disagreements on anaphoric in-
terpretation. A second distinctive feature is
its rich annotation scheme, covering single-
tons, expletives, and split-antecedent plurals.
Finally, the corpus also comes with labels in-
ferred using a recently proposed probabilistic
model of annotation for coreference. The la-
bels are of high quality and make it possible
to successfully train a state of the art corefer-
ence resolver, including training on singletons
and non-referring expressions. The annotation
model can also result in more than one label, or
no label, being proposed for a markable, thus
serving as a baseline method for automatically
identifying ambiguous markables. A prelimi-
nary analysis of the results is presented.

1 Introduction

A number of datasets for anaphora resolution /
coreference now exist (Poesio et al., 2016), includ-
ing ONTONOTES that has been the de facto stan-
dard since the CONLL shared tasks in 2011 and
2012 (Pradhan et al., 2012), and the just intro-
duced and very substantial PRECO corpus (Chen
et al., 2018). None of these datasets however take
into account the research challenging the idea that
a ‘gold standard’ interpretation can be obtained
through adjudication, in particular for anaphora
(Poesio and Artstein, 2005b; Wong and Lee, 2013;
Aroyo and Welty, 2015). Virtually every project
devoted to large-scale annotation of discourse or

semantic phenomena has reached the conclusion
that genuine disagreements are widespread. This
has long been known for anaphora (Poesio and
Artstein, 2005b; Versley, 2008; Recasens et al.,
2011) (see also the analysis of disagreements in
ONTONOTES in (Pradhan et al., 2012)) and word-
senses (Passonneau et al., 2012), but more recent
work has provided evidence that disagreements
are frequent for virtually every aspect of language
interpretation, not just in subjective tasks such as
sentiment analysis (Kenyon-Dean et al., 2018), but
even in the case of tasks such as part-of-speech
tagging (Plank et al., 2014). In fact, researchers
in the CrowdTruth project view disagreement as
positive, arguing that “disagreement is signal, not
noise” (Aroyo and Welty, 2015). In this paper we
present what to our knowledge is the largest cor-
pus containing alternative anaphoric judgments:
20.6 judgments per markable on average (up to
90 judgments in some cases) for about 108,000
markables. We are not aware of any comparable
resource for studying disagreement and ambiguity
in anaphora or indeed any other area of NLP. We
present some preliminary analysis in the paper.

The corpus presented in this paper is also the
largest corpus for anaphora / coreference entirely
created through crowdsourcing, and one of the
largest corpus of coreference information for En-
glish in terms of markables. So far, only fairly
small coreference corpora have been created using
crowdsourcing (Chamberlain et al.; Guha et al.,
2015). The corpus presented here provides anno-
tations for about 108,000 markables, 55% of the
number of markables in ONTONOTES. Another
novelty is that the corpus was created through a
‘quasi’ Game-With-A-Purpose (GWAP) (von Ahn,
2006; Lafourcade et al., 2015), Phrase Detectives
(Poesio et al., 2013), and is, to our knowledge, the
largest GWAP-created corpus for NLP. (So far, the
success of GWAPs in other areas of science (Clery,
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2011; Cooper et al., 2010) has not been replicated
in NLP.) Finally, the corpus is notable for a richer
annotation scheme than the other large corefer-
ence corpora. Singletons were marked as well as
mentions participating in coreference chains (the
omission of singletons being one of the main prob-
lems with ONTONOTES). Non-referring expres-
sions were also annotated: both expletives (not
annotated either in ONTONOTES or PRECO) and
predicative NPs. Finally, all types of plurals were
annotated, including also split-antecedent plu-
rals as in John met with Mary, and they went to
dinner, which again are not annotated either in
ONTONOTES or PRECO.

Turning a crowdsourced corpus into a high-
quality dataset suitable to train and evaluate NLP

systems requires, however, an aggregation method
appropriate to the data and capable of achieving
sufficient quality, something that simple major-
ity voting typically cannot guarantee (Dawid and
Skene, 1979; Hovy et al., 2013). What made it
possible to extract such a dataset from the col-
lected judgments was the recent development of a
probabilistic method for aggregating coreference
annotations called MPA (Paun et al., 2018b). MPA

extracts silver labels from a coreference annota-
tion and associates them with a probability, allow-
ing for multiple labels in cases of ambiguity. As
far as we know, ours is the first use of MPA to cre-
ate a large-scale dataset. We show in the paper that
MPA can be used to extract from the judgments a
high quality coreference dataset that can be used
to develop standard coreference resolvers, as well
as to investigate disagreements on anaphora.

2 Background

2.1 Datasets for Anaphora/Coreference

Since the two CONLL shared tasks (Pradhan et al.,
2012), ONTONOTES has become the dominant re-
source for anaphora resolution research (Fernan-
des et al., 2014; Björkelund and Kuhn, 2014;
Martschat and Strube, 2015; Clark and Man-
ning, 2015, 2016a,b; Lee et al., 2017, 2018).
ONTONOTES contains documents in three lan-
guages, Arabic (300K tokens), Chinese (950K)
and English (1.6M), from several genres but pre-
dominantly news. One frequently discussed lim-
itation of ONTONOTES is the absence of single-
tons (De Marneffe et al., 2015; Chen et al., 2018),
which makes it harder to train models for mention
detection (Poesio et al., 2018). Another limitation

is that expletives are not annotated. As a conse-
quence, downstream applications such as machine
translation (Guillou and Hardmeier, 2016) that re-
quire pronoun interpretation have to adopt various
workarounds. Because of these two restrictions,
ONTONOTES only has 195K markables, and a low
markable density (0.12 markable/token).

A number of smaller corpora provide linguisti-
cally richer information (Poesio et al., 2016). Ex-
amples include ANCORA for Spanish (Recasens
and Martı́, 2010), TUBA-D/Z for German (Hin-
richs et al., 2005), the Prague Dependency Tree-
bank for Czech and English (Nedoluzhko et al.,
2009), and ARRAU for English (Uryupina et al.,
To Appear). In ARRAU, for example, single-
tons and expletives are annotated as well, as are
split antecedent plurals, generic coreference, dis-
course deixis, and bridging references. The AR-
RAU corpus is relatively small in terms of to-
kens (350K), but has a higher markable density
than ONTONOTES (0.29 markable/token), so it
has around 100K markables, half the number of
ONTONOTES. ARRAU was recently used in the
CRAC 2018 shared task (Poesio et al., 2018) to
evaluate a number of anaphora resolution tasks.

The recently introduced PRECO corpus (Chen
et al., 2018) is the largest existing coreference cor-
pus, consisting of 35,000 documents for a total of
12.5M tokens and 3.8M markables, half of which
are singletons. However, the corpus is not in-
tended as a general purpose dataset as only the
3000 most common English words appear in the
documents (the majority - 2/3 - of the documents
are from Chinese high-school English tests). The
corpus’s annotation scheme mainly follows the
ONTONOTES guidelines, with a few important dif-
ferences: singleton mentions and generic coref-
erence are annotated, event anaphora is not, and
predicative NPs are annotated as co-referring with
their argument, as previously done in the MUC

(Grishman and Sundheim, 1995; Chinchor, 1998)
and ACE (Doddington et al., 2004) corpora.1 As
one could expect, the corpus is relatively easy for
coreference systems. The Peters et al. (2018) sys-
tem trained and tested on PRECO achieves an av-

1An example of predicative NP is 24 degrees in The tem-
perature is 24 degrees. As discussed by van Deemter and
Kibble (2000), annotating The temperature and 24 degrees
as coreferent would result in nonsensical coreference chains
for sentences like The temperature was 24 degrees but it is
27 degrees now. As a result, such markables were annotated
as predicative in recent corpora. It’s not clear why we find a
return to the old practice in PRECO.
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erage CONLL score of 81.5%, whereas the same
system trained and tested on ONTONOTES only
achieves a score of 70.4%.

2.2 Crowdsourcing and GWAPs for NLP
A revolution in the way language annotation tasks
are carried out was achieved by crowdsourcing
(Howe, 2008; Snow et al., 2008). Crowdsourcing
comes in many forms, including citizen science
and microworking. A third approach is to use a
game-with-a-purpose (GWAP) to aggregate data
from non-expert players for collective decisions
similar to those from an expert (von Ahn, 2006).
The game-based approach to collecting language
data is initially costly, but once a game is deployed
it can continue to collect data with very little finan-
cial support, especially if there is an active com-
munity. GWAPs such as Phrase Detectives (Poesio
et al., 2013), JeuxDesMots (Joubert and Lafour-
cade, 2008) and Zombie Lingo (Fort et al., 2014)
have been used in NLP to collect data on specific
linguistic features; broader platforms such as Wor-
drobe (Venhuizen et al., 2013) to gamify the entire
text annotation pipeline.

Crowdsourcing is the most realistic approach to
collect a large number of judgments about phe-
nomena such as anaphora. Games in particular
are the one type of crowdsourcing scalable to the
goal of, for example, a 100M word corpus. So far,
however, only small and medium scale resources
for NLP have been created via crowdsourcing. For
coreference we are only aware of two, both around
50K tokens in size (Chamberlain et al.; Guha et al.,
2015). The Groningen Meaning Bank being col-
lected through the Wordrobe platform (Bos et al.,
2017) includes many more documents, but so far
only very few interpretations have been obtained
through the games (e.g., only around 4K judg-
ments have been collected for anaphora).

2.3 Collecting Multiple Judgments
In most of the best known efforts at creating
anaphoric corpora for English and other lan-
guages substantial disagreements between the
coders were observed, but none of the result-
ing resources contains multiple anaphoric inter-
pretations. Systematic analyses of the disagree-
ments among coders observed in such annotation
efforts were provided for ANCORA by Recasens
et al. (2011) and for TUBA-D/Z by Versley (2008).
The entire ONTONOTES corpus was double anno-
tated, finding disagreements on around 20% of the

markables, i.e., around 40,000 cases. An analysis
of such disagreements can be found in (Pradhan
et al., 2012), but ultimately only the result of ad-
judication was included in the corpus. Most of the
PRECO corpus was doubly annotated and the re-
sults adjudicated, but only the result of adjudica-
tion is released.

We are aware of only two corpus annotation
schemes which explicitly allowed the annotation
of anaphoric ambiguity: ARRAU and the Pots-
dam Commentary Corpus (Krasavina and Chiar-
cos, 2007). Most of the ARRAU corpus was single-
annotated by a highly experienced annotator, who
was allowed to mark a variety of cases of ambi-
guity (Poesio and Artstein, 2005b). It is known,
however, that such explicit marking of ambiguity
is difficult (Poesio and Artstein, 2005b; Recasens
et al., 2012), and indeed not many cases of ambi-
guity were marked in this way in ARRAU.

3 Collecting the Judgments

In this Section we discuss what type of judgments
were collected, and how.

3.1 A gamified approach

The gamified online platform Phrase Detectives2

(Chamberlain et al., 2008; Poesio et al., 2013) was
used to collect the judgments about anaphoric ref-
erence included in the corpus. Phrase Detectives
is articulated around a number of tasks centered
around the detective metaphor and uses scoring,
progression and a variety of other mechanisms to
make the activity enjoyable. In annotation mode
(Name the Culprit), the participant provides an
anaphoric judgment about a highlighted markable
(the possible judgments according to the annota-
tion scheme are discussed next). If different par-
ticipants enter different interpretations for a mark-
able then each interpretation is presented to other
participants in validation mode (Detectives Con-
ference), in which the participants have to agree or
disagree with the interpretation.

One of the key differences between Phrase De-
tectives and GWAPs such as those developed by
von Ahn and his lab (von Ahn, 2006) is the much
greater complexity of judgments required. Yet
clearly we cannot expect participants to be experts
about anaphora, or to be willing to read a manual
explaining the annotation scheme, so all the train-
ing still has to be done while playing the game.

2http://www.phrasedetectives.com
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Therefore, we developed a number of mechanisms
that could help in this respect: giving suggestions
and tips (global, contextual and FAQ), compar-
ing decisions with the gold standard, and showing
agreement with other players in Validation Mode.
When participants begin to play they are shown
training texts (in which the answer is known from
a gold standard) and get feedback as to whether
their decisions agree with the gold standard. Once
the player has completed all training tasks they are
given a user rating (the percentage of correct deci-
sions out of the total number of training tasks).

As of 17th of March 2019, 60,822 individuals
have participated in Phrase Detectives over ten
years and using different platforms, providing over
4.26 million judgments, about half of which are
included in the present release.

3.2 Types of Judgments

The judgments asked to the participants to Phrase
Detectives follow a simplified version of the AR-
RAU annotation scheme, which is the result of ex-
tensive tests for intercoder agreement (Uryupina
et al., To Appear). The participants are asked to
make two basic distinctions: whether a markable
is referring or not, and if referring, whether it is
Discourse-Old (DO), i.e., it refers to an entity al-
ready mentioned (in which case the players were
asked to indicate the latest mention of that en-
tity), or Discourse-New (DN), i.e., it introduces
a new entity in the discourse. Anaphoric refer-
ence marked include split antecedent anaphora,
as in John met Mary, and they went out for drinks,
where the antecedent for they is the set consisting
of the separately introduced John and Mary. Two
types of non-referring expressions were marked:
expletives, as in It’s five o’clock or There was a
fireplace in the room; and predicative NPs, as in
The temperature is 24 degrees. In the case of pred-
icative NPs, players were asked to mark the near-
est mention of the entity that the predication ap-
plied to, following in this case the ONTONOTES

approach instead of ARRAU’s.
The key difference between this corpus and any

other existing corpus for anaphora / coreference
with the exception of ARRAU is that the corpus
was designed to collect information about dis-
agreement. The main difference from ARRAU is
that no attempt was made to ask players to iden-
tify ambiguity, as that has proven hard or impos-
sible to do (Poesio and Artstein, 2005b). Instead

of explicit (marking of) ambiguity, the develop-
ers relied on implicit ambiguity: that genuine am-
biguity would emerge if enough players supplied
judgments. All the judgments produced by the
players were therefore stored, without attempting
to choose among them at collection.

The differences between the four corpora being
compared are summarized in Table 1, modelled
on a similar table in (Chen et al., 2018). In the
Phrase Detectives corpus predication and corefer-
ence are clearly distinguished, as in ONTONOTES

and ARRAU but unlike in PRECO. Singletons
are considered markables. Expletives and split
antecedent plurals are marked, unlike in either
ONTONOTES or PRECO. Most importantly, ambi-
guity of anaphoric interpretation (as in the exam-
ple from the TRAINS corpus (Poesio and Artstein,
2005b)) is marked, but implicitly, i.e., by asking
the judgment of at least 8 players per markable,
as opposed to explicitly, as attempted in ARRAU

(with little success).

3.3 Markable identification
Following standard practice in anaphoric annota-
tion and GWAPs, the markables to be annotated
were not identified by the participants themselves;
instead, markable identification was carried out
semi-automatically. Each document would first
be processed by a pipeline combining off-the-shelf
tools (sentence splitting and tokenization using the
OpenNLP pipeline3 and parsing using the Berke-
ley Parser (Petrov and Klein, 2007)) and custom
preprocessing and post-processing heuristic steps
to correct the output. (See (Poesio et al., 2013)
for more details about the pipeline and its perfor-
mance.) Then one of the administrators would
carry out a quick check of the document remov-
ing the most obvious mistakes before uploading
it. After the document was uploaded, participants
could report markable errors, which would then be
corrected by hand.4

4 The corpus

4.1 Basic statistics
This second release of the Phrase Detectives cor-
pus consists of a total of 542 documents contain-

3http://opennlp.apache.org
4As participants report over 10,000 errors per year, it be-

came quickly apparent that carrying out the corrections our-
selves was unfeasible. In subsequent work, we developed a
gamified approach to markable identification and correction
centered around the TileAttack! GWAP (Madge et al., 2017).
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Type Example ONTONOTES PRECO ARRAU Present corpus

predicative NPs [John] is a teacher Pred Coref Pred Pred
[John, a teacher]

singletons No Yes Yes Yes
expletives It’s five o’clock No No Yes Yes
split antecedent plurals [John] met [Mary] No No Yes Yes

and they ...
generic mentions [Parents] are usually busy. Only with Yes Yes Yes

Parents should get involved pronouns
event anaphora Sales [grew] 10%. Yes No Yes No

This growth is exciting
ambiguity Hook up [the engine] No No Explicit Implicit

to [the boxcar]
and send it to Avon

Table 1: Comparison between the annotation schemes in ONTONOTES, PRECO, ARRAU and the present corpus

Docs Tokens Markables

PDgold

Gutenberg 5 7536 1947 (1392)
Wikipedia 35 15287 3957 (1355)
GNOME 5 989 274 (96)
Subtotal 45 23812 6178 (2843)

PDsilver

Gutenberg 145 158739 41989 (26364)
Wikipedia 350 218308 57678 (19444)

Other 2 7294 2126 (1339)
Subtotal 497 384341 101793 (47147)

All Total 542 408153 107971 (49990)

Table 2: Summary of the contents of the current re-
lease. The numbers in parentheses indicate the total
number of markables that are non-singletons.

ing 408K tokens and 108K markables from two
main genres: Wikipedia articles and fiction from
the Gutenberg collection. This corpus is divided
in two subsets. The subset we refer to as PDsilver
consists of 497 documents, for a total of 384K to-
kens and 101K markables, whose annotation was
completed–i.e. 8 judgments per markable were
collected, and 4 validations per interpretation–as
of 12th of October 2018. In these documents, an
aggregated (‘silver’) label obtained through MPA

(see next Section) is also provided. 45 additional
documents were also gold-annotated by two ex-
perts annotators. We refer to the subset of the cor-
pus for which both gold and silver annotations are
available as PDgold, as it is intended to be used as
test set.5 The gold subset consists of a total of 23K
tokens and 6K markables. The contents of the cor-
pus are summarized in Table 2.

By comparison, the English corpus used for the
CONLL 2011 and 2012 shared tasks consists of
3493 documents, for a total of 1.6M tokens and

5PDgoldis the dataset released in 2016 as Phrase Detectives
corpus, Release 1 (Chamberlain et al.).

1 2 3 4 5 6 7

PDgold 38.8 30.6 18.5 7.3 2.5 1.0 0.6
PDsilver 36.0 30.0 19.0 8.8 3.8 1.8 0.8

Table 3: Percentage of markables with X distinct inter-
pretations

194480 markables. In other words, although the
current release of the corpus is only about 25% of
the CONLL corpus in terms of tokens, it is 55.5%
of its size in terms of annotated markables, i.e.,
actual training / testing items.

4.2 Number of Judgments

In total, 2,235,664 judgments from 1958 play-
ers are included in the current release, of which
1,358,559 annotations and 867,844 validations.
On average, 20.6 judgments were collected per
markable: 12.6 annotations and 8 validations. In
addition, around 10K expert judgments were col-
lected for the gold portion of the corpus from two
expert annotators. This compares with 600K esti-
mated judgments for the entire ONTONOTES cor-
pus, about 3 per markable (total number of annota-
tors not known), and around 10M for PRECO, also
3 per markable, from about 80 annotators.

4.3 Disagreement: a preliminary analysis

The ‘raw’ statistics about disagreement in the cor-
pus are shown in Table 3. In total, only 35.7%
of the markables in the corpus (38,579) were as-
signed only one interpretation by the participants,
whereas 64.3% received more than one interpre-
tation. This figure would seem to suggest mas-
sive ambiguity, but we are not saying that 64.3%
of markables in the corpus are ambiguous. As al-
ready pointed out e.g. in (Pradhan et al., 2012),

1782



there are a number of reasons for disagreements
among coders / players apart from ambiguity. In
the case of ONTONOTES, the causes for the 20,000
observed disagreements include:

• Ambiguity proper, i.e., unclear interpreta-
tion (’Genuine Ambiguity’ in (Pradhan et al.,
2012)) and/or disagreement on reference
(31% of the disagreements in ONTONOTES,
around 7% of all markables);

• Annotator error (another 25% of the cases of
disagreement in ONTONOTES);

• Various limitations of the coding scheme:
unclarity in the guidelines, inability to mark
certain types of coreference e.g., between
generics, etc. (36.5% of the cases of dis-
agreement in ONTONOTES).

• Interface limitations (around 7.5% of the dis-
agreements in ONTONOTES).

Some of the disagreements due to other causes–
and in particular annotation errors–can be filtered
through validation, i.e., by excluding those inter-
pretations of a markable for which the validation
score (annotations + agreements - disagreements)
falls below a threshold. For example, if only inter-
pretations with a validation score > 0 are consid-
ered, we find that 51,075 / 107,971 markables have
at least two such interpretations, i.e., 47.3% of the
total, which is considerably less than the 64.3% of
markables with more than one interpretation, but
it’s still a large number.

We will discuss a more sophisticated method
for automatically identifying plausible interpreta-
tions, as well as the results of a preliminary hand-
analysis of the disagreements in a few documents
in our corpus, in Section 7.

5 Aggregation

5.1 Probabilistic Aggregation Methods

The data collected via Phrase Detectives require
an aggregation method to help choose between
the different interpretations provided by the play-
ers. Simple heuristics such as majority voting are
known to underperform compared to probabilis-
tic models of annotation (Whitehill et al., 2009;
Raykar et al., 2010; Quoc Viet Hung et al., 2013;
Sheshadri and Lease, 2013; Hovy et al., 2013; Pas-
sonneau and Carpenter, 2014; Paun et al., 2018a).

The models offer a rich framework of interpreta-
tion and can employ distinct prior and likelihood
structures (pooled, unpooled, and partially pooled)
and a diverse set of effects (annotator ability, item
difficulty, or a subtractive relationship between the
two). However, most work on models of anno-
tation assumes that the set of classes the anno-
tators can choose from is fixed across the anno-
tated items, which is not the case for anaphoric
annotation. More specifically, in Phrase Detec-
tives the participants can classify a markable as
non-referring (expletive or predicative); as intro-
ducing a new discourse entity; or as discourse-
old, in which case they link it to the most recent
mention of its antecedent–and coreference chains
are document-specific and not fixed in number
(see Section 3.2 for more details on the annotation
scheme). Recently, however, Paun et al. (2018b)
developed a probabilistic model (MPA) able to ag-
gregate such crowdsourced anaphoric annotations.

5.2 MPA

In MPA, the term label is used to refer to a specific
interpretation provided by a player, and the term
class to refer to general interpretation categories
such as discourse old, discourse new, expletive, or
predicative NP. Please note that under this formal-
ism each label belongs to a class: the antecedents
belong to the discourse old category, while the
other possible labels (e.g., discourse new) coin-
cide with the classes they belong to. The model as-
sumes a preprocessing step in which the markable-
level annotations are transformed into a series of
binary decisions with respect to each candidate
label. MPA then models these (label-level) deci-
sions as the result of the sensitivity (the true pos-
itive rate) and specificity (the true negative rate)
of the annotators which it assumes are class de-
pendent. This latter assumption allows inferring
different levels of annotator ability for each class
(thus capturing, for instance, the fact that whereas
most participants are generally able to recognize
discourse-new mentions, they are much less good
at identifying correct antecedents).

5.3 Aggregating the game data

We use the MPA model as a component in a stan-
dard mention-pair framework to extract corefer-
ence clusters: 1) link each markable with the most
likely label as identified by the model, and 2)
follow the link structure to build the coreference
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Method Discouse old class Discourse new class Predicative NPs class Expletives class Avg.
F1 Accuracy

P R F1 P R F1 P R F1 P R F1

MAJVOTE 94.5 62.8 75.4 79.1 99.0 87.9 53.9 9.7 16.4 97.2 71.4 82.4 65.5 82.9
MPA 90.4 87.3 88.8 94.5 96.0 95.3 64.0 72.4 68.0 94.1 98.0 96.0 87.0 92.2

Table 4: A per class evaluation of aggregated interpretations against expert annotations.

Method MUC BCUB CEAFE Avg.
F1P R F1 P R F1 P R F1

Singletons
included

MAJVOTE 96.0 63.9 76.7 95.7 78.7 86.4 77.1 94.9 85.1 82.7
MPA 91.6 82.4 86.8 94.8 87.8 91.2 92.4 93.8 93.1 90.3
STANFORD 65.4 62.4 63.8 78.9 76.1 77.5 78.4 85.2 81.7 74.3

Singletons
excluded

MAJVOTE 96.1 64.8 77.4 93.8 45.0 60.8 66.3 48.5 56.1 64.8
MPA 92.2 89.2 90.7 88.1 77.8 82.6 79.5 80.2 79.8 84.4
STANFORD 65.7 62.1 63.9 50.3 42.5 46.1 42.7 49.8 46.0 52.0

Table 5: The quality of the coreference chains for the PDgold subset.

chains. We next evaluate both of these compo-
nents against expert annotations.

Table 4 shows a per class evaluation of the
aggregated interpretations from the PDgold sub-
set. The results indicate an overall better agree-
ment with the expert annotations of MPA com-
pared with a simple majority voting (MAJVOTE)
baseline. This is because MAJVOTE makes the an
implicit assumption that the annotators have equal
expertise, which is not true in general even with
data crowdsourced on microworking platforms,
and even more so with data collected through
GWAPs (Paun et al., 2018a).

After inferring the mention pairs, coreference
chains can be extracted and their quality as-
sessed using standard coreference metrics. Table
5 presents the evaluation against gold chains in
PDgold. We compare the chains produced from the
mention pairs inferred by MPA and by MAJVOTE,
and the chains produced by the STANFORD deter-
ministic coreference system (Lee et al., 2011) (for
which we switched off post-processing to output
singleton clusters). The results indicate a far bet-
ter quality of the chains produced using MPA over
the alternative methods. Another interesting re-
sult is that even a simple MAJVOTE baseline based
on crowdsourced annotations performed far better
than the STANFORD system, underlining the ad-
vantage of crowdsourced annotations for corefer-
ence over automatically produced annotations.

6 Using the corpus for coreference
resolution

Some NLP researchers may question the useful-
ness of the information about disagreements for
coreference resolution (or other NLP tasks). In this
Section, we demonstrate that even those purely
interested in CONLL-style coreference resolution
can use the Phrase Detectives corpus aggregated
with MPA as a dataset. We use PDsilver to train a
coreference system able to simultaneously iden-
tify non-referring expression and build corefer-
ence chains (including singletons). As no other
system of this type exists at the moment, we de-
veloped one ourselves.

6.1 Our system

The system trained and tested on the corpus is a
cluster ranking system that does mention detec-
tion and corefence resolution jointly. The system
uses the mention representation from the state-
of-the-art (Lee et al., 2018) system, but replaces
their mention-ranking model with a cluster rank-
ing model. Our cluster ranking model forms clus-
ters by going through the candidate mentions in
their text order and adding them to the clusters,
which take into consideration the relative impor-
tance of the mentions. An attention mechanism
is used to assign mentions within the clusters
salience scores, and the clusters are represented
as the weighted sums of the mention representa-
tions. Separate classifiers are used to identify non-
referring markables and singletons.
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Singletons Method MUC BCUB CEAFE Avg.
F1P R F1 P R F1 P R F1

Included Our Model 79.3 72.5 75.7 72.1 69.3 70.7 70.5 73.2 71.8 72.7

Excluded
Our Model 79.3 72.5 75.7 58.3 52.4 55.2 58.3 49.5 53.5 61.5
Our Model* 77.8 71.8 74.6 55.4 53.7 54.6 56.2 49.0 52.4 60.5
Lee et al. (2018)* 80.8 66.1 72.7 63.3 45.1 52.7 56.7 44.7 50.0 58.5

Table 6: The CoNLL scores for our systems trained on PDsilver and tested on PDgold. * indicates the models trained
on the simplified corpus.

P R F1

Non-referring 55.2 54.0 54.6

Expletives 62.3 86.0 72.3
Predicative NPs 49.7 47.7 48.7

Table 7: Non-referring scores for our model

6.2 Evaluation Methodology

We randomly chose 1/20 of PDsilver as a develop-
ment set and use the rest as the training set; PDgold
was used as test set.

To get a baseline, we compare the results of
our system on a simplified version of the corpus
without singletons and expletives with those ob-
tained by the current state-of-the-art system on
ONTONOTES, Lee et al. (2018) trained and tested
on the same data.

6.3 Results

Table 6 shows the results of both systems on the
simplified corpus. Our cluster ranking system
achieved an average CONLL score of 60.5%, out-
performing the Lee et al. (2018) system by 2 per-
centage points. Note that the Lee et al. (2018) sys-
tem achieved a higher score on the CONLL data,
which suggests that the present corpus is different
from that dataset.

In the same Table, we also report the results ob-
tained by training our system on the full corpus
including both non-referring expressions and sin-
gletons. This version of system achieves an aver-
age CONLL score of 72.7%.6 We will note that
although this score is on system mentions, it is
very close to the score (74.3%) achieved by the
Stanford deterministic system evaluated with gold
mentions (see Table 5 in Section 5). Also, this
model trained on the full corpus including single-

6The Extended Coreference Scorer developed for the
2018 CRAC shared task (Poesio et al., 2018) was used to eval-
uate coreference chains on a corpus using singletons and to
assess non-referring expressions identification.

tons achieves a gain of 1 percentage point when
compared with the model trained on the simpli-
fied corpus even when evaluated in a singleton ex-
cluded setting. This indicates that the availability
of the singletons is also helpful for resolving non-
singleton clusters. In total, this model achieved a
CONLL score on singletons excluded of 3 percent-
age points 3% better than our baseline.

Regarding the task of identifying non-referring
mentions, our model achieved a F1 score of 54.6%
(see Table 7). The scores of the system on distinct
types of non-referring expressions is presented in
the following two rows of Table 7. Our model
achieved a higher F1 score of 72.3% on expletives,
and a lower score (48.7%) on predicative NPs.

Overall, these results–the first results on system
mentions for PDgold–suggest that the silver corpus
is sufficient to train a state-of-the-art system and
achieve a reasonably good performance. Also, that
training a model on a corpus enhanced by single-
tons and non-referring markables results in a better
CONLL score when compared with a model trained
on the simplified corpus.

7 Disagreements, revisited

In the previous Section we showed that MPA can
be used to extract a silver standard out of the an-
notations that is suitable to train a CONLL-style
coreference resolver or an extended coreference
resolver also attempting identification of single-
tons and non-referring expressions. The key prop-
erty of the corpus however is the information it
provides about disagreements. The second use-
ful contribution of MPA is that it can be used to
get an assessment of the ambiguity of markables
which is more refined than that discussed in Sec-
tion 4.3. For each markable, MPA assigns a proba-
bility to each interpretation. Given that the model
does not assume the existence of a ‘gold’, there
are three possible cases for each markable: either
only one interpretation has a probability above a
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None One Two Zero or more

PDgold 2.3% 93.4% 4.3% 6.6%
PDsilver 3.5% 94% 2.4% 5.9%

Table 8: Ambiguity in the corpus according to MPA

certain threshold–say, 0.5; or more than one inter-
pretation is above that threshold; or none is. This
assessment of ambiguity according to MPA is sum-
marized in Table 8.

This assessment appears to suggest a similar
prevalence of ambiguity in our corpus than found
in ONTONOTES in the already mentioned analysis
by Pradhan et al. (2012). In order to verify this,
two experts hand-analyzed 2 documents in PDgold
containing a total of 900 markables: Little Red
Cap (LRC) and Robber Bridegroom (RG). Given
that each markable has on average 20 interpreta-
tions, and that player errors are frequent (there is at
least one player error for almost every markable)
it wasn’t possible to use the same categories as
Pradhan et al. Instead, we simply attempted to as-
sign markables to one of the categories: Genuine
ambiguity (GA), Interface or Coding Scheme
Problem (ICP), Other (O). The results are sum-
marized in Table 9. The Table has one row per
document. The first column lists the total num-
ber of markables in a document; the second (Dis)
the percentage of markables on which there is dis-
agreement; the third (GA) the percentage of the
total number of markables which are cases of gen-
uine ambiguity; and the fourth (ICP) the percent-
age which are cases of Interface or Coding Scheme
Problem. As we can see from the Table, 9% of
the total number of markables in these documents
(80 out of 865) are genuinely ambiguous, i.e., that
12.6% of the disagreements (80 out of 633) are
cases of genuine ambiguity. These are only pre-
liminary figures, and we suspect that the ultimate
figures on the prevalence of ambiguity are go-
ing to be much higher, given that Recasens et al.
(2012) report that 12-15% of coreference relations
in their corpus are cases of quasi-coreference, and
that Poesio and Artstein (2005a) report a figure of
42.6% once ambiguity on discourse deictic refer-
ence are taken into account.

We next checked the extent to which MPA can
correctly predict genuine ambiguity. The results
suggest that MPA is good at removing spurious am-
biguity, but as a predictor of ambiguity it only has
a recall of around 20% and a precision of slightly

Total Dis GA ICP

LRC 401 79.1% 7% (28) 7.7% (31)
RG 464 68.3% 11.2% (52) 12.9% (60)

Average 73.7% 9.1% 10.3%

Table 9: Analysis of disagreements in two corpus doc-
uments

under 50%. Improving these results is one of the
objectives of our current research.

8 Conclusions

We presented a novel resource for anaphora that,
because of its annotation scheme and size, at the
very least should be useful to those in the commu-
nity interested in developing systems able to per-
form a more comprehensive form of anaphora res-
olution, including for instance expletive detection
and split antecedent resolution. The key property
of this new resource however is that it provides a
large number of judgments about each anaphoric
expression, thus enabling the development of sys-
tems that do not make the assumption that a ‘gold
standard’ exists, an assumption questioned by all
studies associated with the creation of the current
resources for the task. The dataset is also to our
knowledge the first solid evidence that the games-
with-a-purpose approach can be successfully de-
ployed to obtain substantial resources for NLP.

The corpus is freely available from the Lin-
guistic Data Consortium and from http://
www.dali-ambiguity.org. It is distributed
in three formats: an XML format including all
the judgments, suitable for analysis of disagree-
ments and/or the development of systems taking
disagreement into account; and in CONLL and
CRAC18 format, with only the gold annotation or
the silver label extracted, for those interested in
using the corpus as an alternative resource for de-
veloping coreference systems only.
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The coding scheme for annotating extended nominal
coreference and bridging anaphora in the prague de-
pendency treebank. In Proceedings of the Linguistic
Annotation Workshop, pages 108–111.

Rebecca J. Passonneau, Vikas Bhardwaj, Ansaf Salleb-
Aouissi, and Nancy Ide. 2012. Multiplicity and
word sense: evaluating and learning from multi-
ply labeled word sense annotations. Language Re-
sources and Evaluation, 46(2):219–252.

Rebecca J. Passonneau and Bob Carpenter. 2014. The
benefits of a model of annotation. Transactions
of the Association for Computational Linguistics,
2:311–326.

Silviu Paun, Bob Carpenter, Jon Chamberlain, Dirk
Hovy, Udo Kruschwitz, and Massimo Poesio.
2018a. Comparing bayesian models of annotation.
Transactions of the Association for Computational
Linguistics.

Silviu Paun, Jon Chamberlain, Udo Kruschwitz, Jun-
tao Yu, and Massimo Poesio. 2018b. A probabilis-
tic annotation model for crowdsourcing coreference.
In Proceedings of EMNLP, pages 1926–1937, Brus-
sels, Belgium. Association for Computational Lin-
guistics.

Matthew E. Peters, Mark Neumann, Mohit Iyyer,
Matt Gardner, Christopher Clark, Kenton Lee, and
Luke S. Zettlemoyer. 2018. Deep contextualized
word representations. In Proceedings of NAACL.

Slav Petrov and Dan Klein. 2007. Improved inference
for unlexicalized parsing. In Proceedings of HLT-
NAACL.

Barbara Plank, Dirk Hovy, and Anders Sogaard. 2014.
Linguistically debatable or just plain wrong? In
Proceedings of EACL.

Massimo Poesio and Ron Artstein. 2005a. Annotating
(anaphoric) ambiguity. In Proc. of the Corpus Lin-
guistics Conference, Birmingham.

Massimo Poesio and Ron Artstein. 2005b. The relia-
bility of anaphoric annotation, reconsidered: Taking
ambiguity into account. In Proceedings of the ACL
Workshop on Frontiers in Corpus Annotation, pages
76–83.

Massimo Poesio, Jon Chamberlain, Udo Kruschwitz,
Livio Robaldo, and Luca Ducceschi. 2013. Phrase
Detectives: Utilizing collective intelligence for
internet-scale language resource creation. ACM
Transactions on Interactive Intelligent Systems,
3(1):1–44.

Massimo Poesio, Yulia Grishina, Varada Kolhatkar,
Nafise Moosavi, Ina Roesiger, Adam Roussel,
Fabian Simonjetz, Alexandra Uma, Olga Uryupina,
Juntao Yu, and Heike Zinsmeister. 2018. Anaphora
resolution with the arrau corpus. In Proc. of the
NAACL Worskhop on Computational Models of Ref-
erence, Anaphora and Coreference (CRAC), pages
11–22, New Orleans.

Massimo Poesio, Sameer Pradhan, Marta Recasens,
Kepa Rodriguez, and Yannick Versley. 2016. An-
notated corpora and annotation tools. In M. Poesio,
R. Stuckardt, and Y. Versley, editors, Anaphora Res-
olution: Algorithms, Resources and Applications,
chapter 4. Springer.

Sameer Pradhan, Alessandro Moschitti, Nianwen Xue,
Olga Uryupina, and Yuchen Zhang. 2012. CoNLL-
2012 shared task: Modeling multilingual unre-
stricted coreference in OntoNotes. In Proceedings
of the Sixteenth Conference on Computational Natu-
ral Language Learning (CoNLL 2012), Jeju, Korea.

Nguyen Quoc Viet Hung, Nguyen Thanh Tam,
Lam Ngoc Tran, and Karl Aberer. 2013. An evalua-
tion of aggregation techniques in crowdsourcing. In
Web Information Systems Engineering – WISE 2013,
pages 1–15, Berlin, Heidelberg. Springer Berlin
Heidelberg.

Vikas C. Raykar, Shipeng Yu, Linda H. Zhao, Ger-
ardo Hermosillo Valadez, Charles Florin, Luca Bo-
goni, and Linda Moy. 2010. Learning from crowds.
Journal of Machine Learning Research, 11:1297–
1322.

1788



Marta Recasens, Ed Hovy, and M. Antònia Martı́.
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Abstract
The study of argumentation and the develop-
ment of argument mining tools depends on the
availability of annotated data, which is chal-
lenging to obtain in sufficient quantity and qual-
ity. We present a method that breaks down a
popular but relatively complex discourse-level
argument annotation scheme into a simpler, it-
erative procedure that can be applied even by
untrained annotators. We apply this method in
a crowdsourcing setup and report on the relia-
bility of the annotations obtained. The source
code for a tool implementing our annotation
method, as well as the sample data we ob-
tained (4909 gold-standard annotations across
982 documents), are freely released to the re-
search community. These are intended to serve
the needs of qualitative research into argumen-
tation, as well as of data-driven approaches to
argument mining.

1 Introduction
Empirical study of argumentation requires exam-
ples drawn from authentic, human-authored text.
Likewise, the applications of computational argu-
mentation, such as argument mining, can require
significant amounts of argument-annotated data to
achieve reasonable performance. However, this
data can be challenging to obtain in sufficient quan-
tity and quality, particularly for discourse-level
argumentation. This is because discourse-level
annotation schemes are necessarily complex with
respect to discrimination and delimitation (i.e., the
variety of markable elements in the text and how
to define their boundaries), expressiveness (i.e.,

the need to tag relationships between annotated
elements), and context weighting (i.e., the amount
of context around markable units that needs to be
considered) (Fort et al., 2012). Successfully apply-
ing such schemes typically requires expensive and
laborious work by expert-trained annotators.

In this paper, we present a method that facili-
tates the application of one such discourse-level
argument annotation scheme (Stab and Gurevych,
2014). This scheme has been widely cited and used
in argumentation studies (e.g., Lippi and Torroni,
2015; Persing and Ng, 2015; Nguyen and Litman,
2015; Persing and Ng, 2016; Ghosh et al., 2016;
Eger et al., 2017; Nguyen and Litman, 2018), and
while it is fairly coarse-grained, it is expensive to
apply to new texts. Our method breaks down the
annotation process into incremental, intuitive steps,
each focusing on a small portion of the overall
annotation scheme. We apply this method in a
crowdsourcing setup with annotators who receive
no training other than a brief set of annotation
guidelines, as well as in a more traditional setup
with extensively trained local annotators. We find
that agreement between the two groups increases
sublinearly with the number of crowd annotators,
achieving up to αU = 0.52 when using ten crowd
workers. We release not only our sample data set
(consisting of 4909 gold-standard argument com-
ponent and argument relation annotations over 982
product reviews), but also the source code for the
annotation tool itself, which will allow others to
produce their own quantity- and quality-controlled
annotated data sets.

1790



2 Background and Previous Mork

While there exists a great diversity of argumenta-
tion theories in philosophy and logic (e.g., Toulmin,
2003; Freeman, 2011; Walton et al., 2012), they
tend to agree that an argument can be decomposed
into various interrelated components. Inspired by
Freeman’s (2011) theory of the macro-structure of
argumentation, Stab and Gurevych (2014) broadly
categorize these components as claims (the con-
clusions that the audience is persuaded to accept
or reject), premises (additional information offered
to support or attack a given claim), and the major
claim (the one central claim that relates all other
claims in an argument). Taken together, this can
be conceptualized as a graph or tree structure, with
vertices representing the argument components (ma-
jor claims, claims, and premises) and the directed
edges representing the argument relations (support
and attack).
Stab and Gurevych (2014) annotate a collection

of persuasive texts with this scheme, associating
each argument component they identify with a con-
tiguous span of text from the document. They
report that the annotation process involved “several
training sessions” with their annotators, including
collaborative annotation of eight example docu-
ments in order to obtain a common understanding
of the task. This level of effort is in line with
what has been reported for other discourse-level
argumentation schemes. For example, annotation
studies using the Freemanesque schemes of Peld-
szus and Stede (2013), Li et al. (2017), Haddadan
et al. (2018), and Musi et al. (2018) all required
one or more lengthy training sessions guided by
argumentation experts and up to six pages of written
instructions.
Using existing methods to alleviate the knowl-

edge acquisition bottleneck, such as incidental su-
pervision (Roth, 2017), or pre-annotation (Fort and
Sagot, 2010), could speed the work of annotators—
possibly at the risk of introducing a training bias—
but would not obviate the need for expert train-
ing. (In any case, pre-annotation has never, to
our knowledge, been successfully applied to hard
discourse-level tasks such as annotating argumenta-
tion structures.) The complexity of the annotation
scheme also seemingly rules out the use of crowd-
sourcing (Howe, 2006) and gamification (von Ahn,
2006), which are geared towards microtasks that are
quick and easy for humans. Though one previous
study has decomposed a discourse-level scheme for

use with crowdsourcing (Kawahara et al., 2014),
the constraints it imposes (fixed-size annotations,
maximum document length of three sentences) are
too restrictive for argumentation annotation.
By contrast, the crowdsourcing approach of

Sukhareva et al. (2016), while not concerned with
discourse-spanning annotations, employs a few
mechanisms that are relevant for our own task.
Their approach, intended for the labelling of seman-
tic verb relations, breaks down the annotation work
into a series of hierarchical, atomic microtasks.
Only those parts of the annotation instructions rel-
evant to the current microtask are shown to the
annotator. Furthermore, annotators are encour-
aged to think of connecting words (“specifically”,
“generally speaking”, “in other words”, etc.) that
justify their relation annotations. As described in
the following section, we adapt and extend these
mechanisms for our own annotation method.

3 Annotation Method
Our approach to mitigating the knowledge acqui-
sition problem is an iterative procedure by which
annotators apply a distinct subset of the annota-
tion scheme at each step. In this manner, complex
discourse-level annotations are built up piecemeal
in simple steps. The iterative annotation process is
supported by an online JavaScript-based interface.
Taken together, this allows the Stab and Gurevych
(2014) annotation scheme to be applied even by
untrained annotators in a crowdsourcing setup.

In the first step of the annotation process, annota-
tors are presented with the complete argumentative
text and asked to select the one phrase (i.e., an
arbitrary sequence of words) that best represents
the major claim, or else to indicate that there is no
such passage.1 In the second step, annotators are
presented once again with the full argument, but
with its major claim marked.2 The annotators then
select the claims—that is, all phrases that directly
speak to the major claim, as well as whether those
passages support or attack the major claim—or else

1If the user indicates in any step that there is no text span
corresponding to the argument component type, we ask them
to perform a short alternative task. This is to prevent faithless
workers from taking the easy way out of the annotation task,
but also to collect further annotations of interest to us.

2In the second and third steps, the marked annotation is not
necessarily the one applied by the annotator in the previous
step. In fact, as we explain below, in our study we source all
annotations from a given step simultaneously, distill them into
a gold standard, and mark these gold-standard annotations for
the next step. With this setup, there is no need for a given
annotator to participate in all three steps.
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indicate that there are no such text spans. In the
third step, annotators see the full argument with
one of its claims marked. As with the previous step,
annotators select text spans corresponding to the
premises of the claim and indicate each premises’s
stance; they also have the option of reporting that
the claim has no premises.
The annotation tool automatically enforces the

restrictions that annotations must be contiguous,
must begin and end on a word boundary, and cannot
overlap with their siblings or ancestors. Crucially,
the instructions given to annotators at each step
of the process do not attempt to explain the en-
tire annotation scheme but rather describe only
the immediate annotation task in layman’s terms.
Furthermore, the tool attempts to make this task
more intuitive for users by framing the second and
third steps as a sentence completion task. An ex-
ample of this is the interface for annotating claims
(see Fig. 1). The full argumentative text (in this
case, a product review) is shown on the left half of
the screen, with the major claim marked, and we
separately show a copy of the major claim on the
right half of the screen. The user is instructed to
extend the major claim with additional supporting
or attacking information by appending a “because”
or “but” clause, respectively. The user does this
by pressing the “but” or “because” button below
the major claim and then highlighting a sentence or
phrase from the review.

4 Annotation Study
To assess the suitability of our annotation procedure,
we applied it in a crowdsourcing setup. Measuring
interannotator agreement for crowdsourced anno-
tations is problematic, however, because there are
typically a huge number of annotators, most of
whom annotate only a tiny fraction of the data set.
To gauge the reliability of our crowdsourced anno-
tations, we instead conducted an experiment that
compared them to those produced by expert-trained
annotators.
For the experiment, we randomly selected 40

Amazon product reviews from the McAuley et al.
(2015) data set—four from each of ten product
categories. Each review was annotated for ma-
jor claims by ten crowd workers; all 40 reviews
were also annotated for major claims by a fixed
group of three locally recruited annotators trained
by argumentation experts.3 We then converted the

3We engaged US-based workers from Amazon Mechanical

annotated reviews to BIO tokens (Ramshaw and
Marcus, 1995) and applied the annotation aggre-
gation/denoising tool MACE (Hovy et al., 2013)
to select at most two gold-standard major-claim
annotations per review, one from the crowd (crowd)
and one from the trained annotators (train).4 We
then compared the crowd and train gold standards,
one review at a time, using Krippendorff’s (1995)
αU , a unitizing measure that considers the token-
level boundaries of the text spans marked by each
annotator. We repeated this process to obtain and
evaluate crowd and train claim annotations on the
train major claims, and then again for crowd and
train premise annotations on the train claims.

Note that in the gold standards for some reviews,
there may be no major claim, no claims associated
with the major claim, and/or no premises associ-
ated with a given claim. In many cases this is
because the annotators generally agreed that such
argument components were not present in the text.
However, in other cases the various annotators did
identify such argument components, but the agree-
ment among them was too low for MACE to output
a gold-standard annotation. A quandary therefore
arises when deciding how to treat reviewswhere nei-
ther the crowd nor the train gold standard contains
a given type of argument component. There is no
(easy) way of determining from the MACE output
whether missing annotations are due to agreement
or disagreement, and even if this information were
available, it is not clear how it could be incorpo-
rated into the calculation of αU . For this reason, we
apply two different strategies for handling missing
annotations, and provide separate αU calculations
for each. The first strategy, skip, disregards missing
annotations, excluding them from the mean agree-
ment calculation. The second strategy, agree, treats
missing annotations as total agreement (αU = 1).5

When using all ten crowdsourced annotations per
review and the agree strategy, we achieved mean
αU scores of 0.4104, 0.5231, and 0.4385 for major
claims, claims, and premises, respectively. With
the skip strategy, the respective scores are 0.4104,
0.4845, and 0.2201. As expected, these scores

Turk at the US federal minimum wage of $7.25/hour. Our
expert-trained annotators were salaried research staff whose
equivalent hourly rate was three to five times higher.

4MACE accepts a threshold value that is used to discard
instances that cannot be confidently assigned a gold label; we
set this to 0.9.

5It is not possible to treat the missing annotations as “total
disagreement” because per Krippendorff (1995), αU has no
concept of this; there is no lowest disagreement score.
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Figure 1: Annotation interface for the second step (claim annotation)

are lower than the agreement among extensively
trained annotators reported by Stab and Gurevych
(2014) (αU = 0.7726,0.6033,0.7594).6 However,
they are broadly comparable to interannotator agree-
ment scores reported in similar (and in some cases,
even simpler) discourse-level argument annotation
studies with expert-trained annotators, such as Aha-
roni et al. (2014) (κ = 0.4), Musi et al. (2018)
(κ = 0.296), and Li et al. (2017) (αU = 0.2452).

To measure how the number of crowd annota-
tions impacts reliability, we performed an ablation
study where we iteratively removed one crowd an-
notation at random from each review and repeated
the MACE distillation and αU calculation. The
study was repeated 100 times and the resulting αU
scores averaged. The results are shown in Fig. 2,
which plots the average αU scores for major claims,
claims, and premises when using one to ten crowd
annotations per review. The plots are shown as
error bars, where the top of the bar is the average
agree score and the bottom is the average skip score.
Reliability scores start to be uniformly positive with
three annotations, with agreement for major claims
and premises plateauing around seven annotations.
The difference between the agree and skip scores
is sizable only for premises.

5 Data Set and Software
Having satisfied ourselves that our method can pro-
duce reliable annotations via crowdsourcing, we
applied it to a much larger subset of McAuley et al.
(2015). The raw data consists of 982 English prod-
uct reviews randomly sampled from the same ten
product categories used in our evaluation study.

6Apart from the fact that we used untrained annotators, the
difference in agreement may also be due in part to our use of
online user-generated content as opposed to student essays.

For each argument component type in a review, we
sourced annotations from five crowd workers, con-
sidering this to be an acceptable trade-off between
annotation quality and cost. The MACE-produced
gold standard contains 4909 annotations (937 ma-
jor claims, 1134 claims, 852 premises, and 1986
argument relations). Our data set is distinguished
from the review corpora of García Villalba and
Saint-Dizier (2012) and Wyner et al. (2012) in that
it is much larger, covers a broader range of product
types, and is freely released under the CC BY 4.0
licence. It is comparable in size to but broader
in scope than the Chinese-language hotel review
corpus of Li et al. (2017).

Our data is distributed7 as a set of XMLMetadata
Interchange (XMI) files, one per review, containing
stand-off argument annotations that cross-reference
the original texts from McAuley et al. (2015). (Be-
cause the original review texts are not available
under a free licence, we do not include them in our
distribution, but we provide a script for extracting
them from the original corpus and merging them
into our XMIs.) Also included is the JavaScript
source for our annotation tool, as well as the Java
source for preprocessing the raw data and postpro-
cessing the annotations with MACE. This code can
be used to crowdsource further annotated data sets
using the McAuley et al. (2015) data at the desired
level of quality. It could also be adapted to work
with other raw corpora and other Freemanesque
annotation schemes.

6 Conclusion
We have presented a scalable, simplified, iterative
method for sourcing the discourse-level argumen-

7https://github.com/UKPLab/naacl2019-
argument-annotations
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Figure 2: Results of the reliability study

tation annotations of Stab and Gurevych (2014),
whichmay be adaptable to other annotation schemes
based on Freeman’s (2011) notion of argumentation.
Our analysis shows that crowdsourced annotations
obtained with our method yield substantial agree-
ment with those obtained, with much greater effort,
by expert-trained annotators. We have used our
method to quickly and cheaply produce a large,
argument-annotated data set of product reviews,
which we freely release, along with the source code
to our annotation interface and processing tools.
Unlike with flat, context-free argument data such
as that of Stab et al. (2018), training on our annota-
tions would conceivably permit the identification
not just of isolated argument components but of
more complex argument structures. Our resources
may also be of use for qualitative research on the
linguistic features and rhetorical mechanisms of
argumentative text (e.g., Peldszus and Stede, 2016).

For future work, we are investigating alternatives
to MACE, which was designed for categorical an-
notations rather than the sequence labelling of our
task. In particular, we are looking into the Bayesian
method of Simpson and Gurevych (2018), which
takes advantage of the sequential dependencies be-
tween BIO tags, and works more robustly with
noisy, subjective data such as ours.
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Abstract

Learning a shared dialog structure from a
set of task-oriented dialogs is an important
challenge in computational linguistics. The
learned dialog structure can shed light on how
to analyze human dialogs, and more impor-
tantly contribute to the design and evalua-
tion of dialog systems. We propose to ex-
tract dialog structures using a modified VRNN
model with discrete latent vectors. Different
from existing HMM-based models, our model
is based on variational-autoencoder (VAE).
Such model is able to capture more dynam-
ics in dialogs beyond the surface forms of
the language. We find that qualitatively, our
method extracts meaningful dialog structure,
and quantitatively, outperforms previous mod-
els on the ability to predict unseen data. We
further evaluate the model’s effectiveness in
a downstream task, the dialog system build-
ing task. Experiments show that, by integrat-
ing the learned dialog structure into the reward
function design, the model converges faster
and to a better outcome in a reinforcement
learning setting.

1 Introduction

Human dialogs are like well-structured buildings,
with words as the bricks, sentences as the floors,
and topic transitions as the stairs connecting the
whole building. Therefore, discovering dialog
structure is crucial for various areas in compu-
tational linguistics, such as dialog system build-
ing (Young, 2006), discourse analysis (Grosz and
Sidner, 1986), and dialog summarization (Murray
et al., 2005; Liu et al., 2010). In domain specific
tasks such as restaurant booking, it’s common for
people to follow a typical conversation flow. Cur-
rent dialog systems require human experts to de-
sign the dialog structure, which is time consuming
and sometimes insufficient to satisfy various cus-
tomer needs. Therefore, it’s of great importance to

automatically discover dialog structure from exist-
ing human-human conversations and incorporate it
into the dialog system design.

However, modeling human conversation is not
easy for machines. Some previous work rely on
human annotations to learn dialog structures in su-
pervised learning settings (Jurafsky, 1997). But
since human labeling is expensive and hard to ob-
tain, such method is constrained by the small size
of training examples, and by the limited number
of application domains (Zhai and Williams, 2014).
Moreover, structure annotations on human conver-
sation can be subjective, which makes it hard to
reach inter-rater agreements. Therefore, we pro-
pose an unsupervised method to infer the latent di-
alog structure since unsupervised methods do not
require annotated dialog corpus.

Limited previous work has studied unsuper-
vised methods to model the latent dialog struc-
ture. Most of the previous methods use the hidden
Markov model to capture the temporal dependency
within human dialogs (Chotimongkol, 2008; Rit-
ter et al., 2010; Zhai and Williams, 2014). We
propose to adopt a new type of models, the varia-
tional recurrent neural network (VRNN, a recur-
rent version of the VAE) (Chung et al., 2015), and
infer the latent dialog structure with variational in-
ference. VRNN is suitable for modeling sequen-
tial information. Compared to the simpler HMM
models, VRNN also has the flexibility to model
highly non-linear dynamics (Chung et al., 2015)
in human dialogs.

Our basic approach assumes that the dialog
structure is composed of a sequence of latent
states. Each conversational exchange (a pair of
user and system utterances at time t) belongs to
a latent state, which has causal effect on the fu-
ture latent states and the words the conversants
produce. Because discrete latent states are more
interpretable than continuous ones, we combine
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VRNN with Gumbel-Softmax (Jang et al., 2016)
to obtain discrete latent vectors to represent the la-
tent states. A common way to represent the dialog
structure both visually and numerically is to con-
struct a transition probability table among latent
states. The idea of transition table inspires us to
develop two model variants to model the depen-
dency between states indirectly and directly.

Once we obtain such a human-readable dialog
structure, we can use it to facilitate many down-
stream tasks, such as dialog system training. The
motivation is that the dialog structure contains im-
portant information on the flow of the conversa-
tion; if the automatic dialog system can mimic the
behaviour in human-human dialogs, it can inter-
act with users in a more natural and user-friendly
way. Therefore, we propose to integrate the dialog
structure information into the reward design of the
reinforcement learning (RL). Experiments show
that the model with the proposed reward functions
converges faster to a better success rate.

2 Related Work

Variational Autoencoders (VAEs) (Kingma and
Welling, 2013; Doersch, 2016; Kingma et al.,
2014) have gained popularity in many computa-
tional linguistics tasks due to its interpretable gen-
erative model structure (Miao and Blunsom, 2016;
Miao et al., 2017). Zhao et al. (2018) applied
VAE to learn discrete sentence representations and
achieved good results. This is similar to our work,
but we focus more on modeling the dialog struc-
ture and using the learned structure to improve
the dialog system training. Serban et al. (2017)
presented a VHRED model which combines the
VRNN and encoder-decoder structure for direct
dialog response generation. While also similar,
our model uses discrete latent vectors instead of
continuous ones, and re-constructs the utterances
to recover the latent dialog structure, instead of
modeling the responses directly.

There are some previous studies on discovering
latent structure of conversations (Chotimongkol,
2008; Ritter et al., 2010; Zhai and Williams,
2014). But they are all based on Hidden Markov
Model (HMM). Ritter et al. (2010) extended the
HMM-based method in Chotimongkol (2008) by
adding additional word sources to social interac-
tion data on Twitter. Zhai and Williams (2014)
decoupled the number of topics and the number of
states to allow an additional layer of information

in task-oriented dialogs. Our work also focuses
on task-oriented dialogs but adopts the VRNN to
perform variational inference in the model. Ac-
cording to Chung et al. (2015), the VRNN retains
the flexibility to model highly non-linear dynam-
ics, compared to simpler Dynamic Bayesian Net-
work models such as HMM.

Gunasekara et al. (2017) described a Quantized-
Dialog Language Model (QDLM) for task-
oriented dialog systems, which performs cluster-
ing on utterances and models the dialog as a se-
quence of clusters to predict future responses.
The idea of dialog discretization is similar to our
method, but we choose VAE over simple cluster-
ing to allow more context-sensitivity and to cap-
ture more dynamics in the dialog beyond surface
forms of the conversation. Additionally, we pro-
pose to utilize the dialog structure information to
improve the dialog system training.

Traditional reward functions in RL dialog train-
ing use delayed reward to provide feedback to the
model. However, delayed reward suffers from po-
tential slow convergence rate problem, so some
studies integrated estimated per-turn immediate
reward. For example, Ferreira and Lefèvre (2013)
studied expert-based reward shaping in dialog
management. We use the KL-divergence between
the transition probabilities and the predicted prob-
abilities as the immediate per-turn reward. Dif-
ferent from the expert-based reward shaping, such
reward does not require any manual labels and is
generalizable to different tasks.

3 Models

Fig. 1 gives an overview of the Discrete-VRNN
(D-VRNN) model and the Direct-Discrete-VRNN
(DD-VRNN) model. In principal, the VRNN con-
tains a VAE at every timestep, and these VAEs
are connected by a state-level RNN. The hidden
state variable ht-1 in this RNN encodes the dialog
context up to time t. This connection helps the
VRNN to model the temporal structure of the di-
alog (Chung et al., 2015). The observed inputs xt
to the model is the constructed utterance embed-
dings. zt is the latent vector in the VRNN at time
t. Different from Chung et al. (2015), zt in our
model is a discrete one-hot vector of dimension
N , where N is the total number of latent states.

The major difference between D-VRNN and
DD-VRNN lies in the priors of zt. In D-VRNN,
we assume that zt depends on the entire dialog
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Figure 1: Discrete-VRNN (D-VRNN) and Direct-Discrete-VRNN (DD-VRNN) overview. D-VRNN and DD-
VRNN use different priors to model the transition between zt, shown in red solid lines. The regeneration of xt is
in blue dotted lines. The recurrence of the state-level RNN is in gray dash-dotted lines. The inference of zt is in
black dashed lines.

context ht-1, shown in red in Fig. 1(a), which is
the same as in Chung et al. (2015); while in DD-
VRNN we assume that in the prior, zt directly de-
pends on zt-1 in order to model the direct transi-
tion between different latent states, shown in red
in Fig. 1(b). We use zt and ht-1 to regenerate
the current utterances xt instead of generating the
next utterances xt+1, shown in blue dotted lines in
Fig. 1. The idea of regeneration helps recover the
dialog structure. Next, the recurrence in the RNN
takes ht-1, xt and zt to update itself, and allows
the context to be passed down as the dialog pro-
ceeds, shown in gray dash-dotted lines. Finally in
the inference, we construct the posterior of zt with
the context ht−1 and xt, and infer zt by sampling
from the posterior, shown in black dashed lines in
Fig. 1. The mathematical details of each operation
are described below. ϕ(·)

τ are highly flexible fea-
ture extraction functions such as neural networks.
ϕx
τ , ϕz

τ , ϕprior
τ , ϕenc

τ , ϕdec
τ are feature extraction net-

works for the input x, the latent vector z, the prior,
the encoder and the decoder.

Sentence Embedding. ut = [w1,t,w2,t, ...wnw,t]
and st = [v1,t, v2,t, ...vnv,t] are the user utterance
and the system utterance at time t, where wi,j and
vi,j are individual words. The concatenation of ut-
terances from both parties, xt = [ut, st], is the ob-
served variable in the VAE. We use Mikolov et al.
(2013) to perform word embedding and the av-
erage of the word embedding vectors of ut and
st are ut and st. The concatenation of ut and
st is used as the feature extraction of xt, namely
ϕx
τ (xt) = [ut, st]. ϕx

τ (xt) is the model inputs.

Prior in D-VRNN. The prior quantifies our as-
sumption on zt before we observe the data. In the
D-VRNN, it’s reasonable to assume that the prior

of zt depends on the context ht-1 and follows the
distribution shown in Eq. (1), because conversa-
tion context is a critical factor that influences di-
alog transitions. Since zt is discrete, we use soft-
max to obtain the distribution.

zt ∼ softmax(ϕprior
τ (ht−1)) (1)

Prior in DD-VRNN. The dependency of zt on the
entire context ht-1 in Eq. (1) makes it difficult to
disentangle the relation between zt-1 and zt. But
this relation is crucial in decoding how conversa-
tions flow from one conversational exchange to the
next one. So in DD-VRNN, we directly model the
influence of zt-1 on zt in the prior, shown in Eq. (2)
and Fig. 1(b). To fit this prior distribution into the
variational inference framework, we approximate
p(zt|x<t, z<t) with p(zt|zt-1) in Eq. (3). Later, we
show that the designed new prior has benefits un-
der certain scenarios.

zt ∼ softmax(ϕprior
τ (zt-1)) (2)

p(x≤T , z≤T ) =
T∏

t=1

p(xt|z≤t, x≤t)p(zt|x<t, z<t)

≈
T∏

t=1

p(xt|z≤t, x≤t)p(zt|zt-1)

(3)

Generation. zt is a summarization of the current
conversational exchange under the context. We
use zt and ht-1 to reconstruct the current utterance
xt. This regeneration of xt allows us to recover the
dialog structure.

We use two RNN decoders, dec1 and dec2, pa-
rameterized by γ1 and γ2 to generate the original
ut and st respectively. ct and dt are the hidden
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states of dec1 and dec2. The context ht-1 and fea-
ture extraction vector ϕz

τ (zt) are concatenated to
form the initial hidden state hdec1

0 of dec1. c(nw,t)
is the last hidden state of dec1. Since vt is the
response of ut and will be affected by ut, we con-
catenate c(nw,t) to d0 to pass the information from
ut to vt. This concatenated vector is used as hdec2

0

of dec2. This process is shown in Eq. (4) and (5).

c0 = [ht−1, ϕz
τ (zt)],

w(i,t), c(i,t) = fγ1(w(i−1,t), c(i−1,t))
(4)

d0 = [ht−1, ϕz
τ (zt), c(nw,t)],

v(i,t), d(i,t) = fγ2(v(i−1,t), d(i−1,t))
(5)

Recurrence. The state-level RNN updates its
hidden state ht with ht-1 based on the following
Eq. (6). fθ is a RNN parameterized by θ.

ht = fθ(ϕ
z
τ (zt), ϕ

x
τ (xt),ht−1) (6)

Inference. We infer zt from the context ht-1 and
current utterances xt, and construct the posterior
distribution of zt by another softmax, shown in
Eq. (7). Once we have the posterior distribution,
we apply Gumbel-Softmax to take samples of zt.
D-VRNN and DD-VRNN differ in their priors but
not in their inference, because we assume the di-
rect transitions between zt in the prior instead of
in the inference.

zt|xt ∼ softmax([ϕenc
τ (ht−1), ϕx

τ (xt)]) (7)

Loss function. The objective function of VRNN
is a timestep-wise variational lower bound, shown
in Eq. (8) (Chung et al., 2015). To mitigate the
vanishing latent variable problem in VAE, we in-
corporate bow-loss and Batch Prior Regulariza-
tion (BPR) (Zhao et al., 2017, 2018) with tun-
able weights, λ to the final loss function, shown
in Eq. (9).

LVRNN = Eq(z≤T |x≤T )[log p(xt | z≤t, x<t))+
T∑

t=1

-KL(q(zt | x≤t, z<t) ‖ p(zt | x<t, z<t))]

(8)

LD-VRNN = LVRNN-BPR + λ ∗ Lbow
(9)

3.1 Transition Probability Calculation

A good way to represent a dialog structure both
numerically and visually is to construct a transi-
tion probability table among latent states. Such
transition probability can also be used to design
reward function in the RL training process. We
calculate transition table differently for D-VRNN
and DD-VRNN due to their different priors.
D-VRNN. From Eq. (6), we know that ht is a
function of x≤t and z≤t. Combining Eq. (1) and
(6), we find that zt is a function of x≤t and z<t.
Therefore, z<t has an indirect influence on zt
through ht-1. This indirect influence reinforces our
assumption that the previous states z<t impacts fu-
ture state zt, but also makes it hard to recover a
clear structure and disentangle the direct impact
of zt-1 on zt.

In order to better visualize the dialog struc-
ture and compare with the HMM-based models,
we quantify the impact of zt-1 on zt by estimat-
ing a bi-gram transition probability table, where
pi,j =

#(statei,statej)
#(statei)

. The numerator is the total
number of the ordered tuples (statei, t-1, statej, t)
and the denominator is the total number of statei
in the dataset. We choose a bi-gram transition ta-
ble over a n-gram transition table with a bigger n,
as the most recent context is usually the most rel-
evant, but it should be noted that unlike the HMM
models, the degree of transition in our model is not
limited nor pre-determined, because zt captures all
the context. Depending on different applications,
different n may be selected.
DD-VRNN As stated before, the dependency of zt
on the entire context ht-1 creates difficulty in cal-
culating the transition table. This is our motivation
to derive the prior in DD-VRNN. The outputs from
the softmax in the prior (Eq. (2)) directly consti-
tute the transition table. So rather than estimating
the transition probabilities by frequency count as
in D-VRNN, we can optimize the loss function of
DD-VRNN and get the parameters in Eq. (2) that
directly form the transition table.

3.2 NE-D-VRNN

In task-oriented dialog systems, the presence of
certain named entities, such as food preference
plays a crucial role in determining the phase of the
dialog. To make sure the latent states capture such
useful information, we assign larger weights on
the named entities when calculating the loss func-
tion in Eq. (9). The weights encourage the recon-
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structed utterances to have more correct named en-
tities, therefore influencing the latent state to have
better representation. We refer this model as NE-
D-VRNN (Named Entitiy Discrete-VRNN).

4 Datasets

We test the proposed method on the CamRest676
corpus, which was released and collected by Wen
et al. (2016). The task is to help users find restau-
rants in Cambridge, UK. While this task is highly
similar to DSTC2, we choose this dataset instead
of DSTC2 because it is relatively clean and comes
with good entity extraction methods. There are a
total of 676 dialogs in this dataset with three infor-
mation slots (food, price range and area) and three
request table slots (address, phone and postcode).

We also evaluate our model on another dataset
of simulated conversations, proposed in Zhao and
Eskenazi (2018). The task is to help users get the
weather report in a certain place at a specific time.
The dialog system is controlled by a fixed structure
and hand-set probabilities. Therefore, learning the
dialog structure of this dataset might be easier.

We assume each latent vector in the VAE emits
one conversational exchange, including one user
utterance and the corresponding system response
at time t, and each conversational exchange cor-
responds to one latent vector, following Zhai and
Williams (2014).

5 Experiments

We use LSTM (Hochreiter and Schmidhuber,
1997) with 200-400 units for the RNNs, and a
fully-connected network for all the ϕ

(·)
τ with a

dropout rate of 0.4. Additionally, we use train-
able 300-dimension word embeddings initialized
by Google word2vec (Mikolov et al., 2013). The
maximum utterance word length is 40 and the
maximum dialog length is 10. We set the λ for the
bow-loss to be 0.1. 80% of the entire dataset are
used for training, 10% for validation and 10% for
testing. Parameters mentioned are selected based
on the performance of the validation set.

The evaluation of unsupervised methods has al-
ways been a challenge. We first compare our mod-
els with a simple K-means clustering algorithm to
show its context sensitivity. Then we compare our
models with traditional HMM methods both qual-
itatively and quantitatively. Finally, we compare
the three proposed model variants. The qualita-
tive evaluation involves generating dialog struc-

tures with different models, and the quantitative
evaluations involves calculating the likelihood on
a held-out test set under a specific model, which
measures the model’s predictive power.

5.1 Comparison with K-means Clustering
We apply the model and obtain a latent state zt
for each conversational exchange. Since zt is a
discrete one-hot vector, we can group the conver-
sational exchanges with the same latent state to-
gether. This process is similar to clustering the
conversational exchanges. But we choose the VAE
over simple clustering methods because the VAE
introduces more flexible context-sensitive infor-
mation. A straightforward clustering method like
K-means usually groups sentences with similar
surface forms together, unless the previous context
is explicitly encoded along with the utterances. To
compare the grouping result of our model with
a traditional clustering method, we perform K-
means clustering on the dataset and calculate the
within-cluster cosine similarity between the bag-
of-word vectors of the utterances and the context.
This cosine similarity measures how similar the
utterances are on the word token level, higher the
value is, more words the utterances share in com-
mon. It turns out the average cosine similarity be-
tween the current utterance is 0.536 using the K-
means and 0.357 using the D-VRNN, while the
average cosine similarity between the context is
0.320 using the K-means and 0.351 using the D-
VRNN. This does show that in the D-VRNN re-
sult, the context are more similar to each other,
while in the K-means, the current utterances are
more similar on the surface textual level,which is
not ideal because the dialog system needs context
information. Table 1 shows an example where the
D-VRNN clustering result is different from the K-
means result. The conversational exchanges to
be clustered are in the last row. These two ex-
changes have the same surface form but differ-
ent contexts. D-VRNN identifies them as different
by incorporating context information, whereas K-
means places them into the same cluster ignoring
the context.

5.2 Comparison with HMM
HMM is similar to our model. Actually, if we
remove the ht layer from Fig. 1, it becomes an
HMM. But it is this additional layer of ht that en-
codes the dialog context into continuous informa-
tion and is crucial in the success of our model.
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From Utterance
SYS: Okay, you don’t care place, do you?
USR: That’s correct.
SYS: What date are you interested?
USR: Weather this morning.
SYS: I believe you said this morning.

(a) One example in State 2, “provide place and time”

From Utterance
USR: Weather tomorrow.
SYS: [api call]. your weather report is here

[report]. what else can I do?
USR: Weather this morning.
SYS: I believe you said this morning.

(b) One example in State 3, “additional time request”

Table 1: The utterances in bold in both tables have similar surface forms but different context. They are grouped
in different latent states using the Discrete-VRNN. In contrast, they are in the same cluster using the K-means.

Figure 2: Dialog structure of restaurant data by D-
VRNN. Transitions with P ≥ 0.2 are visualized.

Figure 3: Dialog structure of weather data by D-
VRNN. Transitions with P ≥ 0.2 are visualized.

In Fig. 4 and 5, we compare our models quan-
titatively with the TM-HMM model with 10 top-
ics and 20 topics from Zhai and Williams (2014),
which performs the best on a similar task-oriented
dialog dataset, the DSTC1 . The y-axis shows the
negative log likelihood of reconstructing the test
set under a specific model. The lower the nega-
tive log likelihood, the better the model performs.
The x-axis shows different numbers of latent states
N used in the models. As we can see, all of the
VRNN-based models surpass the TM-HMM mod-
els by a large margin and are more invariant to the
change in N on both datasets. Especially when N
is small, the performance of HMM is not stable.

Qualitatively, we compare the dialog structures
generated by different models. Fig. 2 and 3
show the discovered dialog structures using the D-
VRNN model, and Fig. 7 in the Appendix shows
the dialog structures learned by HMM. Each circle
in these figures represents a latent state zt with ex-
pert interpreted meanings, and the directed-arrows
between the circles represent the transition proba-
bilities between states. Human experts interpret
each zt consistently by going through conversa-
tional exchanges assigned to the same zt. For a

better visualization effect, we only visualize the
transitions with a probability equal or greater than
0.2 in the figures.

We observe reasonable dialog structures in
Fig. 2 and 3. The D-VRNN captures the ma-
jor path looking for restaurant (anything else) →
get restaurant address and phone→ thank you in
the restaurant search task. It also captures what’s
the weather → place and time → api call in the
weather report task. However, we do not get a dia-
log structure with entities separated (such as food
type I like → area I prefer → price range I want
→ ...). Because users know the system’s capability
and tend to give as many entities as possible in a
single utterance, so these entities are all mingled in
one dialog exchange. But the model is able to dis-
tinguish the “presenting match result” state from
the “presenting no match result” state (on the top
of Fig. 2), which is important in making correct
predictions. But in Fig. 7(a) generated by HMM,
even if we set 10 states in the HMM, some states
are still collapsed by the model because they share
a similar surface form. And in Fig. 7(b) also by
HMM, the dialog flow skips the “what can I do”
state, and goes from the “start” directly to “pro-
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viding place and time”, which is not reasonable.
Another interesting phenomenon is that there

are two “thank you concentrated” states in Fig. 2.
This is because, users frequently say “thank you”
on two occasions, 1) after the dialog system
presents the restaurant information, most users
will say “thank you”; 2) then the system will ask
“is there anything else I can help you with”, af-
ter which users typically respond with “thank you,
that’s all”. This interesting structure is a reflection
of the original rules in the dialog system. More-
over, in Fig. 3, we see 1) transitions from both di-
rections between states “place and time” and “api
call”, and 2) transitions from “api call” to itself,
as there are simulated speech recognition errors in
the data and the system needs to confirm the entity
values and update the API query.

Figure 4: Negative log likelihood on restaurant data.

Figure 5: Negative log likelihood on weather data.

5.3 VRNN Model Variants Comparison

Even though the three proposed VRNN-based
models have similar structures, they perform dif-
ferently and are able to compensate each other.

For example, in Fig. 8(b) in the Appendix, DD-
VRNN is able to recognize a new state “not done
yet, what’s the weather”, when users start a new
query. This can complement D-VRNN’s result.

Quantitatively, the three model variants also
perform differently. On the restaurant test set
shown in Fig. 4, DD-VRNN has the best overall
performance compared with other models. Espe-
cially when the number of states N is small (e.g.
5 or 7 states), the advantage of the direct transi-
tion is more obvious. We think the reason behind
is that it’s easier and more accurate to model the
direct transitions between a smaller set of states;
as we increase N , the direct transitions between
states become less and less obvious and therefore,
help less on the predictive power. To our surprise,
putting more weights on the named entities has a
negative impact on the performance on the restau-
rant dataset. The underlying reason might be that
the emphasis on the named entities shifts the focus
of the model from abstract latent representation to
a more concrete word token level. However, on the
simulated weather dataset shown in Fig. 5, NE-D-
VRNN performs relatively well. It might be be-
cause the weather dataset is completely simulated,
which makes it easier to recognize the named en-
tities. With a more accurate named entity recog-
nition, NE-D-VRNN is able to help the perfor-
mance. Overall, D-VRNN is the most stable one
across datasets, so we will use D-VRNN in the fol-
lowing experiments.

6 Application on RL

The ultimate goal of such a structure discov-
ery model is to utilize the structure to facilitate
downstream tasks, such as dialog system training.
Therefore, we propose to incorporate the dialog
structure information into the reward function of
the RL training. We believe that the transition ta-
ble learned from the original dataset will guide the
policy to make better decisions and converge faster
by encouraging the policy to follow the real-data
distribution. Similar to other RL models, we build
a user simulator to perform the RL training. Please
refer to the Appendix for the training details.

6.1 Reward Function Design

We use policy gradient method (Williams, 1992)
to train the dialog policy. Traditional reward func-
tions give a positive reward (e.g. 20) after the suc-
cessful completion of the task, 0 or a negative re-
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ward to penalize a failed task and -1 at each ex-
tra turn to encourage the system to finish the task
sooner rather than later (Williams et al., 2017).
But this type of delayed reward functions doesn’t
have immediate rewards at each turn, which makes
the model converge slowly. Therefore, we propose
to incorporate the learned conversational exchange
transition information as an immediate reward.
The intuition is that in order to complete a task
sooner, most users will follow a certain pattern
when interacting with the system, for example, a
typical flow is that users first give the entities in-
formation such as location, then ask for the restau-
rant information and finally, end the conversation.
If we can provide the RL model with the informa-
tion on what action is more likely to follow another
action, the model can learn to follow real-data dis-
tributions and make better predictions. We encode
the transition information through KL-divergence,
a measurement of the distance between two distri-
butions, in the reward function.

We design four types of reward functions and
describe each of them in Algorithm 1 and Eq. 10
in the Appendix. The traditional delayed reward
is the baseline. The second reward function, Rep-
reward, uses constant penalty for repeated ques-
tions, as penalizing repetition yields better results,
according to Shi and Yu (2018). The third re-
ward function, KL-reward, incorporates the tran-
sition table information. From the RL model, we
get the predicted probability ppred for different ac-
tions; from the D-VRNN model, we get the transi-
tion probability ptrans between states and each state
is translated to an action. We calculate the nega-
tion of the KL-divergence between ptrans and ppred
and use it as the immediate reward for every turn.
This immediate reward links the predicted distri-
bution with the real-data distribution by calculat-
ing the distance between them. The fourth reward
function (KL+Rep) gives an additional -2 repeti-
tion penalty to the KL-reward to test the combina-
tion effect of the two types of penalties.

6.2 Result Analysis

We evaluate the RL performance by the average
success rate, shown in Fig. 6. We observe that all
the experimental reward functions greatly improve
the performance of the baseline. We also observe
that the baseline has a higher variance, which is
due to the inefficient delayed rewards. Moreover,
both the KL-reward and the KL-Rep reward reach

Figure 6: Average success rate of RL models with dif-
ferent reward functions.

a higher success rate at around 10,000 iterations
than the Rep-reward and converges faster. These
two reward functions also achieve a better conver-
gent success rate after 10,000 iterations. This sug-
gests that adding KL-divergence of ptrans and ppred
into the reward helps develop a better policy faster.

The good performance comes from the tran-
sition probability ptrans learned by the discrete-
VRNN. ptrans summarizes the communication pat-
tern of most users in the real world and the KL-
divergence measures the distance between the pre-
dicted distribution ppred and ptrans from the real
dataset. The RL model processes this KL-reward
signal and learns to minimize the gap between
ptrans and ppred. As a result, ppred will follow closer
to the real data distribution, leading the model to
converge faster to a better task success rate. In
this way, we successfully incorporate the dialog
structure information from the real data into the
RL system training.

We observe that the use of KL reward improves
the performance significantly in terms of both con-
vergence rate and the final task success rate. Fur-
ther, the combination of KL and repetition reward
makes the model more stable and achieves a better
task success rate, compared with the model with
only KL-reward or Rep-reward. This indicates
that the KL-reward can be combined with other
type of rewards to achieve a better performance.

7 Conclusion and Future Work

A key challenge for discourse analysis and dia-
log system building is to extract the latent dia-
log structure. We adopted the VRNN with dis-
crete latent variables to learn the latent states of
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each conversational exchange and the transitions
between these states in an unsupervised fashion.
We applied the algorithm on a restaurant search
task and a simulated weather report task, and eval-
uated the model quantitatively and qualitatively.
We also proposed a way to incorporate the learned
dialog structure information into a downstream di-
alog system building task. We involved the dialog
structure in the RL reward design, which made the
model converge faster to a better task success rate.

The performance of the Discrete-VRNN model
has a major impact on the performance of the pol-
icy training. We plan to further improve the dia-
log structure learning process. Currently, we try to
capture the status of the named entities by increas-
ing the weights on the entities, which focus on the
concrete word token level. In the future, we may
use more sophisticated ways to encode the entity
information into the latent states.

References
Ananlada Chotimongkol. 2008. Learning the structure

of task-oriented conversations from the corpus of in-
domain dialogs. Ph.D. thesis, Carnegie Mellon Uni-
versity, Language Technologies Institute, School of
Computer Science.

Junyoung Chung, Kyle Kastner, Laurent Dinh, Kratarth
Goel, Aaron C Courville, and Yoshua Bengio. 2015.
A recurrent latent variable model for sequential data.
In Advances in neural information processing sys-
tems, pages 2980–2988.

Carl Doersch. 2016. Tutorial on variational autoen-
coders. arXiv preprint arXiv:1606.05908.

Emmanuel Ferreira and Fabrice Lefèvre. 2013. Expert-
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A Appendices

A.1 Reward Functions in RL

Algorithm 1 Reward function
if success then
R = 20

else if failure then
R = −10

else if repeated question then
R = freward(ptrans, ppred)

else if each proceeding turn then
R = −1

end if

freward(ptrans, ppred) =



−1 Baseline
−5 Rep-reward
−KL(ptrans, ppred) KL-reward
−KL(ptrans, ppred)− 2 KL+Rep

(10)

A.2 RL Simulation Setting
The main purpose of the user simulator is to pro-
vide named entities. Therefore, it is built by sam-
pling utterances from the real dataset according to
the current status of named entities. Table 2 shows
one simulated dialog in the reinforcement learn-
ing. We design seven system template actions in
the simulated setting which fall under four cate-
gories, ask for entity, present results, give restau-
rant information and closing statement. But there
are n latent states learned from the real data, and n
is not necessarily equal to four. To solve this mis-
match in dimensions between ppred and ptran, hu-
man experts further collapse similar latent states
and reduce the number of latent states to four,
which represents the four main categories in the
actions, ask for entity, present results, give restau-
rant information and closing statement. For ex-
ample, the two “thank you concentrated” states in
Fig. 2 will be combined to the closing statement
category. The probability of each category is the
sum of the original probabilities whose actions are
now under the same category.

From Utterance
USR: Could you please help me find

an [value price] restaurant in the
[value area] [slot area]?

SYS: Do you have a [slot food] prefer-
ence?

USR: Let’s try [value food], please
SYS: [value name] is a good restaurant

matching your request. Is there
anything else I can help you with?

USR: What other options are there?
SYS: [value name] is a good restaurant

matching your request. Is there
anything else I can help you with?

USR: Great. what is their [slot phone]?
SYS: Here is the info...

Table 2: A simulated dialog.

A.3 RL Training Details
A simple action mask is used to prevent impos-
sible actions, such as presenting results without
making a query to the DB. The input to the model
is a list of common contextual features, such as the
presence of each entity and the last action taken.
The output of the model is the system action tem-
plate.
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(a) HMM, restaurant data, 5 states (b) HMM, weather data, 10 states

Figure 7: Dialog structures generated by HMM on different datasets. Transitions with P ≥ 0.2 are visualized.

(a) DD-VRNN, restaurant data, 5 states (b) DD-VRNN, weather data, 10 states

Figure 8: Dialog structures generated by DD-VRNN on different datasets. Transitions with P ≥ 0.2 are visualized.

Four different reward functions are used. A dis-
count factor of 0.9 is applied to all the experi-
ments and the maximum number of turns is 10.
An LSTM with 32 hidden units is used and the
RL policy is updated after each dialog. We also
apply ε-greedy exploration strategy (Tokic, 2010).
Because the RL training can sometimes be unsta-
ble, we initialize all the model parameters using
supervised learning on a simulated dataset, which
consists of 500 dialogs between the user simulator
and a rule-based agent simulator. The method is
evaluated by freezing the policy after every 1000
updates and running 200 simulated dialogs to cal-
culate the task success rate. We repeat the entire
process 10 times and report the average success
rate in Fig. 6.

A.4 Dialog Structures by Different Models
Fig. 7 and 8 show the dialog structures generated
by HMM and DD-VRNN.
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Abstract
We aim to comprehensively identify all the
event causal relations in a document, both
within a sentence and across sentences, which
is important for reconstructing pivotal event
structures. The challenges we identified are
two: 1) event causal relations are sparse
among all possible event pairs in a docu-
ment, in addition, 2) few causal relations are
explicitly stated. Both challenges are espe-
cially true for identifying causal relations be-
tween events across sentences. To address
these challenges, we model rich aspects of
document-level causal structures for achiev-
ing comprehensive causal relation identifica-
tion. The causal structures include heavy in-
volvements of document-level main events in
causal relations as well as several types of fine-
grained constraints that capture implications
from certain sentential syntactic relations and
discourse relations as well as interactions be-
tween event causal relations and event corefer-
ence relations. Our experimental results show
that modeling the global and fine-grained as-
pects of causal structures using Integer Lin-
ear Programming (ILP) greatly improves the
performance of causal relation identification,
especially in identifying cross-sentence causal
relations.

1 Introduction

Understanding causal relations between events in
a document is an important step in text under-
standing and is beneficial to various NLP appli-
cations, such as information extraction, question
answering and text summarization. Causal rela-
tions can occur between any two events in a doc-
ument, both between events within a sentence and
between events across sentences. In this paper, we
aim to identify all the event causal relations in a
document.

The main challenges for achieving comprehen-
sive causal relation identification are that event

Figure 1: An Example of Main Event Causal Structure

causal relations are sparse among all the event
pairs in a document and few event causal relations
are explicitly stated. The challenges are especially
true for identifying cross-sentence event causal re-
lations and most of them have no clear causal indi-
cators. To address these challenges, we model rich
aspects of document-level causal structures, i.e.,
structural distributions of causal relations within a
document, for achieving comprehensive causal re-
lation identification in news articles.

Our key observation for improving causal re-
lation identification is that causal relations, espe-
cially cross-sentence causal relations, tend to in-
volve one or two main events of a document. The
main events are the focus of a story, which are usu-
ally mentioned in the title of an article and have
repeated mentions throughout the document. In-
tuitively, causal relations in a document are often
used to explain why the main events happened as
well as consequences of the main events. For ex-
ample, as shown in figure 1, killing is the main
event. The events crossfire, spraying, richo-
cheted, struck are its preconditions, and accuse,
trial are its consequences. Indeed, many causal
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relations are related to the main event.
In addition to the global causal structures re-

lated to main events of a document, we model
three types of fine-grained causal structures in or-
der to accurately identify each individual causal
relation. First, specific sentential syntactic rela-
tions may evoke causal relations between event
pairs. For instance, adverbial clause modifier of
a verb phrase explains its consequence, condition
or purpose. Second, we model implications of a
discourse relation between two text units (e.g., the
contingency discourse relation) towards causal re-
lations between events in the two text units. Third,
we model interactions between event causal re-
lations and event coreference relations. For ex-
ample, coreferent event mentions should have the
same causal relations; a causal relation and an
identity relation should not co-exist between any
two events.

We use Integer Linear Programming (ILP) to
model these rich causal structures within a docu-
ment by designing constraints and modifying the
objective function to encourage causal relations
akin to the observed causal structures and discour-
age the opposite. Our experimental results on the
dataset EventStoryLine (Caselli and Vossen, 2017)
show that modeling the global and fine-grained
aspects of causal structures within a document
greatly improves the performance of causal rela-
tion identification, especially in identifying cross-
sentence causal relations.

2 Related Work

In the last decade or so, both unsupervised and su-
pervised causal relation identification approaches
have been proposed including linguistic patterns,
statistical measures and supervised classifiers, pri-
marily with the goal of acquiring event causal-
ity knowledge from a text corpus. The pro-
posed approaches mainly rely on explicit con-
textual patterns (Girju; Hashimoto et al., 2014)
or other causality cues (Riaz and Girju, 2010;
Do et al., 2011), statistical associations between
events (Beamer and Girju, 2009; Hu et al., 2017;
Hu and Walker, 2017; Do et al., 2011; Hashimoto
et al., 2014), and lexical semantics of events (Riaz
and Girju, 2013, 2014b,a; Hashimoto et al., 2014).

An increasing amount of recent works focused
on recognizing event causal relations within a doc-
ument, but mostly limited to identifying intra-
sentence causal relations with explicit causal indi-

cators. Mirza et al. (2014) annotated event causal
relations in the TempEval-3 corpus and created
CausalTimeBank. Mirza and Tonelli (2014) stated
that incorporating temporal information improved
the performance of a causal relation classifier.
Mirza and Tonelli (2016) built both a rule-based
multi-sieve approach and a feature based classi-
fier to recognize causal relations in CausalTime-
Bank. However, causal relations in CausalTime-
Bank are few and only explicitly stated intra-
sentence causal relations were annotated. In ad-
dition, Mostafazadeh et al. (2016) annotated both
temporal and causal relations in 320 short stories
(five sentences in each story) taken from the ROC-
Stories Corpus and indicated strong correlations
between causal relations and temporal relations.

Lately, Caselli and Vossen (2017) created a cor-
pus called EventStoryLine, which contains 258
documents and more than 5,000 causal relations.
The EventStoryLine corpus is the largest dataset
for causal relation identification till now with com-
prehensive event causal relations annotated, both
intra-sentence and cross-sentence, which presents
unique challenges for causal relation identifica-
tion. Caselli and Vossen (2017) showed that only
117 annotated causal relations in this dataset are
indicated by explicit causal cue phrases while the
others are implicit. We conduct experiments on
the EventStoryLine dataset. Distinguished from
most of the previous approaches that identify
one causal relation each time, we model coarse-
grained and fine-grained document-level event
causal structures and infer all the causal relations
in a document.

Integer linear programming (ILP) approaches
have been applied to predict a set of temporal re-
lations or an event timeline in a document (Do
et al., 2012; Teng et al., 2016; Ning et al., 2017).
ILP has been used to improve causal relation iden-
tification (Do et al., 2011), but only with fine-
grained constraints considering discourse relations
between two text units. Our approach innovates on
modeling other aspects of document-level causal
structures, especially heavy involvements of main
events in causal relations, that facilitate resolving
multiple causal relations.
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3 The EventStoryLine Corpus

Table 1 shows the statistics of the corpus
EventStoryLine v0.91 (Caselli and Vossen, 2017).

Item Size
Topics 22
Documents 258
Sentences 4,316
Event Mentions 5,334
Intra-sentence causal links 1,770
Cross-sentence causal links 3,855
The Total causal links 5,625
Explicit causal links 117

Table 1: EventStoryLine v0.9

Causal relations annotated in EventStoryLine
are between two event mentions. Different causal
relations are annotated in EventStoryLine, called
“rising action” and “falling action”, which indi-
cate the directions of causal relations and intu-
itively correspond to “precondition” and “conse-
quence” relations. Note that in this paper, we fo-
cus on identifying all the pairs of events in a doc-
ument that are causally related, but not on clas-
sifying the direction of a causal relation though;
specifically, we aim to recognize if there exists a
causal relation between any two events A and B in
a document, but we do not further distinguish if A
causes B vs. B causes A.

On average, there is 1.2 event mentions in
each sentence. There are 7,805 intra-sentence and
46,521 cross-sentence event mention pairs in total
in the corpus, around 22% (1,770) and 8% (3,855)
of them were annotated with a causal relation re-
spectively. Out of the annotated causal links, only
117 Caselli and Vossen (2017) causal relations are
indicated by explicit causal cue phrases while the
others are implicit. In our experiments, we use
the gold event mentions in EventStoryLine and ex-
clude aspectual, causative, perception and report-
ing event mentions2, most of which were not anno-
tated with any causal relation according to Caselli
and Vossen (2017).

4 The Feature Based Local Pairwise
Classifiers

Intra- and cross-sentence causal relations are dif-
ferent by nature. For instance, dependency rela-

1Statistics are calculated based on latest release
https://github.com/tommasoc80/EventStoryLine

2639 event mentions were excluded in this way.

tions between words in a sentence may be more
useful for detecting intra-sentence causal rela-
tions, than when used for detecting cross-sentence
causal relations. Therefore, we train two sepa-
rate logistic regression classifiers, one for intra-
sentence causal link detection and the other for
cross-sentence causal link detection.

We consider all event mention pairs within
a sentence as training instances for the intra-
sentence causal relation classifier. Then we pair
event mentions from two sentences with one event
mention from each sentence, which are used as
training instances for the cross-sentence classi-
fier. Note that training instances for both classi-
fiers are unbalanced, with a POS:NEG ration of
around 1:3 and 1:10 for intra- and cross-sentence
cases respectively. We applied the “balanced”
class weight option3 in logistic regression classi-
fiers to deal with the class imbalance problem.

We use the same set of features for training both
classifiers, but we expect the two classifiers to as-
sign different weights to features.

4.1 The Common Feature Set

Lexical Features: We implement rich lexical fea-
tures to capture event word forms and similarities
between two events, event modifiers and event ar-
guments. First, we encode word and lemma for
each token in two event phrases as features. Then
we created various similarity features between two
events.

• Similarities Based on Event Word Form
Match. Three binary features indicating
whether the lowercases of two event head
words, two event head lemmas and two com-
plete event phrases are exactly the same.

• Similarities Based on Wordnet. We first
identify synsets for each event head word in
Wordnet. Then for each pair of synsets, with
one synset for each event head word, we cal-
culate the Wup similarity (Wu and Palmer,
1994). We create numerical features using
the average, minimal and maximal Wup sim-
ilarities.

• Similarities Based on Word Embeddings. We
apply l2 normalization on event head word
embeddings, and then we calculate the Eu-
clidean distance and Cosine distance between

3http://scikit-learn.org/stable/modules/generated/
sklearn.linear model.LogisticRegression.html
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two word embeddings and use them as fea-
tures. We use Glove Vectors (Pennington
et al., 2014) for word embeddings.
• Similarities Based on Event Modifiers. We

run the dependency parsing tool from the
Stanford CoreNLP (Manning et al., 2014)
and identify event modifiers as words that
have a certain dependency relation4 with an
event head word. We measure the similarity
between two events using the number of com-
mon modifiers and the number of common
dependency relations that connect a modifier
with an event head word.
• Similarities Based on Event Arguments. We

consider entities that have a direct depen-
dency relation with an event head word as
its event arguments. We use the Stan-
ford CoreNLP to identify entities and their
types. We measure the similarity between
two events using the number of common
event arguments and the number of common
entity types.

Causal Potential Features: As inspired by the
causal potential metric proposed by (Beamer and
Girju, 2009), we encode features based on the
point-wise mutual information (PMI) score and
the relative textual order between two events. We
calculate the PMI score of two event words in
EventStoryLine by using co-occurrences of two
events in one sentence, and we use the score as
a numerical feature.

Syntactic Features: We use dependency relations
on the dependency path between two events. We
use the basic dependencies extracted from Stan-
fordCoreNLP (Manning et al., 2014). For cross-
sentence event pairs, we consider the dependency
path from each event to the root node in its own
sentence in extracting dependency relations, fol-
lowing Cheng and Miyao (2017). In addition, we
use Part Of Speech tags of two event head words
as features.
4.2 Score Replacement
We observed that the cross-sentence causal rela-
tion classifier is usually not as capable as the intra-
sentence classifier, probably due to less contex-
tual evidence to rely on. Therefore, for cross-
sentence event mention pairs that can be converted

4Specifically, we consider ’nmod’, ’amod’, ’advmod’,
’mark’, ’aux’, ’auxpass’, ’expl’, ’cc’, ’cop’, ’punct’ to be
modifiers.

to intra-sentence cases through event coreference
links, we use a heuristic method to improve causal
relation prediction performance and replace the
predictions from the cross-sentence classifier with
the predictions from the intra-sentence classifier5,
by using system predicted event coreference links.
Note that two events may have more than one pair
of mentions, one mention for each event, co-occur
within one sentence, we will use the highest score
produced by the intra-sentence classifier over all
the event mention pairs.

In addition, the score replacement procedure
may change prediction scores of some intra-
sentence event mention pairs as well. For in-
stance, if one event mention has a coreferent men-
tion within the same sentence that is closer to and
is more clearly in a causal relation with the other
event mention according to the intra-sentence clas-
sifier, and when paired up, the new event pair has
received a higher score, then we will replace the
score of the original event pair with the higher
score. We implemented the within-document neu-
ral network based event coreference classifier as
described in (Choubey and Huang, 2017a) and
used the system to obtain event coreference links.

5 Modeling Causal Structures Using ILP

Our Integer Linear Programming (ILP) system
performs document level global inference for re-
solving all the intra-sentence and inter-sentence
event causal relations in a document. Let pij de-
notes confidence score from the corresponding lo-
cal pairwise classifier for assigning a causal rela-
tion to the event pair (i, j). Let µ refer to the set
of event mentions in a document, we formulate our
basic ILP objective function with equation 1.

ΘBasic = max
∑

i∈µ

∑

j∈µ

[
pijxij + ¬xij(1− pij)

]
(1)

We then augment the objective function with
new objectives (equation 2) and add constraints to
induce causal structures, including heavy involve-
ments of main events (ΘM and ΘF ) in causal re-
lations throughout the document, as well as fine-
grained interactions of event causal relations with
discourse relations (ΘD), and event coreference

5Note that we only conduct the score replacement when a
score produced by the intra-sentence classifier is higher than
the score produced by the cross-sentence classifier, which in-
dicates that the intra-sentence classifier is more confident.
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relations(ΘC) as well as syntactic structure con-
straints (ΘS) for identifying causal relations.

Θ = ΘBasic + ΘM + ΘF + ΘD + ΘC + ΘS (2)

5.1 Document Level Main Event Based
Constraints

Main Event: Main events are central to the story
in a document and tend to participate in multiple
causal links. Similar to Choubey et al. (2018),
we recognize main events based on characteristics
of event coreference chains within a document.
Specifically, we rank events based on the number
of event mentions referring to an event, and choose
the top two events as main events6. Then we add a
new objective function (equation 3) and additional
constraints to encourage causal links in event men-
tion pairs containing a main event (equation 4) and
discourage causal links in the remaining mention
pairs (equation 5).

ΘM = max
[∑

i∈Λ

[km1m1(i) + km2m2(i)]

−
∑

i∈µ−Λ

[kn1n1(i) + kn2n2(i)]
] (3)

∀i ∈ Λ,
∑

j∈µ,di=dj
xij ≥ m1(i)

∀i ∈ Λ,
∑

j∈µ,di 6=dj
xij ≥ m2(i)

(4)

∀i ∈ µ− Λ,
∑

j∈µ−Λ,di=dj

xij ≤ n1(i)

∀i ∈ µ− Λ,
∑

j∈µ−Λ,di 6=dj
xij ≤ n2(i)

(5)

In the above equations, Λ denotes the set of
main event mentions, and di denotes the sentence
number for event i. The independent variables
m1(i) and m2(i) indicate the minimum num-
ber of intra- and cross-sentence causal relations
that main events participate in. By maximizing
m1(i) and m2(i) in the objective function ΘM ,
our model favors main events to have more causal
relations. Similarly, variables n1(i) and n2(i)
in equation 5 are separately defined to set up-
per thresholds on the maximum number of intra-

6If there is a tie between two event clusters with the same
number of coreferential event mentions, we use the sum of
confidence scores for pairs of coreferential event mentions
in a cluster to break the tie. The confidence scores were as-
signed by the local pairwise coreference relation classifier.

and cross-sentence causal relations without a main
event. Unlike m1(i) and m2(i), we aim to mini-
mize the variables n1(i) and n2(i) to restrict non-
main events from participating in causal relations.
Notice that we apply the constraints separately to
intra- and cross-sentence mention pairs. This is
primarily because main events are likely to par-
ticipate in many more cross-sentence causal rela-
tions compared to intra-sentence cases. Further-
more, we observe that a main event may trigger
several consequent events which themselves are
causally related. However, causal relations involv-
ing only non-main events are less likely to show
transitivity. Therefore, we add the constraint 6
to ensure non-transitivity among causal relations
with no main event.

xij + xjk + xik ≤ 2 + 1i∈Λ + 1j∈Λ + 1k∈Λ (6)

Locality Constraints: Main events may not al-
ways have the largest coreference chain size, and
the position of an event mention provides another
strong heuristics for identifying the main event
(Upadhyay and Roth, 2016). In addition, the first
sentence often summarizes the central context of
story and are likely to describe foreground events
(Grimes, 1975) that have causal relation with mul-
tiple other events. Therefore, we add an objective
function (equation 7) and additional constraints
(equation 8) to encourage causal relations that
contain an event from the first sentence.

ΘS = max
∑

i∈S
kfb1(i)−

∑

i∈µ

∑

j∈µ
kf lij · |di − dj | (7)

∀i ∈ F,
∑

j∈µ
xij ≥ b1(i) (8a)

∀ < i, j >∈M,xij ≤ lij + 1i/∈{F} ∧ 1j /∈{F} (8b)

where, F represents all the events in first sen-
tence, independent variable b1(i) indicates the
minimum number of causal relations that an event
in F participates in, M represents the set of event
mention pairs that can be mapped to the same sen-
tence and lij is a leakage variable that allows dis-
tant event mentions in F receiving a very high
confidence value pij to have a causal relation. Par-
ticularly, we encourage causal links between two
event mentions that are in nearby sentences or can
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be mapped to the same sentence using corefer-
ence links7. By maximizing the variables b1(i)
and minimizing the term lij · |di− dj |, we encour-
age event mentions in F complying with certain
constraints to have more causal relations.

5.2 Fine-grained Causal Structure
Constraints

Syntactic Relations: Specific sentential syntac-
tic relations may evoke causal relations between
event pairs. First, adverbial clause modifier of a
verb phrase explains its consequence, condition
or purpose; Second, nominal events mentioned as
subject in the main clause presents an assertional
structure that delivers foreground (Grimes, 1975)
information which may have causal associations
with other events; Third, non-finite verb events
that share arguments and complement the main
event of a sentence are likely to have causal as-
sociations with the main event.

Therefore, we add an objective function (equa-
tion 9) and additional constraints (equation 10) to
encourage causal relations that contain a nomi-
nal event as subject or verb event that modifies
its parent with advcl or xcomp dependency rela-
tions. Here, S represents event mentions that pos-
sess one of the above syntactic structures, indepen-
dent variable b2(i) indicates the minimum number
of causal relations that an event in S participates
in. Note that equation 10(b) was modified from
8(b) and allows discounted optimization (with lij)
for events in S that are mappable to the same or
nearby sentences.

ΘS = max
∑

i∈S
ksb2(i) (9)

∀i ∈ S,
∑

j∈µ
xij ≥ b2(i) (10a)

∀ < i, j >∈M,xij ≤ lij + 1i/∈{F,S} ∧ 1j /∈{F,S} (10b)

Discourse Relations: Note that the implications
of discourse relations between two text units to-
wards causal relations between events in the two
text units have been discussed in the previous
work (Do et al., 2011). In this work, we con-
sider three types of discourse relations8. First,

7Two event mentions are mappable if their respective co-
referential event mentions co-occur in at least one sentence.

8We use PDTB parser (Lin et al., 2014) to identify three
discourse relations.

two subtypes of the contingency discourse rela-
tion, namely cause and condition, strongly sug-
gest that causal links exist between events in the
two discourse units. On the contrary, the com-
parison discourse relation highlights semantic in-
dependence between two discourse units, thus in-
hibits causal relations between events described
in them. Third, all causal relations are inher-
ently temporal. An event that causes another event
must necessarily occur before or temporally over-
lap with the latter. Thus, clauses having one of
these temporal discourse relations may also fa-
vor causal relations between events in them. We
model the above three dependencies between dis-
course relations and causation through constraints
11 and the objective function 12.

∀r = Contingency,
∑

i∈arg1

∑

j∈arg2
xij ≥ 1

∀r = Comparison,
∑

i∈arg1

∑

j∈arg2
xij ≤ 0

∀r = Temporal,
∑

i∈arg1

∑

j∈arg2
xij ≥ T (r)

(11)

ΘD = max
∑

r=Temporal

ktT (r) (12)

Specifically, we enforce events in clauses with
the contingency discourse relation to have at least
one event pair with causal relation. Similarly, we
inhibit a causal relation between any event pair
in clauses with the comparison discourse relation.
For events in clauses with a temporal discourse re-
lation, we aim to maximize the number of causal
relations without grounding it to any hard lower
bound. Here, r denotes the discourse relation be-
tween two discourse arguments, arg1 and arg2,
and Temporal refers to the set of temporal dis-
course relations. We use the pre-trained PDTB
discourse parser (Lin et al., 2014) to obtain dis-
course relations in a document.

Event Coreference Relations: We model inter-
actions between event causal relations and event
coreference relations by adding constraints 13 and
14 and an objective function 15.

∀i ≡ j, xij ≤ c3(i, j) (13)

∀i ≡ j, xik + ¬xjk ≤ 1 + c1(i, j, k)

∀i ≡ j,¬xik + xjk ≤ 1 + c2(i, j, k)
(14)
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ΘC = max
∑

i∈µ

∑

j∈µ

[∑

k∈µ
−kc(c1(i, j, k)

+c2(i, j, k))
]
− (1− kc)(c3(i, j))

(15)

Here ≡ represents the identity (coreference) re-
lation. The constraint 13 ensures that causal rela-
tion and coreference relation are mutually exclu-
sive, allowing some violations when pi,j is high.
The constraints 14 along with the objective func-
tion 15 encourage coreferent event mentions to
have a causal relation with the same other event.
While this relation between causal and corefer-
ence relations is strictly true for gold standard
data, we observed that these constraints make the
system very sensitive to noise when using system
predicted coreference links. Therefore, we added
binary leakage variables c1(i, j, k), c2(i, j, k) and
c3(i, j) to relax these constraints.By maximizing
the negative of leakage variables, we allow our
model to overcome this instability.

6 Evaluation

6.1 Experimental settings
There are 22 topics in the EventStoryLine corpus.
We put them in order based on their topic IDs and
use documents in the last two topics as the devel-
opment set. We trained the ILP system using the
rest 20 topics and tuned parameters based on the
system performance on the development set. We
report experimental results by conducting 5-fold
cross validation on the rest 20 topics. For event
causal relation identification, we report precision,
recall, and F1-score.

The weighting parameters for constraints, in-
cluding km1 , km2 , kn1 , kn2 , kf , kt, kc and ks, were
first pre-set to be a small number 0.1. We then con-
ducted grid search and searched for the best value
for each parameter over the range from 0.1 to 0.5
with a step size of 0.1. The best values for the pa-
rameters are 0.2, 0.1, 0.1, 0.5, 0.2, 0.1, 0.1, 0.2 re-
spectively.

6.2 Baseline Systems
We consider six baseline systems:

OP: a dummy model used in (Caselli and Vossen,
2017) that assigns a causal relation to every event
mention pair.

Cheng and Miyao (2017): a dependency path
based sequential neural network model that ex-
tensively models compositional meanings of the

context between two event mentions for causal re-
lation identification. This model was first used
for identifying event temporal relations and has
been shown effective in identifying both intra- and
cross-sentence temporal relations.

Choubey and Huang (2017b): another depen-
dency path based sequential neural network model
that was first developed for identifying temporal
relations between event mentions within a sen-
tence. We make this model also work for cross
sentence cases by merging the root nodes of two
dependency trees associated with two separate
sentences and extracting a dependency path con-
necting events across sentences.

So far, there is no well recognized effective
approach for causal relation identification within
a document. We applied the above two models
for causal relation identification considering that
causal relations are closely related with certain
temporal relations and a causal event must occur
before or overlap with the consequence event.

LR (Lexical): the same logistic regression clas-
sifier as our local pairwise classifier but using the
lexical features only.

LR (Causal Potential): the same logistic regres-
sion classifier as our local pairwise classifier but
using the causal potential features only.

LR (Full): our local pairwise classifier using the
full set of features.

+ Score Replacement: our local pairwise classi-
fier using the full set of features, with the heuristic
score replacement procedure applied.

6.3 Experimental Results

The first section of table 2 shows the performance
of baseline models on intra- and cross-sentence
causal relation identification. The model OP la-
bels each event mention pair as causal and suffers
from low precisions9, especially on identifying
cross-sentence causal relations. The two depen-
dency path based neural network model (Cheng
and Miyao, 2017; Choubey and Huang, 2017b)
do not perform effectively on identifying causal
relations. The performance is especially poor on
cross-sentence cases.

The model LR (Lexical) improved the pre-
cision of causal relation identification but suf-

9The reason it did not achieve the 100% recall is that we
did not consider reporting, causative, perception or aspectual
events.

1814



Intra-sentence Cross-sentence Intra + Cross
Models P R F1 P R F1 P R F1

Local Pairwise Models
OP 22.5 98.6 36.6 8.4 99.5 15.6 10.5 99.2 19.0
Cheng and Miyao (2017) 34.0 41.5 37.4 13.5 30.3 18.7 17.6 33.9 23.2
Choubey and Huang (2017b) 32.7 44.9 37.8 11.3 29.5 16.4 15.5 34.3 21.4
LR (Lexical) 38.7 37.0 37.8 24.3 29.1 26.5 28.2 31.6 29.8
LR (Causal Potential) 28.2 61.2 38.6 10.7 74.6 18.7 12.9 70.4 21.8
LR (full) 37.6 41.4 39.4 23.8 33.6 27.9 27.4 36.1 31.2
+Score Replacement 37.0 45.2 40.7 25.2 48.1 33.1 27.9 47.2 35.1

Modeling Causal Structure using ILP
+Main Event Constraints 38.1 47.6 42.3 31.5 45.4 37.2 33.4 46.1 38.7
+Locality Constraints 38.0 50.4 43.4 32.1 45.8 37.8 33.9 47.3 39.5
+Syntactic Constraints 37.2 54.8 44.3 32.1 48.6 38.7 33.7 50.6 40.4
+Discourse Constraints 37.4 55.8 44.7 32.2 48.7 38.8 33.8 51.0 40.6
+Coreference Constraints 38.8 52.4 44.6 35.1 48.2 40.6 36.2 49.5 41.9

Table 2: Performance of different models on causal relation identification

fers from low recall. In contrast, the model LR
(Causal Potential) improved the recall but suffers
from low precision. The model LR (full) with rich
lexical, semantic and syntactic features achieved
the best trade-off between precision and recall.
+ Score Replacement significantly improves the
recall and F1-score on identifying cross-sentence
causal relations, which also slightly improves the
recall of intra-sentence cases. But the precision
of causal relation identification remains low, espe-
cially on cross-sentence cases.

The second section of table 2 shows the perfor-
mance of our ILP model after gradually adding
each type of constraints. +Main Event Con-
straints shows the performance of the ILP sys-
tem with constraints encouraging causal relations
involving a main event. By modeling this as-
pect of document-level causal structures, the pre-
cision of cross-sentence causal relation identifica-
tion was clearly improved by around 6.3%. With a
small loss on recall, the F1-score was improved
by 4.1%. Modeling this document-level causal
structure also improves both precision and recall
on identifying intra-sentence causal relations, but
with a relatively small margin. Compared to the
local pairwise model + Score Replacement, the
overall F1-score improvement from using global
main event constraints is statistically significant
with p<0.05 (Dietterich, 1998). +Locality Con-
straints strengthens the effects of modeling main
events and further improved the performance of
both cross- and intra-sentence causal relation iden-

tification.

Next, adding sentential syntactic structure
based constraints (+Syntactic Constraints) re-
covered additional intra-sentence causal relations
and cross-sentence causal relations as well due to
score replacement, and improved their recall by
4.4% and 2.8% respectively with little or no drop
on precision. Then, after adding discourse con-
straints (+Discourse Constraints), both precision
and recall on intra-sentence causal relation identi-
fication were slightly improved while the perfor-
mance on cross-sentence causal relation identifi-
cation remains roughly the same, this is mainly
due to the fact that few cross-sentence discourse
relations were identified by the discourse parser
we used. Finally, after adding conference con-
straints (+Coreference Constraints), the preci-
sion of cross-sentence causal relation identifica-
tion was increased by 2.9%, with a small loss
on recall, the F1-score was improved by 1.8%.
Unsurprisingly, the overall performance on intra-
sentence causal relation identification was not af-
fected much by coreference constraints since event
coreference relations often involve events across
sentences. Compared to the model considering
global constraints only (the line + Locality Con-
straints), the overall F1-score improvement from
using fine-grained causal structure constraints is
statistically significant with p<0.01.

To sum up, by modeling the global and fine-
grained aspects of causal structures, the perfor-
mance of both intra- and cross-sentence causal re-
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Figure 2: F1-scores on documents with different
lengths. The x-axis indicates the number of sentences a
document has. The y-axis indicates the macro average
F1-score of causal relation identification.

lation identification was greatly improved by 3.9%
and 7.5% in F1-score respectively. Compared
to the local pairwise model + Score Replace-
ment, the overall F1-score improvement from us-
ing both global main event constraints and fine-
grained causal structure constraints is statistically
significant with p<0.002.

Impact of Document Lengths Figure 2 shows
performance comparisons of three models on doc-
uments with different lengths. The first impres-
sion is that causal relation identification becomes
harder when documents are longer. If we look
into the figure, the score replacement heuristic im-
proves the performance of causal relation iden-
tification on medium-sized documents, but not
on short (< 4 sentences) or long (> 10 sen-
tences) documents. This may either due to lit-
tle event coreference information for use in short
documents or event coreference information be-
coming too noisy in long documents. Compared
to the mixed effects of the score replacement
heuristic, the ILP system improved the perfor-
mance of causal relation identification consistently
in documents of any length, through modeling rich
document-level causal structures.

7 Conclusions

We have presented an ILP system that collectively
identifies all the causal relations within a docu-
ment, both intra- and cross-sentence causal rela-
tions, by modeling the global and fine-grained as-
pects of causal structures. In the future, we will
continue to enrich document-level causal struc-
tures, e.g., by considering segment-wise topic lay-
outs and rhetorical discourse structures.
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Abstract

Utilizing reviews to learn user and item repre-
sentations is useful for recommender systems.
Existing methods usually merge all reviews
from the same user or for the same item into
a long document. However, different reviews,
sentences and even words usually have dif-
ferent informativeness for modeling users and
items. In this paper, we propose a hierarchical
user and item representation model with three-
tier attention to learn user and item representa-
tions from reviews for recommendation. Our
model contains three major components, i.e.,
a sentence encoder to learn sentence represen-
tations from words, a review encoder to learn
review representations from sentences, and a
user/item encoder to learn user/item represen-
tations from reviews. In addition, we incorpo-
rate a three-tier attention network in our model
to select important words, sentences and re-
views. Besides, we combine the user and item
representations learned from the reviews with
user and item embeddings based on IDs as the
final representations to capture the latent fac-
tors of individual users and items. Extensive
experiments on four benchmark datasets vali-
date the effectiveness of our approach.

1 Introduction

Learning accurate user and item representations
is very important for recommender systems (Tay
et al., 2018). Many of existing recommendation
methods learn user and item representations based
on the ratings that users gave to items (Koren et al.,
2009; Mnih and Salakhutdinov, 2008). For exam-
ple, Koren et al. (2009) proposed a matrix factor-
ization method based on SVD to learn latent rep-
resentations of users and items from the rating ma-
trix between users and items. However, since the
numbers of users and items in online platforms are
usually huge, and the rating matrix between users
and items is usually very sparse, it is quite diffi-

＊＊＊＊合 Defrag and cleanup, then you have a great laptop! 

July 4, 2018 

Style: Laptop Only Verified Purchase 

I bought this laptop yesterday. This is a great laptop if you immediately run maintenance checks on it (defrag, 

disk cleanup} and remove a little bloatware. It is not a laptop to game with, but as a working/school laptop, 

you're getting a great bang for your buck. Only giving it four stars just because of the above mentioned things 

I did afterward, but by no means is this a ho 「rible laptop. 

106 people found this helpful 

***** MULTIMEDIA LAPTOP 

June 22, 2018 
Style: Laptop Only Verified Purchase 

This Laptop Great! 

One person found this helpful 

Figure 1: Two example reviews.

cult for those rating based recommendation meth-
ods to learn accurate user and item representa-
tions (Zheng et al., 2017; Tay et al., 2018).

Luckily, in many online platforms such as Ama-
zon and IMDB, there are rich reviews written by
the users to express their opinions on items. These
reviews can provide rich information of items. For
example, if sentences like “bad battery life” and
“battery capacity is low” frequently appear in the
reviews of a smartphone, then we can infer the per-
formance of this item in battery life is not good.
The reviews also contain rich information of users.
For example, if a user frequently mentions “the
price is too high” and “very expensive” in his/her
reviews for different items, then we can infer this
user may be sensitive to price. Thus, these reviews
can help enhance the learning of user and item
representations especially when ratings are sparse,
which is beneficial for improving the performance
of recommender systems (Zheng et al., 2017).

Utilizing reviews to learn user and item repre-
sentations for recommendation has attracted in-
creasing attentions (Zheng et al., 2017; Cather-
ine and Cohen, 2017). For example, Zheng
et al. (2017) proposed a DeepCoNN method
to learn the representations of users and items
from reviews using convolutional neural networks
(CNN), and achieved huge improvement in recom-
mendation performance. These methods usually
concatenate the reviews from the same user or the
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same item into a long document. However, differ-
ent reviews usually have different informativeness
in representing users and items. For example, in
Fig. 1 the first review is much more informative
than the second one. Distinguishing informative
reviews from noisy ones can help learn more accu-
rate user and item representations. In addition, dif-
ferent sentences in the same review may also have
different informativeness. For example, in Fig. 1
the sentence “it is not a laptop to game with” con-
tains more important information than “I bought
this laptop yesterday”. Besides, different words in
the same sentence may also have different impor-
tance. For example, in “this is a great laptop if you
...” the word “great” is more important than “you”
in modeling this item.

In this paper, we propose a hierarchical user
and item representation model with three-tier at-
tention (HUITA) to learn informative user and item
representations from reviews for recommendation.
In our approach, the hierarchical user and item
representation model contains three major compo-
nents, i.e., a sentence encoder to learn sentence
representations from words, a review encoder to
learn review representations from sentences, and
a user/item encoder to learn user/item represen-
tations from the all reviews posted by this user
or for this item. In addition, we propose to in-
corporate a three-tier attention network into our
model to select important words, sentences and
reviews to learn more informative user and item
representations. Besides, we combine the user and
item representations learned from the reviews with
the user and item embeddings based on their IDs
as the final representations to capture the latent
factors of each individual users and items. We
conduct extensive experiments on four benchmark
datasets. The results show our approach can ef-
fectively improve the performance of recommen-
dation and outperform many baseline methods.

2 Related Work

Learning user and item representations from re-
views for recommendation has attracted many
attentions (McAuley and Leskovec, 2013; Ling
et al., 2014; Bao et al., 2014; Zhang et al., 2014;
Diao et al., 2014; He et al., 2015; Tan et al., 2016;
Ren et al., 2017). Many of the existing meth-
ods focus on extracting topics from reviews to
model users and items. For example, McAuley
and Leskovec (2013) proposed a Hidden Factors

as Topics (HFT) method to use the topic mod-
eling technique LDA to discover the latent as-
pects of users and items from the reviews. Ling
et al. (2014) proposed a Ratings Meet Reviews
(RMR) method to enhance the representations of
users and items by extracting topics from review
texts and aligning the dimensions of these topics
with the latent user representations obtained from
the rating matrix using matrix factorization. Bao et
al. (2014) proposed a TopicMF approach to jointly
model user and item representations using rating
scores via matrix factorization and using review
texts via non-negative matrix factorization (NMF)
to obtain topics. However, these methods only
extract the topic information from reviews, and a
large amount of important semantic information is
not captured. In addition, these methods are usu-
ally based on topic models and cannot effectively
model the contexts and orders of words in reviews,
both of which are important for inferring user pref-
erences and item properties.

In recent years, several deep learning based
methods have been proposed to learn user and
item representations from reviews for recommen-
dation (Zhang et al., 2016; Zheng et al., 2017;
Catherine and Cohen, 2017; Seo et al., 2017b,a;
Chen et al., 2018; Tay et al., 2018). For exam-
ple, Zheng et al. (2017) proposed a DeepCoNN
method which uses CNN to learn representations
of users and items from their reviews. Catherine
and Cohen (2017) proposed a TransNets method
to learn user and item representations from re-
views using CNN and regularize these represen-
tations to be close to the representations of the re-
view written by the target user to the target item.
Seo et al. (2017b) proposed to learn user and item
representations via CNN network as well as atten-
tion network over word embeddings. These meth-
ods concatenate all the reviews from the same user
or for the same item into a long document, and
cannot distinguish informative reviews from noisy
ones. Chen et al. (2018) proposed to model the
usefulness of reviews using review-level attention
to enhance the learning of user and item represen-
tations. However, their method regards each re-
view as a long sentence, and cannot distinguish
informative sentences and words from less infor-
mative ones. Different from the aforementioned
methods, in our approach we propose a hierarchi-
cal framework to learn user and item represen-
tations from reviews for recommendation. Our
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model first learns sentence representations from
words, then learns review representations from
their sentences, and finally learns user/item rep-
resentations from their reviews. Our model also
contains a three-tier attention network to jointly
select important words, sentences and reviews to
learn more informative user and item representa-
tions. Experiments on benchmark datasets vali-
date the advantage of our approach over existing
methods in recommendation.

3 Our Approach

In this section, we introduce our HUITA approach
to learn user and item representations from re-
views for recommendation. The architecture of
our approach is shown in Fig. 2. There are three
major modules in our approach. The first one is
sentence encoder which learns representations of
sentences from words. The second one is review
encoder which learns representations of reviews
from sentences. And the third one is user/item
encoder, which learns the representations of users
and items from their reviews. Next we introduce
each module in detail.

3.1 Sentence Encoder
The sentence encoder module is used to learn rep-
resentations of sentences from words. According
to Fig. 2, there are three layers in this module.

The first layer is word embedding. It is used
to convert a sequence of words into a sequence
of low-dimensional dense vectors which contain
semantic information of these words. Denote a
sentence s contains M words [w1, w2, ..., wM ].
Through the word embedding layer the sen-
tence s is transformed into a vector sequence
[e1, e2, ..., eM ] using a word embedding matrix
E ∈ RV×D, where V and D represent the vo-
cabulary size and the word embedding dimension,
respectively. The word embedding matrix E is
initialized using pretrained word embeddings, and
fine-tuned during model training.

The second layer is a convolutional neural net-
work (CNN). CNN is an effective neural architec-
ture for capturing local information (LeCun et al.,
2015). We employ a word-level CNN to capture
the local contexts of words to learn their contex-
tual representations. Denote cwi as the contextual
representation of the word wi, which is computed
as follows:

cwi = ReLU(Uw × e(i−Kw):(i+Kw) + bw), (1)

where e(i−Kw):(i+Kw) is the concatenation of the
word embedding vectors from the position i−Kw

to i + Kw. Uw ∈ RNw×(2Kw+1)D and bw ∈
RNw are the parameters of the filters in CNN net-
work, where Nw is the number of CNN filters and
2Kw + 1 is the window size. ReLU is the non-
linear activation function (Glorot et al., 2011). The
output of the CNN layer is a sequence of contex-
tual word representations [cw1 , c

w
2 , ..., c

w
M ].

The third layer is a word-level attention net-
work. Different words in the same sentence may
have different informativeness for modeling users
and items. For example, in the sentence “The lap-
top I bought yesterday is too heavy”, the word
“heavy” is more informative than the word “yes-
terday” in representing this laptop. Thus, we use
a word-level attention network to help our model
select and attend to important words based on their
contextual representations to build more informa-
tive sentence representations for user and item
modeling. The attention weight of the ith word
in the sentence s is computed as follows:

awi = tanh(vw × cwi + bw), (2)

αwi =
exp(awi )∑M
j=1 exp(a

w
j )
, (3)

where vw ∈ RNw and bw ∈ R are the param-
eters in the attention network. αi indicates the
relative importance of the ith word evaluated by
the attention network. The final representation of
the sentence s is the summation of the contextual
word representations weighted by their attention
weights as follows:

s =
M∑

i=1

αwi c
w
i . (4)

3.2 Review Encoder
The review encoder module aims to build the rep-
resentations of each review based on the represen-
tation of sentences in these reviews. There are two
major layers in the review encoder module.

The first layer is a sentence-level CNN network.
Neighboring sentences usually have some relat-
edness with each other. For example, in a lap-
top review “It is not a laptop to game with. But
as a working laptop, you will get a great bang
for your buck”, the two neighboring sentences
have close relatedness and they both describe the
performance of the laptop in different scenarios.
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Figure 2: The framework of our HUITA approach for recommendation.

Thus, we employ a sentence-level CNN network
to learn the contextual sentence representations by
capturing the local contexts of sentences. Denote
a review r contains N sentences [s1, s2, ..., sN ].
Denote the contextual representation of sentence
si as csi , which is computed as follows:

csi = ReLU(Us × s(i−Ks):(i+Ks) + bs), (5)

where Us ∈ RNs×(2Ks+1)Nw and bs ∈ RNs
are parameters of the sentence-level CNN filters.
s(i−Ks):(i+Ks) is the concatenation of sentence
representation vectors from position i − Ks to
i + Ks. Ns is the number of filters in sentence
CNN network and 2Ks + 1 is the window size.

The second layer is a sentence-level attention
network. Different sentences in a review may have
different informativeness for modeling users and
items. For example, the sentence “it is not a lap-
top to game with” is more informative than the
sentence “I bought this laptop yesterday” in learn-
ing the representation of this laptop. Thus, we use
sentence-level attention network to help our model
select and attend to important sentences to learn
more informative review representations. The at-
tention weight of sentence si in the review r is for-
mulated as follows:

asi = tanh(vs × csi + bs), (6)

αsi =
exp(asi )∑N
j=1 exp(a

s
j)
, (7)

where vs ∈ RNs and bs ∈ R are the parameters
of the attention network. The final contextual rep-
resentation of the review r is the summation of the
contextual representations of sentences weighted
by their attention weights, which is formulated as:

r =
N∑

i=1

αsic
s
i . (8)

3.3 User/Item Encoder
The user/item encoder module is used to build the
representations of users or items based on the rep-
resentations of their reviews. Different reviews
usually have different informativeness in model-
ing users or items. For example, in Fig. 1, the first
review contains much more information of the lap-
top than the second review, and should has more
contributions in building the representation of this
laptop. Thus, we use a review-level attention net-
work to distinguish informative reviews from less
informative ones. Denote a user u has P reviews
[r1, r2, ...., rP ]. Then the attention weight of the
review ri is computed as follows:

ari = tanh(vr × ri + br), (9)

αri =
exp(ari )∑P
j=1 exp(a

r
j)
, (10)
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where vr ∈ RNs and br ∈ R are the parameters of
the review-level attention network. The user repre-
sentation learned from the reviews is the summa-
tion of the contextual representations of reviews
weighted by their attention weights:

ur =

P∑

i=1

αri ri. (11)

Although the user representation ur learned
from reviews contain rich information of users,
there are some latent characteristics of users which
are not described in their reviews but can be in-
ferred from the rating patterns. Thus, we also
represent users using the embedding of their IDs
to capture the latent factors of users, which are
motivated by traditional recommendation meth-
ods (Koren et al., 2009). The final representation
of user u is the concatenation of the user represen-
tation ur learned from reviews and the user em-
bedding ud inferred from user ID, as follows:

u = [ur,ud]. (12)

The representations of items can be computed in
a similar way. Denote the representation of item t
learned from reviews as tr, and the item embed-
ding inferred from item ID as td. Then the final
representation of this item is as follows:

t = [tr, td]. (13)

3.4 Rating Prediction
In recommender systems the recommendations are
made based on the predicted ratings that a user will
give to an item. In our HUITA approach, the rating
score of a user-item pair is predicted based on the
representations of users and items as follows:

ŷ = ReLU(wT (u� t) + b), (14)

where � is item-wise dot product, w and b are pa-
rameters in the rating prediction layer.

In the model training stage, we optimize the
model parameters to minimize the difference be-
tween gold rating and predicted ratings. We use
the mean squared error as the loss function:

L =
1

NP

NP∑

i=1

(ŷi − yi)2, (15)

where NP denotes the number of user-item pairs
in training data, ŷi and yi are the predicted rating
score and the gold rating score respectively of the
ith user-item pair.

Dataset #users #items #reviews
Toys and Games 19,412 11,924 167,597

Kindle Store 68,223 61,935 982,619
Movies and TV 123,960 50,052 1,679,533

Yelp 2017 199,445 119,441 3,072,129

Table 1: Statistics of datasets used in our experiments.

4 Experiments

4.1 Datasets and Experimental Settings

We conducted experiments on four widely used
benchmark datasets in different domains to eval-
uate the effectiveness of our approach. Follow-
ing (Chen et al., 2018), we used three datasets
from the Amazon collection1(He and McAuley,
2016), i.e., Toys and Games, Kindle Store, and
Movies and TV. Another dataset is from Yelp
Challenge 20172 (denoted as Yelp 2017), which
is a large-scale restaurant review dataset. Follow-
ing (Chen et al., 2018), we only kept the users and
items which have at least 5 reviews. The detailed
statistics of the four datasets are summarized in
Table 1. The ratings in these datasets are in [1, 5].

In our experiments, the dimension of word em-
beddings was set to 300. We used the pre-trained
Google embedding (Mikolov et al., 2013) to ini-
tialize the word embedding matrix. The word-
level CNN has 200 filters and their window size
is 3. The sentence-level CNN has 100 filters
with window size of 3. We applied dropout strat-
egy (Srivastava et al., 2014) to each layer of our
model to mitigate overfitting. The dropout rate
was set to 0.2. Adam (Kingma and Ba, 2014) was
used as the optimization algorithm. The batch size
was set to 20. We randomly selected 80% of the
user-item pairs in each dataset for training, 10%
for validation and 10% for test. All the hyperpa-
rameters were selected according to the validation
set. We independently repeated each experiment
for 5 times and reported the average performance
in Root Mean Square Error (RMSE).

4.2 Performance Evaluation

We evaluate the performance of our approach by
comparing it with several baseline methods. The
methods to be compared include:

• PMF: Probabilistic Matrix Factorization,
which models users and items based on

1http://jmcauley.ucsd.edu/data/amazon
2https://www.yelp.com/dataset challenge
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PMF NMF SVD++ HFT DeepCoNN Attn+CNN NARRE HUITA
Rating score X X X X X X X X
Review text X X X X X

Word context & order X X X X
Review attention X X

Word/sentence attention X* X

Table 2: Information used in different methods. *Only word attention is modeled.

Methods Toys and Games Kindle Store Movies and TV Yelp 2017
PMF 1.3076 0.9914 1.2920 1.3340
NMF 1.0399 0.9023 1.1125 1.2916

SVD++ 0.8860 0.7928 1.0447 1.1735
HFT 0.8925 0.7917 1.0291 1.1699

DeepCoNN 0.8890 0.7876 1.0128 1.1642
Attn+CNN 0.8805 0.7796 0.9984 1.1588

NARRE 0.8769 0.7783 0.9965 1.1559
HUITA 0.8649 0.7464 0.9631 1.1246

Table 3: RMSE scores of different methods on different datasets. Lower RMSE score means better performance.

ratings via matrix factorization (Mnih and
Salakhutdinov, 2008).

• NMF: Non-negative Matrix Factorization for
recommendation based on rating scores (Lee
and Seung, 2001).

• SVD++: The recommendation method based
on rating matrix via SVD and similarities be-
tween items (Koren, 2008).

• HFT: Hidden Factor as Topic (HFT), a
method to combine reviews with ratings via
LDA (McAuley and Leskovec, 2013).

• DeepCoNN: Deep Cooperative Neural Net-
works, a neural method to jointly model users
and items from their reviews via CNN (Zheng
et al., 2017).

• Attn+CNN: Attention-based CNN, which
uses both CNN and attention over word em-
beddings to learn user and item representa-
tion from reviews (Seo et al., 2017b).

• NARRE: Neural Attentional Rating Regres-
sion with Review-level Explanations, which
uses attention mechanism to model the in-
formativeness of reviews for recommenda-
tion (Chen et al., 2018).

• HUITA: our proposed hierarchical user and
item representation approach with three-tier
attention for recommendation with reviews.

In Table 2, we show a simple comparison of dif-
ferent methods in terms of the information con-
sidered in each method. Traditional recommen-
dation methods such as PMF, NMF and SVD are
solely based on rating scores, and other methods
HFT, DeepCoNN, Attn+CNN, NARRE and HUITA
can exploit both rating scores and reviews for rec-
ommendation. Among the latter methods, HFT
is based on topic models and cannot capture the
contexts and orders of words. DeepCoNN and
Attn+CNN simply concatenate reviews into a long
document, and cannot model the informativeness
of different reviews. Although NARRE can model
review helpfulness via attention, it simply merges
all sentences in a review together, and does not
model the informativeness of different sentences
and words. Different from these methods, our
HUITA approach learns user and item representa-
tions from reviews in a hierarchical manner, and
uses a three-tier attention network to select and at-
tend to important words, sentences and reviews.

The results of different methods are shown in
Table 3. We have several observations from the
results. First, the methods which exploit reviews
(i.e., HFT, DeepCoNN, Attn+CNN, NARRE and
HUITA) usually perform better than the methods
only based on rating scores (i.e., PMF, NMF and
SVD++). It validates reviews can provide rich in-
formation of user preferences and item properties,
and is important to learn informative user and item
representations and can benefit recommendation.
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Methods Toys and Games Kindle Store Movies and TV Yelp 2017
All 0.8649 0.7464 0.9631 1.1246

-word attention 0.8721 0.7610 0.9744 1.1337
-sentence attention 0.8714 0.7569 0.9715 1.1308
-review attention 0.8685 0.7523 0.9720 1.1294

Table 4: The effectiveness of different levels of attentions. The evaluation metric is RMSE.

Second, among the method which can exploit
reviews, the neural network based methods (e.g.,
DeepCoNN, Attn+CNN, NARRE and HUITA) usu-
ally outperform the HFT method which is based
on topic models. This is probably because in HFT
the reviews are represented using bag-of-words
features, and the contextual information and the
orders of words are lost. This result validates the
neural network based method can better capture
the semantic information in reviews to model users
and items for recommendation.

Third, the methods considering review help-
fulness (i.e., NARRE) and word importance (i.e.,
Attn+CNN) usually outperform DeepCoNN. This
result implies that different words and different
reviews have different importance for modeling
users and items from reviews. Distinguishing im-
portant reviews and words from less important
ones is beneficial to learn more accurate user and
item representations for recommendation.

Fourth, our approach can consistently outper-
form all the baseline methods compared here. This
is because different from baseline methods such
as Attn+CNN and DeepCoNN which merge all re-
views into a long document and NARRE which
merges all sentences into a long sentence, our
HUITA approach learns user and item representa-
tions in a hierarchical manner. HUITA first learns
sentence representations from words, then learns
review representations from sentences, and finally
learns user/item representations from reviews. Be-
sides, our approach incorporates a three-tier atten-
tion network to jointly select and attend to impor-
tant words, sentences and reviews. Thus, our ap-
proach can learn more informative user and item
representations from reviews for recommendation.

4.3 Effectiveness of Three-Tier Attention
In this section, we conducted experiments to ex-
plore the effectiveness of the three-tier attention
network in our approach. We compare three vari-
ants of our model by removing one kind of atten-
tion each time to evaluate its contribution to the
performance. The results are shown in Table 4.

According to Table 4, the word-level attention
can effectively improve the performance of our ap-
proach. This is because different words in reviews
have different importance in modeling users and
items. Therefore, recognizing and highlighting
the important words using the word-level atten-
tion network can help learn more informative sen-
tence representations. In addition, the sentence-
level attention is also useful. This may be because
different sentences have different informativeness.
For example, in a laptop review the sentence “this
laptop is expensive” is more informative than “I
bought this laptop yesterday” in representing this
laptop. The sentence-level attention network can
help to select important sentences to build review
representations. Besides, the review-level atten-
tion is also useful in our HUITA approach. This is
because different reviews have different informa-
tiveness in representing users and items. And dis-
tinguishing informative reviews from the less in-
formative ones can help learn more accurate rep-
resentations of users and items. Moreover, com-
bining all the three levels of attentions can further
improve the performance of our approach, which
validates the effectiveness of our three-tier atten-
tion architecture.

4.4 Case Study
In this section, we conducted several case studies
to further explore whether our approach can select
informative words, sentences and reviews to learn
informative user and item representations for rec-
ommendation. First, we want to explore the ef-
fectiveness of the word- and sentence-level atten-
tion networks. The visualization of the attention
weights in the word- and sentence-level attention
networks is shown in Fig. 3. From Fig. 3 we can
see that our word-level attention network can ef-
fectively select and attend to important words. For
example, in Fig. 3(a) the words “Good”, “quality”
and “recommend” are assigned higher attention
weights than “bought” and “dad”, since “Good”,
“quality” and “recommend” can better model the
properties of the film. In addition, our model can
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I bought this for my father.
He loves JCVD.
He already had an old VHS copy of this film.
I bought the dvd version.
Good quality and my dad really enjoyed watching it.
Would recommend this for others.

I purchased this book on a whim. 
I never cared for short stories when I was younger 
but I'm always willing to give something a try again,
if I didn't have a horrible experience before.
From reading I found short stories are still not my style. 
But if you like them, this is a good read. 

(a) Movies and TV

I bought this for my father.
He loves JCVD.
He already had an old VHS copy of this film.
I bought the dvd version.
Good quality and my dad really enjoyed watching it.
Would recommend this for others.

I purchased this book on a whim. 
I never cared for short stories when I was younger 
but I'm always willing to give something a try again,
if I didn't have a horrible experience before.
From reading I found short stories are still not my style. 
But if you like them, this is a good read. 

(b) Kindle Store

Figure 3: Visualization of attention weights in two randomly selected reviews from the Movies and TV and Kin-
dle Store datasets respectively. Red boxes to the left of the reviews represent sentence-level attention weights, and
blue boxes on the individual words represent word-level attention weights. Darker color represents higher attention
weights.

I had to send it back after a month.  It was not working

Great product. Works fantastic. Fires up the Fire in no time. I love 
my Kindle Fire HD and this helps me keep it ready for use. Very 
handy tool to have and worth the price.

I gave my original 2 year old kindle to my spouse when I purchased 
the new HD kindle with points. It did not come with the electric 
charger. so I bought one. Did not want to hassle sharing with my 
spouse (we had a charger for the old kindle).

This charger is a must have, since the kindle fire hd dosent have a 
great battery life and it takes forever for the regular charger to 
charge it .This rapid charger is a life saver.

Have not read yet

Look forward to reading this soon.  I am into the 19th century and 
look forward to this. Have not read anything on the subject though 
I have been fascinated and watched all I can whenever it is on such 
as History Channel.

I am a fan of Rangers both Texas and Arizona (yes Arizona Had 
their Rangers now they are an Honorary Organization)

I wanted more information on Tesla, as I said above his theories 
and very character are used through out Steampunk once you are 
aware of what he did!

Thought I would give it a read

(a) User

I had to send it back after a month.  It was not working

Great product. Works fantastic. Fires up the Fire in no time. I love 
my Kindle Fire HD and this helps me keep it ready for use. Very 
handy tool to have and worth the price.

I gave my original 2 year old kindle to my spouse when I purchased 
the new HD kindle with points. It did not come with the electric 
charger. so I bought one. Did not want to hassle sharing with my 
spouse (we had a charger for the old kindle).

This charger is a must have, since the kindle fire hd dosent have a 
great battery life and it takes forever for the regular charger to 
charge it .This rapid charger is a life saver.

Have not read yet

Look forward to reading this soon.  I am into the 19th century and 
look forward to this. Have not read anything on the subject though 
I have been fascinated and watched all I can whenever it is on such 
as History Channel.

I am a fan of Rangers both Texas and Arizona (yes Arizona Had 
their Rangers now they are an Honorary Organization)

I wanted more information on Tesla, as I said above his theories 
and very character are used through out Steampunk once you are 
aware of what he did!

Thought I would give it a read

(b) Item

Figure 4: Visualization of attention weights of reviews from a randomly selected user and item in the Kindle Store
dataset. Vertical bars represent review-level attention weights and darker color represents higher attention weights.

effectively select informative sentences using the
sentence-level attention network. For example, in
Fig. 3(b) the sentence “From reading I found short
stories are still not my style” is assigned high at-
tention weight since it is informative for repre-
senting this user and is important for recommen-
dation, while the sentence “I purchased this book
on a whim” has low attention weight since it con-
tains limited information of users and items. Thus,
these results validate that our approach is effective
in selecting informative words and sentences in re-
views for recommendation through the word- and
sentence-level attention networks.

Second, we want to explore the effectiveness
of the review-level attention in our HUITA ap-
proach. The visualization of the review-level at-
tention weights is shown in Fig. 4. From Fig. 4
we can see that our approach can effectively select
and attend to informative reviews. For example,
the second review in Fig. 4(a) is assigned high at-
tention weight by our approach since it reveals rich
information of user preferences. However, the first
review in Fig. 4(a) receives low attention weight
since it contain limited information of users. Thus,
these results validate the effectiveness of our ap-

proach in selecting informative reviews to learn
more accurate representations of users and items
from reviews for recommendation.

5 Conclusion

In this paper, we propose a hierarchical user and
item representation model with three-tier atten-
tion to learn user and item representations from
reviews for recommendation. In our approach,
we use a sentence encoder to learn sentence rep-
resentations from words, a review encoder to
learn review representations from sentences, and
a user/item encoder to learn user/item representa-
tions from reviews. In addition, we incorporate
a three-tier attention network into our model to
select and attend to informative words, sentences
and reviews to learn more accurate representations
of users and items. Besides, we combine the user
and item representations learned from the reviews
with the embeddings of user and item IDs as the
final representations of users and items to capture
the latent factors of individual users and items.
The experiments on four benchmark datasets vali-
date that our approach can effectively improve the
performance of recommendation and consistently
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outperform many baseline methods.
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Abstract

The prevalent way to estimate the similarity
of two documents based on word embeddings
is to apply the cosine similarity measure to
the two centroids obtained from the embed-
ding vectors associated with the words in each
document. Motivated by an industrial appli-
cation from the domain of youth marketing,
where this approach produced only mediocre
results, we propose an alternative way of com-
bining the word vectors using matrix norms.
The evaluation shows superior results for most
of the investigated matrix norms in compari-
son to both the classical cosine measure and
several other document similarity estimates.

1 Introduction

Estimating semantic document similarity is of ut-
most importance in a lot of different areas, like
plagiarism detection, information retrieval, or text
summarization. We will focus here on an NLP
application that has been less researched, i.e., the
assignment of people to the best matching target
group to allow for running precise and customer-
oriented marketing campaigns.

Until recently, similarity estimates were pre-
dominantly based either on deep semantic ap-
proaches or on typical information retrieval tech-
niques like Latent Semantic Analysis. In the last
couple of years, however, so-called word and sen-
tence embeddings became state-of-the-art.

The prevalent approach to document similarity
estimation based on word embeddings consists in
measuring the similarity between the vector rep-
resentations of the two documents derived as fol-
lows:

1. The word embeddings (often weighted by
the tf-idf coefficients of the associated words
(Brokos et al., 2016)) are looked up in a
hashtable for all the words in the two doc-
uments to compare. These embeddings are

determined beforehand on a very large cor-
pus typically using either the skip gram or
the continuous bag of words variant of the
Word2Vec model (Mikolov et al., 2013).

2. The centroid over all word embeddings be-
longing to the same document is calculated
to obtain its vector representation.

If vector representations of the two documents to
compare were successfully established, a similar-
ity estimate can be obtained by applying the cosine
measure to the two vectors.

Let x1, . . . , xm and y1, . . . , yn be the word vec-
tors of two documents. The cosine similarity value
between the two document centroids C1 und C2 is
given by:

cos(∠( 1
m

m∑

i=1

xi,
1

n

n∑

i=1

yi))

=

∑m
i=1

∑n
j=1〈xi, yj〉

mn‖C1‖‖C2‖

(1)

Hence, potentially small values of 〈xi, yj〉 can
have in aggregate a considerable influence on the
total similarity estimate, which makes this esti-
mate vulnerable to noise in the data. We propose
an alternative approach that is based on matrix
norms and which proved to be more noise-robust
by focusing primarily on high word similarities.

Finally, we conducted an evaluation where we
achieved with our method superior accuracy in
target group assignments than several traditional
word embedding based methods.

2 Related Work

The most popular method to come up with word
vectors is Word2Vec, which is based on a 3 layer
neural network architecture in which the word
vectors are obtained as the weights of the hid-
den layer. Alternatives to Word2Vec are GloVe
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(Pennington et al., 2014), which is based on ag-
gregated global word co-occurrence statistics and
the Explicit Semantic Analysis (or shortly ESA)
(Gabrilovic and Markovitch, 2009), in which each
word is represented by the column vector in the
tf-idf matrix over Wikipedia.

The idea of Word2Vec can be transferred to the
level of sentences as well. In particular, the so-
called Skip Thought Vector model (STV) (Kiros
et al., 2015) derives a vector representation of
the current sentence by predicting the surrounding
sentences.

(Song and Roth, 2015) propose an alternative
approach to applying the cosine measure to the
two word vector centroids for ESA word embed-
dings. In particular, they establish a bipartite graph
consisting of the best matching vector compo-
nents by solving a linear optimization problem.
The similarity estimate for the documents is then
given by the global optimum of the objective func-
tion. However, this method is only useful for
sparse vector representations. In case of dense
vectors, (Mijangos et al., 2017) suggested to ap-
ply the Frobenius kernel to the embedding matri-
ces, which contain the embedding vectors for all
document components (usually either sentences or
words) (cf. also (Hong et al., 2015)). However,
crucial limitations are that the Frobenius kernel
is only applicable if the number of words (sen-
tences respectively) in the compared documents
coincide and that a word from the first document is
only compared with its counterpart from the sec-
ond document. Thus, an optimal matching has to
be established already beforehand. In contrast, the
matrix norm approach as presented here applies to
arbitrary embedding matrices. Since it conducts
a pairwise comparison of all words contained in
the two documents, there is also no need for any
matching method.

Another simlarity estimate that employs the en-
tire embedding matrix is the word mover‘s dis-
tance (Kusner et al., 2015), which is a special case
of the earth mover‘s distance, a well studied trans-
portation problem. Basically, this approach deter-
mines the minimum effort (with respect to em-
bedding vector changes) to transform the words
of one text into the words of another text. The
word mover‘s distance requires a linear optimiza-
tion problem to be solved. Linear optimization is
usually tackled by the simplex method, which has
in the worst case, which rarely occurs however, ex-

Name Definition

Frob. norm ‖A‖F :=
√∑m

i=1

∑n
j=1 |Aij |2

2-norm ‖A‖2 :=
√
ρ(A>A)

L1,1-norm ‖A‖L1,1 :=
∑m

i=1

∑n
j=1 |Aij |

1-norm ‖A‖1 := max1≤j≤n
∑m

i=1 |Aij |
∞-norm ‖A‖∞ := max1≤i≤m

∑n
j=1 |Aij |

Table 1: Examples of matrix norms; A is an m × n
matrix; ρ(X) denotes the largest absolute eigenvalue
of a squared matrix X.

ponential runtime complexity.

A drawback of conventional similarity esti-
mates as described above is that slightly related
word pairs can have in aggregate a considerable
influence on their values, i.e., these estimates are
sensitive to noise in the data. In contrast, several
of our matrix norm based similarity estimates fo-
cus primarily on strongly related word pairs and
are therefore less vulnerable to noise.

3 Similarity Measure / Matrix Norm

Before going more into detail, we want to review
some concepts that are crucial for the remainder
of this paper. According to (Belanche and Orozco,
2011), a similarity measure on some set X is
an upper bounded, exhaustive and total function
s : X × X → I ⊂ R with |I| > 1 (therefore
I is upper bounded and sup I exists). Addition-
ally, it should fulfill the properties of reflexivity
(the supremum is reached if an item is compared
to itself) and symmetry. We call such a measure
normalized if the supremum equals 1 (Attig and
Perner, 2011). Note that an asymmetric similarity
measure can easily be converted into a symmet-
ric by taking the geometric or arithmetic mean of
the asymmetric measure applied twice to the same
arguments in switched order.

A norm is a function f : V → R over some vec-
tor space V that is absolutely homogeneous, pos-
itive definite and fulfills the triangle inequality. It
is called matrix norm if its domain is a set of ma-
trices and if it is sub-multiplicative, i.e., ‖AB‖ ≤
‖A‖·‖B‖. Several popular matrix norms are given
in Table 1. Note that the Frobenius norm can also
be represented by ‖A‖F =

√
tr(AA>).
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4 Document Similarity Measure based
on Matrix Norms

For an arbitrary document t we define the em-
beddings matrix E(t) as follows: E(t)ij is the i-
th component of the normalized embeddings vec-
tor belonging to the j-th word of the document t.
Let t, u be two arbitrary documents, then the en-
try (i, j) of a product E(t)>E(u) specifies the re-
sult of the cosine measure estimating the seman-
tic similarity between word i of document t and
word j of document u. The value of a matrix norm
‖E(t)>E(u)‖ is then a measure for the similar-
ity of the two documents. Since the vector com-
ponents obtained by Word2Vec can be negative,
the cosine measure between two word vectors can
also assume negative values (rather rarely in prac-
tice though). Negative cosine values indicate neg-
atively correlated words and should be handled
akin to the uncorrelated case. Because a matrix
norm usually treats negative and positive matrix
entries alike, we replace all negative values in the
matrix by zeros. Finally, since our measure should
be restricted to values from zero to one, we have
to normalize it.

Formally, we define our similarity measure
sn(t, u) as follows :

‖K(E(t)>E(u))‖√
‖K(E(t)>E(t))‖ · ‖K(E(u)>E(u))‖

where E(t) is the embeddings matrix belong-
ing to document t, where all embedding column
vectors are normalized. K(M) is the matrix,
where all negative entries are replaced by zero, i.e.
K(M)ij = max{0,Mij}.
Proposition 1. If the cosine similarity values be-
tween all embedding vectors of words occurring
in any of the documents are non-negative, i.e., if
K(E(t)>E(u)) = E(t)>E(u) for all document
pairs (t, u), then sn is a normalized similarity
measure for the 2-norm, the Frobenius norm and
the L1,1-norm.

Proof. We give the proof for the 2-norm here and
for the other two norms in the appendix.

Symmetry At first, we focus on the symmetry
condition.

Let A := E(t), B := E(u), where t and u are
arbitrary documents. Symmetry directly follows,
if we can show that

‖Z‖ = ‖Z>‖

for arbitrary matrices Z, since with this property
we have

sn(t, u) =
‖A>B‖√

‖A>A‖ · ‖B>B‖

=
‖(B>A)>‖√
‖B>B‖ · ‖A>A‖

=
‖B>A‖√

‖B>B‖ · ‖A>A‖
= sn(u, t)

(2)

Let M and N be arbitrary matrices such that
MN and NM are both defined and quadratic,
then (see (Chatelin, 1993))

ρ(MN) = ρ(NM) (3)

where ρ(X) denotes the largest absolute eigen-
value of a squared matrix X.

Using identity 3 one can easily infer that:

‖Z‖2 =
√
ρ(Z>Z) =

√
ρ(ZZ>) = ‖Z>‖2

(4)

Boundedness

Proof. The following property needs to be veri-
fied:

‖A>B‖2√
‖A>A‖2 · ‖B>B‖2

≤ 1 (5)

In the proof, we exploit the fact that for ev-
ery positive-semidefinite matrix X, the following
equation holds

ρ(X2) = ρ(X)2 (6)

We observe that for the denominator

‖A>A‖2 · ‖B>B‖2
=
√
ρ((A>A)>A>A)

√
ρ((B>B)>B>B)

=
√
ρ((A>A)>(A>A)>)

√
ρ((B>B)>(B>B)>)

=
√
ρ([(A>A)>]2)

√
ρ([(B>B)>]2)

(6)
=
√
ρ((A>A)>)2

√
ρ((B>B)>)2

=ρ((A>A)>)ρ((B>B)>)

(4)
=‖A‖22 · ‖B‖22

(7)

Putting things together we finally obtain

‖A>B‖2√
‖A>A‖2‖B>B‖2

sub-mult.
≤ ‖A>‖2 · ‖B‖2√

‖A>A‖2‖B>B‖2

(4)
=

‖A‖2 · ‖B‖2√
‖A>A‖2‖B>B‖2

(7)
=
‖A‖2 · ‖B‖2√
‖A‖22 · ‖B‖22

= 1

(8)
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However, proposition 1 is not sufficient in all
cases, since negative cosine similarity values can
occur in practice. Therefore, we also prove a
stronger claim stated in the following proposition.

Proposition 2. If the cosine measure values be-
tween embedding vectors belonging to words of
the same document are all non-negative, then sn
is a normalized similarity measure for the Frobe-
nius and the L1,1-norm.

Proof. The proof of symmetry and reflexivity is
analogous to proposition 1. So we only prove
boundedness of sn . Since the cosine measure
for two embedding vectors emb belonging to
words of the same document cannot be nega-
tive, we have 〈emb(wi), emb(wk)〉 ≥ 0 for
i,k with 1 ≤ i ≤ k ≤ |t| and therefore
K(E(t)>E(t)) = E(t)>E(t). We furthermore
have ‖K(E(t)>E(u))‖ ≤ ‖E(t)>E(u)‖ for the
Frobenius and L1,1-norm, since replacing a zero
entry with another value can never decrease the
value of the norm. Thus,

‖K(E(t)>E(u))‖√
‖K(E(t)>E(t))‖ · ‖K(E(u)>E(u))‖

≤

‖E(t)>E(u)‖√
‖E(t)>E(t)‖ · ‖E(u)>E(u)‖

≤ 1.

(9)

The last inequality follows from proposition
1.

However, the proposed normalization factor√
‖K(E(t)>E(t))‖ · ‖K(E(u)>E(u))‖ is not

eligible for all types of matrix norms, which is an
immediate consequence of the following proposi-
tion.

Proposition 3. There exist no mean value function
mean : R× R→ R such that

sn1 :=
‖K(E(t0)

>E(u0))‖1
m

m :=mean(‖K(E(t0)
>E(t0))‖1,

‖K(E(u0)
>E(u0))‖1)

(10)

is bounded by one. Hence, sn1 cannot be a nor-
malized similarity measure.

Proof. We give a counter-example for the maxi-
mum mean, for which we show that sn1 exceeds
the value of 1:

E(t0) =



0.1644 0.5025

0 0.5025
0.9864 0.7035




Corpus # Words

German Wikipedia 651 880 623
Frankfurter Rundschau 34 325 073
News journal 20 Minutes 8 629 955

Table 2: Corpus sizes measured by number of words.

E(u0) =



0.1204 0.9759 0.2722
0.2408 0.0976 0.9526
0.9631 0.1952 0.1361




Since the maximum mean meanmax (a, b) =
max{a, b} is greater or equal to all other means
(including the geometric mean), we have that:

‖K(E(t0)
>E(u0))‖1

mean(‖K(E(t0)>E(t0))‖1, ‖K(E(u0)>E(u0))‖1)

≥ ‖K(E(t0)
>E(u0))‖1

max{‖K(E(t0)>E(t0))‖1, ‖K(E(u0)>E(u0))‖1}
= 1.0284 > 1

(11)
for arbitrary type of means mean .

Note that the matrices used in the counter-
example can be extended to any number of em-
bedding dimensions by adding additional zeros.

A further issue is, whether the similarity mea-
sure is invariant to word permutations. Actually,
this is the case for our matrix norm similarity es-
timates, which is stated in the following proposi-
tion.

Proposition 4. The obtained similarity estimate
for all of the considered matrix norms is indepen-
dent of the word sequence of the input texts.

This property is quite beneficial in our scenario
since one of the texts to compare constitutes of an
unordered key word list (see more details in the
next section).

Proof. We focus in this proof on the 2-norm, for
which this property is not directly obvious like for
the other regarded norms. For simplicity, we first
concentrate on the special case that all cosine val-
ues between word embeddings are non-negative.
This proof can easily be extended to the general
case, too. In particular, we show that the similar-
ity estimate does not change, if two columns of
the first matrix are exchanged, which can be ex-
pressed by postmultiplying this matrix with a per-
mutation matrix P. By employing symmetry and
induction this proof can be applied to arbitrary se-
quence permutations and to the second argument
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matrix as well. With this, the similarity estimate is
given as:

sn2(t, u) =‖((AP)>B)‖2
=
√
ρ(((AP)>B)>((AP)>B))

=
√
ρ(B>APP>A>B)

(P is an orthogonal matrix)

=
√
ρ(B>AIA>B)

=
√
ρ(A>B)>(A>B)

=‖A>B‖2

(12)

By exploiting that K(MP) = K(M)P for ar-
bitary matrices M, this proof can be generalized
to negative cosine measure values as well.

The question remains, how the similarity mea-
sure value induced by matrix norms performs in
comparison to the usual centroid method. Let us
first focus on L11 and the Frobenius norm. Actu-
ally, both are special cases of a norm that raises
the absolute values of the matrix components to a
certain power e. If this exponent e becomes large,
then:

snLe,1(t, u)

=
‖E(u)>E(t)‖Le,1√

‖E(t)>E(t)‖Le,1 · ‖E(u)>E(u)‖Le,1

≈ (#p)1/e√√√√√√

∥∥∥∥∥∥∥



1 0 . . .

. . .
0 . . . 1




∥∥∥∥∥∥∥
Le,1

·

∥∥∥∥∥∥∥



1 0 . . .

. . .
0 . . . 1




∥∥∥∥∥∥∥
Le,1

(mainly the diagonal elements of the

matrices in the denominator assume 1)

≈
(

#p√
nm

)1/e

(13)

where #p denotes the number of perfect matches
(similarity value of 1.0) between words of the two
documents and n (m) is the number of words in
text t (u). Thus, with an increasing exponent,
snLe,1 tends to focus on very good matches and
disregards the others. This property is quite bene-
ficial in our scenario, where often only one or two
words of the contest answers (cf. next section) in-
dicate the right target group.

General statements about the 2-norm based sim-
ilarity measure are difficult, but we can draw some
conclusions, if we restrict to the case, where A>B

is a square diagonal matrix. Hereby, one word of
the first text is very similar to exactly one word of
the second text and very dissimilar to all remain-
ing words. The similarity estimate is then given
by the largest eigenvalue (also called the spectral
radius) of A>B, which equals the largest cosine
measure value. Thus, the 2-norm based similarity
estimate is able to filter out noise (low word simi-
larity values) akin to the Frobenius norm.

Let us now take a look at the similarity measure
sn1, which is induced by the 1-norm. sn1 assumes
high values, if there is one word of the second doc-
ument that matches very well with all words of the
first document. All other less matching words of
the second document do not contribute to the as-
sumed similarity estimate at all.

5 Application to Targeted Marketing

Market segmentation is one of the key tasks of
a marketer. Usually, it is accomplished by clus-
tering over demographic variables, geographic
variables, psychographic variables and behaviors
(Lynn, 2011). In this paper, we will describe an
alternative approach based on unsupervised natu-
ral language processing. In particular, our busi-
ness partner operates a commercial youth plat-
form for the Swiss market, where registered mem-
bers get access to third-party offers such as dis-
counts and special events like concerts or cast-
ings. Actually, several hundred online contests per
year are launched over this platform sponsored by
other firms, an increasing number of them require
the members to write short free-text snippets, e.g.
to elaborate on a perfect holiday at a destination
of their choice in case of a contest sponsored by
a travel agency. Based on the results of a broad
survey, the platform provider’s marketers assume
five different target groups (called milieus) being
present among the platform members: progressive
postmodern youth (people primarily interested in
culture and arts), young performers (people striv-
ing for a high salary with a strong affinity to lux-
ury goods), freestyle action sportsmen, hedonists
(rather poorly educated people who enjoy party-
ing and disco music) and conservative youth (tra-
ditional people with a strong concern for security).
A sixth milieu called special groups comprises all
those who cannot be assigned to one of the up-
per five milieus. For each milieu (with the excep-
tion of special groups) a keyword list was man-
ually created to describe its main characteristics.
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Method Contest
1 2 3 All

Random 0.167 0.167 0.167 0.167
ESA 0.357 0.254 0.288 0.335
ESA2 0.355 0.284 0.227 0.330
W2VC 0.347 0.328 0.227 0.330
WW2VC 0.347 0.299 0.197 0.322
GloVe 0.350 0.269 0.258 0.328
STV 0.157 0.313 0.258 0.189

snL1,1 0.337 0.328 0.197 0.318
GM 0.377 0.313 0.227 0.350
sn1 0.372 0.299 0.212 0.343
sn∞ 0.243 0.254 0.273 0.248
sn2 0.370 0.299 0.288 0.350
snF 0.367 0.254 0.242 0.337

Table 3: Obtained accuracy values for similarity mea-
sures induced by different matrix norms and for four
baseline methods. GM = Geometric Mean of sn1 and
sn∞. (W)W2VC=(tf-idf-weighted) Word2Vec Em-
bedding Centroids.

For triggering marketing campaigns, an algorithm
shall be developed that automatically assigns each
contest answer to the most likely target group:
we propose the youth milieu as best match for a
contest answer, for which the estimated semantic
similarity between the associated keyword list and
user answer is maximal. In case the highest sim-
ilarity estimate falls below the 10 percent quan-
tile for the distribution of highest estimates, the
special groups milieu is selected. Since the key-
word list typically consists of nouns (in the Ger-
man language capitalized) and the user contest an-
swers might contain a lot of adjectives and verbs
as well, which do not match very well to nouns in
the Word2Vec vector representation, we actually
conduct two comparisons for our Word2Vec based
measures, one with the unchanged user contest an-
swers and one by capitalizing every word before-
hand. The final similarity estimate is then given as
the maximum value of both individual estimates.

6 Evaluation

For evaluation, we selected three online contests
(language: German), where people elaborated on
their favorite travel destination for an example,
speculated about potential experiences with a pair
of fancy sneakers (contest 2) and explained why
they emotionally prefer a certain product out of

Method Contest
1 2 3

Min kap. 0.123 0.295/0.030 0.110/0.101
Max. kap. 0.178 0.345/0.149 0.114/0.209

sn2 0.128 0.049/0.065 0.060/0.064
sn1 0.124 -0.032/0.033 0.024/0.017
snF 0.129 0.041/0.042 0.039/0.045

# Entr. 1544 100 100

Table 4: Minimum and maximum average inter-
annotator agreements (Cohen’s kappa) / average inter-
annotator agreement values for our automated match-
ing method, FN=Frobenius norm.
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Figure 1: Distribution of sn1 determined on contest 1.

four available candidates. We experimented with
different keyword list sizes but obtained the best
results with rather few and therefore precise key-
words. In particular, we used the following num-
ber of keywords for the individual milieus:
• Action Sportsman: 3
• Young Performer: 4
• Hedonist: 7
• Conservative Youth: 4
• Progressive Postmodern Youth: 6
In order to provide a gold standard, three pro-

fessional marketers from different youth market-
ing companies annotated independently the best
matching youth milieus for every contest answer.
We determined for each annotator individually
his/her average inter-annotator agreement with the
others (Cohen’s kappa). The minimum and maxi-
mum of these average agreement values are given
in Table 4. Since for contest 2 and contest 3,
some of the annotators annotated only the first
50 entries (last 50 entries respectively), we spec-
ified min/max average kappa values for both parts.
We further compared the youth milieus proposed
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by our unsupervised matching algorithm with the
majority votes over the human experts’ answers
(see Table 3)1. Moreover, we computed its aver-
age inter-annotator agreement with the human an-
notators (see again Table 4), quasi treating the pre-
dictions like additional annotations.

The Word2Vec word embeddings were trained
on the German Wikipedia (dump originating from
20 February 2017) merged with a Frankfurter
Rundschau newspaper Corpus and 34 249 articles
of the news journal 20 minutes2, where the latter
is targeted to the Swiss market and freely avail-
able at various Swiss train stations (see Table 2
for a comparison of corpus sizes). By employing
articles from 20 minutes, we want to ensure the
reliability of word vectors for certain Switzerland
specific expressions like Velo or Glace, which are
underrepresented in the German Wikipedia and
the Frankfurter Rundschau corpus. ESA is usu-
ally trained on Wikipedia, since the authors of
the original ESA paper suggest that the articles of
the training corpus should represent disjoint con-
cepts, which is only guaranteed for encyclopedias.
However, Stein and Anerka (Gottron et al., 2011)
challenged this hypothesis and demonstrated that
promising results can be obtained by applying
ESA on other types of corpora like the popular
Reuters newspaper corpus as well. Unfortunately,
the implementation we use (Wikiprep-ESA3) ex-
pects its training data to be a Wikipedia Dump.
Furthermore, Wikiprep-ESA only indexes words
that are connected by hyperlinks, which are usu-
ally lacking in ordinary newspaper articles. So we
could train Wikiprep-ESA on Wikipedia only but
additionally have developed a version of ESA that
can be applied on arbitrary corpora (in the follow-
ing referred to as ESA2) and which was trained
on the full corpus (Wikipedia+Frankfurter Rund-
schau+20 minutes). The STVs were also trained
on the same corpus as our matrix norms based es-
timates and Word2Vec embedding centroids. The
actual document similarity estimation is accom-
plished by the usual centroid approach (we did not
evaluate matrix norms here). An issue we were
faced with is that STVs are not bag of word mod-
els but actually take the sequence of the words
into account and therefore the obtained similar-

1Note that the geometric mean of the 1- and∞-norm as
specified in Table 3 is not a matrix norm itself, since it lacks
submultipicativity.

2http://www.20min.ch
3https://github.com/faraday/wikiprep-esa

Method Accuracy

ESA 0.672
STV 0.716

W2VC 0.726
sn2 0.731

snL1,1 0.741
snF 0.781

Table 5: Accuracy value otbained for matching a sen-
tence of the first to the associated sentence of the sec-
ond translation.

ity estimate between milieu keyword list and con-
test answer would be dependent on the keyword
ordering. However, this order could have arbi-
trarily been chosen by the marketers and might
be completely random. A possible solution is to
compare the contest answers with all possible per-
mutation of keywords and determine the maxi-
mum value over all those comparisons. However,
such an approach would be infeasible already for
medium keyword list sizes. Therefore, we use a
beam search approach instead, which extends the
keyword list iteratively and keeps only the n-best
performing permutations.

Finally, to verify the general applicability of
our approach, we conducted a second experiment,
where a novel from Edgar Allen Poe (The pur-
loined letter) was independently translated by two
translators into German. We aim to match a sen-
tence from the first translation to the associated
sentence of the second by looking for the assign-
ment with the highest semantic relatedness disre-
garding the sentence order. The obtained accuracy
values based on the first 200 sentences of both
translations are given in Table 5. To guarantee
an 1:1 sentence mapping, periods were partly re-
placed by semicolons.

7 Discussion

The evaluation showed that the inter-annotator
agreement values vary strongly for contest 2 part
2 (minimum average annotator agreement accord-
ing to Cohen’s kappa of 0.03 while the maxi-
mum is 0.149, see Table 4). On this contest part,
our matrix norm-based matching (2-norm and
Frobenius-norm) obtains a considerably higher av-
erage agreement than one of the annotators. Re-
garding baseline systems, the most relevant com-
parison is naturally the one with Word2Vec cen-
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Figure 2: Scatter plots of cosine between centroids of Word2Vec embeddings (W2VC) vs sn .

troids, since it employs the same type of data.
Hereby we reached higher accuracy values for the
best performing matrix norms on two of the three
contests including the largest contest 1. Note that
the elimination of negative values from the embed-
ding matrix product proved to be important. If we
omit this step, the obtained accuracy of snf for in-
stance will drop by around 0.023 determined over
all three contests (column: all).

It is quite striking that, although sn1 lacks
two properties of a normalized similarity measure
(boundedness by 1 and symmetry), it reaches quite
good results on contest 1. As you can see in Fig-
ure 1, which shows the distribution of sn1 in con-
test 1, the value of 1 is indeed exceeded several
times (the maximum value is 1.5), but this occurs
rather rarely in our experiment. Actually, 99% of
its values fall into the interval [0,1]. Thus, the non-
boundedness is much less a problem in practice
than the theoretical results indicate.

Finally, we determined the scatter plots (see
Figure 2) showing cosine of Word2Vec embed-
dings (W2VC) vs several matrix norm based sim-
ilarity estimates. These scatter plots exhibits that
the score distributions of snf and sn2 are quite
similar and their values often exceed the cosine
measure value due to the fact that a few very strong
word matches can already result in a high simi-
larity estimate. The scatter plot for snL11 reveals
that this measure is much closer to W2VC than the
other two matrix norm based similarity estimates.

Note that a downside of our approach in rela-
tion to the usual Word2Vec centroids method is
the increased runtime, since it requires the pair-
wise comparison of all words contained in the in-
put documents. In our scenario with rather short
text snippets and keyword lists, this was not much
of an issue. However, for large documents, such
a comprehensive comparison could become soon

infeasible. One possible solution for this perfor-
mance issue is to apply our proposed estimates
to sentence embeddings instead of word embed-
dings, which on the one hand would reduce the
dimensionality of the embedding matrices and on
the other hand would take word order into account.

8 Conclusion

We proposed a novel similarity measure to com-
pare word embeddings from different documents,
which makes use of matrix norms. This measure
was evaluated on the task to assign users to the best
matching marketing target groups. We obtained
superior results compared to the usual centroid /
cosine measure similarity estimation for most of
the investigated matrix norm especially for the
largest contest 1. Furthermore, we proved elemen-
tary properties for our proposed similarity mea-
sure regarding its well-definedness and its perfor-
mance in comparison to the usual centroid-based
approach.
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A Proof of Proposition 1

In this section we give the proof of proposition 1
for Frobenius and L1,1-norm.

Reflexivity is trivially fulfilled for Frobenius,
2- and L1,1-norm. Therefore, we only prove that
the induced similarity measures are symmetric and
upper-bounded by 1.

Let A := E(t), B := E(u), where t and u are
arbitrary documents.

A.1 Frobenius norm
Symmetry The trace of a matrix is known to
be invariant under cyclic permutations. With this
property, the symmetry of snF can easily be de-
duced.

Boundedness

Proof. We need to show that:

‖A>B‖F√
‖A>A‖F · ‖B>B‖F

≤ 1 (14)

For that we leverage the Cauchy-Schwarz in-
equality that states that for an inner product space
H we have

|〈x, y〉| ≤
√
〈x, x〉 · 〈y, y〉 (15)

for all x, y ∈ H, where equality holds if, and only
if, x is a scalar multiple of y. In particular, the
function f(Y,X) = tr(Y>X) is such an inner
product.

Let X = AA> and Y = BB> such that
X,Y ∈ Rm×m. Then we can infer

tr(BB>AA>) = tr((BB>)>AA>)

= tr(Y>X)

(15)
≤
√

tr(X>X) · tr(Y>X)

=
√

tr((AA>)>AA>) · tr((BB>)>BB>)

=
√

tr(AA>AA>) · tr(BB>BB>)
(16)

Next, we observe that for the numerator

‖A>B‖F =
√

tr(A>B(A>B)>)

=
√

tr(A>BB>A)

=
√

tr(BB>AA>)

(16)
≤ 4
√

tr(AA>AA>) · tr(BB>BB>)

= 4
√

tr(A>A>A>A) · tr(B>BB>B)

=
√
‖A>A‖F · ‖B>B‖F

(17)
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Hence, we finally obtain

‖A>B‖F√
‖A>A‖F · ‖B>B‖F

(17)
≤

√
‖A>A‖F · ‖B>B‖F√
‖A>A‖F · ‖B>B‖F

= 1.

A.2 L1,1-norm
Proof for symmetry. For the L1,1-norm, we have
that

‖A‖L1,1 =

m∑

i=1

n∑

j=1

|Aij | =
n∑

j=1

m∑

i=1

|A>ji|

=‖A>‖L1,1

(18)

The boundedness follows directly from the
Cauchy-Schwarz inequality, since the induced
similarity estimate snL1,1 is an inner product.

1836



Proceedings of NAACL-HLT 2019, pages 1837–1846
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Glocal: Incorporating Global Information in Local Convolution
for Keyphrase Extraction

Animesh Prasad†‡ Min-Yen Kan†‡
† School of Computing

National University of Singapore
‡ Institute for Application of Learning Science and Educational Technology

National University of Singapore
animesh@u.nus.edu kanmy@comp.nus.edu.sg

Abstract
Graph Convolutional Networks (GCNs) are
a class of spectral clustering techniques that
leverage localized convolution filters to per-
form supervised classification directly on
graphical structures. While such methods
model nodes’ local pairwise importance, they
lack the capability to model global importance
relative to other nodes of the graph. This
causes such models to miss critical informa-
tion in tasks where global ranking is a key
component for the task, such as in keyphrase
extraction. We address this shortcoming by
allowing the proper incorporation of global
information into the GCN family of models
through the use of scaled node weights. In the
context of keyphrase extraction, incorporating
global random walk scores obtained from Tex-
tRank boosts performance significantly. With
our proposed method, we achieve state-of-the-
art results, bettering a strong baseline by an ab-
solute 2% increase in F1 score.

1 Introduction

Learning directly on a graphical structure is a
crucial requirement in many domains. These
graphs represent information in many forms, rang-
ing from interconnected user groups to contextu-
ally linked documents to a central document by
shared vocabulary. Learning on graphs has been
studied extensively in the form of spectral cluster-
ing (Ng et al., 2002). The potential of learning
directly on graphs has realized in semi-supervised
settings where labels for only a few of the nodes
are available. Some prior work formulates such
setup as propagating the label information using
some form of graph-based regularization (Kipf
and Welling, 2016). Recently proposed works
have updated such methods to be end-to-end learn-
able in the deep learning style by employing gra-
dient descent on nodes within a fixed neighbor-
hood, approximating spectral clustering’s means

of approximating the graph’s eigenvectors (Bron-
stein et al., 2017) by aggregating neighborhood
features. Recent advancements in normalizing the
gradient range further improve the efficiency of
such solutions (Kipf and Welling, 2016). How-
ever, these techniques can only exploit local fea-
tures within the neighborhood of individual nodes.
For some tasks, such simplified local feature ag-
gregation may be sufficient, but insufficient for
tasks that need global relative importance informa-
tion.

One such important graph-based task is
keyphrase extraction. In this task, individual
words or phrases serve as graph nodes, and edges
represent some form of co-occurrence. Keyphrase
extraction has been extensively studied, in both su-
pervised (classification) and unsupervised (rank-
ing) modes. Depending on the length of the text
and the final application of the task, solutions
can be sample-based classification, pairwise rank-
ing or sequential labeling. For example, Kim
et al.(2010) explore the case of extracting top
keyphrases from complete documents for down-
stream indexing, while Augenstein et al.(2017)
connects its usage for knowledge base generation,
aiming to extract all plausible keyphrases within a
short excerpt. Treating a full-text scenario is ar-
guably more challenging than the treatment of an
excerpt scenario, as it requires the understanding
of the much larger scale of text and extracting its
most salient aspects.

Traditional supervised models employ a host
of hand-engineered features — tf.idf , candi-
date length, POS tags, sectional information,
frequency, among others (Kim et al., 2013;
Hasan and Ng, 2010) — trained with a wide
range of classifiers. As they typically model
the task as a binary classification task (i.e.,
keyphrase,¬keyphrase), they suffer severely
from class imbalance as keyphrases are the excep-
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tion among most plausible candidates.
Unsupervised methods use co-occurrence as

a signal for the labels. Under the hypothesis
that keyphrase saliency is strongly correlated with
repetition, graphical methods for unsupervised
keyphrase extraction employ centrality measures
and random walk techniques to rank prospective
keyphrases (Mihalcea and Tarau, 2004). This hy-
pothesis is widely exploited, with proposed exten-
sions further enriching the graph by incorporating
topic, section and/or position information (Flo-
rescu and Caragea, 2017b,a; Jiang et al., 2018),
among other forms of side information.

With these in mind, we make two important ob-
servations about the existing keyphrase extraction
techniques:

• In the supervised setting, word importance is
captured in metrics and engineered features,
as is local random walk scores. However, the
structure of the graph formed by the text is
not exploited.

• In the unsupervised setting, most techniques
do not tightly incorporate the rich semantic
features common in the supervised setting.
Furthermore, random walk scores are used
as-is, without the capability of being fine-
tuned by downstream supervision.

From this dichotomy, we see there is a gap to
close in merging the advantages of both. We pro-
pose a Glocal (global–local portmanteau) tech-
nique which incorporates both components di-
rectly over the word–graph. Specifically, we con-
tribute a neural model that elegantly incorporates
the random walk scores, while incorporating pa-
rameters to fit keyphrase labels. To the best of our
knowledge, our model is the only supervised full-
text keyphrase extraction model that operates di-
rectly on the word–graph.

2 Related Work

Our work draws motivation from the introduc-
tion of random walks to NLP. In this regard, Tex-
tRank (Mihalcea and Tarau, 2004), is a central rep-
resentative work that serves as a basis for many
text extraction modeling techniques used in en-
tity extraction and extractive summarization (we
use random walk and TextRank interchangeably in
this paper). The success of the application of such
random walks in text extraction is based on the hy-
pothesis that the important nodes aggregate more

mass and are thereby representative of the graph as
a whole. Importantly, TextRank can be viewed as
a ranking model, as it induces a ranking of graph
nodes via its centrality calculation. However, as
noted, supervised techniques for properly incorpo-
rating this information natively within the model,
in our opinion, has yet to be explored.

Recently, neural models have been developed to
work on graphs. These models port the ideas of
spectral clustering into the deep learning modality,
allowing direct computation on graphs. Methods
such as Graph Convolution Network (or GCN) can
then be applied to many different task scenarios
which natively feature graphical structures such as
citation and community graphs, which are com-
mon in the database, information retrieval, and
digital library domains (Kipf and Welling, 2016;
Hamilton et al., 2017). They enrich the graph
by aggregating features with information gathered
from the neighborhood of the node to be classified.
Enhancements to the model introduce much so-
phisticated local information aggregation between
the node pairs as in Graph Attention Networks
(GAT) Veličković et al.. However, we note that
such prior methods fall inherently into the classi-
fication paradigm, and hence focus on only local
aggregation; i.e., to pull in the most significant fea-
ture from its neighbors.

In the context of keyphrase extraction, Zhang
et al. (2017) is a recent work that learns directly
on the graph. Their method, MIKE, determines
the weight of edges and nodes in a supervised
manner, rather than just utilizing co-occurrence
statistics. Their work features 5 orthogonal fea-
tures, one of which is topic distribution. They
consider the prominence of the tokens per topic
as the surrogate for ranking, utilized for model
training, by minimizing the difference in predicted
and gold-standard rank between iterations. MIKE
can be employed only when topic information is
available, but unfortunately, does not generalize to
the more common case where only gold-standard
keyphrases are available for training.

In Augenstein et al.(2017) benchmarking, state-
of-the-art rich semantic embeddings deep learn-
ing and handcrafted feature–based statistical se-
quential labeling models used LSTM (Ammar
et al., 2017) and CRF (Prasad and Kan, 2017)
models respectively. Meng et al.(2017) uses an
encoder–decoder model with a copy mechanism
for keyphrase extraction (as a special case of
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Figure 1: Graph Convolution Model Architectures. Illustrations of the Graph Convolution Network (GCN, left),
Graph Attention Network (GAT, center) and our proposed Glocal technique (right), centered on node h1 within its
1−hop neighborhood. TextRank on the complete graph is used to compute parameter βi. GAT parameterizes the
edge weights based on gradients (αi, also represented by the differing edge widths). Our Glocal technique adds
the TextRank score (represented by different scaling of nodes), which is not derived from the gradient.

generation). This state-of-the-art technique ex-
ploits a complementary idea of sequential seman-
tic modeling focused on generating keyphrases
rather than merely extracting them. However,
their model does not address the common scenario
of keyphrase extraction from long documents but
only for short excerpts (namely, the abstract). This
assumption reduces the complexity of the prob-
lem for sequential models that can effectively en-
code short text spans but may be ineffective on
full-text. We suspect this is a current limitation
of the encoder–decoder based models, which nec-
essarily reduces the entire textual sequence into a
single vector during the encoding stage – mak-
ing it susceptible to the vanishing gradient and
representation underfitting on large text. Further
advances using the encoder–decoder framework
such as (Chen et al., 2018) further explore the se-
quential modeling architectures by improving the
attention mechanism with traditional features like
title guidance. Note that many forms of such struc-
tural information — such as sectional information
and citation graph co-occurrence — can enhance
basic models, however without loss of generality,
in this work we consider only text-based features
for all the models.

3 Method

Our proposed model exploits the strength of both
supervised and unsupervised modalities by com-
bining two baseline models. Our Glocal model has
two components:

• For learning directly over the graph (classi-
fication), we use the recently proposed GCN

as our baseline model.

• For incorporating global importance (rank-
ing), we use TextRank as our baseline model.

We will first introduce the preliminaries: e.g.,
Graph Convolution Network (GCN), followed
by the modifications that result in the Graph
Attention Network (GAT). We then explain how
we modify the local convolution operation, to
incorporate global importance scores.

3.1 The Graph Convolution Network (GCN)
GraphG = (V,A), where V is a a finite set of ver-
tices such that |V | = n and A ∈ Rn×n is an undi-
rected weighted adjacency matrix representing all
edges, assume x : V → Rn maps each node to
xi, which is a n-dimensional feature vector. Spec-
tral filtering on a signal x is then represented as
(Defferrard et al., 2016):

y = gθ(L)x = Ugθ(Λ)UTx, (1)

where L = In − D−1/2AD−1/2 and where In is
the identity matrix and Dii =

∑
j Aij . Further,

parameterization and simplification of the filter by
(Hammond et al., 2011) results in:

gθ(Λ) ≈
K−1∑

k=0

θkTk(Λ̃), (2)

where the Chebyshev polynomial Tk(x) is com-
puted recursively. Note that Eqn. 2 isK-localized;
i.e. it depends only on nodes that are at a maxi-
mum of K hops away from the target node.
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A linear model can approximate this (Kipf and
Welling, 2016) resulting in the simplified form:

y ≈ θ′0x+θ′1 (L− IN )x = θ′0x−θ′1D−
1
2AD−

1
2x ,
(3)

with two free, tunable parameters θ′0 and θ′1. Con-
straining θ = θ′0 = −θ′1 further simplifies the ap-
proximation to a single-parameter form:

y ≈ θ
(
IN +D−

1
2AD−

1
2

)
x . (4)

Note IN + D−
1
2AD−

1
2 has eigenvalues in

the range [0, 2], so a re-normalization trick
was proposed previously IN + D−

1
2AD−

1
2 →

D̃−
1
2 ÃD̃−

1
2 , with Ã = A + IN and D̃ii =∑

j Ãij to keep gradients stable. This formulation
(GCN) supports the following layer-wise propaga-
tion rule:

H(l+1) = σ
(
D̃−

1
2 ÃD̃−

1
2H(l)W (l)

)
. (5)

Here, Ã = A + IN is the adjacency matrix of the
undirected graph G with added self-connections
and W (l) is the layer-specific set of weight param-
eters. σ denotes an activation function; in the GCN
model, ReLU is preferred. H(l) is the matrix of
activation in the lth layer; H(0) = X .

3.2 The Graph Attention Network (GAT)
Unfortunately, the expressive power represented
by Ã is also its biggest limitation: as such,
the model only incorporates features from the
neighborhood as weighted by the connecting
edge normalized to unit sum (cf. Fig. 1, left).
To address this, the Graph Attention Network
model (Veličković et al., 2018) incorporates learn-
able scaling for each edge. This introduces a local
function attn : RF

′ ×RF ′ → R,

aij = attn(W~hi,W~hj), (6)

that computes a score (attention) per node pair (or
edge, inclusive of self-loops). Here, the attn op-
erator is a single feed-forward layer employing
Leaky ReLU activation. This attention is normal-
ized in GAT as:

αij =
exp (aij)∑

k∈Ni exp (aik)
, (7)

to smooth the gradients. In contrast to GCN, GAT
replaces the Ã with a learned Ã′ where each en-
try αij is a normalized score computed on each

node pair by the gradient (Fig. 1, center). The
normalized attention coefficients are used to com-
pute a linear combination of the features in a node
neighborhood N , yielding the equivalent layer-
wise propagation rule:

~h
(l+1)
i = σ


∑

j∈Ni
αijW~h

(l)
j


 . (8)

In terms of Eqn. 5, the fixed weights in the adja-
cency are replaced with learned weights or equiv-
alently hard neighborhood is replaced by soft
neighborhood. Since all edge weights are param-
eterized, a number (= T ) of multiple random ini-
tializations learn different representations, result-
ing in a number of different scalings for multiple
linear combinations. A final result is achieved by
either concatenating or averaging the multiple rep-
resentations as formulated in Eqns. 9 and 10, re-
spectively.

~h
(l+1)
i =

T

‖
t=1

σ


∑

j∈Ni

αtijW
t~h

(l)
j


 (9)

~h
(l+1)
i = σ


 1

T

T∑

t=1

∑

j∈Ni

αtijW
t~t

(l)
j


 (10)

3.3 Glocal: GAT with Random Walk Scores

In both GCN and GAT, a model with K lay-
ers incorporates the feature for a node up to its
K hop neighbors. Though GAT improves upon
GCN by assigning different importance to nodes
via learned weights as compared to the static edge
weight in GCN, it is still a local computation.
The attention factor, i.e. the scaling coefficients
αij , are the function of pairwise feature interaction
within the local neighborhood and do not account
for node centrality nor the global graph structure.
We fix this with our Glocal model.

Consider the random walk based score gener-
ated for the graph G such that:

βj = TextRank(i). (11)

We introduce this parameter βj to the GAT model.
Considering this as the global importance compo-
nent to the node, we obtain two alternative formu-
lations that encode the node importance as either
an additive or a multiplicative form:
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~h
(l+1)
i = σ


∑

j∈Ni

αijW~h
(l)
j +

∑

j∈Ni

βjW
′~h(l)
j


 (12)

~h
(l+1)
i = σ


∑

j∈Ni

βjαijW~h
(l)
j


 (13)

From Eqns. 12 and 13, we see two scaling factors
α and β, which either reinforce or diminish the
other’s effect (Fig. 1, right). Unlike α, β is neither
calculated locally nor normalized. Not normaliz-
ing β is an essential component for having both
classification and ranking ability. With normaliza-
tion, even in a neighborhood with minimal Tex-
tRank scores, we will get an aggregation of fea-
tures with unit sum weights. While without nor-
malization it would perform almost no feature ag-
gregation from such nodes.

In our experiments, we use the formulation of
Eqn. 13, as a multiplicative formulation easily en-
ables multi-head attention (achieved by multiply-
ing Ã with B such that Bii = βi). Note that this
modeling applies to GCN as well: the second com-
ponent of the Eqn. 13 actually closely resembles
the GCN formulation for our proposed model.

4 Experiments

Dataset Total Training Testing
Schutz (2008) 1,323 1,058* 265*
Krapivin (2009) 2,304 1844* 460*
SemEval (2010) 1,095 708 387

Table 1: Number of documents in our keyphrase ex-
traction datasets. ‘*’ denotes that the dataset does not
have an official split; results are based on random splits.

We investigate keyphrase extraction, using the
most commonly reported full-text datasets, as
shown in Table 1. We divide the training data in
80 : 20 fraction for train and validation splits. Our
complete pipeline comprises the following steps:

1. Feature Processing. First we perform
TextRank on the complete text of each docu-
ment, retaining only tokens that are nouns and ad-
jectives, filtering out other words (equivalent to
simplex noun phrases). We use the gensim li-
brary (Řehůřek and Sojka, 2010) to perform Tex-
tRank and compute the scores. This process helps
in two ways – first, it gives us the node importance

value for each keyphrase, needed by Glocal; sec-
ond, it helps to manage the graph size and lessen
the label skew on the minority positive label by re-
moving extraneous tokens. For documents larger
than a max size (1200 tokens) we drop the ex-
tra least scored tokens. We find that the tokens
that have a TextRank score in bottom 50% pos-
sess only 16% of partial or full keyphrases in the
validation dataset. Hence dropping them from the
processing does not affect the recall much. The
nodes of the graph are single tokens and not com-
plete phrases, therefore all the tokens of multi-
token keyphrases are marked as keyphrase dur-
ing learning ion the graph. For the node/keyphrase
representations, we map our vocabulary to GloVe
embeddings using the 2.2M vocabulary sized, 300
dimension vector variant (Pennington et al., 2014).
For reference, we observe GloVe covers about
90% of the words overall 3 datasets. We then
extract various textual features for the candidate
keyphrases, including their position of the first oc-
currence, tf.idf and n-gram count. These fea-
tures are appended to the word embedding to ob-
tain a final feature vector representing each node.
Rather than discard them, we choose to append the
n-gram features to retain rich lexical signals ob-
tained from the tokens.

2. Learning. The second step is to train the
model with the formulated graphs. We use a 2-
layer network with 128 units with ReLU acti-
vations for hidden layers, followed by a simple
2-way softmax classification layer (keyphrase,
¬keyphrase). We further employ 8 attention
heads at all layers. We follow Glorot initializa-
tion (Glorot and Bengio, 2010) for all setting ini-
tial parameters weights, use a dropout of 0.5, and
employ a L2 regularization of 0.001. We train
with Adam optimizer on cross-entropy loss and
initial learning rate of 0.01 for 200 epochs using
an early stopping strategy with patience set to 20
epochs. In both evaluation and training, as gold
standard keyphrases have multiple tokens, we use
each token of the gold keyphrase as the true label
for each token.

3. Post-processing. This step reconstructs the
multi-token keyphrase from the probability scores
as generated by the Glocal model. This formation
step then requires a re-ranking (calculating R(p))
of the resultant phrase as:

R(p) = len(p) ∗
∑

wiεp

r(wi) (14)
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Schutz Krapivin SemEval
Model F1@5 F1@10 F1@15 F1@5 F1@10 F1@15 F1@5 F1@10 F1@15
tf.idf 11.3 13.7 15.2 6.9 7.3 9.4 9.1 12.2 13.5
TextRank (Mihalcea and Tarau, 2004) 10.2 12.4 14.9 7.6 9.3 9.9 11.2 14.4 15.2
RNN 3.2 3.6 4.0 2.6 2.9 3.6 3.0 3.2 3.7
GRU 3.8 3.2 3.9 3.1 3.4 5.1 2.6 2.8 3.9
CopyRNN 5.8 6.2 7.5 6.6 6.9 7.1 5.4 5.6 6.1
CopyRNN† (Meng et al., 2017) 29.3 30.2 32.2 26.2 25.3 27.1 28.7 29.4 31.1
GCN (Kipf and Welling, 2016) 16.7 17.8 19.2 19.2 19.8 20.9 18.7 19.5 21.4
GAT (Veličković et al., 2018) 25.2 28.1 29.3 21.1 23.1 24.2 22.5 26.8 25.9
Glocal 30.7∗ 30.3 33.9∗ 24.7 25.6 27.1 28.9 29.8 33.5∗

Table 2: Main comparative system evaluations on keyphrase extraction. All figures are F1@K. † uses only ab-
stract, rest all models are trained on full-text, ∗ shows significant improvement over strongest baseline CopyRNN.

The initial rank of each candidate token is in this
case equal to the probability of the keyphrase,
i.e., ∀wi ∈ p, r(wi) = pkeyphrase(wi). We also
constrain the process such that the actual word se-
quence must appear in the original text.

An important note that we strictly do not nor-
malize the βi scores; the re-ranking process and
the preservation of raw scores work in tandem.
Topologically, such graphs generated from tex-
tual data often have a few dense neighborhoods
and many sparse ones, resulting in significant raw
score differences that can benefit from scaling
down the feature appropriately. If normalization is
done in each neighborhood (as done for αi), it will
scale up individual nodes in a sparse neighborhood
and suppress nodes in a dense neighborhood, the
reverse of the intended operation.

5 Results

We compare our Glocal model’s results against
other models on the core task of keyphrase ex-
traction. We select baselines which represent the
related state-of-the-art under particular learning
paradigms: unstructured retrieval-based (tf.idf ),
unsupervised graph-based (TextRank), supervised
sequence learning (RNN and derivatives) and su-
pervised structured models (GCN and derivatives).
The marked performance differences help us to
ablate and understand the gain brought about by
the supervision directly on the graph over unsu-
pervised graph-based techniques, as well as that
brought by incorporation of the random walk-
based score into the supervised model. We also
report TextRank and tf.idf baselines to measure
ablative effects, as they contribute to Glocal.

For the sake of comparison, we restrict our com-
parison to modeling approaches, deciding to keep
the feature inventory constant; i.e. textual and sta-
tistical features. Closely related work discussed

earlier — such as MIKE (Zhang et al., 2017)
— are not directly comparable, since such works
may use many other orthogonal features. Simi-
larly, many supervised techniques use additional
features. The best reported SemEval-2010 sys-
tems show very close performance to our proposed
model, but they take advantages of other sources
of side information, such as Wikipedia term acqui-
sition, logical section information, bagging, and
ensembles; hence, they are not directly compara-
ble (reported in (Kim et al., 2010)). We argue that
our main contribution is in the capacity of model-
ing; other features utilized in prior work can en-
hance Glocal’s performance and suitable incorpo-
ration is future work. In a similar vein, Position-
Rank (Florescu and Caragea, 2017b) enhances the
random walk itself which can again act as a re-
placement for the TextRank in our model and is
thus not strictly a comparable method.

We argued earlier that the recently proposed
supervised encoder–decoder based CopyRNN
(Meng et al., 2017) deep learning models trained
using word embedding do not scale well to the
full-text setup. In their work, they only report
results for extracting (and generating) keyphrases
from abstracts. For direct comparison, we have
retrained these models in the full-text scenario to
validate our claim that these models have diffi-
culty with scaling. Further, we still compare with
the abstract-only trained model for CopyRNN to
benchmark both approaches.

The results are reported in F1@K where F1 =
2 ∗ precision ∗ recall/(precision + recall) and
K is the number of keyphrases generated by the
model. Table 2 shows that our Glocal model
outperforms both GCN and GAT; and that no
other text-only based model shows comparable
performance. In the full-text scenario, sequen-
tial neural models fare comparably to TextRank,
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Text example from SemEval: Edge Indexing in a Grid for Highly Dynamic Virtual Environments. Newly emerging game-
based application systems such as Second Life provide 3D virtual environments where multiple users interact with each
other in real-time. They are filled with autonomous, mutable virtual content which is continuously augmented by the
users......

Gold annotations (Author-assigned): 3d object stream, object pop problem, spatial index, visibl model
Gold annotations (Reader-assigned): edg index, dynam virtual environ, game-base applic, mutabl virtual content, spatial
databas, spatial index method, real-time visibl test,object-initi view model, object pop, 3d spatial extens

TextRank: virtual environ, applic, user, interac, system
GAT: environ, method, databas, model, user
Glocal: dynam virtual environ, real, edg index, game, applic

Text example from Schutz: Debugging Larch Shared Language Specifications. The checkability designed into the LSL
(Larch shared language) is described, and two tools that help perform the checking are discussed. LP (the Larch power) is
the principal debugging tool. Its design and development have been motivated primarily by work on LSL, but it also has
other uses (e.g., reasoning about circuits and concurrent algorithms). Because of these other uses, and because they also
tend to use LP to analyze Larch interface specifications, the authors have tried not to make LP too LSL-specific......

Gold annotations: debugging, formal specification, parallel programming, inference mechanisms, consistency, design, pro-
gram debugging, larch power, larch shared language specifications, checkability, concurrent algorithms, development, static
semantics, theory containment

TextRank: larch, programming, program, language, algorithm
GAT: parallel, parallel programming, language, larch, interface
Glocal: larch shared, parallel programming, design, program debugging, programming

Figure 2: Examples from the SemEval and Schutz datasets. Full matches are bolded; partial matches, italicized.
Output from SemEval dataset are stemmed before evaluation

but the recent graphical deep learning models rep-
resented by GCN and GAT outperforms it eas-
ily. Further, notice that TextRank alone performs
weakly in comparison to GAT, but does syner-
gize well with the base GAT in our Glocal sys-
tem yielding state-of-the-art performance over all
three datasets. These results are consistent micro-
scopically as well. Fig. 2 gives two illustrations
of keyphrases generated by TextRank, GAT, and
Glocal, which show the ability of Glocal to pull
out a larger ratio of exact keyphrase matches.

We drill down on SemEval dataset for a closer
look, as in Table 3, which has the highest posi-
tive label ratio at 14.8 keyphrases per document on
average. Keyphrases in SemEval are further clas-
sified as either author- or reader-annotated. De-
spite the task being difficult (15% of the reader-
and 19% of the author-assigned keyphrases are not
in the text) Glocal’s performance edge holds out
well, and the results are consistent on both forms
of assigned keyphrases.

We experiment with adding the neighborhood
normalization for βj which resulted in a signifi-
cant decrease in performance of the Glocal model.
To further explore this issue of whether normaliza-
tion thus formed classification model has any ben-
efit over GCN and GAT, we experiment with the
Cora and Citeseer scientific document classifica-
tion tasks (as reported in (Kipf and Welling, 2016)

Model Author Reader
KP-Miner 17.1% 21.5%
Maui 16.2% 16.1%
TextRank 14.5% 15.1%
GAT 25.5% 26.0%
Glocal 32.2% 34.5%

Table 3: Summary of the fine-grained F1@15 on Se-
mEval. We compare with other state-of-the-art Se-
mEval systems using text-only feature-based models.

and (Veličković et al., 2018)) which assigns a doc-
ument into one of six or seven topical categories.
We find that the incorporation of global random
walk information does not influence topical cate-
gorization much (with a minor gain in the case of
Cora dataset), and hence Glocal’s performance is
almost identical to the less expressive GAT model
in terms of classification.

6 Discussion

We now discuss three aspects of the model with
respect to the task of keyphrase extraction.

1. Feature versus Scaling. TextRank scores
are used in supervised classifiers, traditionally in-
corporated as a feature. How well would just in-
corporating TextRank as an additional feature to
GAT work? While it does help to improve perfor-
mance, it does not incorporate the ranking compo-
nent element in the model; i.e. even nodes with
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very low centrality can positively contribute to its
neighbors’ scores. Glocal’s tight integration is
beneficial as it allows further gradient optimiza-
tion, rather than just simply adding a new feature
dimension. Our experiment with adding TextRank
as an additional feature show ≈ 2% performance
gain for GCN and < 0.5% performance gain for
GAT on average as compared to Glocal showing
gain of 5% on average. The behavior is consis-
tent with that of the classification model as in the
absence of βj , the GAT model is inherently a clas-
sification model.

As an example (cf. Fig. 1, right), consider a
neighboring Node h5 to the prospective keyphrase
represented by Node h1. Node h5 has a low simi-
larity with the target (low α15), but if a prominent
node in the graph will be accorded a higher β5. In
this way, such a node channels more to its neigh-
bor, exerting comparatively steeper gradients to
less essential nodes, hence giving a larger chance
for Node h1 to be considered a keyphrase. How-
ever, without Glocal’s scaling mechanism, such
modeling is not captured and essentially unlearn-
able. We further elaborate on this point next,
which shows how our scaling is equivalent to
known embedding aggregation techniques (in con-
trast to adding an extra feature dimension).

2. TextRank Averaged Node Embedding.
Kipf and Welling argue that GCN is analo-
gous with node embedding approach with the
Weisfeiler-Lehman algorithm for graph isomor-
phism. Namely, for every node i in V , and scalar
feature hi, the algorithm repeats for k steps or until
convergence:

~hi ← hash


∑

j∈Ni

~hj


 . (15)

In case ~hj is a scalar this as well represents the
TextRank.

Comparing with layer-wise propagation rules
for GAT, GCN, and Glocal, we find a common
structure among the methods for incorporating
features. Eqn. 16b (representative of GAT) con-
verts a constant aggregation of Eqn. 16a (repre-
senting GCN) to be a locally learnable paramet-
ric scaling. Eqn. 16c (Glocal) further factorizes
the scaling with one locally learnable paramet-
ric and one global random walk score. In short,
our means of generating node representations (i.e.,
the post-training embedding) weights the repre-
sentations for each node/candidate keyphrase by

its random walk score. Such a procedure generates
stable representations, similar to tf.idf weighted
word embeddings used for sentence representa-
tion. Such techniques have shown better perfor-
mance as compared against complex aggregators
(like LSTMs) on tasks with insufficient data to
train end-to-end models.

~h
(l+1)
i ← σ


∑

j∈Ni

cij~h
(l)
j W


 , (16a)

~h
(l+1)
i ← σ


∑

j∈Ni

αij~h
(l)
j W


 , (16b)

~h
(l+1)
i ← σ


∑

j∈Ni

βjαij~h
(l)
j W


 . (16c)

3. Generating Longer Keyphrases. The
re-ranking trick for promoting the generation of
longer keyphrases – discussed earlier and in the
final step of our pipeline – is fielded in many sys-
tems (Zhang et al., 2017). This is a difficult re-
quirement to incorporate directly into the model,
relegating such techniques to post-processing by
default. A nice offshoot effect of our model is that
it implicitly favors generating longer keyphrases,
due to the inherent nature of the graph convolu-
tion operator in aggregating neighboring nodes’
features. This, compounded with a high ran-
dom walk score for the prospective keyphrase
node, results in a higher fraction of features prop-
agating from such nodes being included to its
neighboring nodes. In turn, this favors dense lo-
cal keyphrase neighborhoods of highly weighted
keyphrases, making the re-ranking step easier.

7 Conclusion

We have presented Glocal, a global plus local
graph convolution model for incorporating the
global importance of the node within the lo-
cal convolution operation for supervised learn-
ing on graphs. We argue both theoretical and
validate empirically that such a model has ben-
efits in strengthening the graph node ranking
component, particularly helpful in tasks such as
keyphrase extraction. On our detailed experiments
on keyphrase extraction on 3 real-world full-text
datasets, our model achieves better performance
than traditional, graph-based unsupervised graph-
based ranking models and bests sequential super-
vised classifiers as well. The specific compo-
nent of incorporating global importance further
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improve the performance by up to 8.0% abso-
lute F1 on different evaluation criteria on full-text
setup as compared to GAT and up to 2% absolute
gain as compared to CopyRNN.
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Abstract

The structured output framework provides a
helpful tool for learning to rank problems.
In this paper, we propose a structured out-
put approach which regards rankings as latent
variables. Our approach addresses the com-
plex optimization of Mean Average Precision
(MAP) ranking metric. We provide an infer-
ence procedure to find the max-violating rank-
ing based on the decomposition of the corre-
sponding loss. The results of our experiments
on WikiQA and TREC13 datasets show that
our reranking based on structured prediction is
a promising research direction.

1 Introduction

The current state-of-the-art learning approaches
for answer sentence reranking in question answer-
ing (QA) are mostly based on learning pairwise
ranking signals or simple binary classification (rel-
evant versus irrelevant labels). Intuitively, global
information over a rank should improve the ranker
accuracy. Thus, there have been promising at-
tempts to learn global ranking functions which en-
compass the signals of all the candidates for a
given query (Chapelle et al., 2007; Weston and
Blitzer, 2012; Le et al., 2018). These works em-
ploy the structured output learning framework to
represent a ranking as a structured object, with re-
spect to which it is possible to directly optimize a
ranking measure.

Direct optimization of the target ranking mea-
sures is affordable when they are factorizable, e.g.,
the structural SVM of Chapelle et al. (2007) makes
use of the factorization properties of the Normal-
ized Discounted Cumulative Gain (NDCG) rank-
ing score. In contrast, MAP is rather complex
making its treatment harder. Yue et al. (2007)

∗Most of this work was carried out before joining Ama-
zon.

could still find an exact solution to the hinge-loss
relaxation of Average Precision (AP) for the struc-
tural SVM approach. It is found for the partic-
ular case of a combined feature mapping of in-
puts and structured outputs. Such a mapping ac-
counts for respective orderings of the pairs of can-
didate items, where one item is relevant and the
other is not, without explicitly encoding the or-
der of all the items in the rank. Encoding such
order (Chapelle et al., 2007; Weston and Blitzer,
2012), i.e., adding yet more complexity to the
structural feature space, might lead to intractabil-
ity of the previous exact max-violating inference
with respect to MAP. Furthermore, the feature rep-
resentation of the gold standard rankings, which
could be many for a given candidate list of items,
is not unique anymore.

In this work, we study the effect of using
structured ranking representations (Chapelle et al.,
2007) within the large-margin structured predic-
tion framework versus direct MAP optimization
on the most representative task of QA, i.e., pas-
sage reranking. To make two ends meet, we have
to tackle the above two issues, i.e., i) intractabil-
ity of the max-violating inference with respect to
MAP, and ii) multiplicity of the ground truths.

Regarding the latter, it should be noted that
different rankings can correspond to optimal per-
formance, thus, Chapelle et al. (2007) select one
among all possible correct rankings at random to
build the ground truth for training. Weston and
Blitzer (2012) bypass the necessity of comparison
to a complete ranking during training and sample
the candidate pairs. In this work, we show how
this issue can be seamlessly circumvent using the
latent structured prediction formulation.

For optimizing MAP, we derive a strict decom-
position of the loss corresponding to AP and pro-
pose an approximate method for inference of the
max-violating constraint with respect to it. More
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specifically, we provide two structured output ap-
proaches optimizing the MAP metric based on La-
tent Structured Perceptron (LSP) (Sun et al., 2009;
Fernandes et al., 2014) and Latent Structural SVM
(LSSVM) (Yu and Joachims, 2009) algorithms.

We compare LSP and LSSVM using our MAP
optimization strategy on WikiQA (Yang et al.,
2015) and TREC13 (Wang et al., 2007) datasets
against an SVM classifier and SVMmap – the
structural approach of Yue et al. (2007). All the
models use state-of-the-art traditional feature vec-
tors for the task. Our experiments on WikiQA
dataset show a large improvement of our structural
approaches over the SVM baseline, i.e., more than
7 absolute points in MAP, MRR and Precision@1.

However, we acknowledge the fact that neural
models can produce better representations, which
can lead to a superior performance. Thus, to collo-
cate our results in a more general setting, we also
carried out experiments using the embeddings of
questions and passages, produced by an accurate
Convolutional Neural Network (CNN) for passage
reranking. In this setting, the structured output
models approach the state of the art, confirming
the positive impact of our models, which may also
be used to train neural networks.

2 Related work

The work related to our approach can be divided
in two research areas: (i) structured prediction for
reranking problems and (ii) passage reranking in
question answering systems.

Structured prediction Seminal work on large-
margin structured prediction is by Tsochantaridis
et al. (2004), which enables the optimization of
multivariate loss functions, exploiting structural
dependencies within complex output variables.
Chapelle et al. (2007) devise an approach based
on the structural SVM, which enables direct opti-
mization of the NDCG ranking measure. Le et al.
(2018) facilitate the optimization of a range of
ranking measures, within a unified structured out-
put formulation. However, they do not provide any
solution for MAP. Weston and Blitzer (2012) opti-
mize a retrieval AUC loss, which decomposes into
pairwise decision variables.

The approach most similar to ours is SVMmap

by Yue et al. (2007), who provide a structural so-
lution for optimizing MAP. They find exactly the
max-violating ranking structure with respect to AP
within the structural hinge loss formulation. This

is done for the case when a ranking is represented
by aggregating pairwise outputs between all the
relevant and all the irrelevant items in the rank.
Our approach is an alternative to this technique,
providing an approximate max-violating inference
with respect to AP for a more general case of the
ranking represenation.
Passage Reranking Most representative
pre-neural networks work for answer selec-
tion/passage reranking is from Wang et al. (2007),
who used quasi-synchronous grammar to model
relations between a question and a candidate
answer with syntactic transformations. Heilman
and Smith (2010) and Wang and Manning (2010)
applied Tree Edit Distance (TED) to learn the
match between question and passage. Yao et al.
(2013) applied linear chain CRFs with features
derived from TED. Yih et al. (2013) used lexical
semantics to build a word-alignment model.

Most recently, Deep Neural Networks (DNNs)
have shown to be more competitive. DNN can
learn relational patterns between a question (Q)
and its passage (P) in a variety of ways, e.g., (i)
by using a Q-to-P transformation matrix and sim-
ple Q-to-P similarity features (Yu et al., 2014; Sev-
eryn and Moschitti, 2015), (ii) by relying on RNN
and LSTM architectures (Wang and Nyberg, 2015;
Shen et al., 2017), (iii) by employing attention
components (Yin et al., 2016; Shen et al., 2017;
Wang et al., 2016a), (iv) by decomposing input
into similarity and dissimilarity matches (Wang
et al., 2016b) or (v) by comparing-aggregating
matching results (Wang and Jiang, 2017; Bian
et al., 2017).

Since our baselines, SVM and SVMmap, as well
as our proposed models, LSP and LSSVM, do
not apply such transformations, they may perform
lower than the state of the art. Thus, we will
use the embedding vectors generated by a CNN
to show that they can achieve the state-of-the-art
accuracy.

3 Structured prediction for ranking

In this section, we provide the task formulation
with an introduction of structured prediction algo-
rithms.

3.1 Task formulation

We have training examples of the form {(xi, yi)},
where xi = (qi, Di), qi is a query, Di = {dji}Nij=1

is a list of candidate items corresponding to qi and
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Ni is the number of candidates. yi = {yji : yji ∈
{0, 1}}Nij=1 is a vector of gold item labels, label
yji corresponding to item dji , taking value of 1 for
relevant (good or positive) items and 0 – for ir-
relevant (bad or negative). The task is to learn to
predict, for each example xi, a ranking of its items
r(xi) = r(qi, Di), such that the relevant items, dji
with gold labels yji = 1, are always at top posi-
tions in r(qi, Di). Finally, r(xi) = {rj}Nij=1 is a
permutation of Di. In the following, we omit the
example index i for simplification of the notation.

3.2 Structured prediction
Generally, structured output approaches aim at
linking structured input and output patterns. More
formally, in a linear case, such algorithms learn
a scoring function f : X × Y → R, f(x,y) =
w · Ψ(x,y), where Ψ(x,y) is a combined fea-
ture mapping of input variablesX and output vari-
ables Y . The predicted structure is derived as
ŷ = argmax

y∈Y
f(x,y). Online structured pre-

diction approaches, e.g., the structured percep-
tron by Collins (2002), are based on gradient de-
scent updates of the model on the current pre-
dicted structure ŷ against the correct structure
y∗ : w ← w + Ψ(x,y∗) − Ψ(x, ŷ). The large-
margin perceptron variants augment the inference
with the structural loss (Fernandes and Brefeld,
2011): ŷ = argmax

y∈Y
f(x,y) + ∆(y∗,y). When

exhaustive search over Y is impossible, the prob-
lem can still be solved if the loss ∆ and the scoring
function f(x,y) are decomposable over the sub-
parts of the structure y and there exists an efficient
procedure for finding the argmax using such a de-
composition.

3.3 Structured prediction for ranking
The structured prediction framework for ranking
(Chapelle et al., 2007; Le et al., 2018) considers
a joint feature representation of an input example
x together with an output ranking r: Ψ(x, r) =
Ψ(q,D, r), which factorizes over the individual
feature representations of items with respect to the
query, weighted relatively to the item positions j
in the rank:

Ψ(x, r) = Ψ(q,D, r) =

N∑

j=1

vjψ(q, rj). (1)

The typically used weighting schema, v, im-
plies non-increasing weights associated with the

positions j: v1 ≥ v2 ≥ ... ≥ vN ≥ 0, where
the importance decreases gradually from the top
to the bottom of the ranking. Inferring a ranking
corresponding to a linear model w, i.e., finding

argmax
r∈R(x)

w ·Ψ(x, r) (2)

among all possible rankings, R(x) = R(q,D),
simply reduces to ordering the items by scores
w · ψ(q, d), since vj are fixed.

As the correct ranking r∗ for an example x is
often not unique, Chapelle et al. (2007) select one
of the correct rankings at random as a gold label
during training. This evidently biases the training
towards such ground truths.

3.4 Latent structured prediction

The above problem can be alleviated using a la-
tent structured prediction framework. We describe
now the general idea of latent variables, and af-
ter that we introduce our approach, in which, we
implement this idea for ranking tasks.

Latent variables h are auxiliary structures
which are not fully observed in the training data
(Yu and Joachims, 2009). The training examples
are extended with h – (x,y,h), and the learning is
shifted to the spaceH of latent output structures h.
Normally, each h corresponds to one y, while the
opposite is not the case. The problem of multiplic-
ity of the ground truths h is overcome by finding
the best h explaining the gold y∗:

h∗ = argmax
h∈H(x,y∗)

w ·Ψ(x,h), (3)

using the current model weights w at each itera-
tion of the training, and h∗ used as gold labels.

4 Our learning approach

In the following, we describe the two classical
steps in structured prediction, i.e., learning and in-
ference. Regarding inference, we show our new
approximation of MAP.

4.1 Learning

We deal with a non fully observed case as the
ground truth ranking labels r we intend to learn are
not given in the input data. The case suits perfectly
the latent structural formulation (Sec. 3.4), where
r can be regarded as latent variables h. Consider
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the following latent structural large-margin objec-
tive (Yu and Joachims, 2009), in terms of the struc-
tured ranking variables:

min
w

[1
2
||w||2 + C

n∑

i=1

max
r∈R(xi)

[∆(yi, r)+

+ w ·Ψ(xi, r)]− C
n∑

i=1

max
r∈R(xi,yi)

w ·Ψ(xi, r)
]
,

(4)

in which the upper bound on the training loss ∆ in-
volves (i) finding the max-violating ranking struc-
ture, r̂i, over the set R(xi) of all possible rankings
for the example xi, under the first max, and (ii)
the current ground truth ranking structure, r∗i , over
the set R(xi, yi) of all rankings that comply with
the gold label yi, under the second max.

We adapt the loss-augmented LSP algo-
rithm (Fernandes and Brefeld, 2011) for ranking.
LSP is essentially a gradient descent operated on
the objective in Eq. 4 with a gradient taken with re-
spect to the example variable. The pseudocode of
our adaptation of the algorithm is shown in Alg. 1.

Iterating over the training examples (xi, yi), the
algorithm, for each example, first finds the max-
violating r̂i with respect to a ranking loss ∆(yi, r),
over the set R(xi) for the example xi (Line 5). ∆
can represent any arbitrary ranking loss. In this
work, we instantiate ∆ with the loss correspond-
ing to the MAP ranking metric. Sec. 4.2 describes
the procedure we use here for the max-violating
inference with respect to it.

If the max-violating ranking r̂i is erroneous
(Line 6), the algorithm updates the model w. In
Line 7, the current ground truth ranking structure
– the best correct r∗i corresponding to the current
model weights wt – is found. The search here is
restricted to the set R(xi, yi) of all correct rank-
ings of the example xi, i.e., those at which good
items take top positions and bad – bottom posi-
tions. Thus, the operation is reduced to simple or-
dering of the good and bad items (separately) by
weights, and putting the former to the top, and the
latter – to the bottom of the resulting ranking. This
step corresponds exactly to imputing latent vari-
ables, described by Eq. 3, in the general latent for-
mulation. In Line 8, we update the weights w us-
ing the structural feature representations (defined
by Eq. 1) of the two ranking outputs, the current
ground truth r∗i and the max-violating r̂i.

1C here is a loss scaling parameter.

Algorithm 1 Latent Structured Perceptron for
Ranking
1: Input: X = {(xi, yi)}ni=1, w, C

1, T
2: w0 ← w; t← 0
3: repeat
4: for i = 1, ..., n do
5: r̂i ← argmax

r∈R(xi)

wt ·Ψ(xi, r) + C ×∆(yi, r)

6: if ∆(yi, r̂i) > 0 then
7: r∗i ← argmax

r∈R(xi,yi)

wt ·Ψ(xi, r)

8: wt+1 ← wt + Ψ(xi, r
∗
i )−Ψ(xi, r̂i)

9: end if
10: t← t+ 1
11: end for
12: until t < nT

13: w← 1
t

t∑
i=1

wi

return w

Likewise, we adapt the Latent Structural SVM
(LSSVM) algorithm (Yu and Joachims, 2009) for
ranking. We employ also LSSVM in our experi-
ments for its generalization guarantees. The only
minor difference from the LSP adaptation is that,
in the LSSVM adaptation, we consider only the
top items in the joint feature representation in

Eq. 1, i.e., Ψ(x, r) =

P∑

j=1

vjψ(q, rj), where P is

the number of good/positive items in the candidate
list D of the example x. This is relevant only at
the training phase and only for the updates of the
model; for the max-violating inference, still all the
items at all N positions participate. By doing so,
we help LSSVM to keep the balance between pos-
itive and negative items. The test phase inference
(respective to Eq. 2), for both LSP and LSSVM,
consists only in ordering of all the items by their
weight with respect to the model.

Weston and Blitzer (2012) adopt the same struc-
tural feature representation of Eq. 1 for ranking,
however, in the latent embedding space. They
do online SGD updates in correspondence to the
positive-negative item pairs, and not on the whole
rank, which relates to the way we proceed with
LSSVM. In their case, this is due to the impossibil-
ity of the global inference (their model is also aug-
mented with the structural component describing
item-item interactions) and the scale of the task
(they do ranking for recommendation domain).
However, they perform a cascade-like inference of
the rank which is scattered over the iterations.
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4.2 Max-violating inference
Our target is to optimize the MAP ranking met-
ric. Thus, in training, we intend to minimize the
following loss on structural examples which is the
inverse of the average precision (AP): ∆ap(y, r) =
1 − AP (y, r). AP is a global measure, non-
decomposable in a strict sense over the position
variables, so that to enable iterative exact infer-
ence. Here, we propose a method for approximate
inference with respect to ∆ap, which is efficient
and enables exact local search.

Let us denote by P = |{d|y(d) = 1}| the num-
ber of good/positive items in the candidate list D,
and by I+j = I[y(rj)=1] and I−j = I[y(rj)6=1] the in-
dicator functions that the item at position j in r is
good and not good (positive and negative), respec-
tively. Then,

AP (y, r) =
1

P

N∑

j=1

1

j
I+j

j∑

k=1

I+k .

We can have a strict decomposition of ∆ap over
the negative items. We rewrite the AP formula as
follows:

AP (y, r) =
1

P

N∑

j=1

1

j
I+j (

j−1∑

k=1

I+k + I+j ) =

1

P

N∑

j=1

1

j
I+j (

j−1∑

k=1

I+k + 1).

Here, I+j inside the parentheses becomes 1 in the
right-hand side because I+j ∗ I+j = I+j . Then,

∆ap(y, r) = 1− 1

P

N∑

j=1

1

j
I+j (

j−1∑

k=1

I+k + 1) =

1

P
(P −

N∑

j=1

1

j
I+j (

j−1∑

k=1

I+k + 1)) =

1

P

N∑

j=1

1

j
I+j (j − 1−

j−1∑

k=1

I+k ) =

1

P

N∑

j=1

1

j
I+j

j−1∑

k=1

(1− I+k ) =
1

P

N∑

j=1

I+j
j

j−1∑

k=1

I−k =

1

P

N−1∑

j=1

I−j

N∑

k=j+1

I+k
k
.

(5)

According to the last line of Eq. 5, ∆ap de-
composes into a sum of quantities lj(y, r) =

1

P

N∑

k=j+1

I+k
k

over all positions j with negative

items (those activating I−j ) except for the last po-
sition N .

Note that I−j lj(y, r) gives the loss at position
j considering the correct items below position
j in the ranking. Therefore, we can use it for
a bottom-up (max-violating) inference procedure,
which first finds the best candidate item to be put
at the lowest position of the rank and proceeds fill-
ing the positions in the ascending order. Specif-
ically, we start with the last N th position of the
rank and put there the minimum weighted item:

r̂N = argmin
d∈D

vNw · ψ(q, d). (6)

According to the decomposition in Eq. 5, loss is
always 0 at position N . At each of the following
steps j, r̂N−j =

= argmin
d∈D\{r̂N−k}j−1

k=0

vN−jw·ψ(q, d)+I−N−jlN−j(y, r̂).

(7)
Note that the loss part, I−N−jlN−j(y, r̂), in the
above formula will be invariant for all the negative
items remained in the candidate list, as well as it is
for all the positive ones (equal to 0). Thus, r̂N−j

is essentially the argmin taken over only two can-
didate items fromD\{r̂N−k}j−1k=0: one is the posi-
tive item with the minimal weight w ·ψ(q, d), and
the other, respectively, is the minimal weighted
negative one. It is sufficient then to sort indepen-
dently the positive and the negative items, in the
beginning of the whole procedure, in the increas-
ing order of their weights w · ψ(q, d). Argmin’s
in equations 6 and 7 are then to be taken over the
first items of the two sorted lists, which have not
been selected at previous steps. This goes in line
with the observation of Yue et al. (2007), that the
max-violating ranking output r̂ is an interleaving
of such two sorted lists, which turns true also for
our choice of the structural joint feature represen-
tation Ψ(x, r) in Eq. 1. However, the exact al-
gorithm for max-violating inference of Yue et al.
(2007) cannot be applied in our case, since our Ψ,
due to distinctive contributions of items at differ-
ent rank positions scaled with vj weights, does not
satisfy its conditions for an arbitrary choice of vj .

Since, in our loss decomposition, the position-
wise components are not independent of the deci-
sions for the other positions, using a greedy pro-
cedure does not find a global optimum, but finds
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a local optimum with respect to the loss exactly.
Namely, an item chosen at each step is optimal
with respect to the partial rank constructed at the
previous steps of the inference procedure.

Regarding the running time complexity of our
greedy inference procedure, it is bounded by the
complexity of the sort operation, O(N logN), for
the candidate lists of size N . In comparison, the
worst case complexity of the exact inference in
SVMmap by Yue et al. (2007) isO(N2). In several
cases, as shown by our experiments, doing inexact
inference produces also higher MAP values com-
pared to SVMmap.

5 Experiments

In our experiments, we compare the proposed
structural ranking approach with the classification
and structural baselines.

5.1 Setup

The setup reports on data, large margin models,
CNN and measures we use in our experiments.
WikiQA We use only examples with at least one
correct and at least one incorrect answer candidate
(Yang et al., 2015) both for training and evalua-
tion. This corresponds to 857 examples for train-
ing from train set, 237 – for testing from test, and
122 – for validation from development (dev.) set.
TREC13 We apply the same evaluation strategy
as above on TREC13 dataset (Wang et al., 2007),
however, for training, we limit to 10 the number of
answer candidates for each question. This gives us
970 training examples, 65 examples for validation,
and 68 test examples.

5.1.1 Large margin methods
We implement our structural ranking approach de-
scribed in Sec. 3.3 using both LSP and LSSVM2

algorithms, denoting the resulting models LSP-AP
and LSSVM-AP, respectively.

We compare the models to an SVM baseline us-
ing the same feature set for the pairs, (q, di), and
a polynomial kernel. We consider also a couple
of structural baselines: (i) the standard LSP model
(Sun et al., 2009), without loss-augmented infer-
ence, which we use in order to explore the impact
of optimizing the target evaluation measure. This
model still follows Alg. 1, however, the difference
is that instead of finding the max-violating r̂i in

2www.cs.cornell.edu/˜cnyu/latentssvm/

Line 5, it finds the following max-scoring:

r̂i ← argmax
r∈R(xi)

wt ·Ψ(xi, r).

And another structural baseline is (ii) SVMmap

3 (Yue et al., 2007) – a structural SVM approach
affording exact max-violating inference with re-
spect to AP.
Features In our study, we use two feature set-
tings: (i) simple textual similarity features – the
setting by Barrón-Cedeño et al. (2016), i.e., co-
sine similarity over the text pair, the similarity
based on the PTK score, longest common sub-
string/subsequence measure, Jaccard similarity,
word containment measure, greedy string tiling,
ESA similarity based on Explicit Semantic Analy-
sis (ESA), and (ii) powerful features coming from
the embeddings trained with the state-of-the-art
neural networks (Tymoshenko et al., 2017).
Parametrization We use the following weight-
ing schema for the ranking structures: vj = 1

j , in
LSP, LSP-AP, and LSSVM-AP. LSP-AP requires
specifying a loss scaling parameter C. In LSSVM
and SVMmap, C is the standard trade-off between
regularization and training error. In all the three
models, we select C on dev. set from the values
{1, 10, 100, 1000, 2000, 5000}. The max number
of epochs, T , is set to 100, for both LSP and LSP-
AP. We apply weight averaging in the LSP models.
We derive the best number, Tbest, with respect to
the MAP score on dev. set. The baseline SVM is
trained with polynomial kernels of degree 3.
Cross-validation On TREC13, which has a very
small test set we apply cross-validation. On Wik-
iQA, we obtain results on the official test set as
well as applying cross-validation. We employ
disjoint cross-validation as in Tymoshenko et al.
(2017). For each approach, we train 5 models
on the training set following the traditional 5-fold
cross-validation strategy. We split dev. and test
sets in 5 subsets each, and use ith dev. subset to
tune the parameters of the models trained on the
ith fold, and ith test subset – to test them. We re-
port the results averaged over 5 test subsets.

5.1.2 Convolutional Neural Networks
We borrowed the CNN embeddings of ques-
tions and answer passages produced by the neural
model for passage reranking of Tymoshenko et al.
(2017); Severyn and Moschitti (2015)4.

3http://projects.yisongyue.com/svmmap/
4Several other neural models provide superior accuracy

but replicating their results is challenging as shown by
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DEV.
MAP MRR P@1

SVM 63.37 64.37 50.00
LSP 68.98 69.93 55.74
SVMmap 66.15 67.17 51.64
LSP-AP 69.41 69.95 54.92
LSSVM-AP 68.67 69.29 54.92
LSP-AP∗ 69.51 70.14 54.10
LSSVM-AP∗ 67.48 68.47 51.64

TEST
MAP MRR P@1

SVM 54.67 55.90 39.66
LSP 64.35 65.98 48.95
SVMmap 61.50 63.10 46.84
LSP-AP 64.50 66.25 49.37
LSSVM-AP 62.39 63.78 46.84
LSP-AP∗ 63.65 65.48 48.52
LSSVM-AP∗ 63.74 65.08 47.26

Table 1: Experimental results on WikiQA.

The neural model by Tymoshenko et al. (2017)
includes (i) two sentence encoders that map input
questions qi and answer passages dji into fixed size
m-dimensional vectors φ(qi) and φ(dji ) using a
convolutional operation followed by a max pool-
ing layer, and (ii) a feed forward neural network
that computes the similarity between the two sen-
tences in the input. The sentence vectors of a ques-
tion and a passage, φ(qi) and φ(dji ), are concate-
nated together and given in input, at stage (ii), to a
standard NN architechture, constituted by a non-
linear hidden layer and a sigmoid output layer,
which optimizes binary cross-entropy loss.

Note that we use exactly the concatenated
question-passage sentence vectors (CNN embed-
dings) from stage (i) of the above model as fea-
tures in SVM and the structured output models:
ψ(q, d) = [φ(q), φ(d)].
Evaluation metrics We report Mean Average Pre-
cision (MAP), Mean Reciprocal Rank (MRR) and
Prec@1 (P@1).

5.2 Comparative analysis on WikiQA dataset
We first report the results using standard similarity
features in all of our models. Then, we show the
outcome of our models when fed with embeddings
produced by the CNN.

5.2.1 Results with textual similarity features
In Tab. 1, we provide the results of our latent struc-
tural approaches optimizing MAP in comparison

Reimers and Gurevych (2017); Crane (2018). Thus, we rely
on the model that is easily replicable and achieves competi-
tive results.

0 20 40 60 80 100
67

68

69

# of epochs, T

M
A

P

LSP LSP-AP LSP-AP∗

Figure 1: LSP curves on dev. set over the training
epochs.

to SVM, LSP, and SVMmap models on WikiQA
dataset. LSSVM-AP and LSP-AP are better than
the SVM classifier baseline by roughly 8 and 10
points, respectively, in terms of MAP metric on the
test set. It should be noted that SVM uses kernels,
while LSSVM and LSP are simple linear models.
Moreover, for SVM, we also had to limit the num-
ber of candidates to 10 for each query to make the
positive/negative example rate more balanced.

The baseline LSP model (without augmented
loss optimization) performs surprisingly well in
this setting. It lacks only 0.15 of a MAP point on
test set as compared to the highest scoring LSP-
AP model. However, as LSP does not optimize
the ranking measure directly, it may result un-
stable. We verified this hypothesis by exploring
the performance of the two LSP models (with our
loss and without) on dev. set, plotting the learning
curves over the training epochs, T . Fig. 1 shows
that the LSP-AP curve is distinctly superior to that
of LSP only in the beginning of training, before
epoch 17. We further verify this issue in cross-
validation experiments in Sec. 5.2.3.

LSSVM-AP outperforms the structural base-
line SVMmap. The latter targets direct optimiza-
tion of MAP, and it clearly outperforms the SVM
classifier. However, it is worse than the stan-
dard perceptron model, LSP, which does not op-
timize MAP. This suggests a higher appropriate-
ness of the structural feature representation for
rankings in Eq. 1. Indeed, it encodes the real
positioning of items within a ranking (using po-
sitional weights vi), compared to that used by
SVMmap, agnostic to it and considering only pair-
wise relevant/irrelevant relative placements among
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the items.
Finally, in the last lines of Dev. and Test sub-

parts of Tab. 1, we report the results of the models
denoted with ∗. In these model variants, we per-
form exact search for the max-violating ranking r̂
with respect to ∆AP over the structural hypothesis
space R(x), e.g., in Line 5 of Alg. 1, instead of
our approximate inference procedure in Sec. 4.2.

In the current setting, exhaustive search over
all possible rankings is reduced to an inference
procedure, which inspects all interleavings of the
two sorted lists, of positive and negative items, as
pointed out in Sec. 4.2. In addition to the sort-
ing complexity, this operation needs to traverse
through a subset R′ of ranking structures r, R′ ⊂
R(x), where |R′| is estimated by the binomial co-
efficient

(
N

N−P
)
, which, for fixed P , grows poly-

nomially as O(NP ). Recall that N is a total num-
ber of items in the candidate list D, among which
P items are positive. In the context of WikiQA
dataset, this is affordable, since the candidate lists
Di of the training examples are relatively short.

This way, LSSVM-AP∗ adds around 1.3 of a
MAP point to its result using our approximate in-
ference. LSP-AP∗’s best number of epochs on
dev., Tbest, gives a nearly identical result on the
test set in terms of MAP. However, its scores are
lower compared to those of LSP-AP.

Fig. 1 illustrates a clear advantage of the direct
optimization of AP using exact inference, which
results in the best curve on dev. for LSP-AP∗, sta-
bilizing to its highest values on the interval be-
tween epochs 55 and 85. Still such a level of accu-
racy is nearly reachable by LSP-AP, although ac-
tually achieved at a very narrow interval (see the
spike around epoch 5), while LSP’s curve lies al-
most always lower. In future, we would like to
study the impact of the loss approximation onto
the convergence speed of the structural algorithms.

The LSP models in the current setting do not
reveal a clear correlation between dev. and test re-
sults in Tab. 1, which might (i) signal of insuffi-
cient generalization power of LSP, and (ii) suggest
that the effect of direct loss optimization can be
reached by carefully selecting the epoch’s number
parameter, T , in the considered feature space. The
test set results of LSSVM in terms of MAP instead
conform appropriately to the optimized loss func-
tion (using approximate versus exact inference) in
the large-margin objective in Eq. 4. This should
be due to a better generalization capability of the

DEV.
MAP MRR P@1

SVM 70.66 70.89 58.20
LSP 67.65 67.70 52.46
SVMmap 72.77 73.55 63.11
CNN 71.73 72.04 59.84
LSP-AP 70.67 70.50 56.56
LSSVM-AP 71.27 71.85 59.84
LSP-AP∗ 73.67 74.55 64.75
LSSVM-AP∗ 71.88 72.18 60.66

TEST
MAP MRR P@1

SVM 65.00 66.70 53.16
LSP 65.28 66.76 52.32
SVMmap 66.91 68.63 54.85
CNN 68.73 70.34 56.12
LSP-AP 64.23 65.56 50.21
LSSVM-AP 67.62 69.24 55.70
LSP-AP∗ 65.74 67.51 52.32
LSSVM-AP∗ 67.93 69.73 56.54

Table 2: Models on WikiQA trained on CNN embed-
dings.

SVM solver.

5.2.2 Results using neural network
embeddings

In these experiments, we used the CNN embed-
dings, described in Sec. 5.1.2, as features in all
of the models. This setting allows us to examine
the performance of the models in a more complex
and richer feature space, at the level of the state-
of-the-art performance. It can also be seen as a
coarse way to ”neuralize” the structural ranking
approaches.

The results of all the models are shown in
Tab. 2. As before, we note the relative inconsis-
tency of the performance of the LSP models be-
tween dev. and test sets. The non-loss-augmented
structured perceptron, LSP, is the weakest of the
models on dev. set, while on test it is better than
LSP-AP by around 1 point in terms of MAP. It
only slightly outperforms now the baseline SVM,
which benefited greatly from using the embed-
dings. Recall, however, that the baseline SVM is
trained with kernels. LSP-AP∗, reaching consid-
erably higher scores than the rest of the models,
including CNN, on dev., is better than LSP by no
more than 0.5 of a MAP point.

LSSVM is in general more robust and con-
sistent as with similarity features. Although
SVMmap outperforms it on dev., LSSVM-AP is
better on test in each of the three metrics. LSSVM-
AP∗ with exact inference further improves the re-
sults of LSSVM-AP. It outperforms SVMmap by
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more than 1 point in terms of MAP.
It should be noted that the embeddings that we

use were trained in a classification setting, thus,
giving an additional advantage to the classifica-
tion models, e.g., the relative improvement of the
baseline SVM when passing to embeddings is the
highest among the models. Nonetheless, LSSVM
approaches closest of all to CNN, with the variant
of the model with exact search showing P@1 su-
perior to that of CNN. This suggests that the struc-
tural ranking approaches are of decent capacity,
and that the optimal solution lies in regions feasi-
ble to the structural linear model, considering also
the high results of LSP-AP* on dev. set. This is
despite the fact that, in contrast to CNN, which
trains on the whole training set, we omit examples
with only negative and only positive candidates
(Sec. 5.1). Exploiting the information from such
examples (subject to additional enhancement of
our approach, as it would currently perform a zero
update on them in Line 8 of Alg. 1 due to equal
max-violated and ground truth rankings) might ad-
vance the performance. Thus, good features make
our models competitive with the state of the art.

5.2.3 Cross-validation experiments
In Tab. 3, we repeat the main experiments in
the cross-validation setting, using the similarity
features. On average, LSSVM-AP outperforms
SVMmap in terms of MAP and MRR, as in the
standard setting, however, having relatively higher
variance across the folds. The LSP models sustain
their superiority using the similarity features also
in cross-validation, with LSP-AP scoring the best
across the models and with the least variance.

5.3 Experiments on TREC13 dataset

The results of our cross-validation experiments on
TREC13 are depicted in Tab. 4. LSP-AP slightly
improves over the baseline models in terms of
MAP. The baseline LSP this time deviates the least
over the folds and reaches better P@1 among all
the models. LSSVM-AP instead underperforms in
this experiment, which might be for the reason of
shortage of the data for validation.

It is also true that in this work, by fixing the
weighting schema v, we limited our study to one
particular case of a structural ranking representa-
tion. However, finding an appropriate structural
feature space, e.g., to the extent enabled by tuning
the positional weights vj for the particular appli-
cation, can be potentially beneficial.

MAP MRR P@1

SVM 55.20±3.60 56.68±3.33 39.69±5.27
LSP 64.27±2.52 65.63±2.62 48.10±4.32
SVMmap 60.88±2.57 62.27±2.78 45.18±4.19
LSP-AP 64.47±2.48 65.88±2.17 48.95±4.19
LSSVM-AP 62.00±4.97 63.39±4.59 44.79±8.06

Table 3: Cross-validation results on WikiQA.

MAP MRR P@1

SVM 71.68±4.19 82.41±3.40 70.83±5.73
LSP 71.67±2.54 82.54±1.94 72.08±4.28
SVMmap 71.85±3.69 81.97±2.91 69.17±5.49
LSP-AP 72.53±5.29 82.85±3.84 71.01±8.57
LSSVM-AP 70.96±4.74 80.97±2.70 69.17±5.49

Table 4: Cross-validation results on TREC13.

6 Conclusions

In this paper, we proposed new structured pre-
diction algorithms for ranking problems. In par-
ticular, we designed (i) a new loss function that
leads to the direct optimization of MAP; and (ii)
two new algorithms, based on LSP and LSSVM
solvers, to optimize it. The comparative results
on the benchmarks for passage reranking, WikiQA
and TREC13, demonstrate an improvement of
LSP-AP over the standard SVM classifier, which
is particularly large in the case of WikiQA. LSP
without any loss augmentation can achieve good
performance, as well, subject to accurate tuning of
the epoch number parameter. In the same setting,
LSSVM-AP is comparable to SVMmap baseline.

Finally, we used CNN embeddings as more ex-
pressive features in our models. We found that (i)
linear models can benefit from them; (ii) LSSVM-
AP is more robust than the LSP models to the use
of a complex representation; and (iii) traditional
max margin methods may not be on par with neu-
ral networks on tasks, such as WikiQA, however
providing them with right features (embeddings)
can make them approach the performance of neu-
ral models. This suggests an interesting research
line on using our structural models and loss func-
tion optimizing MAP in neural models.
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Abstract

In relation extraction with distant supervision,
noisy labels make it difficult to train quality
models. Previous neural models addressed this
problem using an attention mechanism that at-
tends to sentences that are likely to express
the relations. We improve such models by
combining the distant supervision data with an
additional directly-supervised data, which we
use as supervision for the attention weights.
We find that joint training on both types of
supervision leads to a better model because it
improves the model’s ability to identify noisy
sentences. In addition, we find that sigmoidal
attention weights with max pooling achieves
better performance over the commonly used
weighted average attention in this setup. Our
proposed method1 achieves a new state-of-the-
art result on the widely used FB-NYT dataset.

1 Introduction

Early work in relation extraction from text used
directly supervised methods, e.g., Bunescu and
Mooney (2005), which motivated the development
of relatively small datasets with sentence-level an-
notations such as ACE 2004/2005, BioInfer and
SemEval 2010 Task 8. Recognizing the difficulty
of annotating text with relations, especially when
the number of relation types of interest is large,
others (Mintz et al., 2009; Craven and Kumlien,
1999) introduced the distant supervision approach
of relation extraction, where a knowledge base
(KB) and a text corpus are used to automatically
generate a large dataset of labeled bags of sen-
tences (a set of sentences that might express the
relation) which are then used to train a relation
classifier. The large number of labeled instances
produced with distant supervision make it a prac-
tical alternative to manual annotations.

1https://github.com/allenai/comb_dist_
direct_relex/

However, distant supervision implicitly as-
sumes that all the KB facts are mentioned in the
text (at least one of the sentences in each bag
expresses the relation) and that all relevant facts
are in the KB (use entities that are not related
in the KB as negative examples). These two as-
sumptions are generally not true, which introduces
many noisy examples in the training set. Although
many methods have been proposed to deal with
such noisy training data (e.g., Hoffmann et al.,
2011; Surdeanu et al., 2012; Roth et al., 2013;
Fan et al., 2014; Zeng et al., 2015; Jiang et al.,
2016; Liu et al., 2017), a rather obvious approach
has been understudied: combine distant supervi-
sion data with additional direct supervision. Intu-
itively, directly supervising the model can improve
its performance by helping it identify which of the
input sentences for a given pair of entities are more
likely to express a relation.

A straightforward way to combine distant and
direct supervision is to concatenate instances from
both datasets into one large dataset. We show
in Section 4.2 that this approach doesn’t help the
model. Pershina et al. (2014) also observed sim-
ilar results; instead, they train a graphical model
on the distantly supervised instances while using
the directly labeled instances to supervise a sub-
component of the model. We discuss prior work
in more detail in Section 5.

In our paper, we demonstrate a similar approach
with neural networks. Specifically, our neural
model attends over sentences to distinguish be-
tween sentences that are likely to express some
relation between the entities and sentences that
do not. We use the additional direct supervi-
sion to supervise these attention weights. We
train this model jointly on both types of supervi-
sion in a multitask learning setup. In addition,
we experimentally find that sigmoidal attention
weights with max pooling achieves better perfor-
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Sentence-level supervision Bag-level supervision
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Steve Jobs Apple founder_of

Steve Jobs Apple ceo_of

> Jobs and Wozniak co-founded Apple in 1976 to sell 
Wozniak's Apple I personal computer.

> Jobs and Apple co-founder Steve Wozniak are widely 
recognized as pioneers of the microcomputer revolution.

> Apple merged with NeXT in 1997, and Jobs became CEO of 
Apple within a few months.

> Jobs was forced out of Apple in 1985 after a 
long power struggle.

no_relation

sentence encoder

Bag encoder

<e1>Jobs</e1> was forced out 
of <e2>Apple</e2> in 1985 
after a long power struggle .

<e1>Jobs</e1> and Wozniak 
co-founded <e2>Apple</e2> in 
1976 to sell Wozniak 
's Apple I personal computer 
.

<e1>Jobs</e1> and <e2>Apple</e2> 
co-founder Steve Wozniak are 
widely recognized as pioneers of 
the microcomputer revolution . 

<e2>Apple</e2> merged with 
NeXT in 1997 , and 
<e1>Jobs</e1> became CEO 
of Apple within a few 
months . 

sentence
encoding P(e1~e2 | s)

0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0

0

P(ri = true| e1, e2)

s

+
unlabeled 
sentences

KB
labeled sentences

Figure 1: An overview of our approach for combining distant and direct supervision. The left side shows one
sentence in the labeled data and how it is used to provide direct supervision for the sentence encoder. The right
side shows snippets of the text corpus and the knowledge base, which are then combined to construct one training
instance for the model, with a bag of three input sentences and two active relations: ‘founder of’ and ‘ceo of’.

mance in this model setup than the commonly
used weighted average attention.

The contributions of this paper are as follows:

• We propose an effective neural network model
for improving distant supervision by combining
it with a directly supervised data in the form
of sentence-level annotations. The model is
trained jointly on both types of supervision in
a multitask learning setup, where the direct su-
pervision data is employed as supervision for at-
tention weights.

• We show experimentally that our model setup
benefits from sigmoidal attention weights with
max pooling over the commonly used softmax-
based weighted averaging attention.

• Our best model achieves a new state-of-the-art
result on the FB-NYT dataset, previously used
by Lin et al. (2016); Vashishth et al. (2018).
Specifically, combining both forms of supervi-
sion achieves a 4.4% relative AUC increase than
our baseline without the additional supervision.

The following section defines the notation we use,
describes the problem and provides an overview of
our approach.

2 Overview

Our goal is to predict which relation types are ex-
pressed between a pair of entities (e1, e2), given
all sentences in which both entities are mentioned
in a large collection of unlabeled documents.

Following previous work on distant supervi-
sion, we use known tuples (e1, r, e2) in a knowl-
edge base K to automatically annotate sentences

where both entities are mentioned with the rela-
tion type r. In particular, we group all sentences
s with one or more mentions of an entity pair
(e1, e2) into a bag of sentences Be1,e2 , then au-
tomatically annotate this bag with the set of rela-
tion types Ldistant = {r ∈ R : (e1, r, e2) ∈ K},
whereR is the set of relations we are interested in.
We use ‘positive instances’ to refer to cases where
|L| > 0, and ‘negative instances’ when |L| = 0.

In this paper, we leverage an existing dataset of
direct supervision for relations. Each direct super-
vision instance consists of a token sequence s con-
taining mentions of an entity pair (e1, e2) and one
relation type (or ‘no relation’). We do not require
that the entities or relation types in the direct su-
pervision annotations align with those in the KB.
Furthermore, we replace the relation label associ-
ated with each sentence with a binary indicator of
1 if the sentence expresses one of the relationships
of interest and 0 otherwise.

Figure 1 illustrates how we modify neural ar-
chitectures commonly used in distant supervision,
e.g., Lin et al. (2016); Liu et al. (2017) to effec-
tively incorporate direct supervision. The model
consists of two components: 1) A sentence en-
coder (displayed in blue) reads a sequence of to-
kens and their relative distances from e1 and e2,
and outputs a vector s representing the sentence
encoding, as well as P (e1 ∼ e2 | s) represent-
ing the probability that the two entities are related
given this sentence. 2) The bag encoder (dis-
played in green) reads the encoding of each sen-
tence in the bag for the pair (e1, e2) and predicts
P (r = 1 | e1, e2), ∀r ∈ R.

We combine both types of supervision in
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a multi-task learning setup by minimizing the
weighted sum of the cross entropy losses for
P (e1 ∼ e2 | s) and P (r = 1 | e1, e2). By sharing
the parameters of sentence encoders used to com-
pute either loss, the sentence encoders become less
susceptible to the noisy bag labels. The bag en-
coder also benefits from the direct supervision by
using the supervised distribution P (e1 ∼ e2 | s)
to decide the weight of each sentence in the bag.

3 Model

The model predicts a set of relation types
Lpred ⊂ R given a pair of entities e1, e2 and a bag
of sentences Be1,e2 . In this section, we first de-
scribe the sentence encoder part of the model (Fig-
ure 2, bottom), then describe the bag encoder (Fig-
ure 2, top), then we explain how the two types of
supervision are jointly used for training the model
end-to-end.

3.1 Sentence Encoder Architecture
Given a sequence of words w1, . . . , w|s| in a sen-
tence s, a sentence encoder translates this se-
quence into a fixed length vector s.

Input Representation. The input representation
is illustrated graphically with a table at the bottom
of Figure 2. We map word token i in the sentence
wi to a pre-trained word embedding vector wi.2

Another crucial input signal is the position of en-
tity mentions in each sentence s ∈ Be1,e2 . Fol-
lowing Zeng et al. (2014), we map the distance
between each word in the sentence and the entity
mentions3 to a small vector of learned parameters,
namely de1i and de2i .

We find that adding a dropout layer with a small
probability (p = 0.1) before the sentence encoder
reduces overfitting and improves the results. To
summarize, the input layer for a sentence s is a
sequence of vectors:

vi = [wi;d
e1
i ;de2i ], for i ∈ 1, . . . , |s|

Word Composition. Word composition is illus-
trated with the block CNN in the bottom part of
Figure 2, which represents a convolutional neu-
ral network (CNN) with multiple filter sizes. The
outputs of the max pool operations for different

2Following Lin et al. (2016), we do not update the word
embeddings while training the model.

3If an entity is mentioned more than once in the sentence,
we use the distance from the word to the closest entity men-
tion. Distances greater than 30 are mapped to the embedding
for distance = 30.

Jobs pos:0 pos:5
was pos:1 pos:4
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out pos:3 pos:2
of pos:4 pos:1

Apple pos:5 pos:0
… … …
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Figure 2: Blue box is the sentence encoder, it maps
a sentence to a fixed length vector (CNN output) and
the probability it expresses a relation between e1 and
e2 (sigmoid output). Green box is the bag en-
coder, it takes encoded sentences and their weights and
produces a fixed length vector (max pool output),
concatenates it with entity embeddings (pointwise
mult. output) then outputs a probability for each re-
lation type r. White boxes contain parameters that the
model learns while gray boxes do not have learnable
parameters. Directly supervised annotations provide
supervision for P (e1 ∼ e2 | s). Distantly supervised
annotations provide supervision for P (r = 1 | e1, e2).

filter sizes are concatenated then projected into a
smaller vector using one feed forward linear layer.

Sentence encoding s is computed as follows:

cx = CNNx(v1, . . . ,v|s|), for x ∈ {2, 3, 4, 5}
s = W1 [c2; c3; c4; c5] + b1,

where CNNx is a standard convolutional neural
network with filter size x, W1 and b1 are model
parameters and s is the sentence encoding.

We feed the sentence encoding s into a ReLU
layer followed by a sigmoid layer with output size
1, representing P (e1 ∼ e2 | s), as illustrated in
Figure 2 (bottom):

P (e1 ∼ e2 | s) = (1)

p = σ(W3ReLU(W2s+ b2) + b3),
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where σ is the sigmoid function and
W2,b2,W3,b3 are model parameters.

3.2 Bag Encoder Architecture

Given a bag Be1,e2 of n ≥ 1 sentences, we com-
pute their encodings s1, . . . , sn as described ear-
lier and feed them into the bag encoder, which
combines the information in all of the sentence en-
codings and predicts the probability P (r = 1 |
e1, e2),∀r ∈ R. The bag encoder also incorpo-
rates the signal p = P (e1 ∼ e2 | s) from Equa-
tion 1 as an estimate of the degree to which sen-
tence s expresses “some” relation between e1 and
e2.

Attention. To aggregate the sentence encodings
s1, . . . , sn into a fixed length vector that captures
the important features in the bag, we use attention.
Attention has two steps: (1) computing weights
for the sentences and (2) aggregating the weighted
sentences. Weights can be uniform, or computed
using a sigmoid or softmax. Weighted sentences
can be aggregated using average pooling or max
pooling. Prior work (Jiang et al., 2016; Lin et al.,
2016; Ji and Smith, 2017) have explored some of
these combinations but not all of them. In the ab-
lation experiments, we try all combinations and
we find that the (sigmoid, max pooling) attention
gives the best result. We discuss the intuition be-
hind this in Section 4.2. For the rest of this section,
we will explain the architecture of our network as-
suming a (sigmoid, max pooling) attention.

Given the encoding sj and an unnormalized
weight uj for each sentence sj ∈ Be1,e2 , the
bag encoding g is a vector with the same dimen-
sionality as sj . With (sigmoid, max pooling) at-
tention, each sentence vector is multiplied by the
corresponding weight, then we do a “dimension-
wise” max pooling (taking the maximum of each
dimension across all sentences, not the other way
around). The k-th element of the bag encoding g
is computed as:

gj [k] = maxj∈1,...,n{sj [k]× σ(uj)}.
As shown in Figure 2, we do not directly use

the p from Equation 1 as attention weights. In-
stead, we found it useful to feed it into more non-
linearities. The unnormalized attention weight for
sj is computed as:

uj = W7 ReLU(W6 p+ b6) + b7.

Entity Embeddings. Following Ji et al. (2017),
we use entity embeddings to improve our model

of relations in the distant supervision setting, al-
though our formulation is closer to that of Yang
et al. (2015) who used point-wise multiplication
of entity embeddings: m = e1 � e2, where � is
point-wise multiplication, and e1 and e2 are the
embeddings of e1 and e2, respectively. In order
to improve the coverage of entity embeddings, we
use pretrained GloVe vectors (Pennington et al.,
2014) (same embeddings used in the input layer).
For entities with multiple words, like “Steve Jobs”,
the vector for the entity is the average of the GloVe
vectors of its individual words. If the entity is ex-
pressed differently across sentences, we average
the vectors of the different mentions. As discussed
in Section 4.2, this leads to big improvement in the
results, and we believe there is still big room for
improvement from having better representation for
entities. We feed the output m as additional input
to the last block of our model.

Output Layer. The final step is to use the bag
encoding g and the entity pair encoding m to pre-
dict a set of relations Lpred which is a standard
multilabel classification problem. We concatenate
g and m and feed them into a feedforward layer
with ReLU non-linearity, followed by a sigmoid
layer with an output size of |R|:

t = ReLU(W4[g;m] + b4)

P (r = 1 | e1, e2) = σ(W5t+ b5),

where r is a vector of Bernoulli variables each of
which corresponds to one of the relations in R.
This is the final output of the model.

3.3 Model Training

To train the model on the distant supervision
data, we use binary cross-entropy loss between the
model predictions and the labels obtained with dis-
tant supervision, i.e.,

DistSupLoss =
∑

Be1,e2

− logP (r = rdistant | e1, e2)

where rdistant[k] = 1 indicates that the tuple
(e1, rk, e2) is in the knowledge base.

In addition to the distant supervision, we want
to improve the results by incorporating an addi-
tional direct supervision. A straightforward way
to combine them is to create singleton bags for di-
rect supervision labels, and add the bags to those
obtained with distant supervision. However, re-
sults in Section 4.2 show that this approach does
not improve the results. Instead, a better use of
the direct supervision is to improve the model’s
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ability to predict the potential usefulness of a sen-
tence. According to our analysis of baseline mod-
els, distinguishing between positive and negative
examples is the real bottleneck in the task. There-
fore, we use the direct supervision data to super-
vise P (e1 ∼ e2 | s). This supervision serves two
purposes: it improves our encoding of each sen-
tence, and improves the weights used by the atten-
tion to decide which sentences should contribute
more to the bag encoding. It also has the side ben-
efit of not requiring the same set of relation types
as that of the distant supervision data, because we
only care about if there exists some relevant rela-
tion or not between the entities.

We minimize log loss of gold labels in the di-
rect supervision dataD according to the model de-
scribed in Equation 1:

DirectSupLoss =
∑

s,lgold∈D
− logP (l = lgold | s)

where D is all the direct supervision data and all
distantly-supervised negative examples.4

We jointly train the model on both types of su-
pervision. The model loss is a weighted sum of the
direct supervision and distant supervision losses,

loss =
1

λ+ 1
DistSupLoss+

λ

λ+ 1
DirectSupLoss

(2)
where λ is a parameter that controls the contribu-
tion of each loss, tuned on a validation set.

4 Experiments

4.1 Data and Setup
This section discusses datasets, metrics, configu-
rations and the models we are comparing with.

Distant Supervision Dataset (DistSup). The
FB-NYT dataset5 introduced in Riedel et al.
(2010) was generated by aligning Freebase facts
with New York Times articles. The dataset has
52 relations with the most common being “loca-
tion”, “nationality”, “capital”, “place lived” and
“neighborhood of”. They used the articles of
2005 and 2006 for training, and 2007 for test-
ing. Recent prior work (Lin et al., 2016; Liu et al.,
2017; Huang and Wang, 2017) changed the origi-
nal dataset. They used all articles for training ex-
cept those from 2007, which they left for testing as
in Riedel et al. (2010). We use the modified dataset

4We note that the distantly supervised negative examples
may still be noisy. However, given that relations tend to be
sparse, the signal to noise is high.

5http://iesl.cs.umass.edu/riedel/ecml/

which was made available by Lin et al. (2016).6

The table below shows the dataset size.

Train Test

Positive bags 16,625 1,950
Negative bags 236,811 94,917

Sentences 472,963 172,448

Direct Supervision Dataset (DirectSup). Our
direct supervision dataset was made available by
Angeli et al. (2014) and it was collected in an
active learning framework. The dataset consists
of sentences annotated with entities and their re-
lations. It has 22,766 positive examples for 41
relation types in addition to 11,049 negative ex-
amples. To use this dataset as supervision for
P (e1 ∼ e2 | s), we replace the relation types of
positive examples with 1s and label negative ex-
amples with 0s.

Metrics. Prior work used precision-recall (PR)
curves to show results on the FB-NYT dataset. In
this multilabel classification setting, the PR curve
is constructed using the model predictions on all
entity pairs in the test set for all relation types
sorted by the confidence scores from highest to
lowest. Different thresholds correspond to differ-
ent points on the PR curve. We use the area un-
der the PR curve (AUC) for early stopping and
hyperparameter tuning. Following previous work
on this dataset, we only keep points on the PR
curve with recall below 0.4, focusing on the high-
precision low-recall part of the PR curve. As a
result, the largest possible value for AUC is 0.4.

Configurations. The FB-NYT dataset does not
have a validation set for hyperparameter tuning
and early stopping. Liu et al. (2017) use the test
set for validation, Lin et al. (2016) use 3-fold cross
validation, and Vashishth et al. (2018) split the
training set into 80% training and 20% testing. In
our experiments, we use 90% of the training set
for training and keep the other 10% for validation.
The main hyperparameter we tune is lambda (sec-
tion 4.3).

The pre-trained word embeddings we use are
300-dimensional GloVe vectors, trained on 42B
tokens. Since we do not update word embeddings
while training the model, we define our vocabulary
as any word which appears in the training, valida-
tion or test sets with frequency greater than two.
When a word with a hyphen (e.g., ‘five-star’) is not

6https://github.com/thunlp/NRE

1862



in the GloVe vocabulary, we average the embed-
dings of its subcomponents. Otherwise, all OOV
words are assigned the same random vector (nor-
mal with mean 0 and standard deviation 0.05).

Our model is implemented using PyTorch and
AllenNLP (Gardner et al., 2017) and trained on
machines with P100 GPUs. Each run takes five
hours on average. We train for a maximum of 50
epoch, and use early stopping with patience = 3.
Each dataset is split into minibatches of size 32
and randomly shuffled before every epoch. We
use the Adam optimizer with its default PyTorch
parameters. We run every configuration with three
random seeds and report the PR curve for the run
with the best validation AUC. In the controlled ex-
periments, we report the mean and standard devi-
ation of the AUC across runs.

Compared Models. Our best model (Section 3)
is trained on the DistSup and DirectSup datasets
in our multitask setup and it uses (sigmoid, max
pooling) attention. Baseline is the same model de-
scribed in Section 3 but trained only on the Dist-
Sup dataset and uses the more common (softmax,
average pooling) attention. This baseline is our
implementation of the PCNN+ATT model (Lin
et al., 2016) with two main differences; they use
piecewise convolutional neural networks (PC-
NNs Pennington et al., 2014) instead of CNNs,
and we add entity embeddings before the output
layer.7 We also compare our results to the state of
the art model RESIDE (Vashishth et al., 2018),
which uses graph convolution over dependency
parse trees, OpenIE extractions and entity type
constraints.

4.2 Main Results
Figure 3 summarizes the main results of our ex-
periments. First, we note that “our baseline” out-
performs PCNN+ATT (Lin et al., 2016) despite
using the same training data (DistSup) and the
same form of attention (softmax, average pooling),
which confirms that we are building on a strong
baseline. The improved results in our baseline are
due to using CNNs instead of PCNNs, and using
entity embeddings.

7Contrary to the results in Pennington et al. (2014), we
found CNNs to give better results than PCNNs in our experi-
ments. Lin et al. (2016) also compute unnormalized attention
weights as oj = sj ×A× q where sj is the sentence encod-
ing, A is a diagonal matrix and q is the query vector. In our
experiments, we found that implementing it as a feedforward
layer with output size = 1 works better. All our results use
the feedforward implementation.
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RESIDE (Vashishth et al., 2018)
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Model AUC

PCNN+ATT (Lin et al., 2016) 0.247
RESIDE (Vashishth et al., 2018) 0.271

Our baseline 0.272±0.005

This work 0.283±0.007

Figure 3: Precision-recall curves and their AUC com-
paring our model with the baseline and existing mod-
els. Baseline is trained on DistSup and uses (softmax,
average pooling) attention. Our best model is trained
using multitask learning on DistSup and DirectSup and
uses (sigmoid, max pooling) attention. Results of Lin
et al. (2016) and Vashishth et al. (2018) are copied from
their papers.

pooling
type

supervision signal attention weight computation

uniform softmax sigmoid

average
pooling

DistSup 0.244± 0.008 0.272± 0.005 0.258± 0.020
DistSup + DirectSup 0.224± 0.009 0.272± 0.009 0.256± 0.009
MultiTask (our model) 0.220± 0.012 0.262± 0.014 0.258± 0.015

max
pooling

DistSup 0.277± 0.009 0.278± 0.001 0.274± 0.004
DistSup + DirectSup 0.269± 0.003 0.269± 0.005 0.277± 0.012
MultiTask (our model) 0.266± 0.007 0.280± 0.004 0.283± 0.007

Table 1: Controlled experiments for a) how the su-
pervised data is used in the model, b) which function
is used to compute attention weights, c) how sentence
embeddings are aggregated

A new state-of-the-art. Adding DirectSup in
our multitask learning setup and using (sig-
moid, max pooling) attention gives us the best
result, outperforming our baseline that doesn’t
use either by 4.4% relative AUC increase, and
achieves a new state-of-the-art result outperform-
ing (Vashishth et al., 2018).

We note that the improved results reported here
conflate additional supervision and model im-
provements. Next, we report the results of con-
trolled experiments to tease apart the contributions
of different components.

Table 1 summarizes results of our controlled ex-
periments showing the impact of how the training
data is used, and the impact of different config-
urations of the attention (computing weights and
aggregating vectors). The model can be trained
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on DistSup only, DistSup + DirectSup together as
one dataset with DirectSup expressed as single-
ton bags, or DistSup + DirectSup in our multi-
task setup. Attention weights can be uniform, or
computed using softmax or sigmoid.8 Sentence
vectors are aggregated by weighting them then av-
eraging (average pooling) or weighting them then
taking the max of each dimension (max pooling).
(Uniform weights, average pooling) and (softmax,
average pooling) were used by Lin et al. (2016),
(sigmoid, average pooling) was proposed by Ji and
Smith (2017) but for a different task, and (uni-
form weights, max pooling) is used by Jiang et al.
(2016). To the best of our knowledge, (softmax,
max pooling) and (sigmoid, max pooling) have not
been explored before.

Pooling type. Results in Table 1 show that ag-
gregating sentence vectors using max pooling gen-
erally works better than average pooling. This is
because max pooling might be better at picking
out useful features (dimensions) from each sen-
tence.

Supervision signal. The second dimension of
comparison is the use of the supervision signal
used to train the model. The table shows that train-
ing on DistSup + DirectSup, where the DirectSup
dataset is simply used as additional bags, can hurt
the performance. We hypothesize that this is be-
cause the DirectSup data change the distribution of
relation types in the training set from the test set.
However, using DirectSup as supervision for the
attention weights in our multitask learning setup
leads to considerable improvements (1% and 3%
relative AUC increase using softmax and sigmoid
respectively) because it leads to better attention
weights and improves the model’s ability to filter
noisy sentences.

Attention weight computation. Finally, com-
paring uniform weights, softmax and sigmoid. We
found the result to depend on the available level of
supervision. With DistSup only, the results of all
three are comparable with softmax being slightly
better. However, when we have good attention
weights (as provided by the multitask learning),
softmax and sigmoid work better than uniform
weights where sigmoid gives the best result with
6% relative AUC increase. Sigmoid works better

8We also tried normalizing sigmoid weights as suggested
in (Rei and Søgaard, 2018), but this did not work better than
regular sigmoid or softmax.
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Figure 4: AUC at different λ. X-axis is in log-scale.

than softmax, because softmax assumes that ex-
actly one sentence is correct by forcing the prob-
abilities to sum to 1. This assumption is not cor-
rect for this task, because zero or many sentences
could potentially be relevant. On the other hand,
sigmoidal attention weights does not make this as-
sumption, which gives rise to more informative at-
tention weights in cases where all sentences are
not useful, or when multiple ones are. This makes
the sigmoidal attention weights a better model-
ing for the problem (assuming reliable attention
weights).

4.3 Selecting Lambda.

Although we did not spend much time tuning hy-
perparameters, we made sure to carefully tune λ
(Equation 2) which balances the contribution of
the two losses of the multitask learning. Early ex-
periments showed that DirectSupLoss is typically
smaller than DistSupLoss, so we experimented
with λ ∈ {0, 0.5, 1, 2, 4, 8, 16, 32, 64}. Figure 4
shows AUC results for different values of λ, where
each point is the average of three runs. It is clear
that picking the right value for λ has a big impact
on the final result.

4.4 Qualitative Analysis.

An example of a positive bag is shown in Ta-
ble 2. Our best model (Multitask, sigmoid, max
pooling) assigns the most weight to the first sen-
tence while the baseline (DistSup, softmax, aver-
age pooling) assigns the most weight to the last
sentence (which is less informative for the rela-
tion between the two entities). Also, the baseline
does not use the other two sentences because their
weights are dominated by the last one.

5 Related Work

Distant Supervision. The term ‘distant supervi-
sion’ was coined by Mintz et al. (2009) who used
relation instances in a KB to identify sentences in
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Baseline This work Sentences

0.00 0.029 You can line up along the route to cheer for the 32,000 riders, whose 42-mile trip will start in battery park and end with a festival at Fort
Wadsworth on Staten Island .

0.00 0.026 Gateway is a home to the nation’s oldest continuing operating lighthouse, Sandy Hook lighthouse, built in 1764; Floyd Bennett field in
Brooklyn, which was the city’s first municipal airfield; Fort Wadsworth on Staten Island, which predates the revolutionary war.

0.99 0.027 home energy smart fair, gateway national recreation area, Fort Wadsworth visitor center, bay street and school road, Staten Island.

Table 2: Weights assigned to sentences by our baseline and our best model. The baseline incorrectly predicts
“no relation”, while our best model correctly predicts “neighbourhood of” for this bag.

a text corpus where two related entities are men-
tioned, then developed a classifier to predict the
relation. Researchers have since extended this ap-
proach further (e.g., Takamatsu et al., 2012; Min
et al., 2013; Riedel et al., 2013; Koch et al., 2014).

A key source of noise in distant supervision
is that sentences may mention two related enti-
ties without expressing the relation between them.
Hoffmann et al. (2011) used multi-instance learn-
ing to address this problem by developing a graph-
ical model for each entity pair which includes a
latent variable for each sentence to explicitly indi-
cate the relation expressed by that sentence, if any.
Our model can be viewed as an extension of Hoff-
mann et al. (2011) where the sentence-bound la-
tent variables can also be directly supervised in
some of the training examples.

Neural Models for Distant Supervision. More
recently, neural models have been effectively used
to model textual relations (e.g., Hashimoto et al.,
2013; Zeng et al., 2014; Nguyen and Grishman,
2015). Focusing on distantly supervised models,
Zeng et al. (2015) proposed a neural implemen-
tation of multi-instance learning to leverage mul-
tiple sentences which mention an entity pair in
distantly supervised relation extraction. However,
their model picks only one sentence to represent
an entity pair, which wastes the information in
the neglected sentences. Jiang et al. (2016) ad-
dresses this limitation by max pooling the vec-
tor encodings of all input sentences for a given
entity pair. Lin et al. (2016) independently pro-
posed to use attention to address the same limita-
tion, and Du et al. (2018) improved by using mul-
tilevel self-attention. To account for the noise in
distant supervision labels, Liu et al. (2017); Luo
et al. (2017); Wang et al. (2018) suggested differ-
ent ways of using “soft labels” that do not nec-
essarily agree with the distant supervision labels.
Ye et al. (2017) proposed a method for leveraging
dependencies between different relations in a pair-
wise ranking framework, while Han et al. (2018)
arranged the relation types in a hierarchy aiming

for better generalization for relations that do not
have enough training data. To improve using addi-
tional resources, Vashishth et al. (2018) used graph
convolution over dependency parse, OpenIE ex-
tractions and entity type constraints, and Liu et al.
(2018) used parse trees to prune irrelevant infor-
mation from the sentences.

Combining Direct and Distant Supervision.
Despite the substantial amount of work on both
directly and distantly supervised relation extrac-
tion, the question of how to combine both sig-
nals has not received the same attention. Per-
shina et al. (2014) trained MIML-RE from (Sur-
deanu et al., 2012) on both types of supervision
by locking the latent variables on the sentences
to the supervised labels. Angeli et al. (2014) and
Liu et al. (2016) presented active learning mod-
els that select sentences to annotate and incorpo-
rate in the same manner. Pershina et al. (2014)
and Liu et al. (2016) also tried simple baseline of
including the labeled sentences as singleton bags.
Pershina et al. (2014) did not find this beneficial,
which agrees with our results in Section 4.2, while
Liu et al. (2016) found the addition of singleton
bags to work well.

Our work is addressing the same problem, but
combining both signals in a state-of-the-art neu-
ral network model, and we do not require the two
datasets to have the same set of relation types.

6 Conclusion

We improve neural network models for relation
extraction by combining distant and direct super-
vision data. Our network uses attention to attend
to relevant sentences, and we use the direct su-
pervision to improve attention weights, thus im-
proving the model’s ability to find sentences that
are likely to express a relation. We also found
that sigmoidal attention weights with max pooling
achieves better performance than the commonly
used weighted average attention. Our model com-
bining both forms of supervision achieves a new
state-of-the-art result on the FB-NYT dataset with
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a 4.4% relative AUC increase than our baseline
without the additional supervision.
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Abstract

Stance detection in twitter aims at mining
user stances expressed in a tweet towards a
single or multiple target entities. To tackle
this problem, most of the prior studies have
been explored the traditional deep learning
models, e.g., LSTM and GRU. However, in
compared to these traditional approaches, re-
cently proposed densely connected Bi-LSTM
and nested LSTMs architectures effectively
address the vanishing-gradient and overfitting
problems as well as dealing with long-term de-
pendencies. In this paper, we propose a neu-
ral ensemble model that adopts the strengths
of these two LSTM variants to learn better
long-term dependencies, where each module
coupled with an attention mechanism that am-
plifies the contribution of important elements
in the final representation. We also employ
a multi-kernel convolution on top of them
to extract the higher-level tweet representa-
tions. Results of extensive experiments on sin-
gle and multi-target stance detection datasets
show that our proposed method achieves sub-
stantial improvement over the current state-of-
the-art deep learning based methods.

1 Introduction

Tweet stance detection is the task of automati-
cally determining the stance of a tweet whether the
tweet is in favor of, against, or none towards a tar-
get (Mohammad et al., 2017). We can consider it
as a sub-domain of sentiment analysis. However,
the goal of sentiment analysis is to classify the po-
larity of a tweet sentiment based on its contents,
whereas identification of stance is dependent on
the specific target. For example, Figure 1 depicts
the stance of a tweet towards different targets.

Stance detection in twitter poses unique chal-
lenges to the research community since tweets
are short and informal user-generated text, which
usually tend not to follow the grammatical rules.

Sample Tweet:
@realDonaldTrump Crazy or blind, death and mute?

You liberal troll. #TRUMP IS GOING TO BEAT #Hillary

LANDSLIDE. #TrumpTsunami

Target II: Donald Trump

Stance II: Favor

Target I: Hillary Clinton

Stance I: Against

Figure 1: Example of target-specific stance detection.

Moreover, tweets contain plenty of idiosyncratic
abbreviations as well as other twitter specific syn-
taxes such as #hashtags and emoticons. To ad-
dress the challenges of stance detection in twit-
ter, Mohammad et al. (2016) presented a tweet
stance detection task that focused on a single tar-
get in SemEval-2016. Top performing systems
in this task proposed several deep learning based
approaches by using CNN (Wei et al., 2016),
RNN (Zarrella and Marsh, 2016), and so on.

Later, (Du et al., 2017) utilized the target-
augmented embeddings in an attention based neu-
ral network, whereas (Zhou et al., 2017) proposed
an attention mechanism at the semantic level in
the bidirectional GRU-CNN structure to perform
target-specific stance detection on tweets. More
recently, (Dey et al., 2018) proposed a two-phase
LSTM based model with attention and (Wei et al.,
2018b) proposed an end-to-end neural memory
model via target and tweet interactions.

By considering the dependency of related tar-
gets, Sobhani et al. (2017) introduced a multi-
target stance detection (MTSD) task and proposed
an attentive encoder-decoder network to capture
the dependencies among stance labels regarding
multiple targets. Later, (Wei et al., 2018a) pro-
posed a dynamic memory-augmented network that
utilized a shared external memory to capture and
store multi-targets stance indicative clues.

However, most of the related work of tweet
stance detection explored the traditional deep
learning models in their methods. In this paper,
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we propose a neural ensemble method that com-
bines the attention based state-of-the-art densely
connected Bi-LSTM and nested LSTMs models
with the multi-kernel convolution in a unified ar-
chitecture. Experimental results on both the sin-
gle and multi-target benchmark stance detection
datasets demonstrate the efficacy of our method
over the state-of-the-art deep learning based meth-
ods discussed above.

The rest of the paper is structured as follows:
In Section 2, we introduce our proposed stance
detection framework. Section 3 includes experi-
ments and evaluations as well as the comparisons
with the state-of-the-arts to show the effectiveness
of our proposed method. Some concluded remarks
and future directions of our work are described in
Section 4.

2 Proposed Stance Detection Framework

In this section, we describe the details of our pro-
posed neural ensemble model (PNEM) for twitter
stance detection. Figure 2 depicts an overview of
our proposed framework.

𝛼𝑛

Attention

Mechanism

Feature Vector

𝛼𝑛

Attention

Mechanism

Densely Connected 

Bi-LSTM
Nested LSTMs

Dense Layer

Feature Vector

Concatenate Layer

Final Stance Label

Activation Layer

Kernel Size =[2,3,4,5]

Target Appended Tweet
Embeddings

L × D
L = Target Length + Tweet Length

D = Word Vectors Dimension

Figure 2: Proposed stance detection framework.

At first, we utilize the multi-kernel convo-
lution filters to extract higher-level feature se-
quences from the target appended tweet embed-
dings. These feature sequences are fed into the
attention based densely connected Bi-LSTM and
nested LSTMs to learn long-term dependencies.
Final representations of these modules are con-
catenated and pass to the stance prediction module
to determine the stance label. Next, we describe
each component elaborately.

Embedding Layer: Prior works already estab-
lished the significance of target information for
stance detection. To integrate the target informa-
tion, we generate a unified word vector matrix by
concatenating the vector representations of the tar-
get and tweet. The dimensionality of the matrix
will be L × D, where length L is the sum of the
target length and tweet length, and D denotes the
word-vector dimension. We utilize a pre-trained
word embedding model for obtaining the vector
representation of words.

Multi-Kernel Convolution: In our multi-
kernel convolution, we adopt the idea proposed
by (Kim, 2014) to extract the higher-level features.
The input of this module is the target appended
tweet matrix generated in the embedding layer.
We then perform the convolution on it by using
a filter. We apply multiple convolutions based on
four different kernel sizes, i.e., the size of the con-
volution filters: 2, 3, 4, and 5. After performing
convolutions, each filter generates the correspond-
ing feature maps and a max pooling function is
then applied to generate a univariate feature vec-
tor. Finally, the feature vectors generated from
each kernel are concatenated to form a single high-
level feature vector.

Densely Connected Bi-LSTM: With the
emerging trend of deep learning, LSTM based
models are the most popular for sequential
tasks. Recently, the densely connected structure
of LSTM models gets attention among the re-
searchers (Li et al., 2018; Wu et al., 2017) that en-
able the effective connection from lower to upper
layers features without any loss of information on
lower-layer features thus alleviate the vanishing-
gradient and overfitting problems effectively.

In our proposed framework, we utilize the
densely connected Bi-LSTM (Ding et al., 2018)
(DC-Bi-LSTM) model. A DC-Bi-LSTM model
consists of multiple Bi-LSTM layers, where repre-
sentation of each layer is estimated by concatenat-
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ing its hidden states and all the preceding layers’
hidden states. Hence, for the first Bi-LSTM layer,
the input is a higher-level features sequences gen-
erated from multi-kernel convolution (MKC) and
the output is {h1 = h11, h

1
2, ..., h

1
s}. For the sec-

ond Bi-LSTM layer, the input is the concatenation
of higher-level feature sequences from MKC and
the output from first Bi-LSTM layer to generate
the corresponding output. Rest of the layers are
processed accordingly. We can define the above
process as follows:

hlt = [
−→
hlt ;
←−
hlt ], h

0
t = MKC feature sequence,

−→
hlt = lstm(

−−→
hlt−1,M

l−1
t ),

←−
hlt = lstm(

←−−
hlt+1,M

l−1
t ),

M l−1
t = [h0t ;h

1
t ; ...;h

l−1
t ].

Therefore, from a L layer DC-Bi-LSTM model,
the output is {hL = hL1 , h

L
2 , ..., h

L
s }.

Nested LSTMs: The nested LSTMs (NL-
STMs) architecture (Moniz and Krueger, 2017)
creates a temporal hierarchy of memories that
achieved significant improvement over the single-
layer or stacked LSTM architectures to learn
longer-term dependencies.

In NLSTMs, the LSTM memory cells have ac-
cess to their inner memory, where they can selec-
tively read and write relevant long-term informa-
tion. While the value of the outer memory cell in
the LSTM is estimated as coutert = ft � ct−1 +
it � gt, memory cells of the NLSTMs use the
concatenation (ft � ct−1, it � gt) as input to an
inner LSTM (or NLSTM) memory cell, and set
coutert = hinnert . Therefore, in compared to the
LSTM and stacked LSTM, the inner memories of
NLSTMs operate on longer time-scales and effec-
tively capture the context information from the in-
put texts.

Feed-Forward Attention: Recently, the atten-
tion mechanism has been introduced in the neural
network models for effectively modeling the long-
term dependencies by enabling the model to learn
what to attend based on the input text (Vaswani
et al., 2017). In order to amplify the contribu-
tion of important elements in the final representa-
tion of both the DC-Bi-LSTM and NLSTMs mod-
ule, we employ a feed-forward attention mecha-
nism (Raffel and Ellis, 2015) to aggregate all the
hidden states according to their relative impor-
tance weight.

Stance Prediction and Model Training: We
concatenate the final tweet representation from the
attention based DC-Bi-LSTM and NLSTMs mod-
ule and pass it to a fully connected softmax layer
for stance detection. We consider cross-entropy as
the loss function and train the model by minimiz-
ing the error, which is defined as:

E(x(i), y(i)) =
k∑

j=1

1{y(i) = j} log(y∼(i)
j )

where x(i) is the training sample with its true label
y(i). y∼(i)

j is the estimated probability in [0, 1] for
each label j. 1{condition} is an indicator which
is 1 if true and 0 otherwise. We use the stochastic
gradient descent (SGD) to learn the model param-
eter and adopt the Adam optimizer (Kingma and
Ba, 2014).

3 Experiments and Evaluations

3.1 Model Configuration
In the following, we describe the set of parameters
that we have used in our proposed neural ensemble
model (PNEM) during experiments. We used the
300-dimensional fastText embedding model pre-
trained on Wikipedia with skip-gram (Bojanowski
et al., 2017) to initialize the word embeddings in
the embedding layer. For the multi-kernel convo-
lution, we employed 4 kernel sizes (2,3,4,5), and
the number of filters was set to 600. In our model,
DC-Bi-LSTM module contains 5 layers and NL-
STMs module contains 2 layers. We trained all
models for max 45 epochs with a batch size of
32 and an initial learning rate 0.001 by Adam op-
timizer. L2 regularization with a factor of 0.01
was applied to the weights in the softmax layer. In
this paper, we reported the results based on these
settings. Unless otherwise stated, default settings
were used for the other parameters.

To preprocess the data, we removed the stop
words based on NLTK’s standard stoplist, special
characters removal, and performed hashtag seg-
mentation according to (Baziotis et al., 2017).

3.2 Single Target Stance Detection
Dataset and Setup: To validate the effectiveness
of our proposed method for the single target stance
detection, we made use of a widely popular bench-
mark twitter dataset used in the SemEval-2016
Task 6-A (Mohammad et al., 2016). The training
set consists of 2914 tweets and the test set consists
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of 1249 tweets relevant to 5 targets. Each tweet
was annotated as Favor, Against or None towards
the specific target.

Following the SemEval-2016 Task 6-A bench-
mark, we employed the macro-average of F1-
score for the Favor and Against stance classes as
the evaluation measure. To estimate it, we used
the evaluation script provided by the organizer.

Results and Analysis: We divided the whole
dataset across targets and trained the model ac-
cordingly. We used 5% of the training samples
as the validation set. The summarized experimen-
tal results of our proposed neural ensemble model
(PNEM) on single target stance detection are pre-
sented in Table 1.

At first, we report the results based on the
baseline, which is the combination of CNN and
LSTM (Zhou et al., 2015) and obtained compet-
itive performances on several text classification
tasks. Next, we report the results of our pro-
posed PNEM model. It showed that our PNEM
method outperformed the baseline by a large mar-
gin. In order to estimate the effect of each com-
ponent of our model, we performed the compo-
nent ablation study on our proposed model. In
this regard, we removed one component each
time and repeated the experiment. From the re-
sults, it can be observed that when removing tar-
get embedding, multi-kernel convolution (MKC),
attention mechanism (ATT), NLSTMs with cor-
responding attention (NLSTMs+ATT), and DC-
Bi-LSTM with corresponding attention (DC-Bi-
LSTM+ATT), the results decreased by 0.99%,
4.98%, 1.68%, 4.14%, and 1.11%, respectively.
Thus deduced the importance of each of the com-
ponent in our model.

Method Ffavor Fagainst Favg

CNN+LSTM 59.36 74.93 67.15

PNEM 66.56 77.66 72.11

− Target Embedding 64.87 77.36 71.12
−MKC 60.49 73.78 67.13
− ATT 63.94 76.92 70.43
− (NLSTMs+ATT) 61.51 74.43 67.97
− (DC-Bi-LSTM+ATT) 64.47 77.52 71.00

Table 1: Comparative performance with different ex-
perimental settings for single target stance detection.
The best results are highlighted in boldface.

Moreover, the comparative performance of our
proposed model, PNEM with the state-of-the-art
methods are presented in Table 2. It showed

that our model gained 3.13% and 4.29% im-
provement while compared with the SemEval-
2016 baseline (SVM-ngrams) and the best per-
forming system MITRE, respectively. Further-
more, in comparison with the related deep learn-
ing based methods, PNEM achieved at least 1.07%
and at best 3.44% improvement. Overall, our pro-
posed PNEM method greatly surpassed the previ-
ous works. The results show that attentive neural
ensemble model could benefit stance detection.

3.3 Multi-Target Stance Detection

Dataset and Setup: In order to assess our method
for the multi-target stance detection, we made use
of a benchmark twitter dataset (Sobhani et al.,
2017), where each tweet is annotated with two
stance labels towards two targets of a pair. The
tweets in this dataset are related to the 2016 US
election. Overall, the dataset contains 4455 tweets
for the three target-pairs including Hillary Clinton
- Bernie Sanders, Hillary Clinton - Donald Trump,
and Ted Cruz - Donald Trump. The train, devel-
opment, and test set contains 3119, 446, and 890
tweets, respectively.

As the evaluation measure, we used a simi-
lar kind of approach reported in the dataset pa-
per (Sobhani et al., 2017). Following this, the
Favg of each target is estimated according to the
SemEval-2016 Task-A benchmark (Mohammad
et al., 2016). Then, the Favg of the two targets
of a target-pair is averaged to estimate the average
score of a target-pair. Finally, the average scores
of all the target-pairs are averaged to estimate the
overall score.

Results and Analysis: We divided the whole
dataset based on each target-pairs. The dataset is
then separated into two parts for each target in the
target-pair. We trained and evaluated the model
for each target in the target-pair and combined the
results to estimate the overall performance.

We used a similar kind of baseline
(CNN+LSTM) for comparison that we used
in the single target stance detection as well as
compared with the state-of-the-art deep learning
based methods. The comparative results of our
proposed PNEM model on multi-target stance
dataset are presented in Table 3. It showed that our
method surpassed the baseline by a large margin
and gained 3.91% and 1.99% improvement over
the state-of-the-art methods Seq2Seq and DMAN,
respectively.
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Method
Overall Target

Ffavor Fagainst Favg Atheism Change
Climate

Movement
Feminist

Clinton
Hillary

Abortion
Legal. of

PNEM 66.56 77.66 72.11 67.73 44.27 66.76 60.28 64.23

SemEval-2016 Baseline and Related Deep Learning based Methods

SVM-ngrams 62.98 74.98 68.98 65.19 42.35 57.46 58.63 66.42
MITRE 59.32 76.33 67.82 61.47 41.63 62.09 57.67 57.28
n-grams+embeddings - - 70.30 68.30 43.80 58.40 57.80 66.90
TGMN-CR 65.52 76.55 71.04 64.60 43.02 59.35 66.21 66.21
T-PAN - - 68.84 61.19 66.27 58.45 57.48 60.21
AS-biGRU-CNN - - 69.42 66.76 43.40 58.83 57.12 65.45
TAN - - 68.79 59.33 53.59 55.77 65.38 63.72

Table 2: (Single target) Comparative performance of our model against the SemEval-2016 official baseline (SVM-
ngrams) (Mohammad et al., 2016) and related deep learning based methods including MITRE (SemEval-2016 best
performing system) (Zarrella and Marsh, 2016), n-grams+embeddings (Mohammad et al., 2017), TGMN-CR (Wei
et al., 2018b), T-PAN (Dey et al., 2018), AS-biGRU-CNN (Zhou et al., 2017), and TAN (Du et al., 2017). The best
results are highlighted in boldface.

Method Overall
Target-Pair

Clinton
Sanders

Clinton
Trump

Cruz
Trump

CNN+LSTM 46.03 43.02 47.35 47.71

Seq2Seq 54.81 54.72 56.60 53.12
DMAN 56.73 56.25 60.30 53.64
PNEM 58.72 57.74 60.05 58.36

Table 3: (Multi-target) Comparative performance of
our model against the baseline (CNN+LSTM) and
state-of-the-art deep learning based methods including
Seq2Seq (Sobhani et al., 2017) and DMAN (Wei et al.,
2018a). The best results are highlighted in boldface.

4 Conclusion

In this paper, we proposed an attention based neu-
ral ensemble model for the target-specific tweet
stance detection. The main contribution of our
unified model is to learn the contextual informa-
tion effectively which in turns improved the stance
detection performance and outperformed the state-
of-the-art deep learning based methods for both
the single and multi-target stance detection bench-
mark datasets.

In the future, we have a plan to leverage external
knowledge and generalize our model for target-
independent stance detection in the same domain.
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Abstract

We propose a new automatic evaluation met-
ric for machine translation. Our proposed met-
ric is obtained by adjusting the Earth Mover’s
Distance (EMD) to the evaluation task. The
EMD measure is used to obtain the distance
between two probability distributions con-
sisting of some signatures having a feature
and a weight. We use word embeddings,
sentence-level tf · idf , and cosine similarity
between two word embeddings, respectively,
as the features, weight, and the distance be-
tween two features. Results show that our
proposed metric can evaluate machine trans-
lation based on word meaning. Moreover,
for distance, cosine similarity and word po-
sition information are used to address word-
order differences. We designate this met-
ric as Word Embedding-based automatic MT
evaluation using Word Position Information
(WE WPI). A meta-evaluation using WMT16
metrics shared task set indicates that our
WE WPI achieves the highest correlation with
human judgment among several representative
metrics.

1 Introduction

Recent advances in neural machine translation
(NMT) (Sutskever et al., 2014; Luong et al.,
2015) are remarkable. Results based on hu-
man evaluation have demonstrated that NMT out-
performs statistical machine translations signifi-
cantly (Chiang, 2005; Tufiş and Ceauşu, 2009).
The NMT achieved especially high performance
in terms of fluency. However, it tends to gener-
ate more omission errors than statistical machine
translations generate. Unfortunately, it is diffi-

cult for automatic evaluation metrics to evaluate
outputs with omission errors because those errors
are not included as non-match words between the
translation and reference. For such cases, the word
embedding-based automatic MT evaluation met-
ric, which is based on word position information,
is effective.

Various automatic evaluation metrics have been
proposed for machine translation, but none is suf-
ficient for NMT. Actually, BLEU (Papineni et al.,
2002) is the representative metric based on n-
gram matching. Unfortunately, because it is
a surface-level metric, it is difficult to address
word meaning during evaluation for MT out-
puts. The word-embedding-based distance mea-
sure for document (Kusner et al., 2016) and the
word-alignment-based automatic evaluation met-
ric using word embedding (Matsuo et al., 2017)
are effective to address word meanings. Never-
theless, they can only ineffectively accommodate
word order differences between the translation and
reference.

Given those circumstances, a new metric with
word embedding-based automatic MT evalua-
tion metric using word position information is
proposed in which the evaluation score is ob-
tained by adjusting the Earth Mover’s Distance
(EMD) (Rubner et al., 1998, 2000) to the eval-
uation task. The EMD measure represents the
distance between two probability distributions.
Moreover, the EMD distance is obtained based
on a signature consisting of the feature and the
weight, and the distance between two features.
The feature, weight, and distance must therefore
be defined to adjust EMD to the evaluation task.
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In our proposed metric, the word embeddings and
the sentence-level tf · idf respectively denote the
feature and the weight. Consequently, our pro-
posed metric can produce an evaluation based on
the word meaning. Moreover, our proposed met-
ric uses word position information in the distance
between two word embeddings. The distance is
obtained using cosine similarity and the difference
of word position between the translation and refer-
ence. Results demonstrate that our proposed met-
ric can evaluate translations also considering word
order differences. We designate this new metric as
Word Embedding-based automatic MT evaluation
using Word Position Information (WE WPI).

The experimentally obtained results based on
the WMT16 metrics shared task (Bojar et al.,
2016) demonstrated that our WE WPI
achieves the highest correlation with human
judgment among several metrics: BLEU,
METEOR (Banerjee and Lavie, 2005), IM-
PACT (Echizen-ya and Araki, 2007), and
RIBES (Isozaki et al., 2010). Moreover, the
correlation of WE WPI is better than that of
WE WPI without word position information
(WE). Results therefore confirmed the effective-
ness of WE WPI using word position information.

2 Related Work

Kusner et al. (2016) proposed the Word Mover’s
Distance (WMD) as a distance measure using
word embedding and word alignment. This mea-
sure obtains the distance between two documents
adjusting EMD to a document. However, it cannot
accommodate differences of word order between
the translation and reference. Matsuo et al. (2017)
also proposed a word-alignment-based automatic
evaluation metric using word embeddings for
segment-level evaluation. As described in that pa-
per, Maximum Alignment Similarity (MAS) was
found to have higher correlation with human eval-
uation than BLEU for European-to-English, which
has similar grammar structures. For Japanese-to-
English, which has different grammar structures,
Average Alignment Similarity (AAS) showed bet-
ter correlation with human evaluation than other
metrics. However, neither MAS nor AAS uses
word position information. Therefore, neither can
sufficiently accommodate word order differences.
Actually, WE WPI uses not only the word align-
ment but also word position information.

One system, DREEM (Chen and Guo, 2015),

learns distributed word representations from a
neural network model and from distributed sen-
tence representations computed with a recursive
autoencoder. Moreover, it uses a penalty based
on translation and reference lengths. By contrast,
the WE WPI system specifically examines the dif-
ference between the word positions of the transla-
tion and reference, not the difference of lengths
between the translation and reference. Therefore,
it can sufficiently accommodate word order differ-
ences. Moreover, it can evaluate the translation
efficiently using word embeddings of target lan-
guages without requiring large amounts of data or
learning time. Our WE WPI requires no learn-
ing of bilingual knowledge or a relation between
translation and reference. It needs only a model of
word embeddings in advance to apply EMD to the
automatic MT evaluation task.

In a non-trained evaluation metric, MEANT
2.0 (Lo, 2017; Bojar et al., 2017) uses a distri-
butional word vector model to evaluate lexical
semantic similarity and shallow semantic parses
to evaluate structural semantic similarity between
the translation and reference. It is a new ver-
sion of MEANT (Lo and Wu, 2011), which is a
non-ensemble and untrained metric. Moreover,
MEANT 2.0 - nosrl is a subversion of MEANT
2.0 to evaluate the translation for any output lan-
guage by removing the dependence on semantic
parsers for semantic role labeling (SRL). In that
case, phrasal similarity is calculated using n-gram
lexical similarities. However, MEANT 2.0 se-
ries do not specifically examine the position of
each word in the translation and reference. Re-
sults show that it is difficult to deal sufficiently
with language pairs for which the grammar differs.
In WE WPI, the evaluation score is calculated us-
ing the relative difference between the positions of
each word in the translation and reference. There-
fore, WE WPI can evaluate translations dealing
with word order in languages pairs for which the
grammar differs.

3 Word Embedding-Based Automatic
Evaluation Metric with Word Position
Information (WE WPI)

3.1 The Earth Mover’s Distance (EMD)
3.1.1 Definitions
As described herein, we propose WE WPI as the
automatic MT evaluation metric obtained by ad-
justing the Earth Mover’s Distance (EMD) to the

1875



Figure 1: Outline of EMD.

automatic MT evaluation task. First, we describe
EMD. Figure 1 depicts an outline of EMD.

In Figure 1, two probability distributions are
presented respectively as P and Q. The P and
Q consist of some Pi and Qj , which are the re-
spective signatures. Each signature consists of a
feature (i.e., pi in Pi and qj in Qj) and a weight
(i.e., wpi in Pi and wqj in Qj). Therefore, two
probability distributions P and Q are defined re-
spectively as P = {(p1, wp1)...(pm, wpm)} and
Q = {(q1, wq1)...(qn, wqn)}. Moreover, dij rep-
resents the distance between two features pi and
qj .

The goal of EMD is to obtain total flow F =
[fij ] that minimizes the overall cost from the per-
spective of a transportation problem. In that case,
the overall cost is defined as Eq. (1).

WORK(P, Q, F ) =
m∑

i=1

n∑

j=1

dijfij (1)

Moreover, four constraints are defined for fij ,
which is the transportation amount in the trans-
portation problem, to find minimum F as the fol-
lowing Eqs. (2)–(5):

fij ≥ 0 1 < i < m, 1 < j < n (2)

n∑

j=1

fij < wpi 1 < i < m (3)

m∑

i=1

fij < wqj 1 < j < n (4)

m∑

i=1

n∑

j=1

fij = min




m∑

i=1

wpi ,
n∑

j=1

wqj


 (5)

Constraint (2) shows that each amount of
weight fij is transported only in the direction from
signature Pi to signature Qj to be nonnegative.
In Constraint (3), the amount of weight which is
supplied from Pi (i.e.,

∑n
j=1 fij) does not exceed

wpi , which is the weight of Pi. Moreover, in Con-
straint (4), the amount of weight which Qj re-
ceives (i.e.,

∑m
i=1 fij) does not exceed wqj , which

is the weight of Qj . Finally, the total amount of
weight is equal to the weight of the lighter distri-
bution in Constraint (5). In Eqs. (1)–(5), m shows
the number of signatures in P ; n shows the num-
ber of signatures in Q.

The EMD is defined as shown below.

EMD(P, Q) =
min(WORK(P, Q, F ))∑m

i=1

∑n
j=1 fij

(6)

In Eq. (6), the min(WORK(P, Q, F )) is nor-
malized by the minimum amount of work of Eq.
(5).

3.1.2 Computing EMD

P1 P2 P3 P4

p1 wp1 p2 wp2 p3 wp3 p4 wp4

(1,5) 0.6 (5,5) 0.6 (1,1) 0.6 (5,1) 0.6

Table 1: Examples of signatures of P .

Q1 Q2 Q3

q1 wq1 q2 wq2 q3 wq3

(2,3) 0.8 (4,3) 0.8 (3,2) 0.8

Table 2: Examples of signatures of Q.

Figure 2: Example of EMD calculation.

We describe the computation of EMD us-
ing two probability distributions P and Q in
two-dimensional surface. Tables 1 and 2 respec-
tively present the examples of P and Q signatures.
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Figure 3: Example of word alignment by WE WPI.

In Tables 1 and 2, all features pi and qj corre-
spond to the coordinate (x, y) of two-dimensional
surface.

Figure 2 depicts an example of an EMD calcu-
lation based on the signatures in Tables 1 and 2.
In Figure 2, the green arrow indicates the amount
of weight fij . All fij are transported only in the
direction from Pi to Qj according to Constraint
(2). In each signature Pi,

∑n
j=1 fij does not ex-

ceed wpi by Constraint (3). For example, in P3,∑3
j=1 f3j is 0.6 (=0.2+0.0+0.4). It does not ex-

ceed 0.6, which is the weight of P3. Moreover,
in each signature Qj ,

∑m
i=1 fij does not exceed

wqj according to Constraint (4). For example, in
Q1,

∑4
i=1 fi1 is 0.8 (=0.6+0.0+0.2+0.0). It does

not exceed 0.8, which corresponds to the weight of
Q1. The total amount of weight by

∑m
i=1

∑n
j=1 fij

is 2.4. It is equal to 2.4 by
∑m

i=1 wpi or 2.4 by∑n
j=1 wqj . Therefore, this example of Figure 2

conforms to Constraint (5).
Moreover, the distance between two features is

necessary to obtain EMD. When the Euclidean
distance is used as the calculation of distance in
this example, 2.236 (=

√
12 + 22) is obtained as

d11, d22, d31, d33, d42, and d43, and other dis-
tances are 3.606 (=

√
22 + 32) in Figure 2. As a re-

sult, 5.366 (=2.236 × (0.6+0.6+0.2+0.4+0.2+0.4))
is obtained as the value of EMD by two probability
distributions P and Q in Tables 1 and 2.

We obtain WE WPI adjusting EMD to the au-
tomatic MT evaluation task. Details of application
of EMD to WE WPI are presented in 3.2.2.

3.2 New Automatic MT Evaluation Metric:
WE WPI

3.2.1 Word Alignment using Position
Information

For the application of EMD to automatic MT eval-
uation, we use word alignment results. Word
alignment is done using cosine similarity based
on word embeddings and the relative difference
between the word positions in the translation
and reference. In that case, WE WPI obtains

align score using Eqs. (7) and (8) presented be-
low.

align score

= cos sim(ti, rj) × (1.0 − pos inf(Ti, Rj)) (7)

pos inf(Ti, Rj) =

∣∣∣∣
pos(Ti)

m
− pos(Rj)

n

∣∣∣∣ (8)

In Eq. (7), ti and rj respectively represent the
word embeddings of word Ti in the translation and
word Rj in the reference. The cos sim(ti, rj)
denotes the cosine similarity between ti and rj .
Moreover, pos inf(Ti, Rj) represents the relative
difference between the position of word Ti in the
translation and the position of word Rj in the ref-
erence. It is defined as Eq. (8). In Eq. (8),
pos(Ti) and pos(Rj) respectively denote the po-
sitions of word Ti in the translation and word
Rj in the reference. Actually, m and n respec-
tively denote the word numbers in the transla-
tion and reference. The pos inf(Ti, Rj) becomes
larger as the relative difference between pos(Ti)
and pos(Rj) becomes larger . Therefore, (1.0 −
pos inf(Ti, Rj)) is used as the negative weight
for cos sim(ti, rj). The ranges of cos sim(ti, rj)
and pos inf(Ti, Rj) are both 0.0-1.0. Figure 3
depicts an example of word alignment using Eqs.
(7) and (8).

The WE WPI calculates align score between a
word in the translation and all words in reference.
Based on those results, the word with the highest
align score in the reference is selected as the cor-
responding word to the word in the translation. In
Figure 3, the align score between “that” in the
translation and “you” in the reference is the high-
est (i.e., 0.478) among the align score between
“that” in the translation and all words in the ref-
erence. However, it is lower than the align score
0.833 between “you” in the translation and “you”
in the reference. Therefore, the word which cor-
responds to “that” in the translation cannot be ob-
tained in the reference. Similarly, the word which
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reference
Are there topics you want to get the world talking about ?

Are 0.017 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
there 1.0 0.033 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
topics 1.0 1.0 0.049 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
that 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

trans- you 1.0 1.0 1.0 0.154 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
lation think 1.0 1.0 1.0 1.0 0.456 1.0 1.0 1.0 1.0 1.0 1.0 1.0

should 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
discuss 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.555 1.0 1.0
world 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.139 1.0 1.0 1.0

? 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0

Table 3: Distance matrix incorporating translation and reference.

corresponds to “should” in the translation cannot
be obtained in the reference.

In contrast, “discuss” in the translation cor-
responds to “talking” in the reference using
pos inf(Ti, Rj) of Eq. (8) although “discuss” in
the translation corresponds to “topics” in the refer-
ence when (1.0 − pos inf(Ti, Rj)) is not used in
Eq. (7) (i.e., align score = cos sim(ti, rj)). The
0.477, which is the cos sim between “discuss”
in the translation and “topics” in the reference, is
greater than 0.460, which is the cos sim between
“discuss” in the translation and “talking” in the
reference. Here, pos inf(Ti, Rj) between “dis-
cuss” in the translation and “talking” in the refer-
ence is 0.033 (

∣∣∣ 8
10 − 10

12

∣∣∣). That between “discuss”
in the translation and “topics” in the reference is
0.550 (

∣∣∣ 8
10 − 3

12

∣∣∣). Consequently, the align score

of “discuss” in the translation and “talking” in the
reference is 0.445 (0.460×(1.0−0.033)). That of
“discuss” in the translation and “topics” in the ref-
erence is 0.215 (0.477 × (1.0 − 0.550)) using Eq.
(7). The WE WPI can select “talking” in the ref-
erence as the corresponding word for “discuss” in
the translation using pos inf(Ti, Rj). The use of
pos inf(Ti, Rj) is effective for the correct word
alignment.

3.2.2 Adjustment of EMD to the Automatic
MT Evaluation Metric

We obtain WE WPI as new automatic MT evalua-
tion metrics by adjusting EMD to the automatic
MT evaluation task. In WE WPI, the variables
P and Q in Figure 1 respectively correspond to
a translation T and reference R. Moreover, the
features (i.e., pi and qj in Figure 1), the weight
(i.e., wpi and wqj in Figure 1), and distance (i.e.,
dij in Figure 1) are required as parameters to ad-
just EMD to the automatic MT evaluation task.
As described herein, we use the word embeddings
as features and the sentence-level tf · idf as the

weight. The weight definition is presented in Eq.
(9) below.

w = tf ×
(

log
N

df
+ 1.0

)
(9)

In Eq. (9), tf denotes the appearance frequency
of a word in a translation or reference. In addition,
df represents the number of sentences in which the
word appears in all translations or references. In
addition, N is the total number of translations or
references. Actually, WE WPI distinguishes the
function word and the content word using Eq. (9).
Furthermore, wti of the word in the translation and
wri of the word in the reference by Eq. (9) are
normalized respectively using the following Eqs.
(10) and (11).

w̃ti =
wti∑m

i=1 wti

(10)

w̃rj =
wrj∑n

j=1 wrj

(11)

The dependence of w in Eq. (9) by difference
of dataset can be kept to the minimum by normal-
izing Eqs. (10) and (11). Moreover, we define
distance dij , which is ascertained from the result
of the word alignment described in 3.2.1. The dij

is obtained using the following Eq. (12):

dij =





1.0 − cos sim(ti, rj)

×e−pos inf(Ti,Rj)

if Ti corresponds to Rj

1.0 if Ti does not correspond to Rj

(12)
In Eq. (12), 1.0 − cos sim(ti, rj) ×

e−pos inf(Ti,Rj) is used as dij when word Ti in
the translation corresponds to word Rj in the
reference by the word alignment result. The
pos inf(Ti, Rj) is obtained by Eq. (8). Here,
ti and rj respectively correspond to the word em-
beddings of the words in the translation and refer-
ence. The e−pos inf(Ti,Rj) represents the penalty

1878



cs-en de-en fi-en ro-en ru-en tr-en
Human RR DA RR DA RR DA RR DA RR DA RR DA
Systems 6 6 10 10 9 9 7 7 10 10 8 8

mtevalBLEU .992 .989 .905 .808 .858 .864 .899 .840 .962 .837 .899 .895
METEOR .995 .991 .935 .887 .952 .963 .934 .909 .987 .930 .965 .980
IMPACT .997 .990 .925 .841 .908 .915 .903 .819 .962 .840 .952 .959
RIBES .995 .990 .948 .891 .894 .901 .954 .794 .972 .864 .850 .868

MEANT 2.0 (Lo, 2017) .989 .990 .947 .950 .953 .966 .940 .946 .990 .959 .980 .990
MEANT 2.0 - nosrl .985 .988 .928 .942 .969 .979 .917 .930 .984 .958 .978 .987

WE .986 .976 .918 .903 .954 .963 .885 .884 .989 .938 .976 .991
WE WPI .991 .980 .958 .927 .955 .957 .919 .877 .991 .926 .977 .993

Table 4: Absolute Pearson correlation of to-English system-level metric with human assessment variants: RR,
standard WMT relative ranking; DA, direct assessment of translation adequacy.

en-cs en-de en-fi en-ro en-ru en-tr
Human RR DA RR DA RR DA RR DA RR DA RR DA
Systems 10 15 13 12 12 12 8

mtevalBLEU .968 - .752 - .868 - .897 - .835 .838 .745 -
METEOR .960 - .631 - .939 - .873 - .868 .879 .800 -
IMPACT .978 - .719 - .924 - .911 - .874 .879 .844 -
RIBES .968 - .742 - .949 - .910 - .895 .904 .883 -

MEANT 2.0 (Lo, 2017) - - .540 - - - - - - - - -
MEANT 2.0 - norsrl .967 - .541 - .902 - .868 - .925 .946 .933 -

WE .962 - .609 - .925 - .878 - .899 .910 .930 -
WE WPI .967 - .780 - .931 - .917 - .914 .923 .944 -

Table 5: Absolute Pearson correlation of out-of-English system-level metric with human assessment variants: RR,
standard WMT relative ranking; DA, direct assessment of translation adequacy.

to cos sim(ti, rj) because it becomes smaller as
pos inf(Ti, Rj) becomes larger. As a result, dij

becomes large when the relative difference be-
tween the position of word Ti in the translation
and the position of word Rj in the reference (i.e.,
pos inf(Ti, Rj)) is large. The dij by Eq. (12) is
1.0 when word Ti does not correspond to word Rj .
Finally, the range of dij becomes 0.0-1.0.

Moreover, the WE WPI generates the distance
matrix using dij in Eq. (12). Table 3 presents the
distance matrix between the translation “Are there
topics that you think should discuss world?” and
the reference “Are there topics you want to get the
world talking about?” in Figure 3. In Table 3,
the bold typeface represents the distance between
the two aligned words. The distance matrix using
Eq. (12) is effective because it is not influenced
by the words which are not aligned between the
translation and reference.

The WE WPI obtains the evaluation score by
word embedding, sentence-level tf · idf , and the
distance matrix based on Eq. (12). The evaluation
score of WE WPI is obtained as Eq. (13).

WE WPI(T, R) = 1.0−min(WORK(T,R, F ))∑m
i=1

∑n
j=1 fij

(13)
In that equation, the range of

min(WORK(T,R,F ))∑m

i=1

∑n

j=1
fij

becomes 0.0-1.0 using

the weights normalized by Eqs. (10) and (11).
Near 0.0, the distance between T and R is small.
However, in the automatic MT evaluation metrics,
the score is close to 1.0 when the evaluation
for the translation is generally high. Therefore,
we obtain WE WPI by taking the value of
min(WORK(T,R,F ))∑m

i=1

∑n

j=1
fij

from 1.0. As a result, in

between the translation “Are there topics that you
think should discuss world?” and the reference
“Are there topics you want to get the world talking
about?”, 0.608 is obtained as the score using Eq.
(13).

The WE WPI can evaluate the translation based
on the meanings of words using word embedding.
Moreover, it can deal with the word order using the
relative difference between the positions of words
in the translation and the reference.

4 Experiments

4.1 Experiment Data and Procedure

We conducted evaluation experiments to confirm
the effectiveness of WE WPI. The “new-
stest2016” set, which is the main test set
in WMT16 metrics shared task (Bojar et al.,
2016), was used. The script is available at
http://www.statmt.org/wmt16/results.html.
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cs-en de-en fi-en ro-en ru-en tr-en
Human RR DA RR DA RR DA RR DA RR DA RR DA

♯ Assessments 70k 12k 15k 12k 19k 14k 11k 12k 18k 13k 7k 13k
♯ Translations 8.6k 560 2.4k 560 4.6k 560 2.2k 560 4.7k 560 2.2k 560
Correlation τ r τ r τ r τ r τ r τ r
sentBLEU .284 .557 .368 .484 .265 .448 .272 .499 .330 .502 .245 .532
METEOR .391 .636 .393 .500 .351 .539 .297 .578 .370 .541 .334 .604
IMPACT .338 .624 .342 .535 .301 .510 .248 .531 .309 .541 .282 .602
RIBES .254 .530 .288 .415 .237 .372 .176 .375 .240 .401 .213 .336

MEANT 2.0 (Lo, 2017) .355 .674 .414 .539 .453 .510 .345 .607 .401 .535 .373 .588
MEANT 2.0 - nosrl .347 .672 .411 .522 .438 .484 .338 .587 .400 .540 .364 .577

WE .372 .617 .395 .472 .365 .517 .316 .545 .362 .523 .346 .572
WE WPI .387 .649 .417 .548 .361 .540 .308 .555 .371 .555 .347 .625

Table 6: Segment-level metric results for to-English language pairs with absolute values of correlation coefficients
reported for all metrics: correlation of segment-level metric scores with human assessment variants, where τ are
official results computed similarly to Kendall’s τ and over standard WMT relative ranking (RR) human assess-
ments; r are Pearson correlation coefficients of metric scores with direct assessment (DA) of absolute translation
adequacy.

en-cs en-de en-fi en-ro en-ru en-tr
Human RR DA RR DA RR DA RR DA RR DA RR DA

♯ Assessments 118k - 35k - 31k - 7k - 21k 20k 7k -
♯ Translations 12.9k - 6.2k - 4.1k - 1.9k - 6.0k - 3.0k -
Correlation τ r τ r τ r τ r τ r τ r
sentBLEU .223 - .269 - .145 - .171 - .283 .557 .171 -
METEOR .245 - .268 - .189 - .177 - .309 .600 .207 -
IMPACT .240 - .263 - .170 - .180 - .297 .609 .231 -
RIBES .139 - .188 - .057 - .101 - .206 .442 .153 -

WE .359 - .347 - .360 - .285 - .427 .625 .336 -
WE WPI .352 - .371 - .357 - .283 - .424 .652 .370 -

Table 7: Segment-level metric results for out-of-English language pairs with the absolute values of correlation
coefficients reported for all metrics: absolute correlation of segment-level metric scores with human assessment
variants, where τ are official results computed similarly to Kendall’s τ and over standard WMT relative ranking
(RR) human assessments; r are Pearson correlation coefficients of metric scores with direct assessment (DA) of
absolute translation adequacy.

Therefore, we can readily obtain the correlation
coefficient between the metrics and human
judgments in WMT16 metrics shared task. The
WMT16 metrics task includes English paired with
Czech, German, Finnish, Romanian, Russian,
and Turkish. For all translations, references and
scores by human judgment in these language pairs
are obtained from the url described above.

For these experiments, we used different au-
tomatic MT evaluation metrics for comparison
with our WE WPI: BLEU, METEOR, IMPACT,
RIBES, and WE. Here, IMPACT and RIBES,
which are surface-based metrics, are effective for
language pairs with greatly different word order,
such as English and Japanese. In addition, WE
is an automatic MT evaluation metric that does
not perform word alignment. It uses only dij =
1.0 − cos sim(ti, rj) as the dij of Eq. (12) in
the WE WPI. In both WE and WE WPI, the word
vectors for seven languages (i.e., English, Czech,
German, Finnish, Romanian, Russian, and Turk-

ish) were obtained using fastText (Grave et al.,
2018).

4.2 Experiment Results and Discussion
Tables 4 and 5 respectively present the correlation
coefficient of to-English and out-of-English at the
system level. Tables 6 and 7 respectively present
the correlation coefficients of to-English and out-
of-English at the segment level.

In Tables 4–7, RR represents the correlation
based on the relative ranking by human judg-
ment to 5 translations at a time. The bold
typeface shows the highest correlation coeffi-
cient among all correlation coefficients of met-
rics. Moreover, the coefficients of MEANT 2.0
described in (Lo, 2017) are added to Tables 4–
6. Here, WE WPI achieves the highest correla-
tion with human judgment in Table 5, DA in Ta-
ble 6, and Table 7. Especially, the correlation
coefficients of WE WPI are high with language
pairs for which the grammar differs (i.e., English-
to-German (en-de), German-to-English (de-en),
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Figure 4: To-English system-level metric significance test of results for human assessment variants, where DA
denotes the direct assessment of translation adequacy. Green cells show a significant increase in correlation with
human assessment for the metric in a given row over the metric in a given column according to the Williams test.

Figure 5: To-English system-level metric significance test of results for human assessment variants, where RR
denotes the standard WMT relative ranking for the translation task system only. Green cells show a significant
increase in correlation with human assessment for the metric in a given row over the metric in a given column
according to the Williams test.

Figure 6: English-to-Russian system-level metric sig-
nificance test of results for human assessment variants,
where DA denotes direct assessment of translation ade-
quacy. Green cells show a significant increase in corre-
lation with human assessment for the metric in a given
row over the metric in a given column according to the
Williams test.

English-to-Turkish (en-tr), and Turkish-to-English
(tr-en)). Therefore, the WE WPI is effective with
such language pairs because it uses word position
information.

Moreover, we investigated the significance of
WE WPI results and those of other metrics ex-
cept those of MEANT 2.0 and MEANT 2.0 -
nosrl. As described herein, Williams significance
test (Williams, 1959) was used to assess differ-
ences in dependent correlations. Figures 4–9

present significance test results for every com-
peting pair of metrics, including those of our
WE WPI. However, the language pairs for which
significant differences could not be obtained in
any competing pair of metrics are excluded from
Figures 4–9 (i.e., cs-en and fi-en in Figure 4, cs-en,
fi-en and ro-en in Figure 5, en-cs in Figure 7).

In Figures 4–9, green cells signify that the met-
ric shows significant difference from other met-
rics with 95% or greater confidence. Results
demonstrated that our WE WPI yielded signifi-
cantly different results among metrics. Particu-
larly, WE WPI was found to have significantly
better results than those of WE at the segment
level, as shown in Figures 8 and 9. This particular
result demonstrates that the word position infor-
mation in WE WPI is effective for segment-level
evaluation.

Moreover, WE WPI does not need much time to
calculate the scores described in 3.2.2. However,
it takes time to calculate tf · idf of words and to
change the surface-level words to the word vec-
tors. It is efficient to calculate tf · idf of all words
in the translations and references, and to extract
the word vectors, which correspond to the words
in the translations and references, from the fast-
Text models in advance.
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Figure 7: Out-of-English system-level metric significance test of results for human assessment variants, where RR
denotes the standard WMT relative ranking for translation task system only. Green cells show a significant increase
in correlation with human assessment for the metric in a given row over the metric in a given column according to
the Williams test.

Figure 8: To-English segment-level metric significance test of results for human assessment variants, where DA
denotes direct assessment of translation adequacy. Green cells show marked benefits obtained with the metric in a
given row over the metric in a given column according to the Williams test.

Figure 9: English-to-Russian segment-level metric sig-
nificance test of results for human assessment variants,
where DA denotes direct assessment of translation ade-
quacy: green cells show marked benefits obtained with
the metric in a given row over the metric in a given
column according to the Williams test.

5 Conclusion

As described herein, we proposed WE WPI as a
new automatic MT evaluation metric. It produces
an evaluation based on the meanings of words us-

ing word embedding. Moreover, it can accommo-
date word-order differences. Evaluation experi-
ments demonstrated that our WE WPI obtains the
highest correlation with human judgments among
several representative metrics in language pairs
for which the grammar differs, and demonstrated
that it is significantly better than other metrics at
segment-level evaluation.

Our future work will improve WE WPI to ob-
tain high-quality evaluation scores in combination
with other metrics. We will conduct evaluation ex-
periments using various data. Moreover, we will
use WE WPI to improve NMT quality. For in-
stance, WE WPI can be used easily in Minimum
Risk Training (MRT) (Shen et al., 2016), which
minimizes the expected loss on the training data.
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Abstract

Beam search optimization (Wiseman and
Rush, 2016) resolves many issues in neural
machine translation. However, this method
lacks principled stopping criteria and does not
learn how to stop during training, and the
model naturally prefers longer hypotheses dur-
ing the testing time in practice since they use
the raw score instead of the probability-based
score. We propose a novel ranking method
which enables an optimal beam search stop-
ping criteria. We further introduce a struc-
tured prediction loss function which penalizes
suboptimal finished candidates produced by
beam search during training. Experiments of
neural machine translation on both synthetic
data and real languages (German→English
and Chinese→English) demonstrate our pro-
posed methods lead to better length and BLEU
score.

1 Introduction

Sequence-to-sequence (seq2seq) models based on
RNNs (Sutskever et al., 2014; Bahdanau et al.,
2014), CNNs (Gehring et al., 2017) and self-
attention (Vaswani et al., 2017) have achieved
great successes in Neural Machine Translation
(NMT). The above family of models encode the
source sentence and predict the next word in an
autoregressive fashion at each decoding time step.
The classical “cross-entropy” training objective of
seq2seq models is to maximize the likelihood of
each word in the translation reference given the
source sentence and all previous words in that ref-
erence. This word-level loss ensures efficient and
scalable training of seq2seq models.

However, this word-level training objective suf-
fers from a few crucial limitations, namely the la-
bel bias, the exposure bias, and the loss-evaluation
mismatch (Lafferty et al., 2001; Bengio et al.,

∗ Equal contribution

BSO

BSO

This work

This work

Figure 1: The BLEU score of BSO decreases after
beam size 3 as results of increasing length ratio1in
German→English translation. Our model gets higher
BLEU with larger beam.

2015a; Venkatraman et al., 2015). In addition,
more importantly, at decoding time, beam search
is universally adopted to improve the search qual-
ity, while training is fundamentally local and
greedy. Several researchers have proposed differ-
ent approaches to alleviate above problems, such
as reinforcement learning-based methods (Ran-
zato et al., 2016; Rennie et al., 2017; Zheng et al.,
2018b), training with alternative references (Shen
et al., 2016; Zheng et al., 2018a). Recently, Wise-
man and Rush (2016) attempt to address these
issues with a structured training method, Beam
Search Optimization (BSO). While BSO outper-
forms other proposed methods on German-to-
English translation, it also brings a different set
of problems as partially discussed in (Ma, 2018)
which we present with details below.

1There are two types of “length ratios” in this paper: (a)
target to reference ratio (|y|/|y∗|), which is used in BLEU,
and (b) target to source ratio (|y|/|x|). By default, the term
“length ratio” in this paper refers to the former.

1884



BSO relies on unnormalized raw scores instead
of locally-normalized probabilities to get rid of the
label bias problem. However, since the raw score
can be either positive or negative, the optimal stop-
ping criteria (Huang et al., 2017) no longer holds,
e.g., one extra decoding step would increase the
entire unfinished hypothesis’s model score when
we have positive word score. This leads to two
consequences: we do not know when to stop the
beam search and it could return overlength trans-
lations (Fig. 1) or underlength translations (Fig. 3)
in practice. As shown in Fig. 1, the BLEU score
of BSO drops significantly when beam size gets
larger as a result of overlong translations (as ev-
idenced by length ratios larger than 1). Further-
more, BSO performs poorly (shown in Section 4)
on hard translation pairs, e.g., Chinese→English
(Zh→En) translation, when the target / source ra-
tio is more diverse (Table 1).

To overcome the above issues, we propose to
use the sigmoid function instead of the raw score
at each time step to rank candidates. In this way,
the model still has probability properties to hold
optimal stopping criteria without label bias effects.
Moreover, we also encourage the model to gener-
ate the hypothesis which is more similar to gold
reference in length. Compared with length reward-
based methods (Huang et al., 2017; Yang et al.,
2018), our model does not need to tune the pre-
dicted length and per-word reward. Experiments
on both synthetic and real language translations
(De→En and Zh→En) demonstrate significant im-
provements in BLEU score over strong baselines
and other methods.

2 Preliminaries: NMT and BSO

Here we briefly review the conventional NMT and
BSO (Wiseman and Rush, 2016) to set up the no-
tations. For simplicity, we choose to use RNN-
based model but our methods can be easily applied
to other designs of seq2seq model as well.

Regardless of the particular design of different
seq2seq models, generally speaking, the decoder
always has the following form:

p(y | x) =
∏|y|
t=1 p(yt | x, y<t) (1)

where x ∈ RN×D represents the D-dimension
hidden states from encoder with N words and y<t
denotes the gold prefix (y1, ..., y(t−1)) before t.
The conventional NMT model is locally trained to
maximize the above probability.

Instead of maximizing each gold word’s proba-
bility, BSO tries to promote the non-probabilistic
scores of gold sequence within a certain beam size
b. BSO removes the softmax layer and directly
uses the raw score after hidden-to-vocabulary
layer, and the non-probabilistic scoring function
fx(yt | y<t) represents the score of word yt given
gold prefix y<t and x. Similarly, fx(ŷbt | ŷb<t)
is the bth sequence with beam size b at time step
t. Then, we have the following loss function to
penalize the bth candidate and promote gold se-
quence:

L =

|y|∑

t=1

∆(ŷb≤t)(1 + fx(ŷbt | ŷb<t)− fx(yt | y<t))+ (2)

where ∆(ŷb≤t) is defined as (1−BLEU(ŷb≤t,y≤t))
which scales the loss according to BLEU score be-
tween gold and bth hypothesis in the beam. The
notation (·)+ represents a max function between
any value and 0, i.e., z+ = max(0, z).

When Eq. 1 equals to 0 at time step t, then the
gold sequence’s score is higher than the last hy-
pothesis in the beam by 1, and a positive num-
ber otherwise. Finally, at the end of beam search
(t = |y|), BSO requires the score of y exceed the
score of the highest incorrect hypothesis by 1.

Note that the above non-probabilistic score
function fx(·) is not bounded as probabilistic
score in conventional NMT. In practice, when we
have positive word score, then the unfinished can-
didates always get higher model scores with one
extra decoding step and the optimal stopping cri-
teria 2 (Huang et al., 2017) is no longer hold. BSO
implements a similar “shrinking beam” strategy
which duplicates top unfinished candidate to re-
place finished hypotheses and terminates the beam
search when there are only </eos> in the beam.
Non-probabilistic score function works well in
parsing and Statical MT where we know when to
stop beam search. However, in the NMT scenario,
without optimal stopping criteria, we don’t know
when to stop beam search.

3 Learning to Stop

We propose two major improvements to BSO.

3.1 Sigmoid Scoring Function
As mentioned in Section 2, BSO relies on raw
score function to eliminate label bias effects.

2Beam search stops when the score of the top unfin-
ished hypothesis is lower than any finished hypothesis, or the
</eos> is the highest score candidate in the beam.
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a big cat smells like other
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runs

</eos> wolves

red brown </eos> a
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dogsquickly
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Figure 2: Training illustration with beam size b = 3
and gold reference “a brown dog runs with the wolves”.
The gold reference is highlighted in blue solid boxes.
We penalize the under-length translation (short) hy-
potheses by expelling out the early </eos> out of beam
(red dashed boxes). The beam search restarts with gold
when gold falls off the beam (at step 5).

However, without using locally-normalized score
does not mean that we should stop using the prob-
abilistic value function. Similar with multi-label
classification in (Ma et al., 2017), instead of us-
ing locally normalized softmax-based score and
non-probabilistic raw scores, we propose to use
another form of probabilistic scoring function, sig-
moid function, which is defined as follows:

gx(yt | y<t) = (1 + ew·fx(yt|y<t))−1 (3)

where w is a trainable scalar parameter which
shifts the return value of fx(yt | y<t) into a non-
saturated value region of sigmoid function. Eq. 3
measures the probability of each word indepen-
dently which is different from locally-normalized
softmax function. Similar to the scenario in multi-
label classification, gx(yt | y<t) only promotes
the words which are preferred by gold reference
and does not degrade other words. Eq. 3 enables
the model to keep the probability nature of scor-
ing function without introducing label bias effects.
After the model regain probability-based scoring
function, the optimal stopping criteria can be used
in testing time decoding.

3.2 Early Stopping Penalties
Similar to Eq. 1, testing time decoder multiplies
the new word’s probabilistic score with prefix’s
score when there is a new word appends to an un-
finished hypothesis. Though the new word’s prob-
abilistic score is upper bounded by 1, in practice,
the score usually far less than one. As described in
(Huang et al., 2017; Yang et al., 2018), decoder al-
ways prefers short sentence when we use the prob-
abilistic score function.

To overcome the above so-called “beam search
curse”, we propose to penalize early-stopped hy-
pothesis within the beam during training. The pro-
cedure during training is illustrated in Fig. 2.

Data Split |x| σ(|x|) ( |y||x|)
σ( |y||x|) # sents

Synthetic
Train 9.47 5.45 3.0 0.52 5K
Valid 9.54 5.42 3.0 0.53 1K
Test 9.51 5.49 3.0 0.52 1K

De→En
Train 17.53 9.93 1.07 0.16 153K
Valid 17.55 9.97 1.07 0.16 7K
Test∗ 18.89 12.82 1.06 0.16 6.5K

Zh→En
Train 23.21 13.44 1.30 0.33 1M
Valid 29.53 16.62 1.34 0.22 0.6K
Test 26.53 15.99 1.4 0.24 0.7K

Table 1: Dataset statistics of source sentence length and
the ratio between target and source sentences. σ is stan-
dard deviation. ∗shows statistics of cleaned test set.

Different from BSO, to penalize the under-
length finished translation hypotheses, we include
additional violations when there is an </eos> within
the beam before the gold reference finishes and we
force the score of that </eos> lower than the b + 1
candidate by a margin. This underlength transla-
tion violation is formally defined as follows:

Ls =

|y|∑

t=1

b∑

j=1

1(ŷjt = </eos>) ·Q(ŷjt , ŷ
b+1
t ) ,

Q(ŷjt , ŷ
b+1
t ) = (1 + fx(ŷjt | ŷj<t)− fx(ŷb+1

t | ŷb+1
<t ))+

(4)

where notation 1 is identification function which
only equals to 1 when ith candidate in beam ŷjt is
</eos>, e.g. in Fig. 2. We only have non-zero loss
when the model score of underlength translation
candidates are greater than the b+ 1 candidate by
a margin. In this way, we penalize all the short
hypotheses during training time. Note that during
both training and testing time, the decoder stops
beam search when it satisfies the optimal stopping
criteria (Huang et al., 2017). Therefore, we do not
need to penalize the overlength translations since
we have already promoted the gold reference to
the top of the beam at time step |y| during training.

4 Experiments

We showcase the performance comparisons over
three different datasets. We implement seq2seq
model, BSO and our proposed model based on
PyTorch-based OpenNMT (Klein et al., 2017). We
use a two-layer bidirectional LSTM as the encoder
and a two layer LSTM as the decoder. We train
Seq2seq model for 20 epochs to minimize per-
plexity on the training dataset, with a batch size
of 64, word embedding size of 512, the learning
rate of 0.1, learning rate decay of 0.5 and dropout
rate of 0.2. Following Wiseman and Rush (2016),
we then train BSO and our model based on the
previous Seq2seq model with the learning rate of
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Figure 3: Length ratio on synthetic test dataset.

0.01 and learning rate decay of 0.75, batch size
of 40. Note that our pretrained model is softmax-
based, and we only replace the softmax layer with
the sigmoid layer for later training for simplicity.
The performance will have another boost when
our pretrained model is sigmoid-based. We use
Adagrad (Duchi et al., 2011) as the optimizer.

In Zh→En task, we employ BPE (Sennrich
et al., 2015) which reduces the source and target
language vocabulary sizes to 18k and 10k. Follow-
ing BSO, we set the decoding beam size smaller
than the training beam size by 1.

4.1 Synthetic Task
Table 1 shows the statistics of source sentence
length and the ratio between target and source sen-
tences. The synthetic dataset is a simple trans-
lation task which generates target sentences from
this grammar: {a → x, b → x x, c → x x x, d →
x x x x, e→ x x x x x}. For example:

1. source sentence [b c a] will generate the target
sentence [x x x x x x] (2 x from b, 3 x from
c and 1 x from a).

2. source sentence [a, b, c, d, e] will be trans-
lated into [x x x x x x x x x x x x x x x]
in target side (1 x from a, 2 x from b, 3 x
from c, 4 x from d and 5 x from e).

This dataset is designed to evaluate the length
prediction ability of different models. Fig. 3 shows
the length ratio of different models on the test set.
Only our model can predict target sentence length
correctly with all beam sizes which shows a better
ability to learn target length.

4.2 De→En Translation
The De→En dataset is previously used in BSO
and MIXER (Ranzato et al., 2016), which is from
IWSLT 2014 machine translation evaluation cam-
paign (Cettolo et al., 2014) 3.

3The test set of De→En involves some mismatched
source-reference pairs. We have cleaned this test set and re-
port the statistics based on the cleaned version.

Decode Seq2seq† Train BSO† This work
Beam BLEU Len. Beam BLEU Len. BLEU Len.

1 30.65 1.00 2 29.79 0.95 31.01 0.95
3 31.38 0.97 4 31.79 1.01 32.26 0.96
5 31.38 0.97 6 31.28 1.03 32.54 0.96
7 31.42 0.96 8 30.59 1.04 32.51 0.96
9 31.44 0.96 10 29.81 1.06 32.55 0.97

Table 2: BLEU and length ratio on the De→En valida-
tion set. †indicates our own implementation.

Model BLEU Len.
This work (full model) 32.54 0.96
This work w/ softmax 32.29 0.98
This work w/o scale augment 31.97 0.95
This work w/o early stopping loss 31.19 0.93

Table 3: Ablation study on the De→En validation set
with training beam size b = 6.

This work

BSO

BSO

This work

Figure 4: BLEU and length ratio of models with train-
ing beam size b = 6 and decode with different beam
size on De→En dataset.

Table 2 shows the BLEU score and length ratio
of different models on dev-set. Similar to seq2seq,
our proposed model achieves better BLEU score
with larger beam size and outperforms the best
BSO b = 4 model with 0.76 BLEU. The ab-
lation study in Table 3 shows that the model
produces shorter sentence without scale augment
(term ∆(ŷb≤t) in Eq. 2) and early stopping loss.
The model also performs worse when replacing
softmax to sigmoid because of the label bias prob-
lem. Fig. 4 shows BLEU score and length ratio of
BSO and our models trained with beam size b = 6
with different decoding beam size. Compared
with BSO, whose BLEU score degrades dramat-
ically when increasing beam size, our model per-
forms much more stable. Moreover, BSO achieves
much better BLEU score with decoding beam b =
3 while trained with b = 6 because of a better
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Model
Original Test Set Cleaned Test Set
BLEU Len. BLEU Len.

BSO‡ 26.35 - -
DAD‡ 22.40 - -
MIXER‡ 21.83 - -
Seq2seq† 29.54 0.97 30.08 0.97
BSO† 29.63 1.02 30.08 1.02
This work 30.29 0.98 30.85 0.98

Table 4: BLEU and length ratio on the De→En test
set. †indicates our own implementation. ‡results from
(Wiseman and Rush, 2016).

BSO

This work

Seq2seq w/ Len. reward

Seq2seq

Figure 5: Length ratio of examples on Zh→En dev-set
with different source sentence length.

length ratio, this is inconsistent with their claim
that decoding beam size should smaller than train-
ing beam size by 1.

Table 4 shows better accuracy of our proposed
model than not only published test results of BSO
(Wiseman and Rush, 2016), DAD (Bengio et al.,
2015b) and MIXER (Ranzato et al., 2016), but
also our implemented seq2seq and BSO model.

4.3 Zh→En Translation

Model
Train Decode

BLEU Len.
Beam Beam

Seq2Seq† - 7 37.74 0.96
w/ Len. reward† - 7 38.28 0.99

BSO† 4 3 36.91 1.03
BSO† 8 7 35.57 1.07
This work 4 3 38.41 1.00
This work 8 7 39.51 1.00

Table 5: BLEU and length ratio of models on Zh→En
validation set. †indicates our own implementation.

We also perform experiments on NIST Zh→En

Model BLEU Len.
Seq2Seq† 34.19 0.95
w/ Len. reward† 34.60 0.99

BSO† 31.78 1.04
This work 35.40 0.99

Table 6: BLEU and length ratio of models on Zh→En
test set. †indicates our own implementation.

translation dataset. We use the NIST 06 and 08
dataset with 4 references as the validation and
test set respectively. Table 1 shows that the char-
acteristic of Zh→En translation is very different
from De→En in source length and variance in tar-
get/source length ratio.

We compare our model with seq2seq, BSO and
seq2seq with length reward (Huang et al., 2017)
which involves hyper-parameter to solve neural
model’s tendency for shorter hypotheses (our pro-
posed method does not require tuning of hyper-
parameter). Fig. 5 shows that BSO prefers over-
length hypotheses in short source sentences and
underlength hypotheses when the source sentences
are long. This phenomenon degrades the BLEU
score in dev-set from Table 5. Our proposed model
comparatively achieves better length ratio on al-
most all source sentence length in dev-set.

5 Future Works and Conclusions

Our proposed methods are general techniques
which also can be applied to the Transformer
(Vaswani et al., 2017). As part of our future works,
we plan to adapt our techniques to the Transformer
to further evaluate our model’s performance.

There are some scenarios that decoding time
beam search is not applicable, such as the simul-
taneous translation system proposed by Ma et al.
(2018) which does not allow for adjusting the
committed words, the training time beam search
still will be helpful to the greedy decoding perfor-
mance. We plan to further investigate the perfor-
mance of testing time greedy decoding with beam
search optimization during training.

We propose two modifications to BSO to pro-
vide better scoring function and under-translation
penalties, which improves the accuracy in De-En
and Zh-En by 0.8 and 3.7 in BLEU respectively.
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Abstract
Recent research has discovered that a shared
bilingual word embedding space can be in-
duced by projecting monolingual word embed-
ding spaces from two languages using a self-
learning paradigm without any bilingual super-
vision. However, it has also been shown that
for distant language pairs such fully unsuper-
vised self-learning methods are unstable and
often get stuck in poor local optima due to re-
duced isomorphism between starting monolin-
gual spaces. In this work, we propose a new ro-
bust framework for learning unsupervised mul-
tilingual word embeddings that mitigates the
instability issues. We learn a shared multilin-
gual embedding space for a variable number
of languages by incrementally adding new lan-
guages one by one to the current multilingual
space. Through the gradual language addition
our method can leverage the interdependencies
between the new language and all other lan-
guages in the current multilingual hub/space.
We find that it is beneficial to project more
distant languages later in the iterative pro-
cess. Our fully unsupervised multilingual em-
bedding spaces yield results that are on par
with the state-of-the-art methods in the bilin-
gual lexicon induction (BLI) task, and simul-
taneously obtain state-of-the-art scores on two
downstream tasks: multilingual document clas-
sification and multilingual dependency pars-
ing, outperforming even supervised baselines.
This finding also accentuates the need to es-
tablish evaluation protocols for cross-lingual
word embeddings beyond the omnipresent in-
trinsic BLI task in future work.

1 Introduction

The ubiquitous use and success of word embed-
dings in monolingual tasks inspired further re-
search on inducing cross-lingual word embeddings
for two or more languages in the same vector space.
Embeddings of translations and words with simi-
lar meaning are geometrically close in the shared

cross-lingual vector space. This property makes
them effective features for cross-lingual NLP tasks
such as cross-lingual document classification (Kle-
mentiev et al., 2012), cross-lingual information re-
trieval (Vulić and Moens, 2015), bilingual lexicon
induction (Mikolov et al., 2013b; Gouws et al.,
2015; Heyman et al., 2017), and (unsupervised)
machine translation (Artetxe et al., 2017b; Lample
et al., 2018; Artetxe et al., 2018c).

Most prior work has focused on methods for
constructing bilingual word embeddings (BWEs),
yielding word representations for exactly two lan-
guages. For problems such as multilingual docu-
ment classification, however, it is highly-desirable
to represent words in a multilingual space. A
favourable property is that it enables fitting a single
classifier on the union of training datasets in many
languages, which results in 1) knowledge transfer
across languages that may lead to better classifica-
tion performance, and 2) a setup that is easier to
maintain as it is no longer required to train many
different monolingual or bilingual classifiers.

Multilingual word embedding (MWE) meth-
ods typically generalize existing BWE methods
by mapping multiple source language spaces to
the space of one target language (Ammar et al.,
2016), which is used as a pivot/hub language. This
approach may lead to suboptimal solutions as it
does not account for interdependencies between
the source languages. Most BWE and MWE meth-
ods rely on cross-lingual supervision to some ex-
tent: e.g., bilingual lexicons (Mikolov et al., 2013a),
parallel corpora (Gouws et al., 2015), or subject-
aligned document pairs (Vulić and Moens, 2016).
In such paradigms, modeling dependencies be-
tween all languages is impractical as it requires
supervision for all language pair combinations.

Recent research has shown that BWEs can also
be learned without cross-lingual supervision and
can even outperform supervised BWE variants
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on bilingual lexicon induction benchmarks (Con-
neau et al., 2018; Artetxe et al., 2018a). Chen and
Cardie (2018) took a first step towards learning
multilingual spaces without supervision while in-
corporating dependencies between all languages
but their approach extends the work of Conneau
et al. (2018), which has known limitations con-
cerning optimization stability with distant language
pairs (Søgaard et al., 2018). In this work, we in-
vestigate robust methods to induce MWEs without
any cross-lingual supervision. The robustness of
our approach is illustrated in good performance for
distant languages such as Finnish and Bulgarian.
This paper makes the following contributions.

First, based on a reformulation of the BWE
method of Artetxe et al. (2018a), we propose two
novel methods for inducing MWEs: 1) the single
hub space model (SHS) uses the classical idea of
mapping source languages to a single hub language;
2) the incremental hub space model (IHS) incor-
porates dependencies between all languages by in-
crementally expanding the multilingual space by
one language in each step. IHS results in mappings
that are more robust and coherent across languages.
Both SHS and IHS only require monolingual data.

Second, we evaluate our method on benchmarks
for bilingual lexicon induction (BLI), multilingual
document classification, and dependency parsing.
We find that the IHS method is competitive with
state-of-the-art BWE methods on the bilingual lexi-
con induction benchmarks, while yielding the high-
est scores on the multilingual document classifica-
tion and dependency parsing benchmarks.

Third, unlike the majority of prior work (Con-
neau et al., 2018; Artetxe et al., 2018a; Chen and
Cardie, 2018, inter alia), we do not limit our evalu-
ation to the intrinsic BLI task only. Consequently,
we investigate if embedding reweighting, a recently
proposed best practice for BWEs, is useful for ex-
trinsic tasks such as document classification and
dependency parsing in multilingual settings.

2 Related Work

Cross-lingual word embeddings have received a
lot of attention in recent years. Most methods con-
struct a space shared between two languages using
cross-lingual supervision in the form of bilingual
lexicons (Mikolov et al., 2013a; Artetxe et al., 2016;
Smith et al., 2017), parallel corpora (Klementiev
et al., 2012; Faruqui and Dyer, 2014; Gouws et al.,
2015; Luong et al., 2015) or subject-aligned doc-

ument pairs (Vulić and Moens, 2016). See Ruder
et al. (2018) for a full overview of BWE model
typology in relation to the required supervision.

To enable knowledge transfer across an arbi-
trary number of languages, multilingual methods
have been introduced. Huang et al. (2015), pro-
pose decomposing a matrix with multilingual co-
occurrence counts weighted by probabilistic dictio-
naries. Ammar et al. (2016) compare this method
to three other MWE models: MultiCluster, Multi-
CCA, and MultiSkip. MultiCluster uses bilingual
dictionaries to cluster translations and then train
the monolingual Skip-gram model (SG) (Mikolov
et al., 2013a) on a union of monolingual corpora
where they replace words with their cluster id such
that words in the same cluster get the same repre-
sentation. MultiCCA is the multilingual extension
of the method of Faruqui and Dyer (2014): Using
canonical correlation analysis (CCA) and dictio-
naries with English as the target language, mono-
lingual embeddings are projected to the English
vector space. MultiSkip is a straightforward exten-
sion of the BiSkip method (Luong et al., 2015)
which generalizes the monolingual SG objective
to account for word alignments in parallel corpora.
Similarly, Duong et al. (2017), extend CBOW to
multiple languages. All these methods learn multi-
lingual embeddings using bilingual dictionaries of
parallel corpora: This limits their applicability for
many languages.

More recently, Conneau et al. (2018); Artetxe
et al. (2018a) showed that BWEs can be effectively
induced without any cross-lingual supervision. The
approaches are based on the assumption that mono-
lingual embedding spaces are approximately iso-
morphic.1 Improving on earlier attempts (Cao et al.,
2016; Zhang et al., 2017), Conneau et al. (2018)
propose a two-step framework to map two mono-
lingual spaces to the shared space. First, they use
an adversarial objective to get an initial bilingual
space in which the discriminator can no longer
distinguish to which language a given word em-
bedding belongs. They then fine-tune the initial
solution. An important limitation is that the adver-
sarial objective is prone to converge to degenerate
solutions. Furthermore, Søgaard et al. (2018) em-
pirically prove that the method typically fails for
distant language pairs such as English-Finnish.

In parallel, Artetxe et al. (2018a) proposed an-
1One of the necessary conditions for this assumption to

hold is that the monolingual corpora on which the embeddings
are trained are comparable (Søgaard et al., 2018).
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other framework with the same goal. Expanding
on their earlier work (Artetxe et al., 2017a, 2018b),
they use an unsupervised heuristic to obtain a noisy
initial seed lexicon which is used to obtain an ini-
tial bilingual space. This solution is iteratively im-
proved similar to Artetxe et al. (2017a) and Con-
neau et al. (2018) while using value dropping reg-
ularization to escape early convergence to local
minima. Their method is the starting point for this
work, and it is discussed in detail in §3.

The two unsupervised approaches are limited to
finding mappings between a pair of languages. To
the best of our knowledge, Chen and Cardie (2018)
is the only unsupervised method that constructs a
multilingual embedding space. Their method ex-
tends the adversarial pre-training and iterative re-
finement steps of Conneau et al. (2018) to the multi-
lingual setting. Their work does not investigate the
limitations of Conneau et al. (2018)’s method: Less
stable optimization and difficulties with mapping
spaces with reduced isomorphism. Furthermore,
their generalization turns the iterative refinement
into a non-convex optimization problem. In con-
trast, our multilingual methods proposed in this
work are applicable to distant language pairs and
decompose every iteration in the refinement step
in multiple convex optimization problems, making
them very robust and widely applicable.

3 Unsupervised Bilingual Embeddings

We now summarize mapping-based approaches to
learning BWEs, which serve as the backbone of
our multilingual approach. These methods rely on
a mapping procedure, that is, a way to transform
two monolingual spaces such that translations and
similar words obtain similar representations. Su-
pervised approaches take translations from readily
available seed training dictionaries. Unsupervised
approaches construct a seed lexicon from scratch,
and use an iterative procedure to refine the seed
lexicon and the mapped bilingual space.

Mapping Procedure. Various mapping proce-
dures have been proposed in the literature (Mikolov
et al., 2013b; Dinu et al., 2015; Lazaridou et al.,
2015; Vulić and Korhonen, 2016). These meth-
ods can be seen as variants of a a single frame-
work (Artetxe et al., 2018b), summarized here.

At its core, each mapping procedure learns the
orthogonal transformations Wx and Wz for the
monolingual embedding spaces X and Z that min-
imize the distance between embeddings of transla-

tions in the mapped spaces XWx and ZWz . The
orthogonality constraint ensures that the transfor-
mations preserve the monolingual constellation of
embeddings. Formally, let D be a matrix repre-
senting a bilingual dictionary s.t. Dij = 1 if the ith

source word is translated by the jth target word and
Dij = 0 otherwise, then Wx and Wz are found by
solving the following optimization problem:

argmax
Wx,Wz

∑

i

∑

j

Dij(Xi,:Wx) · (Zj,:Wz)

= argmax
Wx,Wz

tr(XWx(DZWz)
ᵀ) (1)

subject to WxW
ᵀ
x = I , WzW

ᵀ
z = I

where tr(·) denotes the trace operator.

Eq. (1) has a closed-form solution based on the sin-
gular vectors of XᵀDZ: Wx = U , Wz = V with
USV ᵀ = SVD(XᵀDZ). In addition to the trans-
formation, there are several optional pre-processing
(S1-S2) and post-processing (S3-S5) steps:

S1. Normalization: apply length normalization
(normalizing X and Z such that all embeddings
have a unit Euclidean norm), or mean centering, or
a combination of both;

S2. Whitening: apply ZCA whitening (Bell and Se-
jnowski, 1997) on X and Z which transforms the
monolingual embedding matrices such that each
dimension/component has unit variance and such
that the dimensions are uncorrelated (see Eq. (2)
later). The intuition is that it is easier to align the
vector spaces along directions of high variance;

S3. Re-weighting the components according to the
singular value matrix S of XᵀDZ: This is an at-
tempt to further align the embeddings in the multi-
lingual space as each singular value measures how
well a dimension in the multilingual space corre-
lates across languages for the given dictionary;

S4. De-whitening, the inverse transformation of S2:
After the mapping, it was shown as important to
restore the variance information in case whitening
was applied (Artetxe et al., 2018c);

S5. Dimensionality reduction truncates the embed-
ding vectors such that only components with the
highest singular values are kept.

Refinement Procedure. The refinement aims
at iteratively improving the seed dictionary and
the bilingual space with Expectation Maximiza-
tion (Dempster et al., 1977). In each iteration, the
mapping procedure is executed using the dictionary
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from the previous iteration to obtain a new bilingual
space, and then a new dictionary is induced using
nearest neighbor retrieval in the cross-lingual simi-
larity matrix M . This is repeated until the (unsuper-
vised) training objective

∑
i

∑
j Dij

(
(Xi,:Wx) ·

(Zj,:Wz)
)

stops increasing.
The matrix M is calculated using cross-domain

similarity local scaling (CSLS; Conneau et al.
(2018)), an extended variant of cosine similarity
that avoids the hubness problem (Radovanović
et al., 2010; Dinu et al., 2015).2 In particular, the
element mij at row i and column j of M cor-
responds to the CSLS value between the cross-
lingual vectors xCLi and zCLj of the ith source
word and the jth target word respectively: mij =
CSLS(xCLi , zCLj );CSLS(x, z) = 2cos(x, z) −
rZk(x) − rXk(z). rXk(x) and rZk(z) calculate
the average cosine similarity of a vector with its
k nearest neighbors (measured by cosine) in the
mapped spaces of X , Z, respectively. It is also ben-
eficial to jointly infer dictionaries source-to-target
and target-to-source (Artetxe et al., 2018a).3 The
mapping is then learned from the concatenation of
these two dictionaries.4

To avoid suboptimal local minima, Artetxe et al.
(2018a) propose to randomly drop values from the
matrix M with probability 1 − p (further value
dropping). The value of p is exponentially in-
creased as training progresses. p is initialized to
a small value (e.g., 0.1). Whenever the objective
stops improving forNpatience refinement steps, p is
multiplied with a given factor (e.g., 2) until p ≥ 1
after which all values in M are kept. Value drop-
ping was shown to be crucial when constructing
bilingual spaces between distant language pairs.
We later analyze its impact on the proposed multi-
lingual methods.

Inducing a Seed Lexicon. Artetxe et al. (2018a)
obtain a seed lexicon based on the assumption that
for a translation pairwXi , w

Z
j , the monolingual sim-

ilarity vectors,
√
XiXᵀ and

√
ZjZᵀ of transla-

tions i, j are (approximately) equal up to a permu-

2Hubness is the phenomenon observed in a high-
dimensional vector space where there are vectors, called hubs,
which are the nearest neighbors to many vectors in the space.

3Note that zCL
j being the nearest neighbor of xCL

i does
not imply that the inverse is also true.

4Due to the large search space, limiting the search space by
truncating both vocabularies and their corresponding embed-
ding matrices to the Crefinement most frequent words results
in better solutions and speeds up computation.

tation.5 Therefore, seed translations for a source
word i are generated by finding the nearest neigh-
bor based on similarity of monolingual similarities.
This heuristic yields a very noisy seed lexicon, but
it was proven to contain a sufficiently strong bilin-
gual signal to bootstrap the refinement procedure.
The seed lexicon is inferred symmetrically (i.e.,
by concatenating respective source-to-target and
target-to-source seed lexicons) and the vocabular-
ies are truncated to the Cseed most frequent words.

4 Unsupervised Multilingual
Embeddings: Methodology

We now present two models for learning unsuper-
vised multilingual word embedding spaces: the sin-
gle hub space model (SHS) and the incremental
hub space model (IHS). The methods generalize
the bilingual framework described in §3, and rely
on (a subset of) preprocessing and postprocessing
steps S1-S5 in the multilingual setting.

Single Hub Space (SHS). The SHS model de-
fines one language as the hub language L0 and
projects the embedding spaces Z1, ...,ZN of all
other languages L1, ..., LN (further secondary lan-
guages) to the hub space X . Hence, we reduce
the construction of a multilingual space of N lan-
guages to the alignment of N − 1 vector spaces.
Learning these projections is similar to the bilin-
gual case: We use the unsupervised iterative refine-
ment procedure and seed lexicon heuristic from §3.
However, we require the orthogonal mapping to be
asymmetric: The hub language space should either
remain unchanged or it should be transformed with
the same operation for each of the N − 1 language
pairs. We therefore derive an asymmetric version
of the mapping framework from §3 that yields the
exact same solution as the original.

Let X be the embedding matrix of the, Z1,. . .,
ZN the embedding matrices of the secondary lan-
guages, and Dk,l the dictionary between languages
Lk and Ll. We induce a multilingual space Xm,
Zm

1 , ... , Zm
N in three main steps. First, the embed-

dings of each language are preprocessed by normal-
izing and whitening the embeddings, as described
by Eqs. (2)-(6). Normalization consists of subse-
quently performing length normalization, mean

5The square root in the formulas is empirically motivated.
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centering, and then again length normalization.

ZCAwhiten(W ) = W (W ᵀW )−0.5 (2)

X
′
= normalize(X) (3)

X
′′
= ZCAwhiten(X

′
) (4)

Z
′
l = normalize(Zl) (5)

Z
′′
l = ZCAwhiten(Z

′
l ) (6)

After preprocessing, we rotate each secondary lan-
guage Ll to a bilingual space between the hub
language space and its own embedding space, as
described by Eqs. (7)-(10). The calculations are
analogous to the bilingual mapping procedure:
the left and right singular vectors Ul and Vl of
X
′′
Dk,lZ

′′ᵀ
l are the rotation matrices that project

the preprocessed matrices X
′′

and Z
′′
l to their bilin-

gual space; this is formulated in Eqs. (7)-(8). The
bilingual projection of Z

′′
l can be reweighted by

multiplying it with a given power q of the singu-
lar values matrix Sl of X

′′ᵀD0,lZ
′′
l , Eq. (9). Intu-

itively, the reweighting operation makes the dimen-
sions that correlate better across languages more
important. Next, we restore the variance informa-
tion of Z

′
l by performing a dewhitening operation:

we project back to the monolingual space, multiply
with the inverse of the whitening matrix, and then
project back to the bilingual space (Eq. (10)).6

UlSlV
ᵀ
l = SVD(X

′′ᵀD0,lZ
′′
l ) (7)

Zl,bi(l) = Z
′′
l Vl (8)

Z
′
l,bi(l) = Zl,bi(l)S

q
l (9)

Z
′′
l,bi(l) = Z

′
l,bi(l)V

ᵀ
l (Z

′ᵀ
l Z

′
l )

0.5Vl (10)

Finally, we project Z
′′
l,bi(l) to the space of the hub

language in Eq. (11)). The multilingual space for
the hub language is simply the monolingual embed-
ding space after preprocessing, see Eq. (12).

Zm
l = Z

′′
l,bi(l)U

ᵀ
l (11)

Xm = X
′

(12)

For the bilingual case this formulation is equivalent
to the symmetric mapping introduced in §3: one
can easily verify that the dot products between the
mapped spaces simplify to the same formula.

6Note that the projection matrices that map from the bilin-
gual to the monolingual spaces are given by the inverses of Ul

and Vl. Since the matrices are orthogonal their inverses are
equal to their transposes.

Incremental Hub Space (IHS). SHS enables
language interactions only indirectly through the
hub language. Ideally, a multilingual method
should incorporate interdependencies between all
languages. We hypothesize that, especially when
mapping a language distant to the hub language,
it is beneficial to incorporate the structural simi-
larities with all other languages as a regularization
mechanism to find a more robust mapping.

We therefore propose the incremental hub space
(IHS) model. It incrementally expands the mul-
tilingual space Xm and takes into account all
languages in the current multilingual space when
adding a new language. First, we define a language
order and initialize the space to the preprocessed
embedding space of language L0. Next, following
the order, we gradually add new languages to the
space: in each iteration we rotate the preprocessed
embedding space Z

′′
l of language l to the multilin-

gual space by minimizing the dot product between
embeddings of the translations between language
l and all the languages in the multilingual space.
The recipe to calculate the cross-lingual embedding
Zm
l is similar to the SHS model: the preprocess-

ing and postprocessing steps are the same, but the
projection matrices are calculated with Eq. (14) in-
stead of Eq. (7) and conform with the new objective
from Eq. (13). After convergence, Zm

l is added to
the multilingual space Xm: Xm

l = Zm
l .

argmax
Wxl,Wzl

l−1∑

k=0

tr(Xm
k Wxl(D

k,lZ
′′
l Wzl)

ᵀ) (13)

subject to WxlW
ᵀ
xl = I,WzlW

ᵀ
zl = I

UlSlV
ᵀ
l = SVD(C) (14)

C = (Xm
0 )ᵀD0,lZ

′′
l || ... ||(Xm

l−1)
ᵀDl−1,lZ

′′
l

where || denotes concatenation along the row axis

In supervised settings this approach would be im-
practical as it requires bilingual dictionaries Dk,l

for all language pairs k, l, and not only with the
hub language. However, within an unsupervised
framework this constraint is lifted.

5 Experimental Setup

Tasks and Datasets. The induced embeddings
are evaluated in three tasks: bilingual lexicon in-
duction (BLI), multilingual dependency parsing,
and multilingual document classification. BLI is
currently the most widely used method to evaluate
bilingual embedding spaces. Although BLI perfor-
mance is not the primary goal of our multilingual
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embedding spaces, it provides a fast means to ad-
dress the following questions: 1) Is the incremen-
tal construction of multilingual embedding spaces
indeed an effective regularization method? Is it
still necessary to perform value dropping in this
case?7; 2) Is the reweighting of embedding spaces
also beneficial for BLI in multilingual settings?;
3) Does multilingual training improve bilingual
lexicon induction performance? How do our mul-
tilingual models compare to each other and to the
state-of-the-art unsupervised BLI methods?

We report Precision@1 (P@1) BLI perfor-
mance on two standard BLI datasets. 1) DIN-
UARTETXE is the extended version of Dinu
et al. (2015)’s dataset, used by Artetxe et al.
(2018a).8 It consists of bilingual dictionaries for
English-German, English-Italian, English-Spanish
and English-Finnish. Monolingual embeddings are
provided, based on the CBOW model trained on the
WaCKy corpora for English, Italian and German
(Baroni et al., 2009), the monolingual WMT Com-
mon Crawl corpus for Finnish, and the WMT News
Crawl for Spanish (Bojar et al., 2015). The test dic-
tionary sizes are between 1.869 and 1,993 word
pairs for each language pair. As our methods are
unsupervised, we do not use the provided training
dictionaries. 2) EURMUSEWIKI is the dataset com-
piled from dictionaries for all combinations of the
following European languages: English, German,
Spanish, French, Italian, and Portuguese. The test
set sizes range between 1,513 and 3,660 word pairs.
We rely on publicly available monolingual fastText
embeddings (Bojanowski et al., 2016).9 All mono-
lingual word embeddings are 300-dimensional and
represent the 200k most frequent words as in prior
work (Dinu et al., 2015; Conneau et al., 2018).

Multilingual dependency parsing and multilin-
gual document classification tasks assess the em-
beddings w.r.t. their actual goal: enabling transfer
learning across multiple languages. The word em-
beddings are used as feature vectors for classifiers
in the respective downstream tasks. We address the
following research questions: 4) Is reweighting of
embedding spaces also beneficial in downstream
tasks?; 5) How do our methods compare against

7Value dropping significantly slows down training time
and leads to non-deterministic outcomes. However, it has
been shown to be crucial in the bilingual setting to obtain
good results when mapping distant language pairs in previous
work (Artetxe et al., 2018a).

8https://github.com/artetxem/vecmap/
9https://fasttext.cc/docs/en/

pretrained-vectors.html

supervised multilingual embedding models?
We rely on the evaluation platform of Ammar

et al. (2016) for the downstream tasks10: the users
submit their multilingual embeddings and obtain
the final scores, which ensures that the classifiers
we use are identical to the ones used in prior work
(Ammar et al., 2016; Duong et al., 2017).

REUTERSMLDC is a multilingual document
classification dataset covering seven languages: En-
glish, German, French, Italian, Spanish, Danish,
and Swedish. The final performance is reported as
the average accuracy across all languages. The re-
spective training and test set consist of 7,000 and
13,058 documents. The dataset is well balanced in
the number of documents per language.11 The ar-
chitecture of the document classifier is the average
perceptron used by Klementiev et al. (2012).

MLPARSING is a multilingual dependency pars-
ing dataset sampled from the Universal Dependen-
cies 1.1 corpus (Agić et al., 2015)12. It contains
12 languages: English, German, French, Spanish,
Italian, Bulgarian, Czech, Danish, Swedish, Greek,
Finnish, and Hungarian. The respective training
and test set contain 6,748 and 1,200 sentences. The
test set contains 100 sentences for each language,
while for the training set the number of sentences
for a language ranges between 98 and 6,694. The
parser used is the stack-LSTM parser by Dyer et al.
(2015). The parser is not allowed to use any part-
of-speech and morphology features, and keeps the
input word embeddings fixed to isolate the effect
of the evaluated embeddings on the parsing perfor-
mance (Ammar et al., 2016). The reported scores
are UAS scores averaged across languages.

For comparison with related work, we train 512-
dimensional monolingual embeddings on the text
collections used by Ammar et al. (2016) and Duong
et al. (2017). The monolingual embeddings are
again trained using fastText.

Training Setup. In all experiments, we set the
following hyper-parameters to values that were
used in prior research (Conneau et al., 2018;
Artetxe et al., 2018a). When constructing the seed
lexicon the 4,000 most frequent words of each lan-
guage are considered (Cseed = 4, 000), and during
the refinement step the 20,000 most frequent words

10 https://github.com/wammar/
multilingual-embeddings-eval-portal

11As the dataset is not publicly available this information
was provided by the first author of Ammar et al. (2016).

12http://hdl.handle.net/11234/LRT-1478
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Model Drop EN-DE EN-IT EN-ES EN-FI Avg

SHS no 48.00 45.93 36.53 0.14 32.65
SHS yes 47.51 45.60 36.33 31.92 40.34

IHS no 47.93 45.93 36.07 31.04 40.24
IHS yes 47.45 45.48 36.43 30.97 40.08

Table 1: Comparison of P@1 scores for SHS and IHS
models with and without value dropping (Drop) on the
DINUARTETXE BLI dataset.

of each language are used (Crefinement = 20, 000).
When using value dropping, the keep probability p
is initialized is 0.1, Npatience is set to 50, and the
stochastic multiplier is set to 2. Dictionaries are
constructed symmetrically: from hub language(s)
to the secondary language and from the secondary
language to the hub language(s): during refinement
each dictionary consists of 2× 20, 000 translation
pairs. We use CSLS with k = 10 nearest neighbors
following the setup of Conneau et al. (2018).

6 Results and Discussion

Experiment 1: Value Dropping. In the first ex-
periment, we investigate if the expensive value
dropping procedure is a necessary condition for
mapping between distant language pairs in our mul-
tilingual framework. Table 1 provides results on the
DINUARTETXE dataset for SHS and IHS models.
For IHS we process the languages in the following
order: English, German, Italian, Spanish, Finnish.
When using value dropping we report the average
and best results across five runs.

We observe that value dropping is crucial for
SHS to succeed for English-Finnish. However, it is
not necessary for IHS. This supports our hypothe-
sis that mapping a language to a multilingual hub
space serves a type of regularization that can sub-
stitute value dropping. As validated later, it is still
important to avoid adding distant languages early
with the incremental IHS procedure.13,14

Experiment 2: Comparative BLI Performance
and Reweighting. In this experiment, we test if
reweighting embedding spaces is beneficial for BLI
in our multilingual setup, and also compare our

13For instance, when using IHS with a language order that
starts with English and Finnish, value dropping still prevents
bad performance for Finnish. However, this is not a problem
in practice as the language order can be easily predetermined
according to various language similarity heuristics.

14We further validated the robustness of our approach on
other distant language pairs but moved this experiment to the
appendix due to space constraints.

methods against state-of-the-art BLI methods. Ta-
ble 2 and Table 3 show the results for SHS and
IHS with reweighting coefficients q of 0, 0.5 and
1 on DINUARTETXE and EURMUSEWIKI, respec-
tively. We also include the state-of-the-art results
of Artetxe et al. (2018a) and Chen and Cardie
(2018) for reference. The EURMUSEWIKI bench-
mark evaluates BLI performance on all language
pair combinations of its six languages and does
this in both directions (EN-DE, DE-EN, EN-ES, ...
IT-PT, PT-IT) yielding 28 P@1 scores per model.
For clarity, we report the average P@1 scores per
language as well as the global P@1 average. Fol-
lowing Experiment 1, all results for SHS are ob-
tained using value dropping (again averaged across
5 different runs), while we do not use it with IHS.
The SHS hub language is English, and the lan-
guage orders for IHS are EN, DE, IT, ES, FI for
DINUARTETXE, and EN, DE, ES, FR, IT, PT for
EURMUSEWIKI.

The scores reveal that reweighting the embed-
ding spaces is indeed still beneficial for BLI when
mapping to a multilingual space. Both SHS and
IHS obtain best results with the reweighting coef-
ficient q = 0.5. When comparing SHS and IHS,
we see that for language pairs involving English
(the SHS hub language) SHS obtains slightly better
results, but for the other language pairs IHS out-
performs SHS slightly. This is no surprise as IHS
by design incorporates dependencies between all
languages when learning the projection matrices,
though it is striking that mapping to a single hub
language is still a strong BLI baseline. For both
datasets IHS obtains BLI performance on par with
the state-of-the-art: on DINUARTETXE, SHS and
IHS (q = 0.5) obtain scores similar to (Artetxe
et al., 2018a); on EURMUSEWIKI IHS (q = 0.5)
slightly outperforms Chen and Cardie (2018) for
all languages except Spanish. Although optimizing
BLI performance is not the main goal of this work,
these results verify the soundness of our methods.

Experiment 3: Language Order. Next, we in-
vestigate 1) the influence of the hub language
choice for SHS, and 2) the impact of the language
order for IHS. We run both SHS and IHS with
reweighting 0.5 on DINUARTETXE. SHS is with
value dropping (results are again averaged over 5
runs), and for IHS we do not use value dropping.

We find that the SHS model is sensitive to the
hub language: the best average scores are obtained
when using English (41.6%) or German (41.0%).
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Model q EN-DE EN-IT EN-ES EN-FI All

Artetxe 2×0.5 48.13 48.19 37.33 32.63 41.57

SHS 0 47.51 45.60 36.33 31.92 40.34
IHS 0 47.93 45.93 36.07 31.04 40.24
SHS 0.5 48.69 47.67 37.51 32.40 41.57
IHS 0.5 48.60 47.73 37.53 31.74 41.40
SHS 1 47.77 47.91 37.00 31.82 41.13
IHS 1 48.00 48.00 37.93 31.46 41.35

IHS order 0.5 48.60 47.81 38.24 33.22 41.96

Table 2: BLI P@1 scores on DINUARTETXE: SHS and
IHS are evaluated for different values of the reweight-
ing parameter q. The state-of-the-art results (Artetxe
et al., 2018a) are added as a reference. The result with
the highest average score obtained when trying differ-
ent language orders is in the bottom row.

Model q EN DE ES FR IT PT All

UME 79.57 70.46 82.88 82.01 80.69 80.13 79.29

SHS 0 80.04 68.24 80.95 80.10 78.71 77.96 77.67
IHS 0 79.61 69.52 82.35 81.26 80.00 79.02 78.63
SHS 0.5 80.34 70.16 82.15 81.65 80.31 79.78 79.07
IHS 0.5 79.91 70.77 82.68 82.08 81.08 80.47 79.50
SHS 1 79.61 69.59 81.53 81.10 79.74 79.47 78.51
IHS 1 79.05 69.99 81.63 81.23 80.13 79.68 78.62

Table 3: BLI P@1 scores on EURMUSEWIKI averaged
per language: SHS and IHS are tested for different val-
ues of the reweighting parameter q. The results of Chen
and Cardie (2018) (UME) are added as a reference.

With Italian, the average score drops to 40.4%,
mainly due to worse performance on English and
German. With Spanish, the average score further
drops to 31.6%, as Spanish and Finnish completely
fail to align even when using value dropping. With
Finnish, EN-ES alignment becomes unstable, while
P@1 for EN-DE and EN-IT drops 5.5% and 3.7%
compared to the case with English as the hub. These
results indicate that the hub language has to be cho-
sen carefully to avoid instability issues.

For IHS, we evaluate all 120 order permutations
on DINUARTETXE. The best performing order (EN-
DE-ES-FI-IT) achieves an average accuracy of
41.96%, see the last row in Table 2. The full results,
not reported due to space constraints15 confirm our
hypothesis that distant languages (Finnish) should
be mapped at the end: when using Finnish as one of
the first two languages performance drops signifi-
cantly. EN-FI scores drop below 1% and the results
for all other language pairs are also suboptimal.

Experiment 4: Downstream Tasks. In this ex-
periment, we investigate the effect of reweighting

15The full results can be found in Appendix A.2.

Model q PARSING MLDC

Invariance (Huang et al., 2015) 59.80 91.10
MultiSkip (Luong et al., 2015) 57.70 90.40
MultiCluster (Ammar et al., 2016) 61.00 92.10
MultiCCA (Ammar et al., 2016) 58.70 92.10
(Duong et al., 2017) 61.20 90.80

SHS 0 63.48 92.59
IHS 0 65.77 92.72
SHS 0.5 62.23 92.63
IHS 0.5 63.42 92.56

Table 4: Results on the MLPARSING (dependency pars-
ing) and REUTERSMLDC (document classification)
benchmarks: SHS and IHS are compared with and with-
out reweighting and we show the state-of-the-art results
of supervised embedding mapping methods as a refer-
ence. The results for Invariance, MultiSkip, MultiClus-
ter, MultiCCA are from (Ammar et al., 2016).

input word embeddings on downstream model per-
formance, and compare SHS and IHS to several
supervised methods that use cross-lingual supervi-
sion. Table 4 reports the results for SHS and IHS
with q set to 0 and 0.5 on the REUTERSMLDC
and MLPARSING benchmarks,16 along with the
results from related work. For SHS the hub lan-
guage is English and for IHS the language order
is English, German, Spanish, Italian, French, Bul-
garian, Czech, Danish, Finnish, Greek, Hungarian,
and Swedish. We again use SHS with value drop-
ping and IHS without it. The results in Table 4
are comparable: all methods were trained on the
same text corpora (i.e., the collections of Ammar
et al. (2016)), but our methods do not use parallel
corpora nor bilingual dictionaries.

A first interesting result is that, contrary to the
BLI task, reweighting the embeddings is not bene-
ficial for multilingual dependency parsing and doc-
ument classification. This can be explained by the
fact that the reweighted embedding spaces are no
longer isomorphic to the original monolingual em-
bedding spaces, hence important patterns in the
embedding space could be distorted. Further, we
notice that both SHS and IHS improve over the
best reported results on the REUTERSMLDC and
MLPARSING benchmarks. This result is surprising
given that all the reported baselines require supervi-
sion to induce the multilingual embedding spaces.
Further, we again find that the best results are ob-
tained with IHS, most notably for dependency pars-
ing for which the difference in UAS scores between

16Since the languages covered in MLPARSING is a super-
set of the languages in REUTERSMLDC, we use the same
multilingual embedding space for both tasks.
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Figure 1: Training times for SHS and IHS for an in-
creasing number of languages.

the best IHS and SHS models is 2.29%.

Experiment 5: Time Complexity. In this exper-
iment, we study how training time of SHS and IHS
behaves as a function of the number of languages
that are mapped. The singular value decomposi-
tions are more expensive for IHS as the matrices
grow linearly with the number of languages (see
Eq. (14)) whereas for SHS they are constant. On
the other hand, IHS does not require the use of
value dropping. Figure 1 plots training time for
IHS and SHS conditioned on the number of lan-
guages. The estimates are based on training on a
single Nvidia Titan Xp GPU. We find that SHS
with value dropping and IHS without value drop-
ping have similar training times, IHS being a bit
more efficient when mapping 7 languages or less.
Mapping 12 languages takes approximately four
hours for both methods.

7 Conclusion

We proposed two novel methods for learning mul-
tilingual word embeddings (MWEs) without any
cross-lingual supervision. The better-performing
incremental hub space model (IHS) is the first un-
supervised MWE method that combines three de-
sirable properties: 1) It incorporates interdependen-
cies between all targeted languages; 2) It works
for distant language pairs; and 3) It is both deter-
ministic and robust, that is, it does not produce
degenerate solutions. Our evaluation on standard
benchmarks has proven that the IHS method in-
duces multilingual word embeddings that are com-
petitive with the state of the art in bilingual lexicon
induction. Moreover, we have shown that IHS out-
performs even supervised models on downstream
tasks of multilingual dependency parsing and doc-

ument classification, and this anomaly requires fur-
ther investigation in future work. Furthermore, we
looked at the influence of reweighting the dimen-
sions of the embedding spaces according to their
cross-correlations with the hub language space(s)
and found that, while it improves performance for
the BLI task, it is harmful to downstream cross-
lingual transfer tasks. These empirical observations
stress the requirement to include comprehensive
evaluation protocols for cross-lingual word embed-
ding models in future research.
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A Appendices

A.1 Experiment with Distant Language Pairs

In this section, we report an additional bilingual lex-
icon induction experiment that further supports our
claim that the IHS model is still applicable when
mapping languages with different characteristics,
we performed an additional bilingual lexicon induc-
tion experiment on the following language pairs:
Dutch-Turkish, Spanish-Hungarian, and Finnish-
Bulgarian. We induced multilingual spaces with
the IHS model and the model of Chen and Cardie
(2018) using the publicly available monolingual
embeddings trained with fastText. IHS is run with
reweighting (q = 0.5), without value dropping, and
with the following language order Dutch, Span-
ish, Bulgarian, Finnish, Hungarian, Turkish. The
model of Chen and Cardie (2018)17 is run with
Dutch as the target language and with the recom-
mended hyper-parameters. For evaluation, we ob-
tained dictionaries for each language pair using
Panlex (Kamholz et al., 2014).

The results are reported in Table 5. We find av-
erage BLI accuracy scores of 28.24% (IHS) and
28.20% (Chen and Cardie, 2018). The fact that both
models are robust to distant languages without us-
ing value dropping further supports our hypothesis
that mapping multiple languages simultaneously is
an effective regularization mechanism.

A.2 Results Experiment 3

In this section, we report all the results of Experi-
ment 3 of the paper. In Table 6 we report the results
for the SHS model with different hub languages
and in Table 7 we report the performance for IHS

17https://github.com/ccsasuke/umwe
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Model NL-TR ES-HU FI-BG Avg

IHS 22.67 30.21 31.84 28.24
UME 21.51 31.26 31.84 28.20

Table 5: Precision@1 scores for a bilingual lexicon ex-
periment on three distant language pairs.

Hub language EN-DE EN-IT EN-ES EN-FI Average

EN 48.69 47.67 37.51 32.40 41.57
DE 47.75 46.65 38.15 31.47 41.01
IT 45.88 47.15 37.88 30.65 40.39
ES 43.77 45.27 36.63 0.57 31.56
FI 43.15 43.92 6.71 33.20 31.74

Table 6: Influence of the hub language of the SHS
model on precision@1 scores evaluated on the DIN-
UARTETXE BLI dataset.

with all possible language orders (sorted by preci-
sion@1). Both the SHS and IHS models are run
with reweighting (q = 0.5), SHS is run with value
dropping and IHS is run without value dropping.

Order EN-DE EN-ES EN-FI EN-IT Avg

EN DE ES FI IT 48.60 38.20 33.22 47.80 41.96
EN DE FI ES IT 48.60 37.73 33.50 47.93 41.94
DE IT EN FI ES 48.40 38.07 33.22 47.93 41.91
EN DE ES IT FI 48.60 38.20 32.72 47.60 41.78
EN IT DE ES FI 48.33 38.73 32.51 47.53 41.78
EN IT ES DE FI 48.07 38.47 33.01 47.53 41.77
EN DE IT FI ES 48.60 37.53 33.22 47.73 41.77
EN DE FI IT ES 48.60 37.13 33.50 47.67 41.73
EN IT DE FI ES 48.33 38.20 32.79 47.53 41.71
DE IT EN ES FI 48.40 38.00 32.51 47.93 41.71
DE EN FI IT ES 48.40 37.60 33.29 47.53 41.71
DE EN FI ES IT 48.40 37.40 33.29 47.67 41.69
DE EN IT FI ES 48.40 37.73 33.22 47.27 41.66
DE EN ES IT FI 48.40 38.20 32.65 47.33 41.65
EN IT FI DE ES 48.53 37.87 32.65 47.53 41.65
DE IT ES EN FI 48.27 38.07 32.30 47.73 41.59
DE EN ES FI IT 48.40 38.20 32.37 47.40 41.59
DE IT FI ES EN 47.80 37.93 33.22 47.40 41.59
DE EN IT ES FI 48.40 37.53 33.08 47.27 41.57
EN IT FI ES DE 47.80 38.07 32.65 47.53 41.51
EN DE IT ES FI 48.60 37.67 32.02 47.73 41.51
DE ES IT FI EN 47.27 38.33 32.87 47.40 41.47
IT EN DE FI ES 47.40 38.47 32.65 47.07 41.40
DE ES FI IT EN 47.33 38.53 32.30 47.33 41.37
DE ES IT EN FI 47.27 38.40 31.88 47.80 41.34
DE ES EN FI IT 47.67 37.87 32.02 47.67 41.31
DE IT ES FI EN 47.40 37.87 32.65 47.27 41.30
EN ES DE FI IT 47.93 37.53 32.09 47.53 41.27
EN IT ES FI DE 47.87 38.47 31.18 47.53 41.26
DE IT FI EN ES 47.60 38.07 32.37 46.87 41.23
DE ES EN IT FI 47.67 37.87 31.67 47.53 41.19
IT DE EN FI ES 47.00 38.00 33.15 46.53 41.17
IT ES DE EN FI 47.53 38.47 32.37 46.27 41.16
DE ES FI EN IT 47.47 37.60 32.44 46.87 41.10
IT EN DE ES FI 47.40 38.40 31.39 47.07 41.07

Order EN-DE EN-ES EN-FI EN-IT Avg

IT EN FI DE ES 47.00 38.27 31.88 47.07 41.06
EN ES DE IT FI 47.93 37.53 30.90 47.60 40.99
ES DE IT EN FI 46.67 38.27 31.95 47.07 40.99
IT EN ES DE FI 47.20 37.93 31.74 47.07 40.99
ES IT DE FI EN 47.20 37.40 32.23 46.73 40.89
IT EN FI ES DE 46.47 38.00 31.88 47.07 40.86
EN ES IT FI DE 47.73 37.53 30.76 47.20 40.81
IT DE EN ES FI 47.00 37.93 31.74 46.53 40.80
EN ES IT DE FI 47.33 37.53 31.04 47.20 40.78
IT DE ES EN FI 46.67 38.07 32.02 46.33 40.77
ES IT DE EN FI 46.60 37.73 31.46 47.27 40.77
IT DE FI ES EN 46.80 37.73 32.51 45.87 40.73
ES DE IT FI EN 46.47 37.27 32.23 46.87 40.71
ES DE EN FI IT 46.67 37.67 31.32 47.13 40.70
IT EN ES FI DE 46.40 37.93 31.11 47.07 40.63
ES DE EN IT FI 46.67 37.67 30.69 47.27 40.58
IT DE ES FI EN 46.53 37.40 32.02 46.20 40.54
IT ES DE FI EN 46.53 38.27 31.32 45.93 40.51
IT DE FI EN ES 46.27 37.60 32.02 45.93 40.46
ES IT EN DE FI 46.20 37.20 31.18 46.93 40.38
ES EN IT FI DE 46.87 36.80 30.83 46.67 40.29
ES EN DE FI IT 46.40 36.80 31.32 46.53 40.26
ES EN DE IT FI 46.40 36.80 31.32 46.47 40.25
ES EN IT DE FI 46.13 36.80 31.11 46.67 40.18
ES IT EN FI DE 45.67 37.20 30.55 46.93 40.09
ES DE FI IT EN 45.67 36.80 30.83 46.87 40.04
IT ES EN DE FI 45.33 37.60 30.27 46.20 39.85
IT ES EN FI DE 45.20 37.60 30.34 46.20 39.84
ES DE FI EN IT 45.20 37.07 30.27 46.60 39.79
EN ES FI DE IT 47.27 37.53 0.21 47.33 33.09
DE FI IT EN ES 48.07 37.33 0.07 46.80 33.07
EN FI DE IT ES 46.93 37.40 0.14 47.47 32.99
EN FI DE ES IT 46.93 37.73 0.14 47.07 32.97
EN ES FI IT DE 47.33 37.53 0.21 46.80 32.97
DE FI IT ES EN 47.20 37.73 0.07 46.73 32.93
DE FI ES EN IT 47.47 37.40 0.07 46.40 32.84
DE FI ES IT EN 47.80 37.20 0.07 46.07 32.79
DE FI EN IT ES 46.73 37.27 0.14 46.60 32.69
DE FI EN ES IT 46.73 37.40 0.14 46.33 32.65
IT FI DE ES EN 46.13 37.67 0.14 46.20 32.54
ES EN FI DE IT 46.60 36.80 0.35 46.20 32.49
ES FI DE IT EN 44.67 38.13 0.07 46.93 32.45
ES EN FI IT DE 46.60 36.80 0.35 45.47 32.31
IT FI ES DE EN 45.60 36.93 0.14 46.47 32.29
ES FI IT DE EN 45.60 36.93 0.00 46.53 32.27
IT ES FI DE EN 45.00 37.60 0.21 45.67 32.12
IT FI DE EN ES 45.80 37.73 0.14 44.80 32.12
EN FI IT DE ES 45.13 36.60 0.14 46.13 32.00
EN FI IT ES DE 45.07 36.33 0.14 46.13 31.92
ES FI DE EN IT 44.07 37.13 0.07 46.07 31.84
ES IT FI DE EN 44.13 36.60 0.07 46.33 31.78
ES FI IT EN DE 44.80 36.73 0.00 45.47 31.75
IT FI EN ES DE 45.07 36.20 0.14 45.47 31.72
IT FI ES EN DE 44.60 36.53 0.14 45.33 31.65
IT FI EN DE ES 44.93 35.80 0.14 45.47 31.59
IT ES FI EN DE 44.20 36.93 0.21 44.93 31.57
ES IT FI EN DE 43.33 36.13 0.07 45.93 31.37
FI DE IT EN ES 42.93 37.13 0.42 44.73 31.30
FI DE IT ES EN 43.20 36.67 0.28 45.00 31.29
FI IT DE EN ES 44.40 36.67 0.07 43.67 31.20
ES FI EN DE IT 43.73 35.27 0.14 45.00 31.04
ES FI EN IT DE 43.60 35.27 0.14 44.67 30.92
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Order EN-DE EN-ES EN-FI EN-IT Avg

FI DE ES IT EN 42.27 35.07 0.14 45.33 30.70
FI IT ES DE EN 44.07 35.07 0.07 43.33 30.64
FI DE EN IT ES 41.27 36.40 0.14 44.33 30.54
FI IT DE ES EN 43.33 35.40 0.07 43.13 30.48
FI ES IT DE EN 43.60 33.60 0.21 44.40 30.45
FI DE EN ES IT 41.27 35.27 0.14 44.60 30.32
FI IT ES EN DE 43.07 34.87 0.14 42.47 30.14
FI ES DE IT EN 42.13 32.67 0.14 45.00 29.99
FI DE ES EN IT 42.73 31.47 0.14 45.47 29.95
FI EN IT DE ES 42.60 32.67 0.28 41.53 29.27
FI ES IT EN DE 42.07 31.93 0.21 42.27 29.12
FI ES DE EN IT 42.00 29.13 0.14 44.60 28.97
FI EN IT ES DE 40.80 31.33 0.28 41.53 28.49
FI EN DE IT ES 35.27 30.33 0.28 40.27 26.54
FI EN DE ES IT 35.27 29.40 0.28 40.07 26.26
EN FI ES DE IT 46.53 0.73 0.14 47.13 23.63
EN FI ES IT DE 47.00 0.73 0.14 44.87 23.19
FI EN ES DE IT 17.27 0.07 0.28 20.33 9.49
FI IT EN DE ES 9.13 6.60 0.00 2.53 4.57
FI IT EN ES DE 5.20 3.93 0.00 2.53 2.92
FI ES EN IT DE 0.33 0.13 0.35 0.67 0.37
FI ES EN DE IT 0.27 0.13 0.35 0.47 0.31
FI EN ES IT DE 0.33 0.07 0.28 0.13 0.20

Table 7: Influence of language order of the IHS model
on precision@1 scores evaluated on the DINUAR-
TETXE BLI dataset.
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Abstract

We introduce a curriculum learning approach
to adapt generic neural machine translation
models to a specific domain. Samples are
grouped by their similarities to the domain of
interest and each group is fed to the train-
ing algorithm with a particular schedule. This
approach is simple to implement on top of
any neural framework or architecture, and
consistently outperforms both unadapted and
adapted baselines in experiments with two dis-
tinct domains and two language pairs.

1 Introduction

Neural machine translation (NMT) performance
often drops when training and test domains do
not match and when in-domain training data is
scarce (Koehn and Knowles, 2017). Tailoring
the NMT system to each domain could improve
performance, but unfortunately high-quality par-
allel data does not exist for all domains. Do-
main adaptation techniques address this problem
by exploiting diverse data sources to improve in-
domain translation, including general domain data
that does not match the domain of interest, and
unlabeled domain data whose domain is unknown
(e.g. webcrawl like Paracrawl).

One approach to exploit unlabeled-domain bi-
text is to apply data selection techniques (Moore
and Lewis, 2010; Axelrod et al., 2011; Duh et al.,
2013) to find bitext that are similar to in-domain
data. This selected data can additionally be com-
bined with in-domain bitext and trained in a con-
tinued training framework, as shown in Figure 1.
Continued training or fine-tuning (Luong et al.,
2015; Freitag and Al-Onaizan, 2016; Chu et al.,
2017) is an adaptation technique where a model
is first trained on the large general domain data,
then used as initialization of a new model which
is further trained on in-domain bitext. In our

Generic 
Model

Domain 
Specific 
Model

General  
Domain 

Data

Unlabeled-Domain 

Data

In-Domain 
Data

Continued 
Training

Initialization

Figure 1: Workflow of our domain adaptation system.

framework, the selected samples are concatenated
with in-domain data, then used for continued train-
ing. This effectively increases the in-domain train-
ing size with “pseudo” in-domain samples, and is
helpful in continued training (Koehn et al., 2018).

A challenge with employing data selection in
continued training is that there exists no clear-cut
way to define whether a sample is sufficiently sim-
ilar to in-domain data to be included. In practice,
one has to define a threshold based on similarity
scores, and even so the continued training algo-
rithm may be faced with samples of diverse sim-
ilarities. We introduce a new domain adaptation
technique that addresses this challenge.

Inspired by curriculum learning (Bengio et al.,
2009), we use the similarity scores given by data
selection to rearrange the order of training sam-
ples, such that more similar examples are seen ear-
lier and more frequently during training. To the
best of our knowledge, this is the first work apply-
ing curriculum learning to domain adaptation.

We demonstrate the effectiveness of our ap-
proach on TED Talks and patent abstracts for
German-English and Russian-English pairs, using
two distinct data selection methods, Moore-Lewis
method (Moore and Lewis, 2010) and cynical data
selection (Axelrod, 2017). Results show that our
approach consistently outperforms standard con-
tinued training, with up to 3.22 BLEU improve-
ment. Our S4 error analysis (Irvine et al., 2013) re-
veal that this approach reduces a reasonable num-
ber of SENSE and SCORE errors.
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2 Curriculum Learning for Adaptation

Weinshall and Cohen (2018) provide guidelines
for curriculum learning: “A practical curriculum
learning method should address two main ques-
tions: how to rank the training examples, and how
to modify the sampling procedure based on this
ranking.” For domain adaptation we choose to esti-
mate the difficulty of a training sample based on its
distance to the in-domain data, which can be quan-
tified by existing data selection methods (Section
2.1). For the sampling procedure, we adopt a prob-
abilistic curriculum training (CL) strategy that
takes advantage of the spirit of curriculum learn-
ing in a nondeterministic fashion without discard-
ing the good practice of original standard training
policy, like bucketing and mini-batching.

2.1 Domain Similarity Scoring
We adopt similarity metrics from prior work on
data selection to score examples for curriculum
learning. Let I be an in-domain corpus, and N
be a unlabeled-domain data set. Data selection
models rank sentences inN according to a domain
similarity measure with respect to I , and choose
top n samples from N by a cut-off threshold for
further training purpose. We examine two data
selection methods, Moore-Lewis method (Moore
and Lewis, 2010) and cynical data selection
(Axelrod, 2017).

Moore-Lewis Method Each sentence s in N is
assigned a cross-entropy difference score,

HI(s)−HN (s), (1)

where HI(s) is the per-word cross-entropy of
s according to a language model trained on I ,
and HN (s) is the per-word cross-entropy of
s according to a language model trained on a
random sample of N with roughly the same size
as I . A lower cross-entropy difference indicates
that s is more like the in-domain data and less like
the unlabeled-domain data.

Cynical Data Selection Iteratively select sentence
s from N to construct a training corpus that would
approximately model I . At each iteration, each
sentence is scored by the expected cross-entropy
change from adding it to the already selected sub-
set of N . The selected sentence is the one which
most decreases Hn, the cross-entropy between
previously selected n-sentence corpus and I .

2.2 Curriculum Learning Training Strategy

We identify two general types of curriculum
learning strategy. The deterministic curriculum
(c.f. Kocmi and Bojar (2017)) trains on a fixed or-
der of samples based on their scores (e.g. “easy-
to-hard” or “more similar to less”). While simple
to motivate, this may not always perform well be-
cause neural methods benefit from randomization
in the minibatches and multiple epochs. In con-
trast, the probabilistic curriculum (Bengio et al.,
2009) works by dividing the training procedure
into distinct phases. Each phase creates a random
sample from the entire pool of data, but earlier
phases sample the “easier” or “more similar” sen-
tence with higher probability.. Since each phase
can be viewed as creating a new training dataset,
all the well-tested tricks of the trade for neural net-
work optimization can be employed.

In this paper, we use the same probabilistic cur-
riculum strategy and code base1 as Zhang et al.
(2018). The main difference here is the applica-
tion to domain adaptation. The proposed strategy
is summarized as follows:

• Sentences are first ranked by similarity scores
and then distributed evenly into shards, such
that each shard contains samples with similar
similarity criteria values.
• The training process is segmented into con-

secutive phases, where only a subset of
shards are available for training.
• During the first phase, only the easiest shard

is presented. When moving to the next phase,
the training set will be increased by adding
the second easiest shard into it, and so on.
Easy shards are those that are more similar
to the in-domain data, as quantified by either
Moore-Lewis or Cynical Data Selection.
• The presentation order of samples is not de-

terministic. (1) Shards within one curriculum
phase are shuffled, so they are not necessar-
ily visited by the order of similarity level dur-
ing this phase. (2) Samples within one shard
are bucketed by length and batches are drawn
randomly from buckets.

1https://github.com/kevinduh/
sockeye-recipes/tree/master/egs/
curriculum
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3 Experiments and Results

We evaluate on four domain adaptation tasks. The
code base is provided to ensure reproducibility.2

3.1 Data and Setup
General Domain Data We have two general
domain datasets, Russian-English (ru) and
German-English (de). Both are a concatenation
of OpenSubtitles2018 (Lison and Tiedemann,
2016) and WMT 2017 (Bojar et al., 2017), which
contains data from several domains, e.g. par-
liamentary proceedings (Europarl, UN Parallel
Corpus), political/economic news (news com-
mentary, Rapid corpus), and web-crawled parallel
corpus (Common Crawl, Yandex, Wikipedia
titles). We performed sentence length filtering (up
to 80 words) after tokenization, ending up with 28
million sentence pairs for German and 51 million
sentence pairs for Russian.

In-domain Data We evaluate our proposed meth-
ods on two distinct domains per language pair:
• TED talks: data-split from Duh (2018).
• Patents: from the World International

Property Organization COPPA-V2 dataset
(Junczys-Dowmunt et al., 2016).

We randomly sample 15k parallel sentences
from the original corpora as our in-domain
bitext.3 We also have around 2k sentences of de-
velopment and test data for TED and 3k for patent.

Unlabeled-domain Data For additional
unlabeled-domain data, we use web-crawled
bitext from the Paracrawl project.4 We filter the
data using the Zipporah cleaning tool (Xu and
Koehn, 2017), with a threshold score of 1. After
filtering, we have around 13.6 million Paracrawl
sentences available for German-English and
3.7 million Paracrawl sentences available for
Russian-English. Using different data selection
methods, we include up to the 4096k and 2048k
sentence-pairs for our German and Russian
experiments, respectively.

Data Preprocessing All datasets are tokenized
using the Moses (Koehn et al., 2007) tokenizer.
We learn byte pair encoding (BPE) segmentation

2https://github.com/kevinduh/
sockeye-recipes/tree/master/egs/
curriculum

3Appendix A explains our choice of 15k in detail.
4https://www.paracrawl.eu/

models (Sennrich et al., 2016) from general do-
main data. The BPE models are trained separately
for each language, and the number of BPE sym-
bols is set to 30k. We then apply the BPE models
to in-domain and Paracrawl data, so that the pa-
rameters of the generic model can be applied as an
initialization for continued training. Once we have
a converged generic NMT model, which is very
expensive to train, we can adapt it to different do-
mains, without building up a new vocabulary and
retraining the model.

NMT Setup Our NMT models are developed
in Sockeye5 (Hieber et al., 2017). The generic
model and continued training model are trained
with the same hyperparameters. We use the
seq2seq attention architecture (Bahdanau et al.,
2015) with 2 LSTM layers for both encoder and
decoder, and 512 hidden nodes in each layer.
The word embedding size is also set to 512. Our
models apply Adam (Kingma and Ba, 2014) as
the optimizer, with an initial learning rate 0.0003.
The learning rate is multiplied by 0.7 whenever
validation perplexity does not surpass the previous
best in 8 checkpoints.6 We use minibatches of
4096 words. Training stops when the perplexity
on the development set has not improved for 20
checkpoints (1000 updates/batches per check-
point).

Domain Similarity Scoring Setup To get simi-
larity scores, we build 5-gram language models
on the source side7 with modified Kneser-Ney
smoothing using KenLM (Heafield, 2011).

Curriculum Learning Setup The number of
batches in each curriculum phase is set to 1000.
We split the training data into 40 shards8, with
all the 15k in-domain data in the first shard, and
Paracrawl data split into the remaining 39 shards.

3.2 Experimental Comparison

Our goal is to empirically test whether the pro-
posed curriculum learning method improves trans-
lation quality in the continued training setup of

5github.com/awslabs/sockeye
6The Adam optimizer for continued training model is ini-

tialized without reloading from the trained generic model.
7Appendix D also shows the effect of using language

models built from target side and both sides.
8After experimenting with various values from 5 to 100

(Appendix B), we found best performance can be achieved at
40 shards.
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Figure 2: BLEU of adapted models using a concatenation of in-domain and varying amounts of Paracrawl data.

Figure 1. We compare two approaches to con-
tinued training: (1) the standard approach reads
batches of in-domain and selected Paracrawl in
random order; (2) the proposed curriculum learn-
ing approach reads these batches according to a
schedule. We run the comparison with two data
selection methods, leading to four systems:
• std ML: standard continued training with

Moore-Lewis scores
• CL ML: curriculum learning approach to

continued training with Moore-Lewis scores
• std CDS: standard continued training with

scores from Cynical Data Selection
• CL CDS: curriculum learning approach to

continued training with scores from Cynical
Data Selection

For reference, we show results of the generic
model (GEN), the model trained from scratch with
in-domain data (IN), the model continued trained
on in-domain data only (IN CT), and a standard
continued training model using a random subset
(rather than ML or CDS scores) of the concate-
nated in-domain and Paracrawl data (std rand).

3.3 Results

Table 1 summarizes the key results, where we con-
tinue train on 15k in-domain samples and 4096k
Paracrawl samples (for de) or 2048k Paracrawl
samples (for ru):
• The baseline BLEU scores confirm the need

TED(de) TED(ru) patent(de) patent(ru)
GEN 34.59 23.40 35.95 23.41
IN 2.53 1.76 12.09 16.81
IN CT 36.16 25.04 54.70 35.61
std rand 35.32 24.33 50.00 34.70
std ML 36.02 24.73 50.40 30.96
CL ML 38.78 26.45 52.91 34.18
∆ ML 2.76 1.72 2.51 3.22
std CDS 35.83 24.60 52.58 34.54
CL CDS 38.88 26.49 55.51 36.59
∆ CDS 3.05 1.89 2.93 2.05

Table 1: BLEU of unadapted & adapted models. ∆
shows improvement of CL over std.

for domain adaptation. Using only the 15k
in-domain samples alone (IN) is not suffi-
cient to train a strong domain specific model,
yielding BLEU scores as low as 2.53 on
TED(de) and 1.76 on TED(ru). The model
trained with a large amount of general do-
main data (GEN) is a stronger baseline, with
BLEU scores of 34.59 and 23.40.
• Standard continued training is not robust to

samples that are noisy and less similar to
in-domain. As expected, continued train-
ing on in-domain data (IN CT) improves
BLEU significantly, by up to 18.74 BLEU on
patent(de). However, when adding Paracrawl
data, the standard continued training strat-
egy (std rand, std ML, std CDS) consistently
performs worse than IN CT.
• Curriculum learning consistently improves

BLEU score. Ranking examples using
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Moore-Lewis (CL ML) and Cynical Data Se-
lection (CL CDS) improve BLEU over their
baselines (std ML and std CDS) by up to
3.22 BLEU points.

As an additional experiment, we report results
on different amounts of Paracrawl data. Fig-
ure 2 shows how the curriculum uses increasing
amounts of Paracrawl better than standard contin-
ued training. Standard continued training model
hurts BLEU when too much Paracrawl data is
added: for TED(de), there’s a 1.94 BLEU drop
when increasing CDS data from 64k to 4096k,
and for patent(de), the decrease is 2.43 BLEU. By
contrast, the curriculum learning models achieve
a BLEU score that is as good or better as the ini-
tial model, even after being trained on the most
dissimilar examples. This trend is clearest on the
patent(ru) CL ML model, where the BLEU score
consistently rises from 32.41 to 34.18.

The method used to score domain relevance
has a different impact on the TED domain (top
plots) and on the patent domain (bottom plots).
On the patent domain, which is more distant from
Paracrawl, CDS significantly outperforms ML.
Replacing ML with CDS improve BLEU from
2.18 to 4.05 BLEU points for standard models
and 2.20 to 4.25 BLEU points for curriculum
learning models. Interestingly, for patents, the
Moore-Lewis method does not beat the random
selection, even when curriculum learning is ap-
plied. For example, at 64k selected sentences for
patent(de), std rand gets 4.26 higher BLEU scores
than CL ML. By contrast on the TED domain,
which is closer to Paracrawl, the Moore-Lewis
method slightly outperforms cynical data selec-
tion. Due to these differences, we suggest trying
different data selection methods with curriculum
learning on new tasks; a potential direction for fu-
ture work may be a curriculum that considers mul-
tiple similarity scores jointly.

4 Analysis

4.1 Comparison of Curriculum Strategies

We compare our approach to other curriculum
strategies. CL reverse reverses the presenting
order of the shards, so that shards contain-
ing less similar examples will be visited first,
CL scrambled is a model that adopts the same
training schedule as CL, but no data selection
method and ranking is involved here — Paracrawl
data are evenly split and randomly assigned to
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Figure 3: Comparison of various curriculum strategies
on German-English TED corpora, where Moore-Lewis
method is applied. 9

shards; CL noshuffle is another curriculum learn-
ing model that does not shuffle shards in each cur-
riculum phase.

Results from Figure 3 show that CL outper-
forms CL reverse and CL noshuffle for 5 out of
7 cases and outperforms CL scrambled in 6 out of
7 cases. This suggests that it is beneficial to train
on examples that are closest to in-domain first and
to use a probabilistic curriculum. Analyzing the
detailed difference between CL and CL reverse
would be interesting future work. One potential
hypothesis why CL might help is that it first trains
on a low-entropy subset of the data before mov-
ing on to the whole training set, which may have
regularization effects.
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Figure 4: Learning curves for German-English TED
NMTs. Except for IN CT, the other three models all
continued trained on the concatenation of in-domain
and 1024k Paracrawl data.

9Each point represents a model trained to convergence on
the fixed amount of in-domain and ParaCrawl data whose
amount is specified by the x-axis.
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4.2 Learning Curves

Learning curves (Figure 4) further illustrate the
advantage of our method. Continued training on
in-domain data only starts from a strong initial-
ization (thanks to pre-training on large general
domain data) but heavily oscillates over training
without reaching the initial performance. This
behavior may be due to the sparsity of the TED
data: the small randomly sampled training set
may not represent the development and test data
well. Std ML shows opposite behavior to IN CT:
it starts from a lower initial performance, and
then gradually improves to a level comparable to
IN CT. Std rand behaves similarly to std ML—in
other words, uniformly sampling from Paracrawl
drags the initial performance down without help-
ing with the final performance.

Compared to all above, the curriculum learning
models start from a high initial performance, suf-
fer much less oscillation than IN CT, and gradu-
ally achieve the highest performance.10

4.3 Impact of Curriculum Learning on
Lexical Choice: S4 Analysis

How do translations improve when using curricu-
lum learning? We characterize the impact of cur-
riculum learning on lexical translation errors us-
ing the S4 taxonomy of domain change errors in-
troduced by Irvine et al. (2013) for phrase-based
machine translation: (1) SEEN: incorrect transla-
tion for a source word that has never been seen in
the training corpus; (2) SENSE: incorrect trans-
lation for a previously seen source word, whose
correct translation (sense) has never been seen in
the training corpus; (3) SCORE: a score error is
made when the source word and its correct trans-
lation are both observed in training data, but the
incorrect translation is scored higher than the cor-
rect alternative ; and (4) SEARCH: an error caused
by pruning in beam search11.

We extend this taxonomy to neural machine
translation. As the unit of S4 analysis is word
alignment between a source word and a reference
target word, we first run fast-align (Dyer et al.,
2013) to get the source-target word alignments.
After this, we follow the algorithm shown in Ap-
pendix C to give a summary of S4 errors on the
model’s translation of test set.

10When converged, IN CT does not outperform CL ML.
11We will only focus on the first three error categories in

this paper for the purpose of model comparison.

Figure 5 shows the word translation results for
the test set of German-English TED. Most of the
errors are SCORE errors, while SEEN and SENSE
errors are relatively rare. Curriculum learning
significantly improves the adapted NMT systems
at the word level — with 4096k Paracrawl data
selected by CDS, curriculum continued training
model can translate 554 more words correctly
than the standard continued training model. This
improvement mainly happens in SCORE errors:
1.75% of SCORE errors are corrected. SEEN
and SENSE errors are also reduced by 0.02% and
0.026%, respectively. But overall, CL does not
help much on SEEN errors.

4.4 Characteristics of Selected Data

We characterize the sentences chosen by different
data selection methods, to understand their effect
on adaptation as observed in Section 3.3.

Selected Sentences Overlap For each domain
in German-English, we compute the overlap
between the top n ML and CDS Paracrawl
sentences. The overlap is as low as 3.69% for
the top 64k sentences in the TED domain, and
8.43% for the patent domain. Even in the top
4096k sentences, there are still 46.25% and
65.40% different ones in TED and patent domain
respectively. See Table 2 for examples of selected
sentences.

Average Sentence Length The ML score prefers
longer sentences and is more correlated with sen-
tence length (See Figure 6) — the curve TED ML
is near linear, which might be a side-effect of
sentence-length normalization. CDS produces
sentences that better match the average sentence
length in the in-domain corpus, which was also
observed in Santamarı́a and Axelrod (2017).

Out-of-Vocabulary Words We count out-of-
vocabulary (OOV) tokens in in-domain corpus
based on the vocabulary of selected unlabeled-
domain data (Figure 7). The CDS subsets cover
in-domain vocabulary better than ML subsets
as expected, since CDS is based on vocabulary
coverage.

Unigram Distribution Distance How do unigram
relative frequencies compare in the in-domain and
selected Paracrawl data?
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Figure 5: S4 error analysis on German-English TED.
TED ML It changes the way we think; it changes the way we walk in the world; it changes our

responses; it changes our attitudes towards our current situations; it changes the way
we dress; it changes the way we do things; it changes the way we interact with people.

TED CDS But, on the other hand, this signifies that the right of self-determination, as a part of the
proletarian peace program, possesses not a “Utopian” but a revolutionary character.

patent ML The sites x, y and z can accommodate a large variety of cations with x=na+, k+, ca2+,
vacancy; y=mg2+, fe2+, al3+, fe3+, li+, mn2+ and z=al3+, mg2+ , fe3+, v3+, cr3+;
while the t site is predominantly occupied by si4+.

patent CDS To select alternative viewing methods, such as for 3d-tv.

Table 2: The top ranked sentences selected from German-English Paracrawl corpus.
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Figure 6: Average sentence length for increasing size
of Paracrawl data. This is calculated on the source side
of German-English pairs. TED IN stands for TED cor-
pus. TED ML and TED CDS represent the Paracrawl
samples selected by ML and CDS methods.
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Figure 7: Number of OOV words in the source side of
German-English target domain corpora.
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Figure 8: Hellinger distance for source side unigram
distributions of German-English corpora between in-
domain data and ML/CDS selected data.

We measure the difference of unigram distri-
butions from two corpora by Hellinger distance,
which is defined as Equation 2 when the proba-
bility distribution is discrete, where P and Q are
the unigram distributions for the source side of in-
domain and Paracrawl. V is the vocabulary size.12

HHD(P,Q) =
1√
2

√√√√
V∑

i=1

(
√
pi −

√
qi)2. (2)

From Figure 8, we can see ML can better match
the in-domain vocabulary distribution than CDS.

With respect to the OOV rate and unigram dis-
tribution, patent is more distant from the Paracrawl
data than TED is. Figure 2 suggests that CDS
dominates ML for distant domains such as Patent,
while ML can do slightly better than CDS for do-
mains that are not that distant such as TED.

5 Related Work

Curriculum learning has shown its potential to im-
prove sample efficiency for neural models (Graves
et al., 2017; Weinshall and Cohen, 2018) by guid-
ing the order of presented samples, usually from
easier-to-learn samples to difficult samples. Al-
though there is no single criterion to measure dif-
ficulty for general neural machine translation tasks
(Kocmi and Bojar, 2017; Wang et al., 2018; Zhang
et al., 2018; Kumar et al., 2019; Platanios et al.,
2019), for the domain adaptation scenario, we
measure difficulty based on the distance from in-
domain data. Compared to previous work, our ap-
plication of curriculum learning mainly focuses on
improvements on translation quality without con-
sideration of convergence speed.

12In Figure 8, for the purpose of fair comparison, each dis-
tribution is defined on the same vocabulary, consisting of the
source side vocabulary of TED, patent and Paracrawl data.

Chu and Wang (2018) surveyed recent domain
adaptation methods for NMT. In their taxonomy,
our workflow in Figure 1 can be considered a hy-
brid that uses both data-centric and model-centric
techniques due to the use of additional unlabeled-
domain data, with a modified training procedure
based for continued training.

For data-centric domain adaptation methods,
our curriculum learning approach has connections
to instance weighting. In our work, the presenta-
tion of certain examples at specific training phases
is equivalent to up-weighting those examples and
down-weight the others at that time. Weights
of similar samples and less similar ones are ad-
justed dynamically during the training of NMT
models based on the curriculum training strat-
egy. In NMT, instance weighting is usually im-
plemented by modifying the objective function
(Chen and Huang, 2016; Wang et al., 2017; Chen
et al., 2017). In statistical machine translation,
Matsoukas et al. (2009) extract features from sen-
tences to capture their domains and then use a clas-
sifier to map features to sentence weights. Foster
et al. extend this method by weighting at the level
of phrase pairs. Shah et al. (2010) use resampling
to weight corpora and alignments. Mansour and
Ney (2012) focus on sentence-level weighting for
phrase extraction. Zhou et al. (2015) weight ex-
amples based on their word distributions.

For model-centric domain adaptation methods,
our work is related to van der Wees et al. (2017).
They adopt gradual fine-tuning, which does the
opposite of our method: training starts from the
whole dataset, and the training set gradually de-
creases by removing less similar sentences. Wang
et al. (2018) use a similar approach, where the
NMT model is trained on progressively noise-
reduced data batches. However, such sched-
ules have the risk of wasting computation on
non-relevant data, especially when most of the
Paracrawl data is not similar to the target domain.

6 Conclusion

We introduced a curriculum learning approach to
adapt neural machine translation models to new
domains. Our approach first ranks unlabeled-
domain training samples based on their similarity
to in-domain data, and then adopts a probabilistic
curriculum learning strategy so that more similar
samples are used earlier and more frequently dur-
ing training.
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We show the effectiveness of our method on
four tasks. Results show that curriculum learn-
ing models can improve over the standard contin-
ued training model by up to 3.22 BLEU points and
can take better advantage of distant and noisy data.
According to our S4 analysis of lexical choice er-
rors, this improvement is mainly due to better scor-
ing of words that acquire a new SENSE or have a
different SCORE distribution in the new domain.
Our extensive empirical analysis suggests that this
approach is effective for several reasons: (1) It
provides a robust way to augment the training data
with samples that have different levels of simi-
larity to the in-domain data. Unlabeled-domain
data such as webcrawls naturally have a diverse
set of sentences, and the probabilistic curriculum
allows us to exploit as much diversity as possi-
ble. (2) It implements the intuition that samples
more similar to in-domain data are seen earlier
and more frequently; when adding a new shard
into the training set, the previously visited shards
are still used, so the model will not forget what it
just learned. (3) It builds on a strong continued
training baseline, which continues on in-domain
data. (4) The method implements best practices
that have shown to be helpful in NMT, e.g. buck-
eting, mini-batching, and data shuffling.

For future work, it would be interesting to mea-
sure how curriculum learning models perform on
the general domain test set (rather than the in-
domain test set we focus on in this work); do they
suffer more or less from catastrophic forgetting
(Goodfellow et al., 2014; Kirkpatrick et al., 2017;
Khayrallah et al., 2018; Thompson et al., 2019)?
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A In-domain Data Details

Dataset TED(de) TED(ru) patent(de) patent(ru)
#samples 151,627 180,316 821,267 28,536

Table 3: In-domain data statistics.

The total amount of the in-domain data in each
domain is summarized in Table 3. In this paper, we
uniformly sample 15k in-domain data from each
dataset. We choose the amount of 15k, which
makes up a relatively small percentage of the orig-
inal corpora, in order to evaluate the extreme case
of low-resource domain adaptation settings. Un-
der this setting, the positive effect of adding more
selected unlabeled-domain data into training cor-
pus is more obvious in terms of the performance
improvement of NMT models. Our pilot exper-
iments show that curriculum learning can scale
with more in-domain data—it consistently outper-
forms the standard training policy, but with less
improvement. This is not surprising, as when
there is enough in-domain data, continued training
on only the in-domain data can already achieve a
pretty good performance, and we do not need to
use extra unlabeled-domain data to augment it any
more, neither does curriculum learning.

B Data Sharding

We experimented with different number of shards
for curriculum learning models as shown in Figure
9. Overall, the performance shows the tendency
to first improve and then degrade as the number
of shards increases. Consider the extreme case,
where the data are all put into one shard, or there
are as many shards as samples, then it will actually
be the same as the standard continued training.

5 10 15 20 25 30 40 50 60 70 80 90 100

Number of Shards

37.5
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Figure 9: Tuning number of shards on a curriculum
learning model trained with German-English corpus
augmented by 1024k Paracrawl data.

C S4 Error Analysis Algorithm

The algorithm for getting S4 word translation error
statistics is shown in 1.

Algorithm 1 S4 Error Analysis
1: .S: The source-side sentences in test set
2: .fi: The ith unique word in a sentence
3: .Er(fi): Words aligned to fi in the reference

translation for test set
4: .Eh(fi): Words aligned to fi in the output

translation for test set
5: .Et(fi): Words aligned to fi in the reference

translation for training set
6: procedure S4ERRORCOUNTER(S,Er, Eh, Et)
7: correct←0; seen←0; sense←0; score←0
8: for s ∈ S do
9: for fi ∈ s do

10: for ej ∈ Er(fi) do
11: if ej ∈ Eh(fi) then
12: correct← correct+1
13: else
14: if fi /∈ Et then
15: seen← seen+1
16: else
17: if ej /∈ Et(fi) then
18: sense← sense+1
19: else
20: score← score+1
21: end if
22: end if
23: end if
24: end for
25: end for
26: end for
27: return correct, seen, sense, score
28: end procedure

D Bilingual Criterion

In previous experiments, we only considered the
data selection scores obtained from the source side
of the corpora. It is very likely that curriculum
learning would benefit from also taking into ac-
count the features of target side. For Moore-Lewis
score, following Axelrod et al. (2011), we sum the
scores over each side of the corpus:

[HI−src(s)−HN−src(s)]+[HI−tr(s)−HN−trg(s)].
(3)

In addition, we also conduct comparison experi-
ments using scores obtained from only the target
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side for both of the two data selection methods.
Results are shown in Figure 10.

For Moore-Lewis method, in terms of the stan-
dard models, scores collected from target side can
lead to better translation than source side scores,
and bilingual criteria is somewhere in between,
for all the sizes of Paracrawl data we experi-
mented with. But this does not map to the curricu-
lum learning models perfectly. Although CL en
achieves several impressive BLEU scores (39.35
BLEU at 512k, 39.26 BLEU at 2048k), CL de can
sometimes outperform it. And the performance of
their bilingual counterparts are unpredictable: it
can be either worse or better than both of them. At
4096k ML selected sentences, CL bi improves the
BLEU score to 39.37 BLEU, which is the best test
score among all the results we have for German-
English TED. For cynical data selection, it is ob-
vious that curriculum learning models prefer the
scores obtained from the source side of the corpus.
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Figure 10: Performance of models continued trained
with TED data and Paracrawl data, ranked by their sim-
ilarity scores collected from the source side (de) or the
target side (en) or both sides (bi) of the sentence pairs.

E Perplexity Selection

In Section 3.3, we train models with Paracrawl
data of different sizes, only after the training is
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Figure 11: Perplexity of selected data evaluated on the
language model learned from in-domain corpus.

finished and we get the decoding results of those
NMT systems, as shown in Figure 2, can we know
which size should be the best choice. Moore and
Lewis (2010) proposed a method that can deter-
mine the count cut-offs of the selected data be-
forehand, so that a lot of time and computation
will be saved. In their work, the optimal selec-
tion threshold is determined by the perplexity of
in-domain set evaluated on the language models
trained on the different-size selected subsets. We
name this method as perplexity selection and we
are curious whether it is effective in the NMT set-
tings. Unfortunately, the best thresholds elected
by this method (Figure 11) are inconsistent with
the cutoffs that achieve high BLEU scores in Fig-
ure 2. We can then conclude that perplexity selec-
tion may not be an appropriate way to determine
the optimal amount of unlabeled-domain data to
use for NMT models.

However, if computational resources are lim-
ited, according to the experiment results (Figure
2) in our work, we recommend 1024k as the first
choice for cutoffs on ranked unlabeled-domain
data, for NMT domain adaptation models trained
with curriculum learning strategy.

1915



Proceedings of NAACL-HLT 2019, pages 1916–1920
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Improving Robustness of Machine Translation with Synthetic Noise

Vaibhav∗, Sumeet Singh∗, Craig Stewart∗, Graham Neubig
Language Technologies Institute

School of Computer Science
Carnegie Mellon University

{vvaibhav,sumeets,cas1, gneubig}@cs.cmu.edu

Abstract

Modern Machine Translation (MT) systems
perform remarkably well on clean, in-domain
text. However most human generated text,
particularly in the realm of social media, is
full of typos, slang, dialect, idiolect and other
noise which can have a disastrous impact on
the accuracy of MT. In this paper we propose
methods to enhance the robustness of MT sys-
tems by emulating naturally occurring noise
in otherwise clean data. Synthesizing noise in
this manner we are ultimately able to make a
vanilla MT system more resilient to naturally
occurring noise, partially mitigating loss in ac-
curacy resulting therefrom 1.

1 Introduction

Machine Translation (MT) systems have been
shown to exhibit severely degraded performance
when required to translate of out-of-domain or
noisy data (Luong and Manning, 2015; Sakaguchi
et al., 2016; Belinkov and Bisk, 2017). This
is particularly pronounced when systems trained
on clean, formalized parallel data such as Eu-
roparl (Koehn, 2005), are tasked with translation
of unedited, human generated text such as is com-
mon in domains such as social media, where ac-
curate translation is becoming of widespread rele-
vance (Michel and Neubig, 2018).

Improving the robustness of MT systems to nat-
urally occurring noise presents an important and
interesting task. Recent work on MT robustness
(Belinkov and Bisk, 2017) has demonstrated the
need to build or adapt systems that are resilient to
such noise. We approach the problem of adapt-
ing to noisy data aiming to answer two primary
research questions:

∗ These authors contributed equally
1Code available at https://github.com/

MysteryVaibhav/robust_mtnt

1. Can we artificially synthesize the types of
noise common to social media text in other-
wise clean data?

2. Are we able to improve the performance of
vanilla MT systems on noisy data by leverag-
ing artificially generated noise?

In this work we present two primary meth-
ods of synthesizing natural noise, in accordance
with the types of noise identified in prior work
as naturally occurring in internet and social me-
dia based text (Eisenstein, 2013; Michel and Neu-
big, 2018). Specifically, we introduce a synthetic
noise induction model which heuristically intro-
duces types of noise unique to social media text
and labeled back translation (Sennrich et al.,
2015a), a data-driven method to emulate target
noise.

We present a series of experiments based on the
Machine Translation of Noisy Text (MTNT) data
set (Michel and Neubig, 2018) through which we
demonstrate improved resilience of a vanilla MT
system by adaptation using artificially noised data.

2 Related Work

Szegedy et al. (2013) demonstrate the fragility of
neural networks to noisy input. This fragility has
been shown to extend to MT systems (Belinkov
and Bisk, 2017; Khayrallah and Koehn, 2018)
where both artificial and natural noise are shown
to negatively affect performance.

Human generated text on the internet and so-
cial media are a particularly rich source of nat-
ural noise (Eisenstein, 2013; Baldwin et al.,
2015) which causes pronounced problems for MT
(Michel and Neubig, 2018).

Robustness to noise in MT can be treated as a
domain adaptation problem (Koehn and Knowles,
2017) and several attempts have been made to

1916



handle noise from this perspective. Notable ap-
proaches (Li et al., 2010; Axelrod et al., 2011) in-
clude training on varying amounts of data from the
target domain. Luong and Manning (2015) sug-
gest the use of fine-tuning on varying amounts of
target domain data, and Barone et al. (2017) note
a logarithmic relationship between the amount of
data used in fine-tuning and the relative success of
MT models.

Other approaches to domain adaptation in-
clude weighting of domains in the system objec-
tive function (Wang et al., 2017) and specifically
curated datasets for adaptation (Blodgett et al.,
2017). Kobus et al. (2016) introduce a method of
domain tagging to assist neural models in differ-
entiating domains. Whilst the above approaches
have shown success in specifically adapting across
domains, we contend that adaptation to noise is a
nuanced task and treating the problem as a simple
domain adaptation task may fail to fully account
for the varied types of noise that can occur in in-
ternet and social media text.

Experiments that specifically handle noise in-
clude text normalization approaches (Baldwin
et al., 2015) and (most relevant to our work) the
artificial induction of noise in otherwise clean data
(Sperber et al., 2017; Belinkov and Bisk, 2017).

3 Data

To date, work in the adaptation of MT to natu-
ral noise has been restricted by a lack of avail-
able parallel data. Michel and Neubig (2018) re-
cently introduced a new data set of noisy social
media content and demonstrate the success of fine-
tuning which we leverage in the current work.
The dataset consists of naturally noisy data from
social media sources in both English-French and
English-Japanese pairs.

In our experimentation we utilize the subset of
the data for English to French which contains data
scraped from Reddit2. The data set contains train-
ing, validation and test data. The training data is
used in fine-tuning of our model as outlined be-
low. All results are reported on the MTNT test
set for French-English. We additionally use other
datasets including Europarl (EP) (Koehn, 2005)
and TED talks (TED) (Ye et al., 2018) for train-
ing our models as described in §5.

2www.reddit.com

Training Data # Sentences Pruned Size

Europarl (EP) 2,007,723 1,859,898
Ted talk (TED) 192,304 181,582

Noisy Text (MTNT) 19,161 18,112

Table 1: Statistics about different datasets used in our
experiments. We prune each dataset to retain sentences
with length ≤ 50.

4 Baseline Model

Our baseline MT model architecture consists of a
bidirectional Long Short-Term Memory (LSTM)
network encoder-decoder model with two layers.
The hidden and embedding sizes are set to 256
and 512, respectively. We also employ weight-
tying (Press and Wolf, 2016) between the embed-
ding layer and projection layer of the decoder.

For expediency and convenience of experimen-
tation we have chosen to deploy a smaller, faster
variant of the model used in Michel and Neubig
(2018), which allows us to provide comparative
results across a variety of settings. Other model
parameters reflect the implementation outlined in
Michel and Neubig (2018).

In all experimental settings we employ Byte-
Pair Encoding (BPE) (Sennrich et al., 2015b) us-
ing SentencePiece3.

5 Experimental Approaches

We propose two primary approaches to increasing
the resilience of our baseline model to the MTNT
data, outlined as follows:

5.1 Synthetic Noise Induction (SNI)

For this method, we inject artificial noise in the
clean data according to the distribution of types of
noise in MTNT specified in Michel and Neubig
(2018). For every token we choose to introduce
the different types of noise with some probabil-
ity on both French and English sides in 100k sen-
tences of EP. Specifically, we fix the probabilities
of error types as follows: spelling (0.04), profanity
(0.007), grammar (0.015) and emoticons (0.002).
To simulate spelling errors, we randomly add or
drop a character in a given word. For grammar er-
ror and profanity, we randomly select and insert a
stop word or an expletive and its translation on ei-
ther side. Similarly for emoticons, we randomly

3https://github.com/google/
sentencepiece
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Figure 1: Pipeline for injecting noise through back translation. For demostration purposes we show the process in
an English sentence but in experiments, we use French sentences as input.

select an emoticon and insert it on both sides. Al-
gorithm 1 elaborates on this procedure.

Algorithm 1 Synthetic Noise Induction

Inputs:[(p1, η1), (p2, η2) · · · (pk, ηk)] . pairs of

noise probabilities and noise functions

procedure ADD NOISE(fr, en)
o = 1−∑i pi . probability of keeping original

D = [o, p1, p2, · · · , pk] . Discrete densities

j ← SELECT INDEX(DRAW(D)) . noise

type

if j 6= 0 then . not original

(fr, en)← ηj(fr, en) . add noise to

words

return fr, en

5.2 Noise Generation Through
Back-Translation

We further propose two experimental methods
to inject noise into clean data using the back-
translation technique (Sennrich et al., 2015a).

5.2.1 Un-tagged Back-Translation (UBT)
We first train both our baseline model for fr-en and
an en-fr model using TED and MTNT. We subse-
quently take 100k French sentences from EP and
generate a noisy version thereof by passing them
sequentially through the trained models as shown
in Figure 1. The resulting translation will be in-
herently noisy as a result of imperfect translation
of the intervening MT system.

5.2.2 Tagged Back-Translation (TBT)
The intuition behind this method is to generate
noise in clean data whilst leveraging the particu-
lar style of the intermediate corpus. Both mod-
els are trained using TED and MTNT as in the
preceding setting, save that we additionally ap-
pend a tag in front on every sentence while train-
ing to indicate the origin data set of each sentence
(Kobus et al., 2016). For generating the noisy ver-
sion of 100k French sentences from EP, we append

Training data BLEU

Baselines

Baseline Europarl (EP) 14.42
+ FT w/ MTNT-train-10k 22.49
+ FT w/ MTNT-train-20k 23.74

Baseline FT w/ TED-100k 10.92
+ FT w/ MTNT-train-20k 24.10

Synthetic Noise Induction

Baseline FT w/ EP-100k-SNI 13.53
+ FT w/ MTNT-train-10k 22.67
+ FT w/ MTNT-train-20k 25.05

Un-tagged Back Translation

Baseline FT w/ EP-100k-UBT 18.71
+ FT w/ MTNT-train-10k 22.75
+ FT w/ MTNT-train-20k 24.84

Tagged Back Translation

Baseline FT w/ EP-100k-TBT 20.49
+ FT w/ MTNT-train-10k 23.89
+ FT w/ MTNT-train-20k 25.75

Table 2: BLEU scores are reported on MTNT test set.
MTNT valid set is used for fine-tuning in all the exper-
iments. + FT denotes fine-tuning of the Baseline model
of that particular sub-table, being continued training for
30 epochs or until convergence.

MTNT tag in front of the sentences before passing
them through the pipeline shown in Figure 1.

6 Results

We present quantitative results of our experiments
in Table 2. Of specific note is the apparent corre-
lation between the amount of in-domain training
data and the resulting BLEU score. The tagged
back-translation technique produces the most pro-
nounced increase in BLEU score of +6.07 points
(14.42 −→ 20.49). This represents a particularly
significant result given that we do not fine-tune the
baseline model on in-domain data, attributing this
gain to the quality of the noise generated.

The results for all our proposed experimental
methods further imply that out-of-domain clean
data can be leveraged to make the existing MT
models robust on a noisy dataset. However, sim-
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Systems Output

REFERENCE > And yes, I am an idiot with a telephone in usb-c... F*** that’s annoying, I had to invest in new cables when I changed phones.
Baseline (trained on EP) And yes, I am an eelot with a phone in the factory ... P***** to do so, I have invested in new words when I have changed telephone.
FT w/ MTNT-train-20k > And yes, I am an idiot with a phone in Ub-c. Sh**, it’s annoying that, I have to invest in new cable when I changed a phone.
FT w/ EP-100k-TBT - And yes, I’m an idiot with a phone in the factory... Puard is annoying that, I have to invest in new cables when I changed phone.
FT w/ EP-100k-TBT > And yes, I am an idiot with a phone in USb-c... Sh** is annoying that, I have to invest in new cables when I changed a phone.

+ MTNT-train-20k

Table 3: Output comparison of decoded sentences across different models. Profane words are censored.

Figure 2: The impact of varying the amount of Syn-
thetic Noise Induction on BLEU.

ply using clean data is not that beneficial as can be
seen from the experiment involving FT Baseline
w/ TED-100k.

We further present analysis of both methods in-
troduced above. Figure 2 illustrates the relative
effect of varying the level of SNI on the BLEU
score as evaluated on the newsdiscuss20154 dev
set, which is a clean dataset. From this we note
that the relationship between the amount of noise
and the effect on BLEU score appears to be lin-
ear. We also note that the most negative effect is
obtained by including profanity. Our current ap-
proach involves inserting expletives, spelling and
grammatical errors at random positions in a given
sentence. However we note that our approach
might under-represent the nuanced linguistic us-
age of expletives in natural text, which may result
in its above-mentioned effect on accuracy.

Table 3 shows the decoded output produced by
different models. We find that the output produced
by our best model is reasonably successful at imi-
tating the language and style of the reference. The
output of Baseline + FT w/ EP-100k-TBT is far
superior than that of Baseline, which highlights
the quality of obtained back translated noisy EP
through our tagging method.

We also consider the effect of varying the

4http://www.statmt.org/wmt15/test.tgz

Systems Output

REFERENCE Voluntary or not because politicians are *very*
friendly with large businesses.

FT w/ EP-100k-TBT Whether it’s voluntarily, or invoiseally because
the fonts are *èsn* friends with the big companies.

FT w/ EP-100k-TBT Whether it’s voluntarily, or invokes because the
+ MTNT-train-10k politics are *rès* friends with big companies.

FT w/ EP-100k-TBT Whether it’s voluntarily, or invisible because the
+ MTNT-train-20k politics are *very* friends with big companies.

Table 4: Output comparison of decoded sentences for
different amounts of supervision.

amount of supervision which is added for fine-
tuning the model. From Table 4 we note that
the Baseline + FT w/ EP-100k-TBT model al-
ready produces a reasonable translation for the in-
put sentence. However, if we further fine-tune the
model using only 10k MTNT data, we note that
the model still struggles with generation of *very*.
This error dissipates if we use 20k MTNT data for
fine-tuning. These represent small nuances which
the model learns to capture with increasing super-
vision.

To better understand the performance difference
between UBT and TBT, we evaluate the noised EP
data. Figure 1 shows an example where we can
clearly see that the style of translation obtained
from TBT is very informal as opposed to the out-
put generated by UBT. Both the outputs are noisy
and different from the input but since the TBT
method enforces the style of MTNT, the resulting
output is perceptibly closer in style to the MTNT
equivalent. This difference results in a gain of 0.9
BLEU of TBT over UBT.

7 Conclusion

This paper introduced two methods of improving
the resilience of vanilla MT systems to noise oc-
curring in internet and social media text: a method
of emulating specific types of noise and the use of
back-translation to create artificial noise. Both of
these methods are shown to increase system accu-
racy when used in fine-tuning without the need for
the training of a new system and for large amounts
of naturally noisy parallel data.
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Abstract

Neural Networks trained with gradient descent
are known to be susceptible to catastrophic
forgetting caused by parameter shift during the
training process. In the context of Neural Ma-
chine Translation (NMT) this results in poor
performance on heterogeneous datasets and on
sub-tasks like rare phrase translation. On the
other hand, non-parametric approaches are im-
mune to forgetting, perfectly complementing
the generalization ability of NMT. However,
attempts to combine non-parametric or re-
trieval based approaches with NMT have only
been successful on narrow domains, possibly
due to over-reliance on sentence level retrieval.
We propose a novel n-gram level retrieval ap-
proach that relies on local phrase level simi-
larities, allowing us to retrieve neighbors that
are useful for translation even when overall
sentence similarity is low. We complement
this with an expressive neural network, al-
lowing our model to extract information from
the noisy retrieved context. We evaluate our
semi-parametric NMT approach on a hetero-
geneous dataset composed of WMT, IWSLT,
JRC-Acquis and OpenSubtitles, and demon-
strate gains on all 4 evaluation sets. The semi-
parametric nature of our approach opens the
door for non-parametric domain adaptation,
demonstrating strong inference-time adapta-
tion performance on new domains without the
need for any parameter updates.

1 Introduction

Over the last few years, neural sequence to se-
quence models (Sutskever et al., 2014; Bahdanau
et al., 2015; Cho et al., 2014) have revolution-
ized the field of machine translation by signif-
icantly improving translation quality over their
phrase based counterparts (Sennrich et al., 2015;
Wu et al., 2016; Zhou et al., 2016). With more
gains arising from continued research on new neu-
ral network architectures and accompanying train-

ing techniques (Vaswani et al., 2017; Gehring
et al., 2017; Chen et al., 2018), NMT researchers,
both in industry and academia, have doubled down
on their ability to train high capacity models on
large corpora with gradient based optimization.

However, despite huge improvements in overall
translation quality NMT has shown some glaring
weaknesses, including idiom processing, and rare
word or phrase translation (Koehn and Knowles,
2017; Isabelle et al., 2017; Lee et al., 2018) -
tasks that should be easy if the model could re-
tain learned information from individual training
examples. NMT has also been shown to per-
form poorly when dealing with multi-domain data
(Farajian et al., 2017a). This ‘catastrophic for-
getting’ problem has been well-studied in tradi-
tional neural network literature, caused by param-
eter shift during the training process (McCloskey
and Cohen, 1989; Santoro et al., 2016). Non-
parametric methods, on the other hand, are re-
sistant to forgetting but are prone to over-fitting
due to their reliance on individual training exam-
ples. We focus on a non-parametric extension to
NMT, hoping to combine the generalization abil-
ity of neural networks with the eidetic memory
of non-parametric methods. Given a translation
query, we rely on an external retrieval mechanism
to find similar source-target instances in the train-
ing corpus, which are then utilized by the model.

There has been some work on semi-parametric
NMT (Gu et al., 2017; Zhang et al., 2018b; Cao
and Xiong, 2018), but its effectiveness has been
confined to narrow domain datasets. Existing ap-
proaches have relied on sentence level similarity
metrics for retrieval, which works well for do-
mains with high train-test overlap, but fails to re-
trieve useful candidates for broad domains. Even
if we could find training instances with overlap-
ping phrases it’s likely that the information in most
retrieved source-target pairs is noise for the pur-
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pose of translating the current query.
To retrieve useful candidates when sentence

similarity is low, we use n-gram retrieval instead
of sentence retrieval. This results in neighbors
which have high local overlap with the source sen-
tence, even if they are significantly different in
terms of overall sentence similarity. This is in-
tuitively similar to utilizing information from a
phrase table (Koehn et al., 2003) within NMT
(Dahlmann et al., 2017), without losing the global
context lost when constructing the phrase table.
We also propose another simple extension using
dense vectors for n-gram retrieval which allows us
to exploit similarities beyond lexical overlap.

To effectively extract the signal from the noisy
retrieved neighbors, we develop an extension of
the approach proposed in (Cao and Xiong, 2018).
While (Cao and Xiong, 2018) encode the retrieved
targets without any context, we incorporate in-
formation from the current and retrieved sources
while encoding the retrieved target, in order to dis-
tinguish useful information from noise.

We evaluate our semi-parametric NMT ap-
proach on two tasks.

• We evaluate our approach on a multi-domain
English-French corpus constructed from nar-
row domain datasets like JRC-Acquis (Stein-
berger et al., 2006; Tiedemann) and Open-
Subtitles (Tiedemann, 2009)1, and the stan-
dard IWSLT and WMT bilingual corpora, as
described in Sections 3 and 4. Our results, for
the first time, indicate that semi-parametric
NMT can be beneficial beyond narrow do-
main tasks, demonstrating gains of around
0.5 BLEU on WMT, and huge gains rang-
ing from 2-10 BLEU points on IWSLT, JRC-
Acquis and OpenSubtitles, when compared
to a strong sequence to sequence baseline.

• The semi-parametric nature of our model en-
ables non-parametric inference-time adapta-
tion to new datasets, without the need for
any parameter updates. When trained on
WMT and evaluated on the other datasets,
our model out-performs fine-tuning based
adaptation (Luong and Manning, 2015) on
JRC-Acquis and OpenSubtitles, and signif-
icantly improves performance over the non-
adapted model on IWSLT.

1http://www.opensubtitles.org/

2 Semi-parametric NMT

Standard approaches for Neural Machine Trans-
lation rely on seq2seq architectures (Sutskever
et al., 2014; Bahdanau et al., 2015), where given
a source sequence X = {x1, x2, . . . xT x} and
a target sequence Y = {y1, y2, . . . yT y}, the
goal is to model the probability distribution,
p(yt|X, y1, . . . yt−1).

Semi-parametric NMT (Dahlmann et al., 2017;
Gu et al., 2017) approaches this learning prob-
lem with a different formulation, by modeling
p(yt|X, y1, . . . yt−1,ΦX) instead, where ΦX =
{(X1, Y 1) . . . (XN , Y N )} is the set of sentence
pairs where the source sentence is a neighbor of
X , retrieved from the training corpus using some
similarity metric. This relies on a two step ap-
proach - the retrieval stage finds training instances,
(Xi, Y i), similar to the source sentenceX , and the
translation stage generates the target sequence Y
given X and ΦX . We follow this setup, proposing
improvements to both stages in order to enhance
the applicability of semi-parametric NMT to more
general translation tasks.

2.1 Retrieval Approaches

Existing approaches have proposed using off the
shelf search engines for the retrieval stage. How-
ever, our objective differs from traditional infor-
mation retrieval, since the goal of retrieval in semi-
parametric NMT is to find neighbors which might
improve translation performance, which might not
correlate with maximizing sentence similarity.

Our baseline strategy relies on a sentence level
similarity score, similar to those used for standard
information retrieval tasks (Robertson, 2004). We
compare this against finer-grained n-gram retrieval
using the same similarity metric. We also propose
a dense vector based n-gram retrieval strategy, us-
ing representations extracted from a pre-trained
NMT model.

2.1.1 IDF Based Sentence Retrieval

Our baseline approach relies on a simple inverse
document frequency (IDF) based similarity score.
We define the IDF score of any token, t, as ft =

log(‖C‖nt ), where ‖C‖ is the number of sentence
pairs in training corpus and nt is the number of
sentences t occurs in. Let any two sentence pairs
in the corpus be (Xi, Y i) and (Xj , Y j). Then
we define the similarity between (Xi, Y i) and
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(Xj , Y j) by,

sim(Xi, Xj) = 2×Σt∈(Xi∩Xj)ft−Σt∈(Xi∪Xj)ft
(1)

For every sentence in the training, dev and test cor-
pora, we find the N most similar training sentence
pairs and provide them as context to NMT.

2.1.2 IDF Based N-Gram Retrieval
Motivated by phrase based SMT, we retrieve
neighbors which have high local, sub-sentence
level overlap with the source sentence. We adapt
our approach to retrieve n-grams instead of sen-
tences. We note that the similarity metric defined
above for sentences is equally applicable for n-
gram retrieval.

Let X = (t1, ...tT ) be a sentence. Then the set
of all possible n-grams of X, for a given n, can be
defined as SnX = {(ti, ...ti+n)∀ 1 ≤ i ≤ T} (also
including padding at the end). To reduce the num-
ber of n-grams used to represent every sentence,
we define the reduced set of n-grams for X to be
ŜnX = {(ti, ...ti+n) ∀ 1 ≤ i ≤ T, i mod n

2 = 1}.
We represent every sentence by their reduced n-

gram set. For every n-gram in ŜnX , we find the
closest n-gram in the training set using the IDF
similarity defined above. For each retrieved n-
gram we find the corresponding sentence (In case
an n-gram is present in multiple sentences, we
choose one randomly). The set of neighbors of
X is then the set of all sentences in the training
corpus that contain an n-gram that maximizes the
n-gram similarity with any n-gram in ŜnX .

To capture phrases of different lengths we use
multiple n-gram widths, n. In case a sentence has
already been added to the retrieved set, we find the
next most similar sentence to avoid having dupli-
cates. The number of neighbors retrieved for each
source sentence is proportional to its length.

2.1.3 Dense Vector Based N-Gram Retrieval
We also extend our n-gram retrieval strategy with
dense vector based n-gram representations. The
objective behind using a dense vector based ap-
proach is to incorporate information relevant to the
translation task in the retrieval stage. We use a pre-
trained Transformer Base (Vaswani et al., 2017)
encoder trained on WMT to generate sub-word
level dense representations for the sentence. The
representation for each n-gram is now defined to
be the mean of the representations of all its con-
stituent sub-words. We use the L2 distance of

n-gram representations as the retrieval criterion.
Note that we use a sub-word level decomposition
of sentences for dense retrieval, as compared to
word-level for IDF based retrieval (i.e., n-grams
are composed of sub-words instead of words).

Following the approach described for IDF based
n-gram retrieval, we use multiple values of n, and
remove duplicate neighbors while creating the re-
trieved set.

Figure 1: Architecture of the Conditional Source Tar-
get Memory. The retrieved targets, Y i, are encoded in
a transformer encoder, incorporating the attention con-
text from the retrieved sources, Xi. In turn, the re-
trieved sources, Xi, are encoded while incorporating
context from the current translation source, X .

2.2 NMT with Context Retrieval

To incorporate the retrieved neighbors, ΦX , within
the NMT model, we first encode them using
Transformer layers, as described in subsection
2.2.1. This encoded memory is then used within
the decoder via an attention mechanism, as de-
scribed in subsection 2.2.2.

2.2.1 Conditional Source Target Memory
We now describe how each retrieved translation
pair, (Xi, Y i), is encoded. This architecture is il-
lustrated in Figure 1.

• We first encode the retrieved source, Xi, in a
Transformer layer. Apart from self-attention,
we incorporate information from the encoder
representation of the current source,X , using
decoder style cross-attention.
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Figure 2: Architecture of the gated attention mechanism used in the multi-source transformer decoder.

• The retrieved target, Y i, is encoded in a sim-
ilar manner, attending the encoded represen-
tation of Xi generated in the previous step.

The encoded representations for all targets,
{Y i, 1 ≤ i ≤ N}, are then concatenated along
the time axis to form the Conditional Source Tar-
get Memory (CSTM).

2.2.2 Gated Multi-Source Attention
We use gated multi-source attention to combine
the context from the source encoder representa-
tions and the CSTM. This is similar to the gated
attention employed by (Cao and Xiong, 2018). We
use a Transformer based decoder that attends to
both, the encoder outputs and the CSTM, in ev-
ery cross-attention layer. The rest of the decoder
architecture remains unchanged.

Let the context vectors obtained by applying
multi-head attention to the source and memory,
with query qt be cst and cmt respectively. Then the
gated context vector, ct, is given by,

gt = σ(Wgsc
s
t +Wgmc

m
t ) (2)

ct = gt ∗ cst + (1− gt) ∗ cmt (3)

where gt is the scalar gating variable at time-step t,
and Wgs and Wgm are learned parameters. These
steps are illustrated in Figure 2.

3 Experiments

3.1 Data and Evaluation
We compare the performance of a standard Trans-
former Base model and our semi-parametric NMT
approach on an English-French translation task.

We create a new heterogeneous dataset, con-
structed from a combination of the WMT train-
ing set (36M pairs), the IWSLT bilingual corpus
(237k pairs), JRC-Acquis (797k pairs)2 and Open-
Subtitles (33M pairs)3. For WMT, we use new-
stest 13 for validation and newstest 14 for test.
For IWSLT, we use a combination of the test cor-
pora from 2012-14 for validation and test 2015 for
eval. For OpenSubtitles and JRC-Acquis, we cre-
ate our own splits for validation and test, since
no benchmark split is publicly available. After
deduping, the JRC-Acquis test and validation set
contain 6574 and 5121 sentence pairs respectively.
The OpenSubtitles test and validation sets contain
3975 and 3488 pairs. For multi-domain training,
the validation set is a concatenation of the four in-
dividual validation sets.

All datasets are tokenized with the Moses tok-
enizer (Koehn et al., 2007) and mixed without any
sampling. We use a shared vocabulary Sentence-
Piece Model (Kudo and Richardson, 2018) for
sub-word tokenization, with a vocabulary size
of 32000 tokens. We train each model for 1M
steps, and choose the best checkpoint from the last
5 checkpoints based on validation performance.
BLEU scores are computed with tokenized true-
cased output and references with multi-bleu.perl
from Moses.

For IDF based sentence retrieval, for each sen-
tence in the training, dev and test corpus, we use
N = 10 neighbors per example during both, train-
ing and evaluation. For the N-Gram level re-
trieval strategies, we used N = 10 neighbors dur-

2From http://opus.nlpl.eu/JRC-Acquis.php
3From http://opus.nlpl.eu/OpenSubtitles.php
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Model Data newstest 14 IWSLT 2015 OpenSub JRC-Acquis
TransformerBase Multi Domain (MD) 41.92 43.17 26.67 56.19
+ CSTM MD + IDF Sentence 40.89 42.35 28.25 65.38
+ CSTM MD + IDF N-Gram 41.92 45.09 28.74 66.39
+ CSTM MD + Dense N-Gram 42.41 45.02 29.06 66.92

Table 1: Comparison of test translation quality (BLEU) with different retrieval strategies. Multi-domain is a con-
catenation of all 4 datasets. IDF Sentence, IDF-NGram and Dense N-Gram correspond to multi-domain datasets
constructed with the different retrieval strategies.

source ‘The top copy of the passenger waybill shall be kept on the bus or coach
throughout the journey to which it refers .’

neighbor source ‘The top copy of the journey form shall be kept on the vehicle during the whole
of the journey to which it refers .’

baseline translation ‘La copie supérieure de la lettre de transport de voyageurs doit être conservée
dans l’ autobus ou l’ autocar tout au long du voyage auquel elle se rapporte .’

neighbor target ‘L’ original de la feuille de route doit se trouver à bord du véhicule pendant
toute la durée du voyage pour lequel elle a été établie .’

translation ‘L’ original de la feuille de route doit se trouver à bord de l’ autobus ou de l’
autocar pendant toute la durée du voyage pour lequel elle a été établie .’

reference ‘L’ original de la feuille de route doit se trouver à bord de l’ autobus ou de l’
autocar pendant toute la durée du voyage pour lequel elle a été établie .’

Table 2: A comparison of model outputs on a sample from the JRC-Acquis dataset. This model was trained
using IDF based sentence level retrieval with Conditional Source Target Memory. The different colors and text
formatting (underlined, italic, bold) represent different overlapping phrases within the model output, the retrieved
target and the reference translation.

ing training, and neighbors corresponding to all n-
grams during decoding. This was meant to limit
memory requirements and enable the model to fit
on P100s during training. We used n-gram width,
n = {6, 10, 18}, for both IDF and dense vector
based n-gram retrieval approaches. For scalabil-
ity reasons, we restricted the retrieval set to the in-
domain training corpus, i.e. neighbors for all train,
dev and test sentences in the JRC-Acquis corpus
were retrieved from the JRC-Acquis training split,
and similarly for the other datasets.

3.2 Hyper-parameters and Optimization

For our baseline model we use the standard Trans-
former Base model (Vaswani et al., 2017). For the
semi-parametric model, all our hyper-parameters
for attention (8 attention heads), model dimen-
sions (512) and hidden dimensions (2048), includ-
ing those used in the CSTM memory are equiva-
lent to Transformer Base.

The Transformer baselines are trained on 16
GPUs, with the learning rate, warm-up schedule
and batching scheme described in (Vaswani et al.,

2017). The semi-parametric models were trained
on 32 GPUs with each replica split over 2 GPUs,
one to train the translation model and the other
for computing the CSTM. We used a conservative
learning rate schedule (3, 40K) (Chen et al., 2018)
to train the semi-parametric models.

We apply a dropout rate(Srivastava et al., 2014)
of 0.1 to all inputs, residuals, attentions and
ReLU connections in both models. We use Adam
(Kingma and Ba, 2014) to train all models, and
apply label smoothing with an uncertainty of 0.1
(Szegedy et al., 2015). In addition to the trans-
former layers, layer normalization (Ba et al., 2016)
was applied to the output of the CSTM. All mod-
els are implemented in Tensorflow-Lingvo (Shen
et al., 2019).

4 Results

We compare the test performance of a multi-
domain Transformer Base and our semi-
parametric model using dense vector based
n-gram retrieval and CSTM in Table 1. Apart
from significantly improving performance by
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source ‘Consciousness also is what makes life worth living .’
neighbor source ‘So in the last 10 years and the hope for the future , we ’ve seen the beginnings

of a science of positive psychology , a science of what makes life worth living
.’

baseline translation ‘La conscience est aussi ce qui rend la vie valable .’
neighbor target ‘Donc , depuis 10 ans , et , espérons-le , à l’ avenir nous assistons à l’

émergence d’ une science de la psychologie positive : une science qui fait
en sorte que la vie vaille la peine d’ être vécue .’

translation ‘La conscience est aussi ce qui fait que la vie vaut la peine d’ être vécue .’
reference ‘La conscience est aussi ce qui fait que la vie vaut la peine d’ être vécue .’

Table 3: A comparison of model outputs on a sample from IWSLT. This model was trained using IDF based n-gram
retrieval with Conditional Source Target Memory. N-Gram level retrieval results in finding neighbors with high
local overlap, even when the rest of the sentences are dissimilar.

source ‘I was expecting to see gnashing of teeth and a fight breaking out at the gate
.’

neighbor source ‘One could almost hear the collective gnashing of teeth in the US , especially
in the Congress .’

baseline translation ‘J’ espérais voir des dents brûlantes et une bataille éclater à la porte .’
neighbor target ‘On a presque entendre les dents grincer aux États-Unis , surtout au Congrès

.’
translation ‘Je m’ attendais à voir des grincements de dents et une bagarre éclater à la

porte .’
reference ‘Je m’ attendais à voir des grincements de dents et une bagarre éclater à la

porte .’

Table 4: A comparison of model outputs on a sample from WMT. This model was trained using IDF based n-gram
retrieval with Conditional Source Target Memory. N-Gram level retrieval results in finding neighbors with high
local overlap, even when the rest of the sentences are dissimilar.

more than 10 BLEU points on JRC-Acquis, 2-3
BLEU on OpenSubtitles and IWSLT, we notice a
moderate gain of 0.5 BLEU points on WMT 14.

4.1 Comparison of retrieval strategies

We compare the performance of all 3 retrieval
strategies in Table 1. The semi-parametric model
with sentence level retrieval out-performs the
seq2seq model by a huge margin on JRC-Acquis
and OpenSubtitles. A sample from the JRC-
Acquis dataset where the semi-parametric ap-
proach improves significantly over the neural ap-
proach is included in Table 2. We notice that there
is a lot of overlap between the source sentence
and the retrieved source, resulting in the semi-
parametric model copying large chunks from the
retrieved target. However, its performance is no-
ticeably worse on WMT and IWSLT. Based on
a manual inspection of the retrieved candidates,
we attribute these losses to retrieval failures. For

broad domain datasets like WMT and IWSLT sen-
tence retrieval fails to find good candidates.

Switching to n-gram level retrieval brings the
WMT performance close to the seq2seq approach,
and IWSLT performance to 2 BLEU points above
the baseline model. Representative examples from
IWSLT and WMT where n-gram retrieval im-
proves over sentence level retrieval can be seen in
Tables 3 and 4. Despite the majority of the re-
trieved neighbor having nothing in common with
the source sentence, n-gram retrieval is able to find
neighbors that contain local overlaps.

Using dense n-gram retrieval allows us to move
beyond lexical overlap and retrieve semantically
similar n-grams even when the actual tokens are
different. As a result, dense n-gram retrieval im-
proves performance over all our models on all 4
datasets. An illustrative example from WMT is
included in Table 5.
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source ‘The artist died last Sunday at the age of 71 .’
neighbor source ‘A former minister George Thomson passed away last week at the age of 87 .’
baseline translation ‘L’ artiste est mort dimanche dernier à l’ âge de 71 ans .’
neighbor target ‘George Thomson , ancien ministre , est décédé la semaine dernière à l’ âge

de 87 ans .’
translation ‘L’ artiste est décédé dimanche dernier à l’ âge de 71 ans .’
reference ‘L’ artiste est décédé dimanche dernier , à l’ âge de 71 ans . ’

Table 5: A comparison of model outputs on a sample from WMT. This model was trained using dense vector based
n-gram retrieval with Conditional Source Target Memory. Dense vector based n-gram retrieval allows us to find
semantically similar phrases, even when the lexical context is dissimilar.

Model newstest 14 IWSLT 2015 OpenSub JRC-Acquis
No Memory 41.92 43.17 26.67 56.19
TM 41.64 44.32 27.38 64.25
CTM 41.87 44.76 27.74 65.18
CSTM 42.41 45.02 29.06 66.92

Table 6: Comparison of test translation quality (BLEU) with different memory architectures. All models are
trained on the Dense N-Gram Multi-Domain dataset. CSTM corresponds to the proposed Conditional Source
Target Memory. CTM corresponds to Conditional Target Memory, where we ignore the retrieved sources while
encoding the retrieved targets, and directly attend the encoding of the current source, X . TM corresponds to
encoding the retrieved targets without any context.

4.2 Memory Ablation Experiments

We report the performance of the various mem-
ory ablations in Table 6. We first remove the re-
trieved sources, Xi, from the CSTM, resulting in
an architecture where the encoding of a retrieved
target, Y i, only incorporates information from the
source X , represented by the row CTM in the ta-
ble. This results in a clear drop in performance
on all datasets. We ablate further by removing the
attention to the original source X , resulting in a
slightly smaller drop in performance (represented
by TM). These experiments indicate that incorpo-
rating context from the sources significantly con-
tributes to performance, by allowing the model to
distinguish between relevant context and noise.

5 Non-Parametric Adaptation

Using a semi-parametric formulation for MT
opens up the possibility of non-parametric adap-
tation. The biggest advantage of this approach is
the possibility of training a single massively cus-
tomizable model which can be adapted to any new
dataset or document at inference time, by just up-
dating the retrieval dataset.

We evaluate our model’s performance on non-
parametric adaptation and compare it against a
fully fine-tuned model. In this setting, we train a

baseline model and a dense n-gram based semi-
parametric model on the WMT training corpus.
We only retrieve and train on examples from the
WMT corpus during training. We use the same
hyper-parameters and training approaches used for
the multi-domain experiments, as in Section 3.

The baseline model is then fine-tuned inde-
pendently on JRC-Acquis, OpenSubtitles and
IWSLT. The semi-parametric model is adapted
non-parametrically to these three datasets, without
any parameter updates. Adaptation is achieved via
the retrieval mechanism - while evaluating, we re-
trieve similar examples from their respective train-
ing datasets. To quantify headroom, we also fine-
tune our semi-parametric model on each of these
datasets.

The results for non-parametric adaptation ex-
periments are documented in Table 7. We no-
tice that the non-parametric adaptation strategy
significantly out-performs the base model on all
4 datasets. More importantly, the we find that
our approach is capable of adapting to both, JRC-
Acquis and OpenSubtitles, via just the retrieval
apparatus, and out-performs the fully fine-tuned
model indicating that non-parametric adaptation
might be a reasonable approach when adapting to
a lot of narrow domains or documents.
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Adaptation Strategy newstest 14 IWSLT 2015 OpenSub JRC-Acquis
Base 41.16 39.75 22.92 53.1
Fine-tuning - 42.87 26.55 62.99
Non-Parametric (NP) 41.57 40.95 27.09 64.93
NP + Fine-tuning - 43.82 29.12 66.72

Table 7: Comparison of test translation quality (BLEU) with different adaptation strategies. The base model
(Transformer Base) is trained on the WMT dataset. Fine-tuning corresponds to fine-tuning based adaptation,
where we initialize the domain-specific model from the WMT pre-trained Base model, and fine-tune it on the
in-domain dataset for a few epochs. Non-parametric corresponds to our semi-parametric NMT model, adapted to
in-domain data during inference by retrieving neighbors from the in-domain training corpus.

In-domain fine-tuning on top of non-parametric
adaptation further improves by 2 BLEU points on
all datasets, increasing the gap even further with
the seq2seq adapted models.

6 Related Work

Tools incorporating information from individ-
ual translation pairs, or translation memories
(Lagoudaki; Reinke, 2013), have been widely uti-
lized by human translators in the industry. There
have been a few efforts attempting to combine
non-parametric methods with NMT (Gu et al.,
2017; Zhang et al., 2018b; Cao and Xiong, 2018),
but the key difference of our approach is the in-
troduction of local, sub-sentence level similarity
in the retrieval process, via n-gram level retrieval.
Combined with our architectural improvements,
motivated by the target encoder and gated atten-
tion from (Cao and Xiong, 2018) and the extended
transformer model from (Zhang et al., 2018a),
our semi-parametric NMT model is able to out-
perform purely neural models in broad multi-
domain settings.

Some works have proposed using phrase tables
or the outputs of Phrase based MT within NMT
(Dahlmann et al., 2017; Zhang et al., 2017; Zhou
et al., 2017). While this reduces the noise present
within the retrieved translation pairs, it requires
training and maintaining a separate SMT system
which might introduce errors of its own.

Another class of methods requires fine-tuning
the entire NMT model to every instance at in-
ference time, using retrieved examples (Farajian
et al., 2017b; Wuebker et al., 2015), but these ap-
proaches require running expensive gradient de-
scent steps before every translation.

Beyond NMT, there have been a few other at-
tempts to incorporate non-parametric approaches
into neural generative models (Guu et al., 2018;

Hayati et al., 2018; Weston et al., 2018). This
strong trend towards combining neural genera-
tive models with non-parametric methods is an
attempt to counter the weaknesses of neural net-
works, especially their failure to remember infor-
mation from individual training instances and the
diversity problem of seq2seq models (Vijayaku-
mar et al., 2016; Jiang and de Rijke, 2018).

While our approach relies purely on retrieval
from the training corpus, there has been quite a
lot of work, especially on Question Answering,
that attempts to find additional signals to perform
the supervised task in the presence of external
knowledge sources (Chen et al., 2017; Wang et al.,
2018). Retrieving information from unsupervised
corpora by utilizing multilingual representations
(Guo et al., 2018) might be another interesting ex-
tension of this work.

7 Conclusions and Future Work

We make two major technical contributions in this
work which enable us to improve the quality of
semi-parametric NMT on broad domain datasets.
First, we propose using n-gram retrieval, with
standard Inverse Document Frequency similarity
and with dense vector representations, that takes
into account local sentence similarities that are
critical to translation. As a result we are able to
retrieve useful candidates even for broad domain
tasks with little train-test overlap. Second, we
propose a novel architecture to encode retrieved
source-target pairs, allowing the model to distin-
guish useful information from noise by encoding
the retrieved targets in context of the current trans-
lation task.

We demonstrate, for the first time, that semi-
parametric methods can beat neural models by sig-
nificant margins on multi-domain Machine Trans-
lation. By successfully training semi-parametric
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neural models on a broad domain dataset (WMT),
we also open the door for non-parametric adapta-
tion, showing huge improvements on new domains
without any parameter updates.

While we constrain this work to retrieved con-
text, our architecture can be utilized to incorporate
information from other sources of context, includ-
ing documents, bilingual dictionaries etc. Using
dense representations for retrieval also allows ex-
tending semi-parametric neural methods to other
input modalities, including images and speech.

With this work, we hope to motivate further in-
vestigation into semi-parametric neural models for
and beyond Neural Machine Translation.
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Abstract

Current predominant neural machine transla-
tion (NMT) models often have a deep struc-
ture with large amounts of parameters, mak-
ing these models hard to train and easily suf-
fering from over-fitting. A common prac-
tice is to utilize a validation set to evaluate
the training process and select the best check-
point. Average and ensemble techniques on
checkpoints can lead to further performance
improvement. However, as these methods do
not affect the training process, the system per-
formance is restricted to the checkpoints gen-
erated in the original training procedure. In
contrast, we propose an online knowledge dis-
tillation method. Our method on-the-fly gener-
ates a teacher model from checkpoints, guid-
ing the training process to obtain better per-
formance. Experiments on several datasets
and language pairs show steady improvement
over a strong self-attention-based baseline sys-
tem. We also provide analysis on data-limited
setting against over-fitting. Furthermore, our
method leads to an improvement on a machine
reading experiment as well.

1 Introduction

Neural Machine Translation (NMT) (Cho et al.,
2014; Sutskever et al., 2014) has been rapidly de-
veloped during the past several years. For further
performance improvement, deeper and more ex-
pressive structures (Johnson et al., 2017; Barone
et al., 2017b; Gehring et al., 2017; Vaswani et al.,
2017) have been exploited. However, all of these
models have more than hundreds of millions of pa-
rameters, which makes the training process more
challenging. During the training of NMT models,
we notice the following two problematic phenom-
ena: First, the training process is unstable. This is
evidenced by the decreasing of training loss with
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fluctuate performance on the validation set. Second,
the performance on validation set usually begins to
worsen after several epochs, while the training loss
keeps decreasing, which suggests the model being
at risk of over-fitting.

In order to alleviate these issues, the common
practice is to periodically evaluate models on a
held-out set (with each evaluated model saved as a
checkpoint). Training is terminated when m con-
secutive checkpoints show no improvement and
select the checkpoint with best evaluation score
as the final model. Further improvement can be
achieved by utilizing more checkpoints, by smooth-
ing, which averages these checkpoints’ parameters
to generate more desirable parameters (Sennrich
et al., 2016a); or by ensemble, which averages these
checkpoints’ output probabilities at every step dur-
ing inference (Chen et al., 2017).

However, we notice that all of these methods
have a limitation. Once the training process gets pa-
rameters with poor performance, selecting, smooth-
ing or ensemble from the checkpoints in this pro-
cess may have limited generalization performance
as well. We impute the limitation to the “offline”
property of these methods. In other words, only
employing checkpoints after training cannot affect
the original training process.

In this paper, we propose to utilize checkpoints
to lead the training process. Our method is carried
out in a knowledge distillation manner. At each
training step, because being evaluated on the held-
out validation data, the best checkpoint up to the
current training step can be seen as a model with
the best generalization ability so far. Therefore,
we employ this checkpoint as the teacher model,
and let the current training model, as the student,
learn from the output probability distributions of
the teacher model, as well as truth translations in
the training data. Such kind of knowledge distil-
lation is performed on-the-fly because the teacher
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model could always be updated once any latest bet-
ter checkpoint is generated. We call our method
Online Distillation from Checkpoints (ODC).

We conduct experiments on four translation
tasks (including two low-resource tasks), and one
machine reading comprehension task. All the
results demonstrate that our ODC method can
achieve improvement upon strong baseline systems.
ODC also outperforms checkpoint smoothing and
ensemble methods, without extra cost during in-
ference. We can achieve further improvement by
combining ODC with those methods.

Major contributions of our work include:

1. In contrast to checkpoint smoothing and en-
semble which do not affect the training pro-
cess, we explore the way to distill knowledge
from checkpoints to lead the training process
in an on-the-fly manner(§3.1, §3.2). We ob-
tain better performance by replacing the best
checkpoint with moving average parameters
at that step. (§3.3)

2. We conduct experiments on four translation
tasks, including two low resource tasks. In all
the tasks our method outperforms strong base-
line systems (§4.2, §4.3). We also conduct an
experiment on machine reading comprehen-
sion task and the result shows that our method
can be applied to other tasks too (§4.4).

3. We conduct comprehensive analysis and show
that our method can significantly alleviate
over-fitting issue in low-resource condition
(§5.1), and help to find a wider minimum
which brings better generation (§5.2).

2 Background

2.1 Neural Machine Translation

Neural Machine Translation (NMT) systems learn
a conditional probability P (Y |X) for translating
a source sentence X = (x1, ..., xM ) to a target
sentence Y = (y1, ..., yN ), in which xi and yj are
the i-th word and j-th word in sentence X and Y ,
respectively. An NMT model usually consists of
an encoder (parameterized by θenc) and a decoder
(parameterized by θdec). The encoder transforms
a sequence of source tokens into a sequence of
hidden states:

H(X) = (h1, ..., hM ) = fenc(X; θenc). (1)

The decoder of NMT is usually a network com-
puting the conditional probability of each target
words yj based on its previous words and the source
sentence:

p(yj |y<j , X) ∝ exp(fdec(y<j , sj , H(X); θdec)),
(2)

where sj is the hidden state of decoder at time step
j, p is the distribution of NMT model and θ is all
the parameters of NMT model.

The standard way to train an NMT model is to
minimize the cross-entropy between the one-hot
distribution of the target sentence and the NMT
model’s output distribution:

L(θ) =−
N∑

j=1

|V|∑

k=1

1{yj = k} (3)

· log p(yj = k|y<j , X; θ),

θ∗ = arg min
θ
L(θ), (4)

where 1(·) is the indicator function and V is the
target vocabulary.

2.2 Knowledge Distillation in Neural
Machine Translation

Knowledge distillation is a class of methods which
transfers knowledge from a pre-trained teacher
model T , to a student model S . The teacher model
can be a model with large capacity (Bucila et al.,
2006) or an ensemble of several models (Hinton
et al., 2015). In knowledge distillation, the stu-
dent model learns to match the predictions of the
teacher model. Concretely, assuming that we learn
a classification model (parameterized by θ) on a set
of training samples in the form of (x, y) with |V|
classes. Instead of minimizing the cross-entropy
loss between one-hot label y and model’s output
probability p(y|x; θ), knowledge distillation uses
the teacher model’s distribution q(·|x) as “soft tar-
gets” and optimizes the loss:

LKD(θ) =−
|V|∑

k=1

q(y = k|x; θT ) (5)

log p(y = k|x; θ),

where θT parameterizes the teacher model and
p(·|x) is the distribution of the student model.

Kim and Rush (2016) proposed that, as the loss
of NMT model (Equation 4) can be factored into
minimizing cross-entropy loss between the target
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validation score 
(darker means better)
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Figure 1: Illustration of online distillation from checkpoints(ODC). Darker color means better performance on
validation data. In validation step Tk′ , ODC selects the current best checkpoints as the teacher model; while in the
next validation step Tk′+1, the training generates a better checkpoint, and use it to update the teacher model. In
validation step Tk′+2, training model’s performance declines, and the teacher model is used to lead the training of
the model. The similar situation happens during the entire training process.

words and word-level probabilities of the NMT
model for every position at target side, knowledge
distillation on multi-class classification can be nat-
urally applied. They defined word-level knowledge
distillation (W-KD) on a sentence as:

LW-KD(θ) = −
N∑

i=j

|V|∑

k=1

q(yj = k|y<j , H(x); θT )

(6)

· log p(yj = k|y<j , H(x); θ),

where V is the target vocabulary.
They further proposed sequence-level knowl-

edge distillation (S-KD), which optimizes the stu-
dent model by matching the predictions of the
teacher model in the probability distribution over
the space of all possible target sequences:

LS-KD(θ) =
∑

Y ∈τ
q(Y |X; θT ) log p(Y |X; θ), (7)

where τ is the space of target side sentences. As
summing over exponential numbers of samples
here is intractable, they proposed to train student
model on samples generated by teacher model as
an approximation.

3 Online Distillation from Checkpoints

3.1 Online Knowledge Distillation
Traditional knowledge distillation maintains a
static teacher throughout the training process,

which not only requires one pre-training process to
obtain the teacher model, but also limits the power
of leading the training process.

In contrast, we are aiming at a more integrated
process where the teacher model does not come
from a separate training process, but from the cur-
rent training routine itself. More specifically, we
update the teacher along with the training process,
so the distilled knowledge could be updated when
a stronger model comes out. Figure 1 illustrates
the paradigm of our method.

In generation tasks, the knowledge distillation
could be performed at the word-level or sequence-
level. In this paper, we focus on the word-level dis-
tillation because this distillation only needs forced
teaching, which could be performed efficiently to-
gether with the training of the student model com-
pared to generating translations from teacher model.
It is more computational-friendly, especially when
the NMT models are built with parallelizable con-
volution (Gehring et al., 2017) or self-attention
structures (Vaswani et al., 2017).

3.2 Online Distillation from Best Checkpoint

Observed from the training process of NMT mod-
els, performance on the validation set does not im-
prove monotonically. When the performance of the
training model on the validation set declines, we
could always select the best checkpoint so far as
the teacher, because it has the best generalization
performance. Specially, when the best checkpoint
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is generated at the current time step, we only up-
date the teacher model but perform no distillation.
Figure 1 gives an illustration of this process.

The online distillation process is summarized
in Algorithm 1. We use t to denote the training
step and θt to denote the parameters at time step
t. We denote Tk as the time step the k-th time
when the model is evaluated on validation and
∆T as the validation interval, for which Tk+1 =
Tk + ∆T . Let T̂k (T̂k ≤ Tk) be the time step when
the best checkpoint is obtained up to Tk, and θT
as the teacher’s parameters to lead the following
training process. If the current checkpoint is the
best checkpoint so far, i.e. T̂k = Tk, we update
the teacher to be this new checkpoint θT = θT̂k (in
Line 16 and 20). The loss for the training process at
time step t (Tk < t < Tk+1) is defined as follows:

Lt(θ) =

{
L(θ) T̂k = Tk

L(θ) + LW-KD(θ) otherwise,
(8)

where L(θ) and L(θ)W-KD is defined in Equation 4
and 7, respectively (in Line 5-8).

3.3 Integrated with Mean Teacher
Knowledge distillation usually works better when
teacher models have better performance. As Tar-
vainen and Valpola (2017) proposed in their work,
averaging model parameters over training steps
tends to produce a more accurate model that using
final parameters directly. They called this method
as Mean Teacher.

Following Tarvainen and Valpola (2017), besides
updating parameters, we maintain the exponential
moving average (EMA) of the model parameters
as:

θ
′
t = αθ

′
t−1 + (1− α)θt, (9)

where t is the update step, θ is the parameters of the
training model and θ

′
the parameters of EMA. α is

the decay weight which is close to 1.0, and typically
in multiple-nines range, i.e., 0.999, 0.9999. By
doing so, at each timestep t, parameters of NMT
model θt has their corresponding EMA parameters
θ
′
t.

Whenever we update teacher model θT with the
current best checkpoint, we can use its EMA param-
eters instead (in Line 17-18). It can further improve
the generalization ability of the teacher model, and
bring a better performance of knowledge distilla-
tion. We will show in §4.2 that using meaning
teacher indeed achieves better performance.

Algorithm 1: Online Distillation from Check-
points

1 Input: validation interval ∆T ; validation count k;EMA
decay weight α; initial model parameters θ0

2 Initialization: k = 0; t = 0; T0 = −1, T̂0 = −1;
θT = ∅; θ′0 = θ0; L0(θ) = L(θ)

3 while not reach stopping criteria do
4 repeat
5 if T̂k = Tk then
6 Lt(θ) = L(θ)
7 else
8 Lt(θ) = L(θ) + LW-KD(θ)

9 minimize Lt(θ) and update θt ;
10 θ

′
t = αθ

′
t−1 + (1− α)θt;

11 t = t+ 1 ;
12 until t mod ∆T == 0;
13 Tk+1 = t;
14 evaluate on validation set;
15 if get better checkpoint then
16 T̂k+1 = t;
17 if use EMA as teacher then
18 θT = θ

′
t;

19 else
20 θT = θt;

21 else
22 T̂k+1 = T̂k;

23 k = k + 1;

4 Experiments

4.1 Setups

To evaluate the effectiveness of our method,
we conduct experiments on four machine trans-
lation tasks: NIST Chinese-English, WMT17
Chinese-English, IWSLT15 English-Vietnamese,
and WMT17 English-Turkish. We conduct exper-
iments based on an open source implementation
of Transformer (Vaswani et al., 2017) model in
NJUNMT-pytorch1. For all the translation experi-
ments, we use SacreBLEU 2 to report reproducible
BLEU scores.

We also present an experiment on machine read-
ing comprehension, showing our method could also
be applied to other tasks.

Datasets For NIST Chinese-English translation
task, training data consists of 1.34M LDC sen-
tence pairs3, with 40.8M Chinese words and 45.8M
English words, respectively. We use NIST2003
dataset set as the validation set and NIST 2004,

1https://github.com/whr94621/NJUNMT-pytorch
2https://github.com/awslabs/sockeye/tree/master

/sockeye contrib/sacrebleu
3The corpora includes LDC2002E18, LDC2003E07,

LDC2003E14, Hansards portion of LDC2004T07,
LDC2004T08 and LDC2005T06
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SYSTEMS
NIST Chinese-English

NIST03 NIST04 NIST05 NIST06 Average ∆

RNNSearch (Zhang et al., 2018b) 36.59 39.57 35.56 35.29 - -
Transformer-base(Yang et al., 2018) 42.23 42.17 41.02 - - -

baseline 43.78 44.26 40.97 38.93 41.39 -
baseline + LKS 44.12 44.87 41.59 39.22 41.89 +0.50
baseline + BKS 44.23 44.98 41.62 39.74 42.11 +0.73
baseline + BKE 44.30 45.01 41.86 40.05 42.31 +0.92

ODC 45.33 45.18 42.60 39.67 42.48 +1.10
ODC + LKS 45.05 45.49 42.99 40.48 42.99 +1.60
ODC + BKS 45.35 45.49 43.21 39.96 42.89 +1.50
ODC + BKE 45.34 45.92 43.35 40.30 43.19 +1.80

ODC-EMA 45.52 45.72 43.01 40.65 43.13 +1.74

Table 1: Case-insensitive BLEU scores of Chinese-English translation on NIST datasets. “Average”means average
scores on NIST04, 05 and 06.

2005, 2006 as test sets. We filter out sentence pairs
whose source or target side contain more than 50
words. We use BPE (Sennrich et al., 2016b) with
30K merge operations on both sides.

For WMT17 Chinese-English translation task,
we use the pre-processed version released by
WMT4. We only use CWMT part of WMT Cor-
pus. We use newsdev2017 as the validation set and
newstest2017 s the test set. We learn a BPE model
with 32K merge operations and keep all the BPE
tokens in the vocabulary. We limit the maximal
sentence length as 100 after BPE segmentation.

For IWSLT15 English-Vietnamese translation
task, we directly use the pre-processed data used in
Luong and Manning (2015) 5, which has 133K sen-
tence pairs, with 2.70M English words and 3.31M
Vietnamese words. We use the released validation
and test set, which has 1553 and 1268 sentences
respectively. Following the settings in Huang et al.
(2017), the Vietnamese and English vocabulary size
are 7,709 and 17,191, respectively.

For WMT17 English-Turkish translation task,
We use the pre-processed data released by
WMT176. It has 207K sentence pairs, with 5.21M
English words and 4.63 Turkish words. We
use newstest2016 as our validation set and new-
stest2017 as the test set. We use joint BPE segmen-
tation (Sennrich et al., 2017) to process the whole
training data. The merge operations are 16K.

4http://data.statmt.org/wmt18/translation-
task/preprocessed/zh-en/

5https://github.com/tefan-it/nmt-en-vi
6http://data.statmt.org/wmt17/translation-

task/preprocessed/tr-en/

Implementation Details Without specific state-
ment, we follow the transformer base v1 hyper-
parameters settings 7, with 6 layers in both encoder
and decoder, 512 hidden units and 8 attention heads
in multi-head attention mechanism and 2048 hid-
den units in feed-forward layers. Parameters are
optimized using Adam(Kingma and Ba, 2014). The
initial learning rate is set as 0.1 and scheduled ac-
cording to the method proposed in Vaswani et al.
(2017), with warm-up steps as 4000.

We periodically evaluate the training model on
the validation set by doing translation and compute
the BLEU scores. We stop training when 50 subse-
quent of BLEU scores on validation set do not get
improvement. We use beam search with beam size
as 5.

4.2 Evaluation on Chinese-English
Translation Tasks

We first evaluate the capability of our method for
improving performance when there are plenty of
training data. We conduct experiments on both
NIST and WMT17 Chinese-English Translation
tasks.

Results on NIST Dataset We compare our
method with several ways to utilize checkpoints8:

• last-k-smoothing: After training the baseline
model, we average the parameters of the last
k checkpoints as the final model.

• best-k-smoothing: Average the parameters
of the best k checkpoints, instead of the last k,

7https://github.com/tensorflow/tensor2tensor/blob/v1.3.0/
tensor2tensor/models/transformer.py

8We set k = 5 in this experiments.
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as the final model. In this case, checkpoints
may have better performance but higher vari-
ance which could be harmful to parameters
averaging.

• best-k-ensemble: Do ensemble inference (av-
erage the output probabilities) with the best k
checkpoints (Chen et al., 2017).

As shown in Table 1, our baseline is comparable to
the other two recent published results (Zhang et al.
(2018b), Yang et al. (2018)). In consistent with
Chen et al. (2017), using checkpoints for smooth-
ing or ensemble does improve the baseline system.
Using EMA parameters also improve the baseline
system as well, which is in consist with (Tarvainen
and Valpola, 2017).

Compared to the baseline, our approach ODC
brings translation improvement across different
test sets and achieves 42.48 BLEU scores on aver-
age(+1.09 BLEU v.s. baseline). This result con-
firms that using best checkpoint as teacher indeed
helps improving the performance of the translation
model.

Besides, ODC is comparable to the best re-
sults among smoothing and ensemble on baseline’s
checkpoints (achieved by best-k-ensemble). Con-
sidering that best-k-ensemble needs to decode with
k models, while ODC decodes only one, our model
enjoys a better efficiency. Furthermore, we can
achieve further improvement by combining these
methods on checkpoints generated by ODC.

Results also show that ODC-EMA (§3.3) could
achieve additional improvement from ODC itself
(43.13 v.s. 42.48 BLEU), demonstrating that us-
ing EMA of the best checkpoint instead can bring
better knowledge distillation performance, as it gen-
erates a better teacher model.

Results on WMT17 Dataset We present the re-
sults on WMT17 Chinese-English translation task
in Table 2. We report the results of the baseline,
ODC and a recent result published by Zhang et al.
(2018c). To make a fair comparison, we follow the
experiment setting in Zhang et al. (2018c). The
experiment results show similar trends with those
on the NIST datasets. Applying ODC leads to the
result of 24.22 BLEU, which is 0.85 BLEU higher
compared with baseline.

4.3 Evaluation on Low-resource Scenario
We also apply our method to two low resource trans-
lation tasks, i.e., IWSLT2015 English-Vietnamese

SYSTEM newsdev2017 newstest2017

Zhang et al. (2018c) - 23.01
baseline 21.96 23.37
ODC 22.24 24.22

Table 2: Case-sensitive BLEU scores on WMT17
Chinese-English Translation

(EN2VI) and WMT17 English-Turkish (EN2TR).
Due to the limited amount of training data, models
are more likely to suffer from over-fitting. There-
fore, we use a higher dropout rate of 0.2 and weight
decay, another common technique against over-
fitting, with decay weight set as 10−3 as the default
setting. We implement weight decay as AdamW
(Loshchilov and Hutter, 2017) does.

Besides, we further experiment with grid search
on the validation set for optimal hyper-parameters
of dropout rate and weight decay, which may lead
to better results. We adopt a simple heuristic, which
first searches an optimal dropout rate, and then
further searches weight decay coefficients based
on this dropout. We experiment with dropout as
0.2, 0.3, 0.4, and weight decay as 10−1, 10−2 and
10−3.

SYSTEMS EN2VI EN2TR

Zhang et al. (2018a) - 12.11
tensor2tensor 28.43 -

baseline 28.56 12.20
baseline w/ grid-search 29.01 12.51

ODC 29.47 12.92
ODC w/ grid-search 29.59 13.18

Table 3: Case-sensitive BLEU scores on two low re-
source translation tasks.

As in Table 3, our baseline is comparable to
two recent published results, respectively: EN2TR
from Zhang et al. (2018c) and EN2VI from offi-
cial release tensor2tensor problem9. Grid hyper-
parameter search does improve the baseline system.
ODC leads to better results compared to the base-
line, as well as the baseline with grid parameter
search. ODC can achieve further improvement
after searching for optimal hyper-parameters of
dropout and weight decay.

9https://github.com/tensorflow/tensor2tensor/pull/611
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4.4 Evaluation on Machine Reading
Comprehension

Although our main research is focused for the task
of machine translation, the idea of ODC could
be applied to other tasks as well. We experi-
ments on the Stanford Question Answering Dataset
(SQuAD) (Rajpurkar et al., 2016), a machine read-
ing comprehension task.

SQuAD contains 107,785 human-generated
reading comprehension questions, with 536
Wikipedia articles. Each question is associated
with a paragraph extracted from an article, and the
corresponding answer is a span from this article. A
machine reading comprehension model is designed
to predict the start and end positions in the article
of the answer.

The state-of-the-art machine reading compre-
hension system also employs a deep neural net-
work structure, which is similar to NMT. We ap-
ply our ODC method on BiDAF++ (Choi et al.,
2018), a multi-layer SQuAD model that augments
BiDAF (Seo et al., 2016) with self-attention and
contextualized embeddings. We evaluate the model
after each epoch and implement the knowledge
distillation by teaching the student with the out-
put distribution of answer start and end positions
predicted by the best checkpoint.

For the results, ODC improves a base BiDAF++
from 76.83 to 77.40, in EM scores, showing that
our method can be applied to a broader range of
tasks.

5 Analysis

We conduct further analysis to probe into the rea-
sons for the advantages of ODC. We first show
that our method can significantly alleviate the over-
fitting issue in data-limited condition. After that,
we show that parameters gained from our method
tend to be wider minimums, which represents better
generalization.

5.1 Effectiveness on reducing over-fitting

Taking IWSLT15 English-Vietnamese as a test-bed,
we analyze whether our method could help handle
the over-fitting issue. We first plot the curve of the
loss on the validation set at each training step for
the different models (in Figure 2, the top curve with
rounds). It is easy to see that the loss curve of the
baseline increases as the training goes after 50K
steps, indicating a severe over-fitting. With better
dropout rate and weight decay, the over-fitting is

Figure 2: Loss curves (top) and final BLEU scores (bot-
tom) on the validation set of baseline, baseline with
grid-search and ODC, respectively.

less severe; while with ODC the loss curve shows a
more steady trend of decrease, and is almost always
under the other two’s.

The final BLEU score on the validation set
(Figure 2, bottom) shows corresponding result.
The grid search of hyper-parameters improves the
BLEU from 26.06 to 26.42 in BLEU, while ODC
achieves 26.99.

Both results indicate that our method is more
effective at handling the over-fitting problem. We
hold that minimizing the cross-entropy between
the teacher model and the student model serves as
regularization to the training of the student model,
which avoids the model getting into over-fitting.

5.2 ODC Brings Wider Minimum

In the training process in Chinese-English tasks, we
do not observe obvious over-fitting issue as shown
in low resource translation tasks. In this section,
we analyze how ODC helps the model generaliza-
tion. Keskar et al. (2016) proposed that the width
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Figure 3: The upper plot shows the validation losses
curve along the line segment decided by parameters of
baseline and ODC. The bottom plot shows the stan-
dard deviations within the neighborhood of baseline
and ODC at different distances.

of the minimum in a loss surface is related to its
generalization ability. Therefore, we compare the
generalization capability between baseline system
and our ODC method by exploring around the pa-
rameters.

We make use of the visualization technique em-
ployed in (Goodfellow and Vinyals, 2014) and ana-
lyze the results on the NIST data set. Let θbase and
θODC denote the final parameters obtained from
baseline and ODC. Consider the line:

θ(α) = α · θODC + (1.0− α) · θbase, (10)

which connects θbase (α = 0.0) and θODC (α =
1.0). We plot the value of Equation 4 as a function
of α (normalized by count of words per sentence)
with θ = θ(α). We draw α from −1.0 to 2.0 at
an interval of 0.02. In this way, the width of θbase
and θODC can be represented as the steepness of the
curve nearby. To further quantitatively represent
the steepness, we compute the standard deviation
of values on this curve within different distances to
the two parameters, respectively. We plot them in

Figure 3.
From Figure 3 we can see that the loss curve

behaves steeper around the parameters of baseline
than of ODC. Besides, the standard deviations of
losses around the baseline model are consistently
higher than ODC within all the distances. It is
evident that the parameters of ODC act as a wider
minimum c and explains why ODC can lead to a
more generalized model.

6 Related Works

6.1 Regularization in NMT

Regularization has broad applications in training
NMT models to improve performance and avoid
over-fitting. There are some common regulariza-
tion techniques, such as L2 normalization and
dropout (Srivastava et al., 2014). These methods
are simple and easy to implement but need care-
fully tuning on the validation set. These methods
are also orthogonal to our method.

There are also some works to exploit regular-
ization techniques in fine tuning of NMT model.
Barone et al. (2017a) proposed a tuneout method
which randomly replaces columns of weight matri-
ces of out-of-domain parameter matrices. Khayral-
lah et al. (2018) shared similar training object with
us, as they computed the KL divergence between
out-of-domain and in-domain model. Both of their
works request a pre-trained teacher model, while
we are work on a more general training problem
which does not require such kind of model.

6.2 Online Knowledge Distillation

While traditional knowledge distillation requires a
static, pre-trained teacher model, online knowledge
distillation tends to overcome this problem by se-
lecting or generating a teacher dynamically from
scratch.

To the best of our knowledge, Zhang et al. (2017)
is the first trial to replace the offline teacher model.
They trained peer models to teach each other simul-
taneously. Compared to their work, our method
uses the best checkpoint as the teacher, which
avoids introducing extra parameters. Furlanello
et al. (2018) tends to update teacher model during
the training procedure iteratively, but their method
needs to train the teacher model until convergence
in each iteration. Instead, our method only needs
one phase of training, whose overhead is relatively
small.
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Lan et al. (2018) using an ensemble of several
branches of the model as teacher for computer vi-
sion tasks, which only needs one-phase training as
well. However, their method relies heavily on the
multi-branch structures of the tasks, which are not
widely applicable in neural machine translation.

7 Conclusion

In this paper, we propose an online knowledge dis-
tillation method with the teacher model generated
from checkpoints during the training procedure.
Experiments on four machine translation tasks and
a machine reading task show that our method out-
performs strong baseline systems. Further analysis
shows that our method can effectively alleviate the
over-fitting issue, and tend to find a wider mini-
mum.
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Gülçehre, Dzmitry Bahdanau, Fethi Bougares, Hol-
ger Schwenk, and Yoshua Bengio. 2014. Learning
phrase representations using RNN encoder-decoder
for statistical machine translation. In EMNLP 2014.

Eunsol Choi, He He, Mohit Iyyer, Mark Yatskar, Wen
tau Yih, Yejin Choi, Percy Liang, and Luke S. Zettle-
moyer. 2018. Quac: Question answering in context.
In EMNLP.

Tommaso Furlanello, Zachary Chase Lipton, Michael
Tschannen, Laurent Itti, and Anima Anandkumar.
2018. Born again neural networks. In ICML.

Jonas Gehring, Michael Auli, David Grangier, Denis
Yarats, and Yann N. Dauphin. 2017. Convolutional
sequence to sequence learning. In ICML 2017.

Ian J. Goodfellow and Oriol Vinyals. 2014. Quali-
tatively characterizing neural network optimization
problems. CoRR, abs/1412.6544.

Geoffrey E. Hinton, Oriol Vinyals, and Jeffrey Dean.
2015. Distilling the knowledge in a neural network.
CoRR, abs/1503.02531.

Po-Sen Huang, Chong Wang, Dengyong Zhou, and
Li Deng. 2017. Neural phrase-based machine trans-
lation. CoRR, abs/1706.05565.

Melvin Johnson, Mike Schuster, Quoc V. Le, Maxim
Krikun, Yonghui Wu, Zhifeng Chen, Nikhil Tho-
rat, Fernanda B. Viégas, Martin Wattenberg, Greg
Corrado, Macduff Hughes, and Jeffrey Dean. 2017.
Google’s multilingual neural machine translation
system: Enabling zero-shot translation. TACL 2017,
5:339–351.

Nitish Shirish Keskar, Dheevatsa Mudigere, Jorge No-
cedal, Mikhail Smelyanskiy, and Ping Tak Peter
Tang. 2016. On large-batch training for deep learn-
ing: Generalization gap and sharp minima. CoRR,
abs/1609.04836.

Huda Khayrallah, Brian Thompson, Kevin Duh, and
Philipp Koehn. 2018. Regularized training objective
for continued training for domain adaptation in neu-
ral machine translation. In WMT 2018, pages 36–44.

Yoon Kim and Alexander M. Rush. 2016. Sequence-
level knowledge distillation. In EMNLP.

Diederik P. Kingma and Jimmy Ba. 2014. Adam:
A method for stochastic optimization. CoRR,
abs/1412.6980.

Xu Lan, Xiatian Zhu, and Shaogang Gong. 2018.
Knowledge distillation by on-the-fly native ensem-
ble. CoRR, abs/1806.04606.

Ilya Loshchilov and Frank Hutter. 2017. Fixing
weight decay regularization in adam. CoRR,
abs/1711.05101.

Minh-Thang Luong and Christopher D. Manning. 2015.
Stanford neural machine translation systems for spo-
ken language domain. In IWSLT 2015, Da Nang,
Vietnam.

Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and
Percy Liang. 2016. Squad: 100, 000+ questions for
machine comprehension of text. In EMNLP.

1940



Rico Sennrich, Alexandra Birch, Anna Currey, Ulrich
Germann, Barry Haddow, Kenneth Heafield, An-
tonio Valerio Miceli Barone, and Philip Williams.
2017. The university of edinburgh’s neural MT sys-
tems for WMT17. In WMT 2017.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2016a. Edinburgh neural machine translation sys-
tems for WMT 16. In ACL 2016, pages 371–376.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2016b. Neural machine translation of rare words
with subword units. In ACL 2016.

Min Joon Seo, Aniruddha Kembhavi, Ali Farhadi,
and Hannaneh Hajishirzi. 2016. Bidirectional at-
tention flow for machine comprehension. CoRR,
abs/1611.01603.

Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky,
Ilya Sutskever, and Ruslan Salakhutdinov. 2014.
Dropout: a simple way to prevent neural networks
from overfitting. The Journal of Machine Learning
Research, 15(1):1929–1958.

Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. 2014.
Sequence to sequence learning with neural networks.
In NIPS 2014, pages 3104–3112.

Antti Tarvainen and Harri Valpola. 2017. Mean teach-
ers are better role models: Weight-averaged consis-
tency targets improve semi-supervised deep learning
results. In NIPS 2017, pages 1195–1204.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In NIPS.

Zhen Yang, Wei Chen, Feng Wang, and Bo Xu. 2018.
Improving neural machine translation with condi-
tional sequence generative adversarial nets. In
NAACL-HLT.

Biao Zhang, Deyi Xiong, and Jinsong Su. 2018a. Ac-
celerating neural transformer via an average atten-
tion network. In ACL.

Xiangwen Zhang, Jinsong Su, Yue Qin, Yang Liu, Ron-
grong Ji, and Hongji Wang. 2018b. Asynchronous
bidirectional decoding for neural machine transla-
tion. In AAAI.

Ying Zhang, Tao Xiang, Timothy M. Hospedales, and
Huchuan Lu. 2017. Deep mutdual learning. CoRR,
abs/1706.00384.

Zhirui Zhang, Shuangzhi Wu, Shujie Liu, Mu Li, Ming
Zhou, and Enhong Chen. 2018c. Regularizing neu-
ral machine translation by target-bidirectional agree-
ment. CoRR, abs/1808.04064.

1941



Proceedings of NAACL-HLT 2019, pages 1942–1954
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Value-based Search in Execution Space for Mapping Instructions to
Programs

Dor Muhlgay1 Jonathan Herzig1 Jonathan Berant1,2

1School of Computer Science, Tel-Aviv University
2Allen Institute for Artificial Intelligence

{dormuhlg@mail,jonathan.herzig@cs,joberant@cs}.tau.ac.il

Abstract

Training models to map natural language in-
structions to programs, given target world su-
pervision only, requires searching for good
programs at training time. Search is com-
monly done using beam search in the space
of partial programs or program trees, but as
the length of the instructions grows finding a
good program becomes difficult. In this work,
we propose a search algorithm that uses the
target world state, known at training time, to
train a critic network that predicts the expected
reward of every search state. We then score
search states on the beam by interpolating their
expected reward with the likelihood of pro-
grams represented by the search state. More-
over, we search not in the space of programs
but in a more compressed state of program ex-
ecutions, augmented with recent entities and
actions. On the SCONE dataset, we show that
our algorithm dramatically improves perfor-
mance on all three domains compared to stan-
dard beam search and other baselines.

1 Introduction

Training models that can understand natural lan-
guage instructions and execute them in a real-
world environment is of paramount importance for
communicating with virtual assistants and robots,
and therefore has attracted considerable atten-
tion (Branavan et al., 2009; Vogel and Jurafsky,
2010; Chen and Mooney, 2011). A prominent ap-
proach is to cast the problem as semantic parsing,
where instructions are mapped to a high-level pro-
gramming language (Artzi and Zettlemoyer, 2013;
Long et al., 2016; Guu et al., 2017). Because anno-
tating programs at scale is impractical, it is desir-
able to train a model from instructions, an initial
world state, and a target world state only, letting
the program itself be a latent variable.

Learning from such weak supervision results in
a difficult search problem at training time. The

model must search for a program that when ex-
ecuted leads to the correct target state. Early
work employed lexicons and grammars to con-
strain the search space (Clarke et al., 2010; Liang
et al., 2011; Krishnamurthy and Mitchell, 2012;
Berant et al., 2013; Artzi and Zettlemoyer, 2013),
but recent success of sequence-to-sequence mod-
els (Sutskever et al., 2014) shifted most of the bur-
den to learning. Search is often performed sim-
ply using beam search, where program tokens are
emitted from left-to-right, or program trees are
generated top-down (Krishnamurthy et al., 2017;
Yin and Neubig, 2017; Cheng et al., 2017; Ra-
binovich et al., 2017) or bottom-up (Liang et al.,
2017; Guu et al., 2017; Goldman et al., 2018).
Nevertheless, when instructions are long and com-
plex and reward is sparse, the model may never
find enough correct programs, and training will
fail.

In this paper, we propose a novel search algo-
rithm for mapping a sequence of natural language
instructions to a program, which extends the stan-
dard beam-search in two ways. First, we capitalize
on the target world state being available at training
time and train a critic network that given the lan-
guage instructions, current world state, and target
world state estimates the expected future reward
for each search state. In contrast to traditional
beam search where states representing partial pro-
grams are scored based on their likelihood only,
we also consider expected future reward, leading
to a more targeted search at training time. Sec-
ond, rather than search in the space of programs,
we search in a more compressed execution space,
where each state is defined by a partial program’s
execution result.

We evaluated our method on the SCONE
dataset, which includes three different domains
where long sequences of 5 instructions are mapped
to programs. We show that while standard beam
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search gets stuck in local optima and is unable to
discover good programs for many examples, our
model is able to bootstrap, improving final perfor-
mance by 20 points on average. We also perform
extensive analysis and show that both value-based
search as well as searching in execution space con-
tribute to the final performance. Our code and
data are available at http://gitlab.com/
tau-nlp/vbsix-lang2program.

2 Background

Mapping instructions to programs invariably in-
volves a context, such as a database or a robotic en-
vironment, in which the program (or logical form)
is executed. The goal is to train a model given a
training set {(x(j) = (c(j),u(j)), y(j))}Nj=1, where
c is the context, u is a sequence of natural lan-
guage instructions, and y is the target state of
the environment after following the instructions,
which we refer to as denotation. The model is
trained to map the instructions u to a program z
such that executing z in the context c results in
the denotation y, which we denote by JzKc = y.
Thus, the program z is a latent variable we must
search for at both training and test time. When the
sequence of instructions is long, search becomes
hard, particularly in the early stages of training.

Recent work tackled the training problem us-
ing variants of reinforcement learning (RL) (Suhr
and Artzi, 2018; Liang et al., 2018) or maximum
marginal likelihood (MML) (Guu et al., 2017;
Goldman et al., 2018). We now briefly describe
MML training, which we base our training proce-
dure on, and outperformed RL in past work under
comparable conditions (Guu et al., 2017).

We denote by πθ(·) a model, parameterized by
θ, that generates the program z token by token
from left to right. The model πθ receives the con-
text c, instructions u and previously predicted to-
kens z1...t−1, and returns a distribution over the
next program token zt. The probability of a pro-
gram prefix is defined to be: pθ(z1...t | u, c) =∏t
i=1 πθ(zi | u, c, z1...i−1). The model is trained

to maximize the MML objective:

JMML = log
∏

(c,u,y)

pθ(y | c,u) =

∑

(c,u,y)

log(
∑

z

pθ(z | u, c) ·R(z)),

where R(z) = 1 if JzKc = y, and 0 otherwise (For
brevity, we omit c and y from R(·)). Typically,

1. The person in an orange hat moves to the left of the person in a red hat
2. He then disappears
3. Then a person in orange appears on the far right

X: 

y:

Figure 1: Example from the SCENE domain in SCONE
(3 utterances), where people with different hats and
shirts are located in different positions. The example
contains (from top to bottom): an initial world (the peo-
ple’s properties, from left to right: a blue shirt with an
orange hat, a blue shirt with a red hat, and a green shirt
with a yellow hat), a sequence of natural language in-
structions, and a target world (the people’s properties,
from left to right: blue shirt with a red hat, green shirt
with a yellow hat, and an orange shirt).

the MML objective is optimized with stochastic
gradient ascent, where the gradient for an example
(c,u, y) is:

∇θJMML =
∑

z

q(z) ·R(z)∇θ log pθ(z|c,u)

q(z) :=
R(z) · pθ(z|c,u)∑
z̃ R(z̃) · pθ(z̃|c,u)

.

The search problem arises because it is impos-
sible to enumerate the set of all programs, and
thus the sum over programs is approximated by
a small set of high probability programs, which
have high weights q(·) that dominate the gradient.
Search is commonly done with beam-search, an
iterative algorithm that builds an approximation of
the highest probability programs according to the
model. At each time step t, the algorithm con-
structs a beam Bt of at most K program prefixes
of length t. Given a beam Bt−1, Bt is constructed
by selecting the K most likely continuations of
prefixes in Bt−1 , according to pθ(z1..t|·). The al-
gorithm runs L iterations, and returns all complete
programs discovered.

In this paper, our focus is the search problem
that arises at training time when training from de-
notations, i.e., finding programs that execute to the
right denotation. Thus, we would like to focus on
scenarios where programs are long, and standard
beam search fails. We next describe the SCONE
dataset, which provides such an opportunity.
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1 2 3

Program stack (𝜓): 

Command history (h):

World state (w0):

Current utterance (u1):
The person in the yellow hat moves to the left 
of the person in blue

1 2 3

Program stack (𝜓): 

Command history (h):

World state (w1):

Current utterance (u2):
Then he disappears

Figure 2: An illustration of a state transition in SCONE. πθ predicted the action token MOVE. Before the transition
(left), the command history is empty and the program stack contains the arguments 3 and 1, which were computed
in previous steps. Note that the state does not include the partial program that computed those arguments. After
transition (right), the executor popped the arguments from the program stack and applied the action MOVE 3 1: the
man in position 3 (a person with a yellow hat and a red shirt) moved to position 1 (to the left of the person with
the blue shirt), and the action is added to the execution history with its arguments. Since this action terminated the
command, πθ advanced to the next utterance.

The SCONE dataset Long et al. (2016) pre-
sented the SCONE dataset, where a sequence of
instructions needs to be mapped to a program con-
sisting of a sequence of executable commands.
The dataset has three domains, where each do-
main includes several objects (such as people or
beakers), each with different properties (such as
shirt color or chemical color). SCONE provides
a good environment for stress-testing search al-
gorithms because a long sequence of instructions
needs to be mapped to a program. Figure 1 shows
an example from the SCENE domain.

Formally, the context in SCONE is a world
specified by a list of positions, where each po-
sition may contain an object with certain prop-
erties. A formal language is defined to inter-
act with the world. The formal language con-
tains constants (e.g., numbers and colors), func-
tions that allow to query the world and re-
fer to objects and intermediate computations,
and actions, which are functions that modify
the world state. Each command is composed
of a single action and several arguments con-
structed recursively from constants and functions.
E.g., the command MOVE(HASHAT(YELLOW),
LEFTOF(HASSHIRT(BLUE))), contains the ac-
tion MOVE, which moves a person to a spec-
ified position. The person is computed by
HASHAT(YELLOW), which queries the world
for the position of the person with a yellow
hat, and the target position is computed by
LEFTOF(HASSHIRT(BLUE)). We refer to Guu
et al. (2017) for a full description of the language.

Our goal is to train a model that given an ini-
tial world w0 and a sequence of natural language

utterances u = (u1, . . . , uM ), will map each ut-
terance ui to a command zi such that applying the
program z = (z1, . . . , zM ) onw0 will result in the
target world, i.e., JzKw0 = wM = y.

3 Markov Decision Process Formulation

To present our algorithm, we first formulate the
problem as a Markov Decision Process (MDP),
which is a tuple (S,A, R, δ). To define the state
set S, we assume all program prefixes are exe-
cutable, which can be easily done as we show be-
low. The execution result of a prefix z̃ in the con-
text c, denoted by Jz̃Kexc , contains its denotation
and additional information stored in the executor.
Let Zpre be the set of all valid programs prefixes.
The set of states is defined to be S = {(x, Jz̃Kexc ) |
z̃ ∈ Zpre}, i.e., the input paired with all possible
execution results.

The action set A includes all possible program
tokens 1, and the transition function δ : S×A → S
is computed by the executor. Last, the reward
R(s, a) = 1 iff the action a ends the program
and leads to a state δ(s, a) where the denotation is
equal to the target y. The model πθ(·) is a parame-
terized policy that provides a distribution over the
program vocabulary at each time step.

SCONE as an MDP We define the partial ex-
ecution result Jz̃Kexc in SCONE, as described by
Guu et al. (2017). We assume that SCONE’s
formal language is written in postfix notations,
e.g., the instruction MOVE(HASHAT(YELLOW),
LEFTOF(HASSHIRT(BLUE))) is written as YEL-
LOW HASHAT BLUE HASSHIRT LEFTOF MOVE.

1Decoding is constrained to valid program tokens only.
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With this notation, a partial program can be exe-
cuted left-to-right by maintaining a program stack,
ψ. The executor pushes constants (YELLOW) to ψ,
and applies functions (HASHAT) by popping their
arguments from ψ and pushing back the computed
result. Actions (MOVE) are applied by popping ar-
guments from ψ and performing the action in the
current world.

To handle references to previously executed
commands, SCONE’s formal language includes
functions that provide access to actions and argu-
ments in previous commands. To this end, the
executor maintains an execution history, hi =
(e1, . . . , ei), a list of executed actions and their ar-
guments. Thus, the execution result of a program
prefix is Jz̃Kexw0 = (wi−1, ψ,hi−1).

We adopt the model from Guu et al. (2017) (ar-
chitecture details in appendix A): The policy πθ
observes ψ and ui, the current utterance being
parsed, and predicts a token. When the model
predicts an action token that terminates a com-
mand, the model moves to the next utterance (un-
til all utterances have been processed). The model
uses functions to query the worldwi−1 and history
hi−1. Thus, each MDP state in SCONE is a pair
s = (ui, Jz̃Kexw0). Figure 2 illustrates a state transi-
tion in the SCENE domain. Importantly, the state
does not store the full program’s prefix, and many
different prefixes may lead to the same state. Next,
we describe a search algorithm for this MDP.

4 Searching in Execution Space

Model improvement relies on generating correct
programs given a possibly weak model. Stan-
dard beam-search explores the space of all pro-
gram token sequences up to some fixed length. We
propose two technical contributions to improve
search: (a) We simplify the search problem by
searching for correct executions rather than correct
programs; (b) We use the target denotation at train-
ing time to better estimate partial program scores
in the search space. We describe those next.

4.1 Reducing program search to execution
search

Program space can be formalized as a directed tree
T = (VT , ET ), where vertices VT are program
prefixes, and labeled edges ET represent prefixes’
continuations: an edge e = (z̃, z̃′) labeled with
the token a, represents a continuation of the prefix
z̃ with the token a, which yields the prefix z̃′. The

red yellow

hasHat

hasShirt
blue

hasShirt

leftOf

move

blue

hasShirt

leftOf

move

1

move

Program search space Execution search space

red

hasHathasShirt

1

blue

hasShirt

leftOf

move

yellow

1

move

Figure 3: A set of commands represented in program
space (left) and execution space (right). The commands
relate to the first world in Figure 2. Since multiple
prefixes have the same execution result (e.g., YELLOW
HASHAT and RED HASSHIRT), the execution space is
smaller.

root of the graph represents the empty sequence.
Similarly, Execution space is a directed graphG =
(VG, EG) induced from the MDP described in Sec-
tion 3. Vertices VG represent MDP states, which
express execution results, and labeled edges EG
represent transitions. An edge (s1, s2) labeled by
token a means that δ(s1, a) = s2. Since multi-
ple programs have the same execution result, ex-
ecution space is a compressed representation of
program space. Figure 3 shows a few commands
in both program and execution space. Execution
space is smaller, and so searching in it is easier.

Each path in execution space represents a differ-
ent program prefix, and the path’s final state rep-
resents its execution result. Program search can
therefore be reduced to execution search: given an
example (c,u, y) and a model πθ, we can use πθ
to explore in execution space, discover correct ter-
minal states, i.e. states corresponding to correct
full programs, and extract paths leading to those
states. As the number of paths may be exponential
in the size of the graph, we can use beam-search
to extract the most probable correct programs (ac-
cording to the model) in the discovered graph.

Our approach is similar to the DPD algo-
rithm (Pasupat and Liang, 2016), where CKY-
style search is performed in denotation space, fol-
lowed by search in a pruned space of programs.
However, DPD was used without learning, and the
search was not guided by a trained model, which
is a major part of our algorithm.

4.2 Value-based Beam Search in Execution
Space

We propose Value-based Beam Search in
eXecution space (VBSIX), a variant of beam
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Algorithm 1 Program Search with VBSIX
1: function PROGRAMSEARCH(c,u, y, πθ, Vφ)
2: G, T ← VBSIX(c,u, y, πθ, Vφ)
3: Z ← Find paths inG that lead to states in T with beam search
4: Return Z
5: function VBSIX(c,u, y, πθ, Vφ)
6: T ← ∅, P ← {} . init terminal states and DP chart
7: s0 := The empty program parsing state
8: B0 ← {s0}, G = ({s0}, ∅) . Init beam and graph
9: P0[s0]← 1 . The probability of s0 is 1

10: for t ∈ [1 . . . L] do
11: Bt ← ∅
12: for s ∈ Bt−1, a ∈ A do
13: s′ ← δ(s, a)
14: Add edge (s, s′) toG labeled with a
15: if s′ is correct terminal then
16: T ← T ∪ {s′}
17: else
18: Pt[s

′]← Pt[s
′] + Pt−1[s] · πθ(a|s)

19: Bt ← Bt ∪ {s′}
20: SortBt by AC-SCORER(·)
21: Bt ← Keep the top-K states inBt
22: ReturnG, T
23: function AC-SCORER(s, Pt, Vφ, y)
24: Return Pt[s] + Vφ(s, y)

search modified for searching in execution space,
that scores search states with a value-based net-
work. VBSIX is formally defined in Algorithm 1,
which we will refer to throughout this section.

Standard beam search is a breadth-first traver-
sal of the program space tree, where a fixed num-
ber of vertices are kept in the beam at every level
of the tree. The selection of vertices is done by
scoring their corresponding prefixes according to
pθ(z1...t | u, c). VBSIX applies the same traver-
sal in execution space (lines 10-21). However,
since each vertex in the execution space represents
an execution result and not a particular prefix, we
need to modify the scoring function.

Let s be a vertex discovered in iteration t of the
search. We propose two scores for ranking s. The
first is the actor score, the probability of reaching
vertex s after t iterations2 according to the model
πθ. The second and more novel score is the value-
based critic score, an estimate of the state’s ex-
pected reward. The AC-Score is the sum of these
two scores (lines 23-24).

The actor score, ptθ(s), is the sum of proba-
bilities of all prefixes of length t that reach s
(rather than the probability of one prefix as in
beam search). VBSIX approximates ptθ(s) by
performing the summation only over paths that
reach s via states in the beam Bt−1, which can
be done efficiently with a dynamic programming
(DP) chart Pt[s] that keeps actor score approxima-
tions in each iteration (line 18). This lower-bounds

2We score paths in different iterations independently to
avoid bias for shorter paths. An MDP state that appears in
multiple iterations will get a different score in each iteration.

0.1 0.2
0.3

10-3

0.55

0.7 0.8

0.1

0.08 0.02

0.05

0.6 0.1

0.5
0.1

0.6

Figure 4: An illustration of scoring and pruning states
in step t of VBSIX. Discovered edges are in full edges,
undiscovered edges are dashed, correct terminal states
are dashed and in yellow, and states that are kept in
the beam are in dark grey. The actor scores of the high-
lighted vertex (0.5) and its parents (0.6, 0.1) are in blue,
and its critic score (0.1) is in green.

the true ptθ(s) since some prefixes of length t that
reach s might have not been discovered.

Contrary to standard beam-search, we want
to score search states also with a critic score
Epθ [R(s)], which is the sum of the suffix proba-
bilities that lead from s to a correct terminal state:

Epθ [R(s)] =
∑

τ(s)

pθ(τ(s) | s) ·R(τ(s)),

where τ(s) are all possible trajectories starting
from s and R(τ(s)) is the reward observed when
taking the trajectory τ(s) from s. Enumerating
all trajectories τ(s) is intractable and so we will
approximate Epθ [R(s)] with a trained value net-
work Vφ(s, y), parameterized by φ. Importantly,
because we are searching at training time, we can
condition Vφ on both the current state s and tar-
get denotation y. At test time we will use πθ only,
which does not need access to y.

Since the value function and DP chart are used
for efficient ranking, the asymptotic run-time com-
plexity of VBSIX is the same as standard beam
search (O(K ·|A|·L)). The beam search in Line 3,
where we extract programs from the constructed
execution space graph, can be done with a small
beam size, since it operates over a small space of
correct programs. Thus, its contribution to the al-
gorithm complexity is negligible.

Figure 4 visualizes scoring and pruning with
the actor-critic score in iteration t. Vertices in Bt
are discovered by expanding vertices in Bt−1, and
each vertex is ranked by the AC-scorer. The high-
lighted vertex score is 0.6, a sum of the actor score
(0.5) and the critic score (0.1). The actor score is
the sum of its prefixes ((0.05+0.55) · 0.7+0.01 ·
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0.08 = 0.5) and the critic score is a value net-
work estimate for the sum of probabilities of out-
going trajectories reaching correct terminal states
(0.02 + 0.08 = 0.1). Only the top-K states are
kept in the beam (K = 4 in the figure).

VBSIX leverages execution space in a num-
ber of ways. First, since each vertex in execu-
tion space compactly represents multiple prefixes,
a beam in VBSIX effectively holds more prefixes
than in standard beam search. Second, running
beam-search over a graph rather than a tree is less
greedy, as the same vertex can surface back even
if it fell out of the beam.

The value-based approach has several advan-
tages as well: First, evaluating the probability of
outgoing trajectories provides look-ahead that is
missing from standard beam search. Second (and
most importantly), Vφ is conditioned on y, which
πθ doesn’t have access to, which allows finding
correct programs with low model probability, that
πθ can learn from. We note that our two contribu-
tions are orthogonal: the critic score can be used
in program space, and search in execution space
can be done with actor-scores only.

5 Training

We train the model πθ and value network Vφ
jointly (Algorithm 2). πθ is trained using MML
over discovered correct programs (Line 4, Algo-
rithm 1). The value network is trained as fol-
lows: Given a training example (c,u, y), we gen-
erate a set of correct programs Zpos with VB-
SIX. The value network needs negative exam-
ples, and so for every incorrect terminal state zneg
found during search with VBSIX we create a sin-
gle program leading to zneg. We then construct
a set of training examples Dv, where each ex-
ample ((s, y), l) labels states encountered while
generating programs z ∈ Z with the probability
mass of correct programs suffixes that extend it,
i.e., l =

∑
zt
pθ(zt...|z|), where zt ranges over all

z ∈ Z and t ∈ [1 . . . |z|] Finally, we train Vφ to
minimize the log-loss objective:

∑
((s,y),l)∈Dvl·

logVφ(s,y)+(1−l)(log(1−Vφ(s,y))) .
Similar to actor score estimation, labeling ex-

amples for Vφ is affected by beam-search errors:
the labels lower bound the true expected reward.
However, since search is guided by the model,
those programs are likely to have low probability.
Moreover, estimates from Vφ are based on multi-
ple examples, compared to probabilities in the DP

Algorithm 2 Actor-Critic Training
1: procedure TRAIN()
2: Initialize θ and φ randomly
3: while πθ not converged do
4: (x := (c,u), y)← select random example
5: Zpos ← PROGRAMSEARCH(c,u, y, πθ, Vφ)

6: Zneg ← programs leading to incorrect terminal states
7: Dv ← BUILDVALUEEXAMPLES((Zpos ∪ Zneg), c, y)

8: Update φ usingDv , update θ using (x,Zpos, y)

9: function BUILDVALUEEXAMPLES(Z, c,u, y)
10: for z ∈ Z do
11: for t ∈ [1 . . . |z|] do
12: s← Jz1...tKexc
13: L[s]← L[s] + pθ(zt...|z| | c,u) · R(z)

14: Dv ← {((s, y), L[s])}s∈L
15: ReturnDv

chart, and are more robust to search errors.

Neural network architecture: We adapt the
model proposed by Guu et al. (2017) for SCONE.
The model receives the current utterance ui and
program stack ψ, and returns a distribution over
the next token. Our value network receives the
same input, but also the next utterance ui+1, the
world statewi and target world state y, and outputs
a scalar. Appendix A provides a full description.

6 Experiments

6.1 Experimental setup
We evaluated our method on the three domains of
SCONE with the standard accuracy metric, i.e.,
the proportion of test examples where the pre-
dicted program has the correct denotation. We
trained with VBSIX, and used standard beam
search (K = 32) at test time for programs’ gen-
eration. Each test example contains 5 utterances,
and similar to prior work we reported the model
accuracy on all 5 utterances as well as the first 3
utterances. We ran each experiment 6 times with
different random seeds and reported the average
accuracy and standard deviation.

In contrast to prior work on SCONE (Long
et al., 2016; Guu et al., 2017; Suhr and Artzi,
2018), where models were trained on all se-
quences of 1 or 2 utterances, and thus were ex-
posed during training to all gold intermediate
states, we trained from longer sequences keeping
intermediate states latent. This leads to a harder
search problem that was not addressed previously,
but makes our results incomparable to previous re-
sults 3. In SCENE and TANGRAM, we used the first
4 and 5 utterances as examples. In ALCHEMY, we
used the first utterance and 5 utterances.

3For completeness, we show the performance on these
datasets from prior work in Appendix C.
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SCENE ALCHEMY TANGRAM
Beam 3 utt 5 utt 3 utt 5 utt 3 utt 5 utt

MML 32 8.4±(2.0) 7.2±(1.3) 41.9±(22.8) 33.2±(20.1) 32.5±(20.7) 16.8±(14.1)
64 15.4±(12.6) 12.3±(9.6) 44.6±(23.7) 36.3±(20.6) 45.6±(18.0) 25.8±(12.6)

EXPERT-MML 32 1.8±(1.5) 1.6±(1.2) 29.4±(22.7) 23.1±(18.8) 2.4±(0.8) 1.2±(0.5)
VBSIX 32 34.2±(27.5) 28.2±(20.7) 74.5±(1.1) 64.8±(1.5) 65.0±(0.8) 43.0±(1.3)

Table 1: Test accuracy and standard deviation of VBSIX compared to MML baselines (top) and our training
methods (bottom). We evaluate the same model over the first 3 and 5 utterances in each domain.

SCENE ALCHEMY TANGRAM
Search space Value 3 utt 5 utt 3 utt 5 utt 3 utt 5 utt
Program No 5.5±(0.5) 3.8±(0.6) 36.4±(26.5) 25.4±(23.0) 34.4±(18.3) 15.6±(12.8)
Execution No 7.4±(10.4) 4.0±(5.8) 41.3±(28.6) 28.2±(23.27) 33.5±(15.5) 12.7±(10.4)
Program Yes 7.6±(8.3) 3.4±(2.9) 78.5±(1.0) 72.8±(1.3) 66.8±(1.5) 42.8±(1.9)
Execution Yes 31.0±(24.7) 22.6±(19.6) 81.9±(1.3) 75.2±(2.9) 68.6±(2.0) 44.2±(2.1)

Table 2: Validation accuracy when ablating the different components of VBSIX. The first line presents MML, the
last line is VBSIX, and the intermediate lines examine execution space and value-based networks separately.

Training details To warm-start the value net-
work, we trained it for a few thousand steps,
and only then start re-ranking with its predictions.
Moreover, we gain efficiency by first returning
K0(=128) states with the actor score, and then
re-ranking with the actor-critic score, returning
K(=32) states. Last, we use the value network
only in the last two utterances of every example
since we found it has less effect in earlier utter-
ances where future uncertainty is large. We used
the Adam optimizer (Kingma and Ba, 2014) and
fixed GloVe embeddings (Pennington et al., 2014)
for utterance words.

Baselines We evaluated the following training
methods (Hyper-parameters are in appendix B):
1. MML: Our main baseline, where search is
done with beam search and training with MML.
We used randomized beam-search, which adds ε-
greedy exploration to beam search, which was pro-
posed by Guu et al. (2017) and performed better 4.
2. EXPERT-MML: An alternative way of using
the target denotation y at training time, based on
imitation learning (Daume et al., 2009; Ross et al.,
2011; Berant and Liang, 2015), is to train an ex-
pert policy πexpert

θ , which receives y as input in
addition to the parsing state, and trains with the
MML objective. Then, our policy πθ is trained us-
ing programs found by πexpert

θ . The intuition is that
the expert can use y to find good programs that the
policy πθ can train from.
3. VBSIX: Our proposed training algorithm.

4We did not include meritocratic updates (Guu et al.,
2017), since it performed worse in initial experiments.

We also evaluated REINFORCE, where Monte-
Carlo sampling is used as search strategy
(Williams, 1992; Sutton et al., 1999). We followed
the implementation of Guu et al. (2017), who per-
formed variance reduction with a constant baseline
and added ε-greedy exploration. We found that
REINFORCE fails to discover any correct pro-
grams to bootstrap from.

6.2 Results

Table 1 reports test accuracy of VBSIX compared
to the baselines. First, VBSIX outperforms all
baselines in all cases. MML is the strongest base-
line, but even with an increased beam (K = 64),
VBSIX (K = 32) surpasses it by a large margin
(more than 20 points on average). On top of the
improvement in accuracy, in ALCHEMY and TAN-
GRAM the standard deviation of VBSIX is lower
than the other baselines across the 6 random seeds,
showing the robustness of our model.

EXPERT-MML performs worse than MML in
all cases. We hypothesize that using the denota-
tion y as input to the expert policy πexpert

θ results in
many spurious programs, i.e., they are unrelated
to the utterance meaning. This is since the expert
can learn to perform actions that take it to the tar-
get world state while ignoring the utterances com-
pletely. Such programs will lead to bad general-
ization of πθ. Using a critic at training time elimi-
nates this problem, since its scores depend on πθ.

Ablations We performed ablations to examine
the benefit of our two technical contributions
(a) execution space (b) value-based search. Ta-
ble 2 presents accuracy on the validation set when

1948



0 5000 10000 15000 20000
Train step

0.0

0.1

0.2

0.3

0.4

0.5

0.6
Tr

ai
n 

hi
t a

cc
ur

ac
y

Scene
Execution Space Only
Value Only
Beam-Search
VBSIX

0 5000 10000 15000 20000 25000 30000
Train step

0.0

0.2

0.4

0.6

0.8

Tr
ai

n 
hi

t a
cc

ur
ac

y

Alchemy

Execution Space Only
Value Only
Beam-Search
VBSIX

0 5000 10000 15000 20000 25000 30000 35000 40000
Train step

0.0

0.2

0.4

0.6

0.8

Tr
ai

n 
hi

t a
cc

ur
ac

y

Tangram

Execution Space Only
Value Only
Beam-Search
VBSIX

Figure 5: Training hit accuracy on examples with 5 utterances, comparing VBSIX to baselines with ablated
components. The results are averaged over 6 runs with different random seeds (best viewed in color)

each component is used separately, when both of
them are used (VBSIX), and when none are used
(beam-search). We find that both contributions
are important for performance, as the full system
achieves the highest accuracy in all domains. In
SCENE, each component has only a slight advan-
tage over beam-search, and therefore both are re-
quired to achieve significant improvement. How-
ever, in ALCHEMY and TANGRAM most of the
gain is due to the value network.

We also directly measured the hit accuracy at
training time, i.e., the proportion of training ex-
amples where the beam produced by the search al-
gorithm contains a program with the correct deno-
tation, showing the effectiveness of search at train-
ing time. In Figure 5, we report train hit accuracy
in each training step, averaged across 6 random
seeds. The graphs illustrate the performance of
each search algorithm in every domain throughout
training. The validation accuracy results are corre-
lated with the improvement in train hit-accuracy.

6.3 Analysis

Execution Space We empirically measured two
quantities that we expect should reflect the advan-
tage of execution-space search. First, we mea-
sured the number of programs stored in the execu-
tion space graph compared to beam search, which
holds K programs. Second, we counted the av-
erage number of states that are connected to cor-
rect terminal states in the discovered graph, but
fell out of the beam during the search. The prop-
erty reflects the gain from running search over a
graph structure, where the same vertex can resur-
face. We preformed the analysis on VBSIX over
5-utterance training examples in all 3 domains.
The following table summarizes the results:

We found the measured properties and the con-
tribution of execution space in each domain are

Property SCENE ALCHEMY TANGRAM
Paths in beam 143903 5892 678
Correct pruned 18.5 11.2 3.8

correlated, as seen in the ablations. Differences
between domains are due to the different com-
plexities of their formal languages. As the for-
mal language becomes more expressive, the exe-
cution space is more compressed as each state can
be reached in more ways. In particular, the formal
language in SCENE contains more functions com-
pared to the other domains, and so it benefits the
most from execution-space search.

Value Network We analyzed the accuracy of the
value network at training time by measuring, for
each state, the difference between its expected re-
ward (estimated from the discovered paths) and
the value network prediction. Figure 6 shows the
average difference in each training step for all en-
countered states (in blue), and for high reward
states only (states with expected reward larger than
0.7, in orange). Those metrics are averaged across
6 runs with different random seeds.

The accuracy of the value network improves
during training, except when the policy changes
substantially, in which case the value network
needs to re-evaluate the policy. When the value
network converges, the difference between its pre-
dictions and the expected reward is 0.15 − 0.2
on average. However, for high reward states the
difference is higher (∼ 0.3). This indicates that
the value network has a bias toward lower values,
which is expected as most states lead to low re-
wards. Since VBSIX uses the value network as
a beam-search ranker, the value network doesn’t
need to be exact as long as it assigns higher val-
ues to states with higher expected rewards. Further
analysis is provided in appendix D.
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Figure 6: The difference between the prediction of the value network and the expected reward (estimated from
the discovered paths) during training. We report the average difference for all of the states (blue) and for the high
reward states only (> 0.7, orange). The results are averaged over 6 runs with different random seeds (best viewed
in color).

7 Related Work

Training from denotations has been extensively in-
vestigated (Kwiatkowski et al., 2013; Pasupat and
Liang, 2015; Bisk et al., 2016), with a recent em-
phasis on neural models (Neelakantan et al., 2016;
Krishnamurthy et al., 2017). Improving beam
search has been investigated by proposing special-
ized objectives (Wiseman and Rush, 2016), stop-
ping criteria (Yang et al., 2018), and using contin-
uous relaxations (Goyal et al., 2018).

Bahdanau et al. (2017) and Suhr and Artzi
(2018) proposed ways to evaluate intermediate
predictions from a sparse reward signal. Bah-
danau et al. (2017) used a critic network to es-
timate expected BLEU in translation, while Suhr
and Artzi (2018) used edit-distance between the
current world and the goal for SCONE. But, in
those works stronger supervision was assumed:
Bahdanau et al. (2017) utilized the gold sequences,
and Suhr and Artzi (2018) used intermediate
worlds states. Moreover, intermediate evaluations
were used to compute gradient updates, rather than
for guiding search.

Guiding search with both policy and value
networks was done in Monte-Carlo Tree Search
(MCTS) for tasks with a sparse reward (Silver
et al., 2017; T. A. and and Barber, 2017; Shen
et al., 2018). In MCTS, value network evaluations
are refined with backup updates to improve policy
scores. In this work, we gain this advantage by us-
ing the target denotation. The use of an actor and
a critic is also reminiscent of A∗ where states are
scored by past cost and an admissible heuristic for
future cost (Klein and Manning, 2003; Pauls and
Klein, 2009; lee et al., 2016). In semantic parsing,
Misra et al. (2018) recently proposed a critic dis-
tribution to improve the policy, which is based on

prior domain knowledge (that is not learned).

8 Conclusions

In this work, we propose a new training algorithm
for mapping instructions to programs given deno-
tation supervision only. Our algorithm exploits the
denotation at training time to train a critic network
used to rank search states on the beam, and per-
forms search in a compact execution space rather
than in the space of programs. We evaluated on
three different domains from SCONE, and found
that it dramatically improves performance com-
pared to strong baselines across all domains.

VBSIX is applicable to any task that supports
graph-search exploration. Specifically, for tasks
that can be formulated as an MDP with a deter-
ministic transition function, which allow efficient
execution of multiple partial trajectories. Those
tasks include a wide range of instruction mapping
(Branavan et al., 2009; Vogel and Jurafsky, 2010;
Anderson et al., 2018) and semantic parsing tasks
(Dahl et al., 1994; Iyyer et al., 2017; Yu et al.,
2018). Therefore, evaluating VBSIX on other do-
mains is a natural next step for our research.
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A Neural Network Architecture

We adopt the model πθ(·) proposed by Guu et al.
(2017). The model receives the current utterance
ui and the program stackψ. A bidirectional LSTM
(Hochreiter and Schmidhuber, 1997) is used to
embed ui, while ψ is embedded by concatenat-
ing the embedding of stack elements. The em-
bedded input is then fed to a feed-forward net-
work with attention over the LSTM hidden states,
followed by a softmax layer that predicts a pro-
gram token. Our value network Vφ(·) shares the
input layer of πθ(·). In addition, it receives the
next utterance ui+1, the current world state wi and
the target world state wM . The utterance ui+1 is
embedded with an additional BiLSTM, and world
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Figure 7: The model proposed by Guu et al. (2017)
(top), and our value network (bottom).

states are embedded by concatenating embeddings
of SCONE elements. The inputs are concatenated
and fed to a feed-forward network, followed by a
sigmoid layer that outputs a scalar.

B Hyper-parameters

Table 3 contains the hyper-parameter setting for
each experiment. Hyper-parameters of REIN-
FORCE and MML were taken from Guu et al.
(2017). In all experiments learning rate was 0.001
and mini-batch size was 8. We explicitly define
the following hyper-parameters which are not self-
explanatory:
1. Training steps: The number of training steps
taken.
2. Sample size: Number of samples drawn from
pθ in REINFORCE
3. Baseline: A constant subtracted from the re-
ward for variance reduction.
4. Execution beam size: K in Algorithm 1.
5. Program bea size: Size of beam in line 3 of
Algorithm 1.
6. Value ranking start step: Step when we start
ranking states using the critic score.
7. Value re-rank size: Size of beam K0 returned
by the actor score before re-ranking with the actor-
critic score.

C Prior Work

In prior work on SCONE, models were trained
on sequences of 1 or 2 utterances, and thus were
exposed during training to all gold intermediate
states (Long et al., 2016; Guu et al., 2017; Suhr
and Artzi, 2018). Fried et al. (2018) assumed ac-

cess to the full annotated logical form. In con-
trast, we trained from longer sequences, keeping
the logical form and intermediate states latent. We
report the test accuracy as reported by prior work
and in this paper, noting that our results are an av-
erage of 6 runs, while prior work reports the me-
dian of 5 runs.

Naturally, our results are lower compared to
prior work that uses much stronger supervision.
This is because our setup poses a hard search prob-
lem at training time, and also requires overcom-
ing spuriousness – the fact that even incorrect pro-
grams sometimes lead to high reward.

D Value Network Analysis

We analyzed the ability of the value network to
predict expected reward. The reward of a state de-
pends on two properties, (a) connectivity: whether
there is a trajectory from this state to a correct ter-
minal state, and (b) model likelihood: the proba-
bility the model assigns to those trajectories. We
collected a random set of 120 states in the SCENE

domain from, where the real expected reward was
very high (> 0.7), or very low (= 0.0) and the
value network predicted well (less than 0.2 devia-
tion) or poorly (more than 0.5 deviation). For ease
of analysis we only look at states from the final
utterance.

To analyze connectivity, we looked at states that
cannot reach a correct terminal state with a single
action (since states in the last utterance can per-
form one action only, the expected reward is 0).
Those are states where either their current and tar-
get world differ in too many ways, or the stack
content is not relevant to the differences between
the worlds. We find that when there are many dif-
ferences between the current and target world, the
value network correctly estimates low expected re-
ward in 87.0% of the cases. However, when there
is just one mismatch between the current and tar-
get world, the value network tends to ignore it and
erroneously predicts high reward in 78.9% of the
cases.

To analyze whether the value network can pre-
dict the success of the trained policy, we consider
states from which there is an action that leads to
the target world. While it is challenging to fully
interpret the value network, we notice that the net-
work predicts a value that is > 0.5 in 86.1% of
the cases where the number of people in the world
is no more than 2, and a value that is < 0.5 in
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System SCENE ALCHEMY TANGRAM
REINFORCE Training steps = 22.5k Training steps = 31.5k Training steps = 40k

Sample size = 32 Sample size = 32 Sample size = 32
ε = 0.2 ε = 0.2 ε = 0.2
Baseline = 10−5 Baseline = 10−2 Baseline = 10−3

MML Training steps = 22.5k Training steps = 31.5k Training steps = 40k
Beam size = 32 Beam size = 32 Beam size = 32
ε = 0.15 ε = 0.15 ε = 0.15

VBSiX Training steps = 22.5k Training steps = 31.5k Training steps = 40k
Execution beam size = 32 Execution beam size = 32 Execution beam size = 32
Program beam size = 8 Program beam = 8 Program beam size = 8
ε = 0.15 ε = 0.15 ε = 0.15
Value ranking start step = 5k Value ranking start step = 5k Value ranking start step = 10k
Value re-rank size = 128 Value re-rank size = 128 Value re-rank size = 128

Table 3: Hyper-parameter settings.

SCENE ALCHEMY TANGRAM
3 utt 5 utt 3 utt 5 utt 3 utt 5 utt

Long et al. (2016) 23.2 14.7 56.8 52.3 64.9 27.6
Guu et al. (2017) 64.8 46.2 66.9 52.9 65.8 37.1
Suhr and Artzi (2018) 73.9 62.0 74.2 62.7 80.8 62.4
Fried et al. (2018) – 72.7 – 72.0 – 69.6
VBSIX 34.2 28.2 74.5 64.8 65.0 43.0

Table 4: Test accuracy comparison to prior work.

82.1% of the cases where the number of people in
the world is more than 2. This indicates that the
value network believes more complex worlds, in-
volving many people, are harder for the policy.
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Abstract
We propose Visual Query Detection (VQD), a
new visual grounding task. In VQD, a system
is guided by natural language to localize a vari-
able number of objects in an image. VQD is
related to visual referring expression recogni-
tion, where the task is to localize only one ob-
ject. We describe the first dataset for VQD and
we propose baseline algorithms that demon-
strate the difficulty of the task compared to re-
ferring expression recognition.

1 Introduction

In computer vision, object detection is the task of
identifying all objects from a specific closed-set
of pre-defined classes by putting a bounding box
around each object present in an image, e.g., in the
widely used COCO dataset there are 80 object cat-
egories and an algorithm must put a box around all
instances of each object present in an image (Lin
et al., 2014). Recent deep learning based models
have significantly advanced the state-of-the-art in
object detection (Ren et al., 2015b); however, many
applications demand more nuanced detection of ob-
jects with specific attributes or objects in relation to
each other. Here, we study goal-directed object de-
tection, where the set of possible valid objects is far
greater than in the typical object detection problem.
Specifically, we introduce the Visual Query Detec-
tion (VQD) task (see Fig. 1). In VQD, a system
is given a query in natural language and an image
and it must produce 0–N boxes that satisfy that
query. VQD has numerous applications, ranging
from image retrieval to robotics.

VQD is related to the visual referring expres-
sion recognition (RER) task (Kazemzadeh et al.,
2014); however, in RER every image has only a
single correct box. In contrast, in VQD there could
be no valid outputs for a query or multiple valid
outputs, making the task both harder and more use-
ful. As discussed later, existing RER datasets have

Figure 1: Unlike VQD, object detection cannot deal
with attributes and relations. In VQA, often algorithms
produce the right answers due to dataset bias without
‘looking’ at relevant image regions. RER datasets have
short and often ambiguous prompts, and by having only
a single box as an output, they make it easier to exploit
dataset biases. VQD requires goal-directed object de-
tection and outputting a variable number of boxes that
answer a query.

multiple annotation problems and have significant
language bias problems. VQD is also related to
Visual Question Answering (VQA), where the task
is to answer questions about images in natural lan-
guage (Malinowski and Fritz, 2014; Antol et al.,
2015). The key difference is that in VQD the al-
gorithm must generate image bounding boxes that
satisfy the query, making it less prone to the forms
of bias that plague VQA datasets.

We make the following contributions:

1. We describe the first dataset for VQD, which
will be publicly released.

2. We evaluate multiple baselines on our VQD
dataset.

1955



2 Related work

Over the past few years, a large amount of work
has been done at the intersection of computer vi-
sion and natural language understanding, including
visual madlibs (Yu et al., 2015; Tommasi et al.,
2018), captioning (Farhadi et al., 2010; Kulkarni
et al., 2013; Johnson et al., 2016; Liu et al., 2018),
and image retrieval (Wan et al., 2014; Li et al.,
2016). For VQD, the most related tasks are VQA
and RER, which we review in detail.

2.1 Visual Question Answering

VQA systems take in an image and open-ended
natural language question and then generate a text-
based answer (Antol et al., 2015; Goyal et al.,
2017; Acharya et al., 2019; Kafle et al., 2018).
Many VQA datasets have been created. How-
ever, initial datasets, e.g., VQAv1 (Antol et al.,
2015) and COCO-QA (Ren et al., 2015a), exhib-
ited significant language bias in which many ques-
tions could be answered correctly without looking
at the image, e.g., for VQAv1 it was possible to
achieve 50% accuracy using language alone (Kafle
and Kanan, 2016). To address the bias issue, the
VQAv2 dataset was created with a more balanced
distribution for each possible answer to make al-
gorithms analyze the image (Goyal et al., 2017),
but it still had bias in the kinds of questions asked,
with some questions being scarce, e.g., reasoning
questions. Synthetic datasets such as the CLEVR
dataset (Johnson et al., 2017) addressed this by
being synthetically generated to emphasize hard
reasoning questions that are rare in VQAv1 and
VQAv2. The TDIUC dataset addresses bias us-
ing both synthetically generated and human gath-
ered questions about natural images, with perfor-
mance evaluated for 12 kinds of questions (Kafle
and Kanan, 2017a). While the state-of-the-art has
rapidly increased on both synthetic and natural im-
age VQA datasets, many models do not generalize
across datasets (Shrestha et al., 2019).

2.2 Referring Expression Recognition

Unlike VQA, RER algorithms must produce evi-
dence to justify their outputs. A RER algorithm
outputs a box around the image location matching
the input string, making it easier to tell if an algo-
rithm is behaving correctly. The RefCOCO and
RefCOCO+ datasets for RER were collected from
the two-player ‘ReferIt’ Game (Kazemzadeh et al.,
2014). The first player is asked to describe an out-

lined object and the second player has to correctly
localize it from player one’s description. The test
datasets are futher split into the ‘testA’ and ‘testB’
splits. The split ‘testA’ contains object categories
sampled randomly to be close to the original data
distribution, while ‘testB’ contains objects sampled
from the most frequent object categories, excluding
categories such as ‘sky’, ‘sand’, ‘floor’, etc. Since,
there is a time limit on the game, the descriptions
are short, e.g., ‘guy in a yellow t-shirt,’ ‘pink,’ etc.

Instead of playing a timed game, to create the
RefCOCOg dataset for RER, one set of Amazon
Mechanical Turk (AMT) users were asked to gen-
erate a description for a marked object in an image
and other users marked the region corresponding to
the description (Mao et al., 2016). This resulted in
more descriptive prompts compared to RefCOCO
and RefCOCO+.

The Visual7W dataset for VQA includes a ‘point-
ing’ task that is closely related to RER (Zhu et al.,
2016). Pointing questions require choosing which
box of the four given boxes correctly answered a
query. Systems did not generate their own boxes,
and there is always one correct box.

Cirik et al. (2018) showed that RER datasets
suffer from biases caused by their dataset collec-
tion procedure. For RefCOCOg, they found that
randomly permuting the word in the referring ex-
pression caused only about a 5% drop in perfor-
mance, suggesting that instead of relying on lan-
guage structure, systems may be using some hidden
correlations in language. They further showed that
an image only model that ignores the referring ex-
pression yielded a precision of 71.2% for top-2 best
predictions. They also found that predicting the ob-
ject category given the image region produced an
accuracy of 84.2% for top-2 best predictions. By
having 0–N boxes, VQD is harder for an image-
only model to perform well.

3 The VQD 1.0 Dataset (VQDv1)

We created VQDv1, the first dataset for VQD.
VQDv1 is created synthetically using annotations
from Visual Genome (VG), COCO, and COCO
Panoptic. While this limits variety, it helps combat
some kinds of bias and serves as an initial version
of the dataset. VQDv1 has three distinct query
categories:

1. Object Presence (e.g., ‘Show the dog in the
image’)

2. Color Reasoning (e.g., ‘Which plate is white
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Type # Questions

Simple 391,628
Color 172,005
Positional 57,904

Total 621,537

Table 1: VQDv1 Query Types

Dataset # Images # Questions

RefCOCO 19,994 142,209
RefCOCO+ 19,992 141,564
RefCOCOg 26,711 85,474
VQDv1 123,287 621,537

Table 2: VQDv1 compared to RER datasets.

in color?’)
3. Positional Reasoning (e.g., ‘Show the cylinder

behind the girl in the picture’)
The number of queries per type are given in the
Table 1. The dataset statistics and example images
and are shown in Fig. 2 and Fig. 3, respectively.
We show statistics for VQDv1 compared to RER
datasets in Table 2.

All images in VQDv1 are from COCO. The
ground truth bounding box annotations are derived
from the COCO Panoptic annotations dataset (Kir-
illov et al., 2018). The questions are generated
using multiple templates for each question type,
which is an approach that has been used in earlier
work for VQA (Kafle and Kanan, 2017a; Kafle
et al., 2017). The query objects and their attributes
are extracted by integrating the annotations from
images that have both COCO and VG annotations.
COCO annotations are focused on objects, while
VG also has attribute and relationship information,
e.g., size, color, and actions for scene objects.

3.1 Object Presence

Object presence questions require an algorithm to
determine all instances of an object in an image
without any relationship or positional attributes,
for example, ‘Show me the horse in the image’ or
‘Where is the chair?’ We use all of the COCO
‘things’ labels and half of the COCO ‘stuff’ labels
to generate these questions, making this task test
the same capabilities as conventional object detec-
tion. We filter some ‘stuff’ categories that do not
have well defined bounding boxes such as ‘water-
other’, ‘floor-stone’, etc. We use multiple templates
to create variety, e.g., ‘Show the <object> in the
image’, ‘Where are the <object> in the picture?’
etc.

3.2 Color Reasoning

Color questions test the presence of objects mod-
ified by color attributes, e.g., ‘Show me the cat
which is grey in color’ or ‘Which blanket is blue in
color?’ Since, COCO has only object annotations,
color attributes are derived from VG’s attribute an-
notations. We align every VG image annotation
with COCO annotations to obtain (object, color)
annotations for each bounding box. When multiple
color attributes for an object are present, the object
is assigned a single color from that attribute set.

3.3 Positional Reasoning

Positional reasoning questions test the location of
objects with respect to other objects, e.g., ‘Show
the building behind horses’, ‘Which people are
in front of the lighthouse?’, and ‘Show the rhino
behind elephant.’ We again use VG’s relationship
and attribute annotations to create these questions.

3.4 Generating Counter-Concept Questions

Counter-concept questions have no valid boxes as
outputs, and we endeavor to create hard counter-
concept questions for each category. We ask ‘Show
me the zebra’ only if there is a similar animal
present (e.g., a cow), which was done by using
COCO’s super-categories. Likewise, ‘Show me
the donut that is brown in color’ is only asked if a
brown donut does not exist in the image.

4 Experiments

Our experiments are designed to probe the behavior
of models on VQD compared to RER datasets. To
facilitate this, we created a variant of our VQDv1
dataset that had only a single correct bounding box.

To evaluate performance for the RER and ‘1 Obj’
version of the VQDv1 dataset, systems only out-
put a single bounding box during test time, so the
Precision@1 metric is used. For the ‘0-N Obj’
version of the VQDv1 dataset, we use the stan-
dard PASCAL VOC metric APIoU=.50 from object
detection, which calculates the average precision
across the dataset using an intersection over union
(IoU) greater than 0.5 criteria for matching with
the ground truth boxes.

4.1 Models Evaluated

We implemented and evaluated four models for
VQD. All models are built on top of Faster R-CNN
with a ResNet-101 backbone whose output bound-
ing boxes pass through Non-Maximal Suppression
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RefCOCO RefCOCO+ RefCOCOg VQDv1
val testA testB val testA testB val test 1 Obj. 0–N Obj.

DETECT 38.63 37.82 38.32 38.85 37.85 38.98 50.13 50.03 30.44 26.94
RANDOM 16.51 14.30 19.81 16.67 14.10 20.45 19.87 19.76 9.77 2.38
Query-Blind 33.95 37.28 31.58 34.06 37.34 32.46 39.79 23.34 23.34 6.80
Vision+Query 69.41 75.52 65.28 59.83 65.21 53.02 62.52 62.06 37.55 31.03

SLR 69.48 73.71 64.96 55.71 60.74 48.80 60.21 59.63 – –
SLR 68.95 73.10 64.85 54.89 60.04 49.56 59.33 59.21 – –

Table 3: Results on RER datasets and two versions of our VQD dataset. The ‘1 Obj’ version is trained and evaluated
on queries with only a single box, analogous to RER, and the 0–N version contains the entire VQD dataset. All
models use the same object proposals and visual features.

with a threshold of 0.7. This acts as a region pro-
posal generator that provides CNN features for
each region.

The four models we evaluate are:

1. DETECT: A model that uses the full Faster
R-CNN system to detect all trained COCO
classes, and then outputs the boxes that have
the same label as the first noun in the query.

2. RANDOM: Select one random Faster R-
CNN proposal.

3. Query-Blind: A vision only model that does
binary classification of each region proposal’s
CNN features using a 3 layer MultiLayer Per-
ceptron(MLP) with 1024-unit hidden ReLU
layers.

4. Vision+Query (V+Q): A model that does bi-
nary classification of each region proposal.
The query features are obtained from the last
hidden layer of a Gated Recurrent Unit (GRU)
network, and then they are concatenated with
the CNN features and fed into a 3 layer MLP
with 1024-unit hidden ReLU layers.

The primary reason for providing VQDv1 (1
obj.) and the RER results is to put the benefits of
the VQD task in context. To aid in this endeavor,
we also include comparison results directly from
the SLR models (Yu et al., 2017) for RER, which
is a recent system for that task.

4.2 Training Details

The Query-Blind and Vision+Query models are
trained with binary cross-entropy loss. We use
a learning rate of 0.0004, and perform learning
rate decay of 0.8 when the training loss plateaus
continuously for five epochs. The best model is
selected based on the validation loss after training
for 50 epochs.

4.3 Results

Our main results are given in Table 3. Although
simple, our Vision+Query model performs well
across RER datasets, but it can also be applied
to VQD tasks. As expected, RANDOM performs
poorly on both VQDv1 datasets. DETECT beats
RANDOM in the single object VQD setting by a
large margin. Since, most of the questions in the
RER datasets ask about common COCO categories,
choosing one of those objects might be enough to
get decent performance; however, DETECT per-
forms poorly when evaluated under 0-N object
settings in VQDv1. To handle queries in VQD,
models must be able to understand the context and
comprehend multiple objects in isolation.

5 Conclusion

In this paper, we described our VQDv1 dataset as
a test for visual grounding via goal-directed object
detection. VQDv1 has both simple object presence
and complex questions with 0–N bounding boxes.
While VQDv1 contains only synthetically gener-
ated questions, this can help mitigate some forms of
bias present in other VQA and RER datasets (Cirik
et al., 2018; Kafle and Kanan, 2017b). While it
would be expensive, a large, carefully filtered, and
well designed human annotated VQD dataset is
the next step toward advancing visual grounding
research.

Compared to VQA, we argue that it is harder
to be right for the wrong reasons in VQD because
methods must generate bounding boxes. Compared
to RER, we argue that it is harder to exploit bias
in VQD since there are a variable number of boxes
per image, making it considerably more difficult,
as demonstrated by our experiments. We believe
the VQD approach has considerable value and can
be used to advance visual grounding research.
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(a) Question length distribution. (b) Bounding boxes per question distribution.

(c) Top-40 Object category distribution.

Figure 2: Distribution statistics for the VQD dataset.

(a) Where is the bird? (b) Show me the van which is white in
color.

(c) Which shirt is pink in color?

(d) Which glass is on the top of the head
of the women?

(e) Show the lamp beside bed in the
image.

(f) Where is the sink in the picture?
Where is the toaster in the image?

Figure 3: Example query-detection pairs from the VQD dataset. Counter context questions that do not have a
bounding box as an answer are generated in such a way that they are still relevant to the scene context. For
example, in Fig. [3f] both questions pertain to the context ‘kitchen’.
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Abstract
Over the last few years, there has been grow-
ing interest in learning models for physically
grounded language understanding tasks, such
as the popular blocks world domain. These
works typically view this problem as a single-
step process, in which a human operator gives
an instruction and an automated agent is eval-
uated on its ability to execute it. In this pa-
per we take the first step towards increasing
the bandwidth of this interaction, and suggest
a protocol for including advice, high-level ob-
servations about the task, which can help con-
strain the agents prediction. We evaluate our
approach on the blocks world task, and show
that even simple advice can help lead to sig-
nificant performance improvements. To help
reduce the effort involved in supplying the ad-
vice, we also explore model self-generated ad-
vice which can still improve results.

1 Introduction

The problem of constructing an artificial agent ca-
pable of understanding and executing human in-
structions is one of the oldest long-standing AI
challenges (Winograd, 1972). This problem has
numerous applications in various domains (plan-
ning, navigation and assembly) and can help ac-
commodate seamless interaction with personal as-
sistants in many environments. Due to its central
role in AI and wide applicability, this problem has
seen a surge of interest recently (MacMahon et al.,
2006; Branavan et al., 2009; Chen and Mooney,
2011; Tellex et al., 2011; Matuszek et al., 2012;
Kim and Mooney, 2013; Misra et al., 2017).

Recent works (Bisk et al., 2016; Tan and
Bansal, 2018) focus on exploring deep learning
methods for grounding spatial language. In this
popular setup, human communication with robots
is viewed as a single-step process, in which a nat-
ural language (NL) instruction is provided, and an
outcome is observed.

The target is in the lower left.

Locate the top-most block and 
place it directly below the right-

most tower.

x

Figure 1: Based on the instruction (upper sentence) the
model predicts the coordinates of the block and its tar-
get location. The ‘x’ represents an incorrect prediction,
corrected by the provided advice (lower sentence).

Our goal in this paper is to explore different ap-
proaches for relaxing the single step assumption,
and present initial results which we hope would
motivate future work in this direction. Similar to
interactive dialog systems (Allen et al., 1995; Ryb-
ski et al., 2007; Wen et al.), we view this problem
as an interactive process, in which the human op-
erator can observe the agents’ response to their in-
struction and adjust it by providing advice, a form
of online feedback. Specifically, the advice con-
sists of a short sentence, simplifying the user’s in-
tent. We utilize two types of advice, one restrict-
ing the agent’s search space to a general region
(restrictive advice), and the other telling the agent
the appropriate direction (up, down, left, right) to
adjust its current prediction (corrective advice).

Our focus is on the challenging task of mov-
ing blocks on a grid (Winograd, 1972), in which
the agent is given only an instruction and the state
of the grid, and must predict the coordinates of
where a block must be moved. We follow the
difficult experimental settings suggested by (Bisk
et al., 2016), in which the blocks are unlabeled
and can only be referenced by their spatial prop-
erties. Fig. 1 describes our settings and uses the
advice “the target is in the lower left”, to restrict
the agents search space after observing the incor-
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rect prediction placed the target block in the top
half of the board.

To accommodate these settings, we take a two
step approach. First, we ground the advice text in
the simulated blocks-world environment by train-
ing a neural network. In the second step, we in-
tegrate the trained advice network into the end-to-
end neural model proposed by Bisk et al. Our ar-
chitecture is described in Fig. 2. The experiments
we run show that this end-to-end advice model
successfully grounds the meaning of our advice.

We propose four novel interactive advice-based
protocols that can be applied on any robot commu-
nication architecture, ordered in terms of decreas-
ing human effort. As expected, as human effort
lessens, performance does worsen, but all proto-
cols outperform Bisk et al. (whom our model is
identical to besides the inclusion of advice).

Most notably, we explore the notion of model
self-generated advice, which significantly re-
duces/eliminates human effort. In this approach,
a model is trained to automatically generate re-
strictive advice for a given scenario, based on the
assumption that it is easier to predict a region con-
taining the target coordinates rather than their ex-
act location. We validate this assumption by devel-
oping a neural architecture to predict the restrictive
advice and show it can help improve the overall
prediction quality, despite having no human assis-
tance.

2 Model

This section describes the architecture we devel-
oped for understanding advice, and how to in-
corporate it into the original Bisk et al. model
to make better predictions. We begin by defin-
ing the Blocks World task and the types of advice
we use. We then introduce a model for ground-
ing the advice and a method for incorporating the
pre-trained advice understanding module into the
original model. Finally, we discuss an architecture
for advice generation, a method for self-predicting
the advice to avoid any human intervention. Fur-
ther details of our models and advice generation
process are in the Appendix.

2.1 Blocks World Task Definition

Given an input state, consisting of all the block po-
sitions on a board, and a NL instruction, the model
has to predict the coordinates of the source block
to be moved and its target location. We follow the

definition by (Bisk et al., 2016) and due to space
constraints refer the reader to that paper.

2.2 Advice
The two types of advice we devise in this paper
are designed to assist the prediction agent by pro-
viding simpler instructions in addition to the orig-
inal input. The first, restrictive advice, informs the
agent about the general region of the source / target
coordinates, such as top left. These regions are de-
termined by dividing the board into equally sized
sections (two halves, four quadrants). The sec-
ond type of advice, corrective advice, observes the
agents' predictions and determines which direction
(up, down, left, right) they must be adjusted to get
closer to the target. Both of these are representa-
tive of information a human could easily provide
to a robot in various ways (speech, using assisted
devices, etc.), to help correct its predictions. Spe-
cific examples are shown below.

Predicted Target Advice
- (-0.5, 0.5, 0.5) In the top left.

(-0.5, 0.5, 0.9) (-0.5, 0.5, 0.5) Move down.

2.3 Advice Grounding
We pre-train a neural network model to accu-
rately understand the advice. For both types of
advice, a LSTM-RNN (Hochreiter and Schmid-
huber, 1997) is used to read the advice sentence
s = w1, w2, ..., wn and output the hidden state
representations {hn}. Prior to this, a word embed-
ding layer is used to project the input words into
high-dimension vectors {wi}.

For restrictive advice, the last state from the
LSTM hn is fed along with a random coordinate
into a Fully Connected (FC) layer. The network
must output a positive prediction if the random co-
ordinate is in the region described by the advice
sentence, and negative otherwise.

For corrective advice, the last state from the
LSTM hn is fed along with a random coordinate
into a FC layer, and the network must output a co-
ordinate that follows the advice. For example, if
the advice is move the block down, the predicted
coordinate must be below the random input coor-
dinate. If the advice is followed, the network re-
ceives 0 loss, otherwise a MSE regression loss.

2.4 End-to-End Training
The pre-trained model from Section 2.3 that un-
derstands various advice text is incorporated into
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Figure 2: Our advice architectures. (a) Pre-Trained Advice Understanding Model. (b) (Bisk et al., 2016) End-to-
End architecture with our pre-trained model. World represents the board state, while offset and reference represent
fully connected layers used to identify the offset and reference blocks.

Model Source Target
Median Mean Median Mean

M1 : Bisk et al. 3.29 3.47 3.60 3.70
M2 : Our Replication of Bisk et al. 3.13 3.42 3.29 3.50
M3 : Tan and Bansal – 2.21 2.78 3.07
M4 : Restrictive Advice w/o Pre-Trained Model 3.88 3.83 3.56 3.43
M5 : 4 Regions Restrictive Advice 2.23 2.21 2.18 2.19
M6 : Corrective Advice 2.76 2.94 2.72 3.06
M7 : 4 Regions Retry Advice 2.41 3.02 2.42 3.14
M8 : 2 Regions Model Self-Generated Advice 3.01 3.31 3.08 3.36
M9 : Input-Specific Model Self-Generated Advice 2.87 3.12 2.99 3.26

Table 1: Results for our models compared to previous models evaluated as distance from gold prediction normal-
ized by block length for source and target coordinate prediction.

LSTM-RNN FCInstruction

World FC

FC Softmax

Figure 3: Model for Generating Advice.

the best performing End-to-End RNN architecture
proposed in (Bisk et al., 2016) by adding a FC
layer to the pre-trained LSTM state hn and sum-
ming it with the LSTM hidden state of the origi-
nal model (as shown in Figure 2b). We load and
freeze the best performing parameters from our
pre-trained model into the relevant portion of this
end-to-end architecture, and train it on the origi-
nal task of predicting the coordinates of the source
/ target location, with the addition of advice input.

2.5 Advice Generation

We use a neural network model to self-generate
restrictive advice (as shown in Figure 3), passing
the instruction into an embedding layer followed
by a LSTM, the board state into a FC layer, con-
catenating these into a FC layer, and finally using
a softmax to classify the input example into a re-

gion. We train this architecture and then run it on
the test set, generate the appropriate advice based
on the region the data is classified in, and use that
as test advice input for the end-to-end architecture
from section 2.4.

3 Experiments

Next, we present our experiments over our four
different advice protocols, each with decreasing
human effort and overall performance. In each
protocol, we provide advice to the end-to-end
model from Section 2.4, whether it is given by a
human user or model self-generated. Our results,
evaluated on each model’s mean and median pre-
diction error, are presented in Table 1. We always
compare to the baseline Bisk et al. model, which
our model is identical to besides the addition of
advice (and we always beat), and the state-of-the-
art best non-ensemble Tan and Bansal architec-
ture. Note that Tan and Bansal use an advanced
neural architecture and a different training proce-
dure (source prediction trained as classification).
We hypothesize that using the advice mechanism
over this more complex architecture would lead to
further improvements, and leave it for future work.
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The pre-trained advice grounding models from
Section 2.3 achieve 99.99% accuracy, and are vi-
tal, as shown by the poor performance without
them (M4 vs M5). These grounding models al-
low the end-to-end architecture to generalize to the
variability in advice utterances.

3.1 Restrictive Advice

When training the end-to-end model from Sec-
tion 2.4, we provide restrictive advice at training
time for only half the examples. For every epoch,
a different half set of examples (determined ran-
domly) receive advice. This mechanism gives the
model a chance to learn to interpret each example
with and without advice, so that it can handle the
interactivity without overfitting to one setup. This
setup also gave the best performance.

At test time, the advice is provided only when-
ever the predictions fall in the wrong general re-
gion, just like a human would. As seen in Ta-
ble 1, this model (M5) significantly outperforms
both baselines (M1, M3). We note that the perfor-
mance did not improve much when advice was al-
ways provided, showing that this model was able
to perform well in its absence and does not rely on
it (due to our choice not to provide advice all the
time in training). In fact a human would only have
to provide restrictive advice for 395/720 examples,
and the model always follows it.1

3.2 Corrective Advice

We train corrective advice identically to restrictive
advice from Section 3.1, except we train in two
separate iterations. This is necessary as the model
must learn to adjust its predictions based on the
advice, which is why it is first trained to make the
normal prediction (first iteration), then trained to
adjust the prediction (second iteration).

In the first iteration, we train identically to (Bisk
et al., 2016) with no advice, but in the second itera-
tion corrective advice is generated based on which
direction the predictions must be adjusted to be
more accurate. This case is simpler than restrictive
advice, since the human operator just has to pro-
vide the direction to adjust the predictions, rather
than the precise region of the coordinates. How-
ever, the performance does worsen (M5 vs M6).

1We note that the performance does not improve from
Bisk et al. if advice is only provided at train time.

3.3 Retry Advice
In Section 2.5, we introduced a model that was
able to self-generate restrictive advice by predict-
ing the general region of the block coordinates
given the NL instruction and blocks world. Table 2
shows this model’s accuracy on that task when the
board is split into 4 regions. As this is a hard
problem with low accuracy (A1), we instead gener-
ate advice for the top 2 most confident predictions
(determined by the softmax scores) (A2).

We now introduce a new multi-step retry advice
protocol. In the first step, the model from Sec-
tion 2.5 self-generates restrictive advice based on
the most confident predicted region, which it uses
as input in the end-to-end model. If the user be-
lieves the coordinate prediction based on this ad-
vice is wrong, it can tell the model to “retry”, and
then the second most likely restrictive advice will
be used. Thus, the only human feedback needed
now is telling the model to “retry”, rather than ac-
curate advice as before. The performance of this
(M7) still significantly outperforms Bisk et al. and
is close to Tan and Bansal on target prediction.

Regions Source Target
A1 : 4 47% 40%
A2 : 4, Top 2 Confidence 73% 70%
A3 : 4, Input-Specific 67% 62%

Table 2: Accuracy of model self-generated advice.

3.4 Model Self-Advice Generation
We now aim to avoid any human interaction, by
letting the model completely self-generate the ad-
vice. Accomplishing it would allow us to im-
prove the model’s performance without additional
human effort. We experimented with two ap-
proaches. In the first, we generate advice as de-
scribed in Section 3.3. However, instead of hav-
ing the user ask the model to “retry”, we treat the
top 2 confidence regions as a general region, and
provide that as advice input as described in Sec-
tion 3.1. In this case, there is a performance im-
provement over Bisk et al. with no human effort
required (M8 in Table 1).

Our second approach for self-generated advice
aims to improve on some of the shortcomings of
the first approach. Previously, when generating the
advice, we had decided on four coarse-grained re-
gions, and trained a model to classify each input
example into one of these regions. In many cases,
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Figure 4: Benefit of Input-Specific Model Self-
Generated Advice
(a) The Bisk et al. model would have made a prediction
(‘x’) close to the true block (square). However, the ad-
vice region (blue) was incorrect (due to the true block
being close to the edge of it) and this led to a signifi-
cantly worse prediction (circle).
(b) In the input-specific self-generated advice model,
the advice region (blue) is centered at the incorrect
coordinate prediction (‘x’), leading to the true source
block being included and a correct prediction (circle).

the true coordinate lay close to the boundary of
one of these regions, often resulting in the model
predicting the wrong region when self-generating
the advice. This incorrect prediction would lead to
significantly worse performance (when compared
to the model without advice) when running the
end-to-end model from Section 3.1, as the advice
was incorrect (remember that the model always
follows our advice, and the true coordinate is not
in the advice region due to the mistake). However,
if we had instead chosen our regions to be cen-
tered at the true coordinate of each input example,
it would be less likely that the model would make
an incorrect region prediction (since a small error
would still lead to the region containing the cor-
rect coordinate). Figure 4 provides a visual expla-
nation of this.

For this reason, we now introduce input-specific
model self-generated advice. In this case, we run
the Bisk et al. coordinate prediction model in two
iterations. In the first iteration, we use the predic-
tion to generate advice for a region (of the same
size as in the case of 4 quadrants) centered at the
predicted coordinate (see Figure 4b).2 In the sec-
ond iteration, we feed in this generated advice just
like Section 3.1. This model (M9) achieves perfor-
mance slightly worse than retry advice, and sig-
nificantly better than Bisk et al., all with no hu-
man effort.3 Table 2 shows the accuracy increase

2We make sure the advice region doesn’t exceed the board
boundaries.

3Note that we must re-train the model from Section 2.3

in predicting the advice now (A3 vs A1). It is un-
surprising that this approach to self-generating ad-
vice performs better, as now the regions are more
specific to each coordinate (so there is a higher
probability that the true coordinate is actually in
the predicted region - see Figure 4).

We hypothesize that the performance improve-
ments in self-generated advice happen since it is
easier to predict the general region used to gen-
erate the advice rather than the specific coordi-
nates. Previously, we have also shown the benefit
of restrictive advice in improving overall coordi-
nate prediction, so it is unsurprising that a high
accuracy of advice generation leads to better over-
all performance. Due to this, we propose that fu-
ture robot communication works take advantage of
predicting and then using model self-generated ad-
vice in their end-to-end training procedure.

4 Summary

This paper takes a first step towards a stronger in-
teraction between automated agents and their hu-
man operators, for physically grounded language
understanding tasks. We focus on the popular
blocks task and introduce the notion of advice,
Natural Language hints provided by the human
operator, correcting the model’s predictions. We
show that using four versions of this interactive
advice driven protocol on an existing robot com-
munication architecture, we can obtain signifi-
cant performance improvements. The last method,
model self-generated advice, shows the benefit of
considering advice even when not designing an in-
teractive protocol. Our future work focuses on fur-
ther increasing the accuracy of the self-generated
advice model, so we can achieve better perfor-
mance with no human effort.
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Abstract

We present a novel method for mapping un-
restricted text to knowledge graph entities by
framing the task as a sequence-to-sequence
problem. Specifically, given the encoded state
of an input text, our decoder directly predicts
paths in the knowledge graph, starting from
the root and ending at the target node fol-
lowing hypernym-hyponym relationships. In
this way, and in contrast to other text-to-entity
mapping systems, our model outputs hierar-
chically structured predictions that are fully in-
terpretable in the context of the underlying on-
tology, in an end-to-end manner. We present
a proof-of-concept experiment with encourag-
ing results, comparable to those of state-of-
the-art systems.

1 Introduction

Text-to-entity mapping is the task of associating
a text with a concept in a knowledge graph (KG)
or an ontology (we use two terms, interchange-
ably). Recent works (Kartsaklis et al., 2018; Hill
et al., 2015) use neural networks to project a text
to a vector space where the entities of a KG are
represented as continuous vectors. Despite being
successful, these models have two main disadvan-
tages. First, they rely on a predefined vector space
which is used as a gold standard representation for
the entities in a KG. Therefore, the quality of these
algorithms depends on how well the vector space
is represented. Second, these algorithms are not
interpretable; hence, it is impossible to understand
why a certain text was linked to a particular entity.

To address these issues we propose a novel tech-
nique which first represents an ontology concept
as a sequence of its ancestors in the ontology (hy-
pernyms) and then maps the corresponding textual
description to this unique representation. For ex-
ample, given the textual description of the concept
swift (“small bird that resembles a swallow and is

noted for its rapid flight”), we map it to the hier-
archical sequence of entities in a lexical ontology:
animal→ chordate→ vertebrate→ bird→ apod-
iform bird. This sequence of nodes constitutes a
path.1

Our model is based on a sequence-to-sequence
neural network (Sutskever et al., 2014) coupled
with an attention mechanism (Bahdanau et al.,
2014). Specifically, we use an LSTM (Hochre-
iter and Schmidhuber, 1997) encoder to project
the textual description into a vector space and an
LSTM decoder to predict the sequence of entities
that are relevant to this definition. With this frame-
work we do not need to rely on the pre-existing
vector space of the entities, since the decoder ex-
plicitly learns topological dependencies between
the entities of the ontology. Furthermore, the pro-
posed model is more interpretable for two rea-
sons. First, instead of the closest points in a vector
space, it outputs paths; therefore, we can trace all
predictions the model makes. Second, the atten-
tion mechanism allows to visualise which words in
a textual description the model selects while pre-
dicting a specific concept in the path. In this paper,
we consider rooted tree graphs2 only and leave the
extension of the algorithm for more generic graphs
to future work.

We evaluate the ability of our model in generat-
ing graph paths for previously unseen textual def-
initions on seven ontologies (Section 3). We show
that our technique either outperforms or performs
on a par with a competitive multi-sense LSTM
model (Kartsaklis et al., 2018) by better utilising
external information in the form of word embed-
dings. The code and resources for the paper can

1We only consider hypernymy relations, from the root to
the parent node (apodiform bird) of the entity swift.

2Only single root is allowed. If a tree has more than one
root, one can create a dummy root node and connect the roots
of the tree to it.
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be found at https://github.com/VictorProkhorov/
Text2Path.

2 Methodology

We assume that an ontology is represented as a
rooted tree graph G = (V,E, T ), where V is a
set of entities (e.g. synsets in WordNet), E is a
set of hyponymy edges, and T is a set of textual
descriptions such that ∀v ∈ V there is a tv ∈ T .

2.1 Node representation
We assume that an ontological concept can be de-
fined by either using a textual description from a
dictionary or hypernyms of the defining concept in
the ontology. For example, to define the noun swift
one can use the dictionary definition mentioned
previously. Alternatively, the concept of swift can
be understood from its hypernyms, e.g. in the triv-
ial case one can say that swift is an animal. This
definition is not very useful since animal is a hy-
pernym for many other nouns. To provide a more
specific definition, one can use a sequence of hy-
pernyms e.g. animal→ chordate→ vertebrate→
bird→ apodiform bird starting from the most ab-
stract node (root of an ontology) to the most specif
(parent node of the noun).

More formally, for each entity v 6= vroot ∈ V
we create a path pv. Each pv starts from vroot and
ends with a hypernym of v, i.e., the hierarchical
order of entities is preserved. Then the path pv is
aligned with tv such that each node is defined by
a textual definition and a path. This set of aligned
representations is used to train the model.

The path representation of an entity ends with
its parent node. Therefore, a leaf node will not be
present in any of the paths. This is problematic if
a novel definition should be attached to a leaf. To
alleviate this issue we employ the “dummy source
sentences” technique from neural machine trans-
lation (NMT) (Sennrich et al., 2016). We create
an additional set of paths from the root node to
each leaf. As for the textual definition we leave it
empty.

2.2 Model
We use a sequence-to-sequence model with an at-
tention mechanism to map a textual description of
a node to its path representation.

Encoder. To encode a textual definition tv =
(wi)

N
i=1, where N is sentence length, we first map

each word wi to a dense embedding ewi and then

use a bi-directional LSTM to project the sequence
into a latent representation. The final encoding
state is obtained by concatenating the forward and
backward hidden states of the bi-LSTM.

Decoder. Decoding the path representation of a
node from the latent state of the textual descrip-
tion is done again with an LSTM decoder. Sim-
ilarly to the encoding stage, we map each sym-
bol in the path pv = (sj)

M
j=1 to a dense em-

bedding esj , where M is the path length. To
calculate the probability of the path symbol sj
at time step j we first represent the path se-
quence as h∗j = LSTM(ejs, h

∗
j−1). Then, we

concatenate h∗j with the context vector cj (de-
fined next) and pass the concatenated repre-
sentation [h∗j ; cj ] through the softmax function,
i.e. sj = max(softmax(W[h∗j ; cj ])), where
W is a weight parameter. To calculate the
context vector cj we use an attention mecha-
nism, eji = vTa tanh(Wahi + Uah

∗
j ) and cj =

∑N
i softmax(eji)hi, where va, Wa and Ua are

the weight parameters, over the words in the text
description.

3 Experimental Setup

Ontologies. We experimented with seven graphs
four of which are related to the bio-medical do-
main: Phenotype And Trait Ontology3 (PATO),
Human Disease Ontology (Schriml et al., 2012,
HDO), Human Phenotype Ontology (Robinson
et al., 2008, HPO) and Gene Ontology4 (Ash-
burner et al., 2000, GO). The other three graphs,
i.e. WNanimal.n.01

5, WNplant.n.02 and WNentity.n.01
are subgraphs of the WordNet 3.0 (Fellbaum,
1998). We present the statistics of the graphs in
Table 1.

Ontology Preprocessing. All the ontologies we
experimented with are represented as directed
acyclic graphs (DAGs). This creates an ambiguity
for node path definitions since there are multiple
pathways from a root concept to other concepts.
We have assumed that a single unambiguous path-
way will reduce the complexity of the problem and
leave the comparison with ambiguous pathways
(which would inevitably involve a more complex
model) to future work. To convert a DAG to a tree

3http://www.obofoundry.org
4After prerocessing GO we took its largest connected

component.
5The subscript in ‘WN’ indicates the name of the root

node of the graph.
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Graphs |V| Depth Branch A.D

PATO 1742 (4.94,10) (3.95,92) 20
WNanimal.n.01 3999 (6.94,12) (3.79,52) 26
WNplant.n.02 4487 (4.70,9) (5.91,357) 28
HDO 9095 (5.92,12) (4.59,222) 27
HPO 13348 (6.95,14) (3.40,32) 24
GO 29682 (6.40,14) (3.28,172) 21
WNentity.n.01 74374 (8.01,18) (4.52,402) 36

Table 1: Statistics of the Graphs. |V| is the number of
nodes, depth is the path length from the root of a graph
to a node, branch is the number of neighbours a node
has (leaves were removed from the calculation). The
first value in the parentheses corresponds to the average
and the second to the maximum value. A.D stands for
average number of decisions the model makes to infer
a path, i.e A.D = average depth × average branch.

we constrain each entity to have only one parent
node. The edges between the other parent nodes
are removed.6

Path Representations. We also experiment
with two path representations. Our first approach,
text2nodes, uses the label of an entity (cf. Section
1) to represent a path. This is not efficient since the
decoder of the model needs to select between all of
the entities in an ontology and also requires more
parameters in the model. Our second approach,
text2edges, to reduce the number of symbols for
the model to choose from, uses edges to represent
the path. To do this we create an artificial vocabu-
lary of the size ∆(G), where ∆(G) corresponds to
the maximum degree of a node. Each edge in the
graph is labeled using the artificial vocabulary. For
the example in Section 1, the path would be an-
imal −[a]→ chordate −[b]→ vertebrate −[c]→
bird −[d]→ apodiform bird where {a,b,c,d} is the
artificial vocabulary. In the resulting path we dis-
card labels for the entities; therefore, the path re-
duces to: [a]→ [b]→ [c]→ [d].

3.1 Baselines
Bag-of-Words Linear Regression (BOW-LR):
To represent a textual definition in a vector space
we first use a pre-trained set of word embeddings
(Speer et al., 2017) to represent words in the def-
inition and then find the mean of the word em-
beddings. As for the ontology, we use node2vec
(Grover and Leskovec, 2016), to represent each
entity in a vector space. To align the two vector
spaces we use linear regression.

6The choice of an edge is performed on random basis.

Multi-Sense LSTM (MS-LSTM): Kartsaklis
et al. (2018) proposed a model that achieves state-
of-the-art results on the text-to-entity mapping on
the Snomed CT7 dataset. The approach uses a
novel multi-sense LSTM, augmented with an at-
tention mechanism, to project the definition to the
ontology vector space. Additionally, for a better
alignment between the two vector spaces, the au-
thors augmented the ontology graph with textual
features.

3.2 Evaluation Metric
To perform evaluation of the models described
above we used Ancestor-F1 score (Mao et al.,
2018). This metric compares the ancestors (is −
amodel) of the predicted node with the ancestors
(is− agold) of the gold node in the taxonomy.

P =
|is− amodel ∧ is− agold|

|is− amodel|
,

R =
|is− amodel ∧ is− agold|

|is− agold|
,

where P and R are precision and recall, respec-
tively. The Ancestor-F1 is then defined as:

2× P ×R
P +R

.

3.3 Intrinsic Evaluation
To verify the reliability of our model on text-to-
entity mapping we did a set of experiments on the
seven graphs (Section 3) where we map a textual
definition of a concept to a path.

To conduct the experiments we randomly sam-
pled 10% of leaves from the graph. From this
sample, 90% are used to evaluate the model and
10% are used to tune the model. The remaining
nodes in the graph are used for training. We sam-
ple leaves for two reasons: (1) to predict a leaf,
the model needs to make the maximum number of
(correct) predictions and (2) this way we do not
change the original topology of the graph. Note
that the sampled nodes and their textual definitions
are not present in the training data.

Both baselines predict a single entity instead of
a path. To have the same evaluation framework
for all the models, for each node predicted by the
baselines we create8 a path from the root of the
node to the predicted node. However, we want

7https://www.snomed.org/snomed-ct
8We used NetworkX (https://networkx.github.io) to find a

path from predicted node to the root of a graph.
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Models PATO WNanimal.n.01 WNplant.n.02 HDO HPO GO WNentity.n.01

BOW-LR 0.79 0.75 0.65 0.55 0.63 0.32 0.41
MS-LSTMλ = 0 0.77 0.73 0.62 0.70 0.72 0.69 0.51
MS-LSTMλ = 0.5 0.80 0.76 0.65 0.70 0.73 0.70 0.57
MS-LSTMλ = 1 0.75 0.66 0.57 0.65 0.63 0.62 0.51
text2nodes 0.75 0.66 0.66 0.69 0.62 0.67 0.60
text2edges 0.76 0.68 0.66 0.69 0.69 0.69 0.61
MS-LSTM∗λ=0.5 0.81 0.76 0.66 0.71 0.74 0.71 0.58
text2nodes∗ 0.83 0.71 0.68 0.71 0.69 0.70 0.62
text2edges∗ 0.83 0.77 0.70 0.73 0.74 0.72 0.65

Table 2: Ancestor F1 results. Numbers in bold represent the best performing system on a graph. Models marked
with ∗ make use of pre-trained word embedding in their encoder. Lambda (λ) is defined in Section 3.1. We
use the same number of epochs, batch size and number of latent dimensions both for MS-LSTM and our models
(Appendix C).

to emphasize that this is disadvantageous for our
model, since all the symbols in the path are pre-
dicted by it and in the case of the baselines only a
single node is predicted.

The results are presented in Table 2. Mod-
els that are in the last three rows of Table 2
use pre-trained word embeddings (Speer et al.,
2017) in the encoder. MS-LSTM and our mod-
els that are above the last three rows use ran-
domly initialised word vectors. We had four ob-
servations: (1) without pre-trained word embed-
dings in the encoder our model outperforms the
best MS-LSTMλ = 0.5 only on two of the seven
graphs, (2) the text2edges∗ model outperforms all
the other models including MS-LSTM∗λ=0.5, (3)
the text2edges model can better exploit pre-trained
word embeddings than MS-LSTM, (4) our model
performs better when the paths are represented us-
ing edges (rather than nodes). We also found that
there is a strong negative correlation (Spearman:
−0.75, Pearson: −0.80) between A.D. (Table 3)
and the Ancestor F1 score for the text2edges∗

model, meaning that with an increase in A.D. the
Ancestor F1 score decreases.

3.4 Error Analysis

We carried out an analysis on the outputs of
our best-performing model, i.e. text2edges∗ with
pre-trained word embeddings. One factor that
affects the performance is the number of in-
valid sequences predicted by the text2nodes and
text2edges models. An invalid sequence is the
path that does not exist in the original graph. This
happens because at each time step the decoder out-
puts a distribution over all the nodes/edges and
not just over possible children nodes. We there-

fore performed a count of the number of invalid
sequences produced by the model. The percent-
age of invalid sequences is in the range of 1.82% -
8.50% (Appendix B), which is relatively low. This
analysis was also performed by J. Kusner et al.
(2017). To guarantee that the model always pro-
duces valid graphs, they use a context-free gram-
mar. A similar method can be adapted in our work.
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Figure 1: The graph on top shows the length of se-
quence vs length frequency on a training set. The graph
on the bottom shows the length of the gold sequence vs
mean length of decoded sequence on the test set.
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Another factor that affects the performance is
the length of the generated paths which is expected
to match the length of the gold path. To test this,
we compared the mean length of the generated se-
quences with the length of the gold path (the graph
on the bottom of Figure 1). Also, in the training
set, we associate the length of the sequences with
their frequencies (the graph on the top of Figure
1). We found that (1) the length of the generated
paths are biased towards the more frequent paths
in the training data, (2) if the length of a path is
not frequent in the training data, the model either
under-generates or over-generates the length (Ap-
pendix D).

4 Related Work

Text-to-entity mapping is an essential component
of many NLP tasks, e.g. fact verification (Thorne
et al., 2018) or question answering (Yih et al.,
2015). Previous work has approached this prob-
lem with pairwise learning-to-rank method (Lea-
man et al., 2013) or phrase-based machine transla-
tion (Limsopatham and Collier, 2015). However,
these methods generally ignore ontology’s struc-
ture. More recent work has viewed the problem
of text-to-entity mapping as a projection of a tex-
tual definition to a single point in a KG (Kartsak-
lis et al., 2018; Hill et al., 2015). However, de-
spite potential advantages, such as being more in-
terpretable and less brittle (model predicts multi-
ple related entities instead of one), path-based ap-
proaches have received relatively little attention.
Instead of predicting a single entity, path-based
models, such as the one we proposed in this paper,
try to map a textual definition to multiple relevant
entities in an external resource.

5 Conclusion and Future Work

We presented a model that maps textual defini-
tions to interpretable ontological pathways. We
evaluated the proposed technique on seven seman-
tic graphs, showing that it can perform competi-
tively with respect to existing state-of-the-art text-
to-entity systems, while being more interpretable
and self-contained. We hope this work will en-
courage further research on path-based text-to-
entity mapping algorithms. A natural next step
will be to extend our framework to DAGs. Fur-
thermore, we plan to constrain our model to al-
ways predict paths that exist in the graph, as we
discussed above.
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A DAGs

Graphs Mult.P% AV.P
PATO 31.29 2.97
WNanimal.n.01 0.88 2.00
WNplant.n.02 0.16 2.00
HDO 16.23 2.13
HPO 23.24 2.23
GO 64.01 2.77
WNentity.n.01 1.91 2.03

Table 3: Statistics of nodes with multiple inheritance.
Mult.P% stands for percentage of nodes with more than
one parent node. AV.P stands for average number of
parents a node with multiple inheritance has.

B Invalid Sequences

Graphs Invalid% Ntotal
PATO 1.82 110
WNanimal.n.01 4.56 263
WNplant.n.02 2.23 314
HDO 4.02 622
HPO 7.08 847
GO 6.94 1845
WNentity.n.01 8.50 5191

Table 4: Statistics of invalid sequences. Invalid% is the
percentage of invalid sequences and Ntotal is the total
number of sequences that were tested.

C Settings for Models

BOW-LR: To represent an ontology in a vector
space we use node2vec https://snap.stanford.edu/
node2vec/. For all the graphs the following hyper-
parameters of the algorithm are the same: walk-
length= 5, window-size=5 and iter=40. As for the
number of dimensions we set it to 128 for PATO,
WNanimal.n.01, WNplant.n.02, HDO and HPO graphs.
For GO and WNentity.n.01 graphs we set it to 256.
All the other parameters of node2vec are default.

We do not modify the numberbatch em-
beddings https://github.com/commonsense/
conceptnet-numberbatch. If a word in a textual
definition is missing we initilised the embedding
for this word with zeros.

For all the graphs to map the textual vector
space into an ontology vector space we use the
linear regression model from the scikit-learn API
https://scikit-learn.org/stable/modules/generated/
sklearn.linear model.LinearRegression.html
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Figure 2: On the left graphs show: length of gold sequence vs mean length of decoded sequence on a test set; On
the right graphs show: length of sequence vs length frequency on a training set.
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Figure 3: Continuation of Figure 2. On the left graphs show: length of gold sequence vs mean length of decoded
sequence on a test set; On the right graphs show: length of sequence vs length frequency on a training set.

MS-LSTM: There are only two hyper-
parameters that we vary during the embedding
of ontology concepts: λ (we report the values in
the paper) and the embedding size of the con-
cepts. We set it to 128 for PATO, WNanimal.n.01,
WNplant.n.02, HDO and HPO graphs. For GO and
WNentity.n.01 graphs we set it to 256.

For all the graphs the model is trained for 300
epochs, dimensions of word embeddings is set to
64 and bi-LSTM is used instead of LSTM. Batch
size is set to 16 and the number of latent dimen-
sions in bi-LSTM is set to 128 for the PATO,
WNanimal.n.01, WNplant.n.02, HDO and HPO graphs.
For GO and WNentity.n.01 graphs we set these pa-

rameters to 128 and 256 respectively. All the other
hyper-parameters are default.

When we use pre-trained word em-
beddings we reduce (with PCA https:
//scikit-learn.org/stable/modules/generated/
sklearn.decomposition.PCA.html) its dimensions
from 300 to 64.

Our Model: For all the graphs the model is
trained for 300 epochs, dimensions of word
embeddings (also for node/edges embeddings)
is set to 64 and bi-LSTM is used in the encoder
and LSTM in the decoder. Batch size is set
to 16 and the number of latent dimensions in
bi-LSTM encoder and LSTM decoder is set to
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128 for the PATO, WNanimal.n.01, WNplant.n.02,
HDO and HPO graphs. For GO and WNentity.n.01
graphs we set these parameters to 128 and 256
respectively. For optimizer we used RMSProp
(https://www.tensorflow.org/api docs/python/tf/
train/RMSPropOptimizer) with learning rate =
0.001.

When we use pre-trained word em-
beddings we reduce (with PCA https:
//scikit-learn.org/stable/modules/generated/
sklearn.decomposition.PCA.html) its dimensions
from 300 to 64.

D Length of Generated Path

In Figure 2 and 3 the blue line indicates the ideal
scenario i.e. mean length of the generated se-
quences is equal to the gold length. Black dot is
the mean of the length of decoded sequences and
the red bars are the standard deviation. One can
notice that the general trend is following: for short
sequences the mode generates (slightly) longer se-
quences and for the long sequences it generated
(slightly) shorter sequences than the gold standard.
Another trend is that the sequences of the certain
length are matching the gold standard. To under-
stand why this is happening one needs to look at
the graph which relate the length of the sequence
in the training corpus and the frequency of this
length in the corpus. It is become clear there is
a correlation between the two. Such as the model
tends to generate the sequence of the length that is
presented the most in the training data.
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Abstract

We demonstrate the surprising strength of uni-
modal baselines in multimodal domains, and
make concrete recommendations for best prac-
tices in future research. Where existing work
often compares against random or majority
class baselines, we argue that unimodal ap-
proaches better capture and reflect dataset bi-
ases and therefore provide an important com-
parison when assessing the performance of
multimodal techniques. We present unimodal
ablations on three recent datasets in visual nav-
igation and QA, seeing an up to 29% absolute
gain in performance over published baselines.

1 Introduction

All datasets have biases. Baselines should cap-
ture these regularities so that outperforming them
indicates a model is actually solving a task. In
multimodal domains, bias can occur in any sub-
set of the modalities. To address this, we argue
it is not sufficient for researchers to provide ran-
dom or majority class baselines; instead we rec-
ommend presenting results for unimodal models.
We investigate visual navigation and question an-
swering tasks, where agents move through simu-
lated environments using egocentric (first person)
vision. We find that unimodal ablations (e.g., lan-
guage only) in these seemingly multimodal tasks
can outperform corresponding full models (§4.1).

This work extends observations made in both
the Computer Vision (Goyal et al., 2018; Cirik
et al., 2018) and Natural Language (Mudrakarta
et al., 2018; Glockner et al., 2018; Poliak et al.,
2018; Gururangan et al., 2018; Kaushik and Lip-
ton, 2018) communities that complex models of-
ten perform well by fitting to simple, unintended
correlations in the data, bypassing the complex
grounding and reasoning that experimenters hoped
was necessary for their tasks.

F L R U D E F L R U D E

F L R U D EF L R U D E

t1 t2

t3 t4

Actions: Forward, turn Left & Right, tilt Up & Down, End

Figure 1: Navigating without vision leads to sensible
navigation trajectories in response to commands like
“walk past the bar and turn right”. At t3, “forward” is
unavailable as the agent would collide with the wall.

We ablate models from three recent papers:
(1) navigation (Figure 1) using images of real
homes paired with crowdsourced language de-
scriptions (Anderson et al., 2018); and (2, 3) navi-
gation and egocentric question answering (Gordon
et al., 2018; Das et al., 2018a) in simulation with
synthetic questions. We find that unimodal abla-
tions often outperform the baselines that accom-
pany these tasks.

Recommendation for Best Practices: Our find-
ings show that in the new space of visual nav-
igation and egocentric QA, all modalities, even
an agent’s action history, are strongly informative.
Therefore, while many papers ablate either lan-
guage or vision, new results should ablate both.
Such baselines expose possible gains from uni-
modal biases in multimodal datasets irrespective
of training and architecture details.

2 Ablation Evaluation Framework

In the visual navigation and egocentric question
answering tasks, at each timestep an agent receives
an observation and produces an action. Actions
can move the agent to a new location or heading
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Figure 2: P (act = col|prev = row) and marginal ac-
tion distributions in Matterport training. Peaked distri-
butions enable agents to memorize simple rules like not
turning left immediately after turning right, or moving
forward an average number of steps.

(e.g., turn left), or answer questions (e.g., answer
‘brown’). At timestep t, a multimodal model M
takes in a visual input Vt and language question or
navigation command L to predict the next action
at. The navigation models we examine also take in
their action from the previous timestep, at−1, and
‘minimally sensed’ world information W specify-
ing which actions are available (e.g., that forward
is unavailable if the agent is facing a wall).

at ←M(Vt,L, at−1;W ) (1)

In each benchmark, M corresponds to the au-
thor’s released code and training paradigm. In ad-
dition to their full model, we evaluate the role of
each input modality by removing those inputs and
replacing them with zero vectors. Formally, we
define the full model and three ablations:

Full Model is M(Vt,L, at−1;W ) (2)

A is M( ~0 , ~0 , at−1;W ) (3)

A+ V is M(Vt, ~0 , at−1;W ) (4)

A+ L is M( ~0 ,L, at−1;W ) (5)

corresponding to models with access toAction in-
puts, V ision inputs, and Language inputs. These
ablations preserve the architecture and number of
parameters ofM by changing only its inputs.

3 Benchmark Tasks

We evaluate on navigation and question answering
tasks across three benchmark datasets: Matterport
Room-to-Room (no question answering compo-
nent), and IQUAD V1 and EQA (question answer-
ing that requires navigating to the relevant scene in
the environment) (Anderson et al., 2018; Gordon

Is there an apple in the fridge?
Yes No

Figure 3: IQA data construction attempts to make both
the question and image necessary for QA.

et al., 2018; Das et al., 2018a). We divide the latter
two into separate navigation and question answer-
ing components. We then train and evaluate mod-
els separately per subtask to analyze accuracy.

3.1 Matterport Room-to-Room

An agent is given a route in English and navigates
through a discretized map to the specified desti-
nation (Anderson et al., 2018). This task includes
high fidelity visual inputs and crowdsourced natu-
ral language routes.

Published Full Model: At each timestep an
LSTM decoder uses a ResNet-encoded image Vt
and previous action at−1 to attend over the states
of an LSTM language encoder (L) to predict nav-
igation action at (seen in Figure 2).

Published Baseline: The agent chooses a ran-
dom direction and takes up to five forward actions,
turning right when no forward action is available.

3.2 Interactive Question Answering

IQUAD V1 (Gordon et al., 2018) contains three
question types: existence (e.g., Is there a ...?),
counting (e.g., How many ...?) where the answer
ranges from 0 to 3, and spatial relation: (e.g., Is
there a ... in the ...?). The data was constructed
via randomly generated configurations to weaken
majority class baselines (Figure 3). To evalu-
ate the navigation subtask, we introduce a new
THOR-Nav benchmark.1 The agent is placed in
a random location in the room and must approach
one of fridge, garbage can, or microwave in re-
sponse to a natural language question.

Although we use the same full model as Gordon
et al. (2018), our QA results are not directly com-
parable. In particular, Gordon et al. (2018) do not
quantify the effectiveness of the QA component
independent of the scene exploration (i.e. naviga-
tion and interaction). To remove the scene explo-

1Formed from a subset of IQUAD V1 questions.

1978



ration steps of Gordon et al. (2018), we provide a
complete ground-truth view of the environment.2

We use ground-truth rather than YOLO (Redmon
et al., 2016) due to speed constraints.

Nav Full Model: The image and ground-truth
semantic segmentation mask Vt, tiled question L,
and previous action at−1 are encoded via a CNN
which outputs a distribution over actions. Optimal
actions are learned via teacher forcing.

Nav Baseline: The agent executes 100 randomly
chosen navigation actions then terminates. In
AI2THOR (Kolve et al., 2017), none of the
kitchens span more than 5 meters. With a step-size
of 0.25 meters, we observed that 100 actions was
significantly shorter than the shortest path length.

Published QA Full Model: The question en-
coding L is tiled and concatenated with a top-
down view of the ground truth location of all ob-
jects in the scene V . This is fed into several convo-
lutions, a spatial sum, and a final fully connected
layer which outputs a likelihood for each answer.

Published QA Baseline: We include the major-
ity class baseline from Gordon et al. (2018).

3.3 Embodied Question Answering
EQA (Das et al., 2018a) questions are program-
matically generated to refer to a single, unambigu-
ous object for a specific environment, and are fil-
tered to avoid easy questions (e.g., What room is
the bathtub in?). At evaluation, an agent is placed
a fixed number of actions away from the object.

Published Nav Full Model: At each timestep, a
planner LSTM takes in a CNN encoded image Vt,
LSTM encoded question L, and the previous ac-
tion at−1 and emits an action at. The action is ex-
ecuted in the environment, and then a lower-level
controller LSTM continues to take in new vision
observations and at, either repeating at again or
returning control to the planner.

Published Nav Baseline: This baseline model is
trained and evaluated with the same inputs as the
full model, but does not pass control to a lower-
level controller, instead predicting a new action
using the planner LSTM at each timestep (i.e., no
hierarchical control). Das et al. (2018a) name this
baseline LSTM+Question.

2This approximates the agent having visited every possi-
ble location, interacted with all possible objects, and looked
in all possible directions before answering.

Matterport↑ THOR-Nav↑ EQA↓
(%) (%) (m)

Model Seen Un Seen Un Un

Pu
b. Full Model 27.1 19.6 77.7 18.08 4.17

Baseline 15.9 16.3 2.18 1.54 4.21

U
ni

A 18.5 17.1 4.53 2.88 4.53
A+ V 21.2 16.6 35.6 7.50 ∗4.11
A+ L 23.0 ∗22.1 4.03 3.46 4.64

∆ Uni – Base +7.1 +5.8 +33.4 +5.96 -0.10

Table 1: Navigation success (Matterport, THOR-Nav)
(%) and remaining distance to target (EQA) (m). Best
unimodal in bold; better than reported baseline; ∗better
than full model.

Published QA Full Model: Given the last five
image encodings along the gold standard naviga-
tion trajectory, Vt−4 . . .Vt, and the question en-
coding L, image-question similarities are calcu-
lated via a dot product and converted via attention
weights to a summary weight V̄ , which is concate-
nated with L and used to predict the answer. Das
et al. (2018a) name this oracle-navigation model
ShortestPath+VQA.

QA Baseline: Das et al. (2018a) provide no ex-
plicit baseline for the VQA component alone. We
use a majority class baseline inspired by the data’s
entropy based filtering.

4 Experiments

Across all benchmarks, unimodal baselines out-
perform baseline models used in or derived from
the original works. Navigating unseen environ-
ments, these unimodal ablations outperform their
corresponding full models on the Matterport (ab-
solute ↑ 2.5% success rate) and EQA (↓ 0.06m
distance to target).

4.1 Navigation
We evaluate our ablation baselines on Matterport,3

THOR-Nav, and EQA (Table 1),4 and discover
that some unimodal ablations outperform their
corresponding full models. For Matterport and
THOR-Nav, success rate is defined by proximity
to the target. For EQA, we measure absolute dis-
tance from the target in meters.

Unimodal Performance: Across Matterport,
THOR-Nav, and EQA, either A + V or A + L

3We report on Matterport-validation since this allows
comparing Seen versus Unseen house performance.

4For consistency with THOR-Nav and EQA, we here
evaluate Matterport using teacher forcing.
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Matterport↑
(%)

Model Seen Unseen

Pu
b. Full Model 38.6 21.8

Baseline 15.9 16.3
U

ni
A 4.1 3.2
A+ V 30.6 13.3
A+ L 15.4 13.9

∆ Uni – Base +14.7 -2.4

Table 2: Navigation results for Matterport when trained
using student forcing. Best unimodal in bold; better
than reported baseline.

achieves better performance than existing base-
lines. In Matterport, the A + L ablation per-
forms better than the Full Model in unseen en-
vironments. The diverse scenes in this simula-
tor may render the vision signal more noisy than
helpful in previously unseen environments. The
A + V model in THOR-Nav and EQA is able to
latch onto dataset biases in scene structure to nav-
igate better than chance (for IQA), and the non-
hierarchical baseline (in EQA). In EQA, A + V
also outperforms the Full Model;5 the latent in-
formation about navigation from questions may be
too distant for the model to infer.

The agent with access only to its action history
(A) outperforms the baseline agent in Matterport
and THOR-Nav environments, suggesting it learns
navigation correlations that are not captured by
simple random actions (THOR-Nav) or program-
matic walks away from the starting position (Mat-
terport). Minimal sensing (which actions are avail-
able, W ) coupled with the topological biases in
trajectories (Figure 2), help this nearly zero-input
agent outperform existing baselines.6

Matterport Teacher vs Student forcing With
teacher forcing, at each timestep the navigation
agent takes the gold-standard action regardless of
what action it predicted, meaning it only sees steps
along gold-standard trajectories. This paradigm is
used to train the navigation agent in THOR-Nav
and EQA. Under student forcing, the agent sam-
ples the action to take from its predictions, and
loss is computed at each time step against the ac-
tion that would have put the agent on the shortest

5EQA full & baseline model performances do not exactly
match those in Das et al. (2018a) because we use the ex-
panded data updated by the authors https://github.
com/facebookresearch/EmbodiedQA/.

6This learned agent begins to relate to work in minimally
sensing robotics (O’Kane and LaValle, 2006).

dT ↓ dmin ↓
(m) (m)

Model T−10 T−30 T−50 T−10 T−30 T−50

Pu
b. Full 0.971 4.17 8.83 0.291 2.43 6.45

Baseline 1.020 4.21 8.73 0.293 2.45 6.38

U
ni

A ∗0.893 4.53 9.56 ∗0.242 3.16 7.99
A+ V ∗0.951 ∗4.11 †8.83 ∗0.287 2.51 ∗6.44
A+ L 0.987 4.64 9.51 ∗0.240 3.19 7.96

∆ U – B -0.127 -0.10 +0.10 -0.053 +0.06 +0.06

Table 3: Final distances to targets (dT) and minimum
distance from target achieved along paths (dmin) in
EQA navigation. Best unimodal in bold; better than
reported baseline; ∗better than full model; †tied with
full model.

path to the goal. Thus, the agent sees more of the
scene, but can take more training iterations to learn
to move to the goal.

Table 2 gives the highest validation success
rates across all epochs achieved in Matterport by
models trained using student forcing. The uni-
modal ablations show that the Full Model, possi-
bly because with more exploration and more train-
ing episodes, is better able to align the vision and
language signals, enabling generalization in un-
seen environments that fails with teacher forcing.

EQA Navigation Variants Table 3 gives the av-
erage final distance from the target (dT, used as
the metric in Table 1) and average minimum dis-
tance from target achieved along the path (dmin)
during EQA episodes for agents starting 10, 30,
and 50 actions away from the target in the EQA
navigation task. At 10 actions away, the unimodal
ablations tend to outperform the full model on
both metrics, possibly due to the shorter length of
the episodes (less data to train the joint parame-
ters). The A + V ablation performs best among
the ablations, and ties with or outperforms the Full
Model in all but one setting, suggesting that the
EQA Full Model is not taking advantage of lan-
guage information under any variant.

4.2 Question Answering

We evaluate our ablation baselines on IQUAD V1
and EQA, reporting top-1 QA accuracy (Table 4)
given gold standard navigation information as V .
These decoupled QA models do not take in a pre-
vious action, so we do not consider A ONLY abla-
tions for this task.

Unimodal Performance: On IQUAD V1, due
to randomization in its construction, model ab-
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IQUAD V1↑ EQA ↑
Model Unseen Seen Unseen

Pu
b. Full Model 88.3 89.3 64.0

Baseline 41.7 41.7 19.8
U

ni V ONLY 43.5 42.8 44.2
L ONLY 41.7 41.7 48.8

∆ Uni – Base +1.8 +1.1 +29.0

Table 4: Top-1 QA accuracy. Best unimodal in bold;
better than reported baseline.

lations perform nearly at chance.7 The V ONLY

model with access to the locations of all scene ob-
jects only improves by 2% over random guessing.

For EQA, single modality models perform sig-
nificantly better than the majority class baseline.
The vision-only model is able to identify salient
colors and basic room features that allow it to re-
duce the likely set of answers to an unknown ques-
tion. The language only models achieve nearly
50%, suggesting that despite the entropy filtering
in Das et al. (2018a) each question has one answer
that is as likely as all other answers combined (e.g.
50% of the answers for What color is the bathtub?
are grey, and other examples in Figure 4).

5 Related Work

Historically, semantic parsing was used to map
natural language instructions to visual navigation
in simulation environments (Chen and Mooney,
2011; MacMahon et al., 2006). Modern ap-
proaches use neural architectures to map natu-
ral language to the (simulated) world and execute
actions (Paxton et al., 2019; Chen et al., 2018;
Nguyen et al., 2018; Blukis et al., 2018; Fried
et al., 2018; Mei et al., 2016). In visual ques-
tion answering (VQA) (Antol et al., 2015; Hud-
son and Manning, 2019) and visual commonsense
reasoning (VCR) (Zellers et al., 2019), input im-
ages are accompanied with natural language ques-
tions. Given the question, egocentric QA requires
an agent to navigate and interact with the world to
gather the relevant information to answer the ques-
tion. In both cases, end-to-end neural architectures
make progress on these tasks.

For language annotations, task design, diffi-
culty, and annotator pay can introduce unintended
artifacts which can be exploited by models to
“cheat” on otherwise complex tasks (Glockner

7Majority class and chance for IQUAD V1 both achieve
50%, 50%, 25% when conditioned on question type; our
Baseline model achieves the average of these.
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Question

V Only

L Only

Maj Class

Full Model

Answer

What room is the 
iron located in?

What color is
the dresser?

What color is the 
loudspeaker …?

What room is the 
fruit bowl located in?

Brown Kitchen Brown Kitchen

Brown Green Living Room Kitchen

Brown Bathroom Brown Kitchen

Brown Brown Brown Brown

Brown Bathroom Brown Kitchen

What color is the 
bathtub … ?

Grey

Bathroom

Grey

Brown

Grey

Figure 4: Qualitative results on the EQA task. The
language only model can pick out the most likely an-
swer for a question. The vision only model finds salient
color and room features, but is unaware of the question.

et al., 2018; Poliak et al., 2018). Such issues also
occur in multimodal data like VQA (Goyal et al.,
2018), where models can answer correctly with-
out looking at the image. In image captioning,
work has shown competitive models relying only
on nearest-neighbor lookups (Devlin et al., 2015)
as well as exposed misalignment between caption
relevance and text-based metrics (Rohrbach et al.,
2018). Our unimodal ablations of visual naviga-
tion and QA benchmarks uncover similar biases,
which deep architectures are quick to exploit.

6 Conclusions

In this work, we introduce an evaluation frame-
work and perform the missing analysis from sev-
eral new datasets. While new state-of-the-art mod-
els are being introduced for several of these do-
mains (e.g., Matterport: (Ma et al., 2019a; Ke
et al., 2019; Wang et al., 2019; Ma et al., 2019b;
Tan et al., 2019; Fried et al., 2018), and EQA:
(Das et al., 2018b)), they lack informative, indi-
vidual unimodal ablations (i.e., ablating both lan-
guage and vision) of the proposed models.

We find a performance gap between baselines
used in or derived from the benchmarks examined
in this paper and unimodal models, with unimodal
models outperforming those baselines across all
benchmarks. These unimodal models can even
outperform their multimodal counterparts. In light
of this, we recommend all future work include uni-
modal ablations of proposed multimodal models
to vet and highlight their learned representations.
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Abstract

The task of retrieving clips within videos
based on a given natural language query re-
quires cross-modal reasoning over multiple
frames. Prior approaches such as sliding win-
dow classifiers are inefficient, while text-clip
similarity driven ranking-based approaches
such as segment proposal networks are far
more complicated. In order to select the most
relevant video clip corresponding to the given
text description, we propose a novel extrac-
tive approach that predicts the start and end
frames by leveraging cross-modal interactions
between the text and video - this removes the
need to retrieve and re-rank multiple proposal
segments. Using recurrent networks we en-
code the two modalities into a joint representa-
tion which is then used in different variants of
start-end frame predictor networks. Through
extensive experimentation and ablative analy-
sis, we demonstrate that our simple and ele-
gant approach significantly outperforms state
of the art on two datasets and has comparable
performance on a third.

1 Introduction

Clip Localization is the task of selecting the rel-
evant span of temporal frames in a video corre-
sponding to a natural language description and has
recently piqued interest in research that lies at the
intersection of visual and textual modalities. An
example of this task is demonstrated in Figure 1.
It requires cross-modal reasoning to ground free-
form text inside the video and calls for models ca-
pable of segmenting a video into action segments
(Singh et al., 2016; Yeung et al., 2016; Xu et al.,
2017) as well as measuring multi-modal semantic
similarity (Karpathy and Fei-Fei, 2015).

This task is inherently discriminative, i.e., there
is only a single most relevant clip pertaining to

∗Equal contribution, randomly ordered.

1.03 5.61

1.0 4.0 

Ground Truth

Predicted

Figure 1: Clip Extraction task for the given query ‘the
biker jumps to another ramp near the camera’

a given query in the corresponding video. How-
ever, most prior works (Hendricks et al., 2017,
2018; Liu et al., 2018; Chen et al., 2018; Zhang
et al., 2018) explore this as a ranking task over a
fixed number of moments by uniformly sampling
clips within a video. Moreover, these approaches
are restrictive in scope since they use predefined
clips as candidates for a video and cannot be eas-
ily extended to videos with considerable variance
in length.

Gao et al. (2017); Xu et al. (2019) apply two-
stage methods which rank candidate clips using a
learned similarity metric. Gao et al. (2017); Ge
et al. (2019) propose a sliding window approach
with alignment and offset regression learning ob-
jective, but it is limited by the coarseness of the
windows and is thus inefficient and inflexible. Xu
et al. (2019) address this through a query-guided
segment proposal network (QSPN). However, the
similarity metric used by these approaches is diffi-
cult to learn as it is sensitive to the choice of neg-
ative samples (Yu et al., 2018) and it still does not
consider the discriminative nature of the task.

Hence, we propose an elegant and fairly simple
extractive approach. Our technique is similar to
text-based Machine Comprehension (Chen et al.,
2017) but in a multimodal setting where the video
is analogous to the text passage and the target-
clip is analogous to the text span corresponding
to the correct answer. We verify empirically that
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our method significantly outperforms prior work
on two benchmark datasets - TACoS, ActivityNet
and comparably well on the third, Charades-STA.
Our flexible, modular approach to Extractive Clip
Localization (ExCL) can easily be extended to in-
corporate attention models and different variants
of encoders for both visual and text modality to
improve performance further.

2 Approach

Our model comprises of three modular parts - a
text encoder, a video encoder and a span pre-
dictor as shown in Figure 2. We use a bidirec-
tional text LSTM as the text encoder with pre-
trained GloVE (Pennington et al., 2014) embed-
dings as input, and use the last hidden state (hT )
as sentence-embedding. Simpler variants such as
bag-of-words, and other approaches such as In-
ferSent (Conneau et al., 2017) or Skip-Thought
(Kiros et al., 2015) could also be used. We use
a bidirectional LSTM with I3D features (Carreira
and Zisserman, 2017) as the video encoder which
captures temporal context at each time-step (hVt ).
Note that this could also be substituted by C3D
features (Tran et al., 2014) or self-attentive net-
works (Kim et al., 2018). Finally, we compare the
variants of span-predictor networks which output
scores Sstart(t), Send(t) ∈ R1 respectively.

2.1 Training objectives

We consider two modes of training our networks,
one which uses a classification loss (ExCL-clf)
and another which uses a regression loss (ExCL-
reg).

ExCL-clf: The scores are normalized using
SoftMax to give Pstart(t), Pend(t), and trained us-
ing negative log-likelihood loss:

L(θ) = − 1

N

N∑

i

log(Pstart(t
i
s)) + log(Pend(t

i
e))

(1)

where N is number of text-clip pairs and tis, t
i
e are

the ground-truth start and end frame indices for the
ith pair. During inference we predict the span of
frames (t̂s, t̂e) for each query by maximizing the

joint probability of start and end frames.

span(t̂s, t̂e) = argmax
t̂s,t̂e

Pstart(t̂s)Pend(t̂e) (2)

= argmax
t̂s,t̂e

Sstart(t̂s) + Send(t̂e) (3)

s.t. t̂s ≤ t̂e (4)

ExCL-reg: The classification approach is lim-
ited to predicting start and end times of clip at dis-
cretized intervals, while the true target is a con-
tinuous value. In order to directly model this as
a regression problem, we formulate start and end
time prediction by computing an expectation over
the probability distribution given by SoftMax out-
puts:

ts = EPstart

[
t
]

(5)

=
T∑

ts=1

tsPstart(ts) (6)

te = EPstart [EPend|start [t]] (7)

=
T∑

ts=1

Pstart(ts)
T∑

te=1

Pend|start(te) (8)

Here the above equations ts, te refer to the ac-
tual time values corresponding to each index.
Pend|start(te) is computed by a SoftMax over
masked logits:

Pend|start = SoftMax(1[te ≥ ts]Send(t))

Finally we train the networks using regression
losses such as mean squared error and absolute er-
ror. We find that using absolute error and first nor-
malizing the values of time to ts, te ∈ [0, 1] yields
better results.

2.2 Span Predictor Variants

We implement the following variants of the span
predictor network:

MLP predictor: At each time step t, we pass
concatenated video-encoder features with sen-
tence embeddings into two multi-layered percep-
trons (MLPs) to obtain scores Sstart(t), Send(t).

Sstart(t) = MLPstart([h
V
t ;h

T ]) (9)

Send(t) = MLPend([h
V
t ;h

T ]) (10)
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(c) Conditioned-LSTM predictor

Figure 2: Our model consists of three modules: a text sentence encoder (orange, denoted by [1]), a video en-
coder (blue, denoted by [2]) and three variants of span predictor (green, denoted by [3]) - MLP, Tied-LSTM and
Conditioned-LSTM to predict start and end probabilities for each frame. We use bidirectional LSTMs for the text
and video encoders.

Tied LSTM predictor: Here, we send concate-
nated video encoder output and sentence embed-
ding to a bidirectional LSTM as input at each step
in order to capture recurrent cross-modal interac-
tions. The hidden states (hPt ) concatenated with
the original inputs are then fed to a MLP with tanh
activation in hidden layers to predict start and end
scores.

hPt = LSTM([hVt ;h
T ],hPt−1) (11)

Sstart(t) = MLPstart([h
P
t ;h

V
t ;h

T ]) (12)

Send(t) = MLPend([h
P
t ;h

V
t ;h

T ]) (13)

Conditioned LSTM predictor: Note that in the
previous two approaches the end-frame predictor
is not conditioned in any way on the start predictor.
Here we use two bidirectional LSTMs: LSTMend
takes as input the hidden states hP0

t of LSTMstart
and produces hP1

t as output. The respective hidden
states are then used in a similar way as the tied
LSTM method to generate start and end scores.

hP0
t = LSTMstart([h

V
t ;h

T ],hP0
t−1) (14)

hP1
t = LSTMend(h

P0
t ,h

P1
t−1) (15)

Sstart(t) = Ws([h
P0
t ;hVt ;h

T ]) + bs (16)

Send(t) = We([h
P1
t ;hVt ;h

T ]) + be (17)

3 Datasets

We evaluate our models on three datasets.
Note that we do not evaluate our models on

DiDeMo/TEMPO (Hendricks et al., 2017, 2018)
as these datasets only provide coarse fixed-size
moments, thus reducing the problem essentially to
ranking a fixed set of candidates. We choose the
following datasets because each has unique prop-
erties such as visual variance, richness of vocabu-
lary and variance in query lengths.

MPII TACoS: This dataset (Rohrbach et al.,
2014) has been built on top of the MPII Cooking
Activities dataset. It consists of detailed tempo-
rally aligned text descriptions of cooking activi-
ties. The average length of videos is 5 minutes. A
significant challenge in TACoS dataset is that de-
scriptions span over only a few seconds because
of the atomic nature of queries such as ‘takes out
the knife’ and ‘chops the onion’ (8.4% of them are
less than 1.6s long). Such short queries allow a
smaller margin of error. We use the train/test split
as provided by Gao et al. (2017) here. Coupled
with lesser visual variance to distinguish activi-
ties, fine-grained actions and descriptions which
can often have high word overlap, this is a chal-
lenging dataset.

ActivityNet Captions: ActivityNet (Caba Heil-
bron et al., 2015) is a large-scale open domain
activity recognition, segmentation and prediction
dataset based on YouTube videos additionally aug-
mented with dense temporally annotated captions
(Krishna et al., 2017). The average length is
2 minutes, but they are much more diverse in
content, with videos that span over 200 activity
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classes and annotations which use a richer vocab-
ulary. There are 10,024 and 5,044 train and test
set videos. We use the same train/test split as pro-
vided by the authors. Our reported results have
3,370 missing videos which could not be down-
loaded.

Charades-STA: The Charades dataset was in-
troduced with action classification, localization
and video description annotations (Sigurdsson
et al., 2016). Gao et al. (2017) extend this to in-
clude sentence level temporal annotation to create
the Charades-STA dataset which contains 12,408
training, and 3,720 test sentence level annotations.
In Charades-STA, average length of videos is 30
seconds and query length (number of frames) has
much lower variance (3.7s) as compared to TACoS
(39.5s) and ActivityNet (78.1s).

4 Experiments

4.1 Feature Extraction

We downsample the videos at a frame rate of 5
frames per second and extract I3D RGB (Carreira
and Zisserman, 2017) visual features pretrained on
Kinetics dataset. We use a fine-tuned version for
Charades available here.

4.2 Implementation Details

We use pre-trained GloVE embeddings of 300 di-
mensions. The extracted visual features have 1024
dimensions. For TACoS, Charades-STA, and Ac-
tivityNet we use a vocabulary size of 1438, 3720
and 10,000 respectively. We considered batch
sizes of 16, 32, 64 and single-layer LSTM hid-
den sizes of 128, 256, 512. The video and span
predictors are bidirectional LSTMs with 256 and
128 hidden units respectively while queries are en-
coded by a 256-dimensional bidirectional LSTM.
The MLP based span predictors have 256 hidden
dimensions and use tanh activation in hidden lay-
ers. For all datasets, we train the model with a
batch size of 32 for 30 epochs using Adam opti-
mizer with a learning rate of 0.001 and early stop-
ping. We apply a dropout of 0.5 to all the above-
mentioned LSTMs during training. We measure
our model performance primarily using localiza-
tion accuracy which is defined to be intersection
over union (IoU) at threshold values of 0.3, 0.5,
0.7 to compare with past work which reports Re-
call@1, IoU={0.3, 0.5, 0.7}.

4.3 Experimentation and Ablative Analysis

We compare the different training objectives (la-
beled ExCL-clf for classification and ExCL-reg
for regression) and evaluate the usefulness of re-
current encoders for video representations by re-
moving the video LSTM (labeled ExCL-clf/reg 1-
{a, b, c}). We also perform ablative analysis of
a range of span predictor networks. We compare
the performance of our proposed model with three
baselines which are the current SOTA for the dif-
ferent datsets. (i) Activity Concepts based Lo-
calizer (ACL) proposed in Ge et al. (2019) for
TACoS (ii) Segment Proposal Network approach
proposed in (Xu et al., 2019) for ActivityNet and
(iii) Moment Alignment Network (MAN) via It-
erative Graph Adjustment approach proposed in
(Zhang et al., 2018) for Charades-STA. While we
significantly beat the first two baselines for TACoS
and Activity Net respectively, we attain compara-
ble performance with the third for Charades-STA.
It is to be noted that since the approach in (Zhang
et al., 2018) depends on ranking fixed number of
segments in each video, it is not scalable to the
other two datasets which have longer videos with
greater variance in their lengths.

4.4 Results

Our results in Table 1 confirm our hypothesis that
extractive models work better.

We find that across all datasets, models with-
out recurrent architectures (ExCL 1-a) perform
significantly worse, demonstrating the importance
of temporal context provided by LSTMs in ei-
ther video encoder (ExCL 2-a) or span predictors
(ExCL 1-b). With ExCL 2-a we see that if the
visual context is captured well using recurrent ar-
chitectures in the video LSTM, then even with a
MLP span predictor we get a significant improve-
ment in performance. Furthermore, if we add
LSTM span predictors along with the video LSTM
(ExCL 2-{b, c}) we obtain an additional boost in
performance. However, without a recurrent vi-
sual encoder, a recurrent span predictor is essen-
tial to capture both uni-modal and cross-modal
interactions (ExCL 1-{b, c}). When comparing
the regression learning objective with classifica-
tion, we do not notice a substantial gain in per-
formance thereby indicating that not much infor-
mation is lost if the continuous nature of the labels
is not considered. In terms of span predictors, tied
LSTM generally performs well across all datasets,
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TACoS Charades-STA ActivityNet
IoU 0.3 0.5 0.7 0.3 0.5 0.7 0.3 0.5 0.7
Ge et al. (2019) 24.2 20.0 – – 30.5 12.2 – – –
Xu et al. (2019) – – – 54.7 35.6 15.8 45.3 27.7 13.6
Zhang et al. (2018) – – – – 46.5 22.7 – – –
ExCL-clf 1-a 22.6 12.6 5.1 55.4 30.4 14.8 42.5 23.8 12.1
ExCL-clf 1-b 42.0 25.0 12.3 64.7 43.8 22.1 61.7 40.4 23.0
ExCL-clf 1-c 41.9 25.5 13.6 64.2 43.9 23.3 60.7 40.9 23.4
ExCL-clf 2-a 41.7 26.0 12.9 64.6 41.5 20.3 60.4 40.5 23.1
ExCL-clf 2-b 44.2 28.0 14.6 65.1 44.1 22.6 61.1 41.3 23.4
ExCL-clf 2-c 44.4 27.8 14.6 61.4 41.2 21.3 62.1 41.6 23.9
ExCL-reg 1-a 26.2 11.9 4.8 54.7 34.0 14.5 48.4 27.0 11.0
ExCL-reg 1-b 45.2 27.5 12.9 60.1 42.6 21.6 63.0 43.6 23.6
ExCL-reg 1-c 41.4 24.8 11.4 59.0 43.1 20.7 61.5 42.7 23.4
ExCL-reg 2-a 42.2 27.2 11.7 59.6 41.9 20.2 61.5 41.9 23.3
ExCL-reg 2-b 45.5 28.0 13.8 61.5 44.1 22.4 62.3 42.7 24.1
ExCL-reg 2-c 42.3 27.3 12.5 58.0 41.8 20.5 61.4 41.7 22.4

Table 1: Clip Localization Accuracy at IoU = {0.3, 0.5, 0.7} for TACoS, Charades-STA and ActivityNet. Here
ExCL-clf represents the classification loss model and ExCL-reg represents the regression loss model. ExCL-
{clf/reg} 1-m refer to models run without a video LSTM encoder, while ExCL-{clf/reg} 2-m include the video
LSTM. m = a, b, c refer to MLP, tied LSTM and conditioned LSTM span predictor networks respectively.

and any difference with conditioned LSTM is neg-
ligible. This benefit is more pronounced when us-
ing the regression objective, possibly because con-
ditioning is already captured in the formulation as
given by Equation 7.

While Xu et al. (2019) note a significant differ-
ence in performance between Charades-STA and
ActivityNet captions, performance is similar on
both the datasets in our model. We hypothesize
that their model fails to work well when there is
large variability in the query lengths, as explained
in Section 3. We also find TACoS to be a signifi-
cantly more challenging benchmark, similar to Ge
et al. (2019).

5 Conclusion

In conclusion, our main contribution is an ex-
tractive model for clip localization based on text
queries as opposed to ranking driven approaches
used in the past. Our results show that this ele-
gant and fairly simple approach works much bet-
ter empirically on three very different benchmark
datasets, with tied LSTM span predictor gener-
ally giving best results. It is to be noted that
these datasets previously had three different archi-
tectures as their respective SOTA, and our work
naturally lays the foundation for training a sin-
gle generalizable model across datasets and pos-

sibly related tasks as the next step. Furthermore,
our approach is modular, making it trivial to insert
different architectures for the encoders and span-
predictors. Other future directions of this work in-
clude adding temporal attention in order to handle
more complicated temporal references and extend-
ing this approach to work for longer, and thereby
more challenging videos such as movies.
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Abstract

Machine learning has shown promise for au-
tomatic detection of Alzheimer’s disease (AD)
through speech; however, efforts are hampered
by a scarcity of data, especially in languages
other than English. We propose a method to
learn a correspondence between independently
engineered lexicosyntactic features in two lan-
guages, using a large parallel corpus of out-
of-domain movie dialogue data. We apply it
to dementia detection in Mandarin Chinese,
and demonstrate that our method outperforms
both unilingual and machine translation-based
baselines. This appears to be the first study
that transfers feature domains in detecting cog-
nitive decline.

1 Introduction

Alzheimer’s disease (AD) is a neurodegenerative
disease affecting 5.7 million people in the US (As-
sociation et al., 2018), and is the most common
cause of dementia. Although no cure yet ex-
ists, early detection of AD is crucial for an ef-
fective treatment to delay or prepare for its ef-
fects (Dubois et al., 2016). One of the earliest
symptoms of AD is speech impairment, includ-
ing a difficulty in finding words and changes to
grammatical structure (Taler and Phillips, 2008).
These early signs can be detected by having the
patient perform a picture description task, such as
the Cookie Theft task from the Boston Diagnos-
tic Aphasia Examination (Goodglass and Kaplan,
1983).

Previous models have applied machine learn-
ing to automatic detection of AD, for example,
Fraser et al. (2016) extracted a wide variety of lex-
icosyntactic and acoustic features to classify AD
and obtained 82% accuracy on the DementiaBank
(DB) dataset. However, clinical studies of AD
are expensive, so datasets of patient data are often
scarce. Noorian et al. (2017) augmented DB with

more a much larger corpus of normative data and
improved the classification accuracy to 93% on
DB. Similar linguistic differences between healthy
and AD speech have been observed in Mandarin
Chinese (Lai et al., 2009), but machine learning
has not yet been applied to detecting AD in Man-
darin.

Daume III (2007) proposed a simple way of
combining features in different domains, assum-
ing that the same features are extracted in each
domain. In our case, ensuring consistency of fea-
tures across domains is challenging because of the
grammatical differences between Mandarin and
English. For example, Mandarin doesn’t have
determiners or verb tenses, and has classifiers,
which don’t exist in English (Chao, 1965). An-
other method trains a classifier jointly on multiple
domains with different features on each domain,
by learning a projection to a common subspace
(Duan et al., 2012). However, this method only
accepts labelled samples in each domain, and can-
not make use of unlabelled, out-of-domain data.
Other work from our broader group (Fraser et al.,
2019) combined English and French data by ex-
tracting features based on conceptual “information
units” rather than words, thus limiting the effects
of multilingual differences.

In the current work, we train an unsupervised
model to detect dementia in Mandarin, requiring
only the English DB dataset and a large parallel
Mandarin-English corpus of normative dialogue.
We extract lexicosyntactic features in Mandarin
and English using separate pipelines, and use the
OpenSubtitles corpus of bilingual parallel movie
dialogues to learn a correspondence between the
different feature sets. We combine this correspon-
dence model with a classifier trained on DB to pre-
dict dementia on Mandarin speech. To evaluate
our system, we apply it to a dataset of speech from
Mandarin-speakers with dementia, and demon-
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Figure 1: Diagram of our model. We train two separate models: the first is trained on OpenSubtitles and learns to
map Mandarin features to English features; the second is trained on DementiaBank and predicts dementia given
English features. During evaluation, the two models are combined to predict dementia in Mandarin.

strate that our method outperforms several base-
lines.

2 Datasets

We use the following datasets:

• DementiaBank (Boller and Becker, 2005): a
corpus of Cookie Theft picture descriptions,
containing 241 narrations from healthy con-
trols and 310 from patients with dementia.
Each narration is professionally transcribed
and labelled with part-of-speech tags. In this
work, we only use the narration transcripts,
and neither the part-of-speech tags or raw
acoustics.

• Lu Corpus (MacWhinney et al., 2011): con-
tains 49 patients performing the Cookie theft
picture description, category fluency, and
picture naming tasks in Taiwanese Man-
darin. The picture description narrations
were human-transcribed; patient diagnoses
are unspecified but exhibit various degrees of
dementia.

• OpenSubtitles2016 (Lison and Tiedemann,
2016): a corpus of parallel dialogues ex-
tracted from movie subtitles in various lan-
guages. We use the Traditional Chinese / En-
glish language pair, which contains 3.3 mil-
lion lines of dialogue.

The Lu Corpus is missing specifics of diagnosis,
so we derive a dementia score for each patient us-
ing the category fluency and picture naming tasks.
For each category fluency task, we count the num-
ber of unique items named; for the picture naming
tasks, we score the number of pictures correctly

named, awarding partial credit if a hint was given.
We apply PCA to the scores across all tasks, and
assign the first principal component to be the de-
mentia score for each patient. This gives a rela-
tive ordering of all patients for degree of dementia,
which we treat as the ground-truth for evaluating
our models.

3 Methodology

3.1 Feature Extraction
We extract a variety of lexicosyntactic features in
Mandarin and English, including type-token-ratio,
the number of words per sentence, and propor-
tions of various part-of-speech tags1. A detailed
description of the features is provided in the sup-
plementary materials (Section A.1). In total, we
extract 143 features in Mandarin and 185 in En-
glish. To reduce sparsity, we remove features in
both languages that are constant for more than half
of the dataset.

Due to the size of the OpenSubtitles corpus, it
was computationally unfeasible to run feature ex-
traction on the entire corpus. Therefore, we ran-
domly select 50,000 narrations from the corpus,
where each narration consists of between 1 to 50
contiguous lines of dialogue (about the length of a
Cookie Theft narration).

For English, we train a logistic regression clas-
sifier to classify between dementia and healthy
controls on DB, using our features as input. Us-
ing L1 regularization and 5-fold CV, our model
achieves 77% classification accuracy on DB. This
is slightly lower than the 82% accuracy reported

1The feature extraction pipeline is open-source, available
at: https://github.com/SPOClab-ca/COVFEFE.
The lex and lex chinese pipelines were used for English
and Chinese, respectively.
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by Fraser et al. (2016), but it does not include any
acoustic features as input.

3.2 Feature Transfer

Next, we use the OpenSubtitles corpus to train a
model to transform Mandarin feature vectors to
English feature vectors. For each target English
feature, we train a separate ElasticNet linear re-
gression (Zou and Hastie, 2005), using the Man-
darin features of the parallel text as input. We per-
form a hyperparameter search independently for
each target feature, using 3-fold CV to minimize
the MSE.

3.3 Regularization

Although the output of the ElasticNet regressions
may be given directly to the logistic regression
model to predict dementia, this method has two
limitations. First, the model considers each tar-
get feature separately and cannot take advantage
of correlations between target features. Second, it
treats all target feature equally, even though some
are noisier than others. We introduce two regular-
ization mechanisms to address these drawbacks:
reduced rank regression and joint feature selec-
tion.

Reduced Rank Regression
Reduced rank regression (RRR) trains a single
linear model to predict all the target features: it
minimizes the sum of MSE across all target fea-
tures, with the constraint that the rank of the lin-
ear mapping is bounded by some given R (Izen-
man, 1975). Following recommended procedures
(Davies, 1982), we standardize the target features
and find the best value of R with cross validation.
However, this procedure did not significantly im-
prove results so it was not included in our best
model.

Joint Feature Selection
A limitation of the above models is that they are
not robust to noisy features. For example, if some
English feature is useful for predicting dementia,
but cannot be accurately predicted using the Man-
darin features, then including this feature might
hurt the overall performance. A desirable English
feature in our pipeline needs to not only be use-
ful for predicting dementia in English, but also be
reconstructable from Mandarin features.

We modify our pipeline as follows. After train-
ing the ElasticNet regressions, we sort the target

features by their R2 (coefficient of determination)
measured on the training set, where higher values
indicate a better fit. Then, for each K between 1
and the number of features, we select only the top
K features and re-train the DB classifier (3.1) to
only use those features as input. The result of this
experiment is shown in Figure 2.

4 Experiments

4.1 Baseline Models

We compare our system against two simple base-
lines:

1. Unilingual baseline: using the Mandarin
features, we train a linear regression to pre-
dict the dementia score. We take the mean
across 5 cross-validation folds.

2. Translate baseline: The other intuitive way
to generate English features from a Man-
darin corpus is by using translation. We use
Google Translate2 to translate each Mandarin
transcript to English. Then, we extract fea-
tures from the translated English text and
feed them to the dementia classifier described
in section 3.1.

4.2 Evaluation Metric

We evaluate each model by comparing the Spear-
man’s rank-order correlation ρ (Spearman, 1904)
between the ground truth dementia scores and the
model’s predictions. This measures the model’s
ability to rank the patients from the highest to the
lowest severities of dementia, without requiring a
threshold value.

4.3 Experimental Results

Model Spearman ρ
Baselines

Unilingual 0.385
Google Translate 0.366

Our models
Feature Transfer 0.319
+ RRR 0.354
+ JFS 0.549

Table 1: Baselines compared with our models, evalu-
ated on the Lu corpus. RRR: Reduced rank regression
(3.3), JFS: Joint feature selection (3.3).

2https://translate.google.com/
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Figure 2: Accuracy of DementiaBank classifier model and Spearman’s ρ on Lu corpus, using only the top K
English features ordered by R2 on the OpenSubtitles corpus. Spearman’s ρ is maximized at K = 13, achieving a
score of ρ = 0.549. DementiaBank accuracy generally increases with more features.

Our best model achieves a Spearman’s ρ of
0.549, beating the translate baseline (n = 49, p =
0.06). Joint feature selection appears to be crucial,
since the model performs worse than the base-
lines if we use all of the features. This is the
case no matter if we predict each target feature in-
dependently or all at once with reduced rank re-
gression. RRR does not outperform the baseline
model, probably because it fails to account for the
noisy target features in the correspondence model
and considers each feature equally important. We
did not attempt to use joint feature selection and
RRR at the same time, because the multiplicative
combination of hyperparameters K and R would
produce a multiple comparisons problem using the
small validation set.

Using joint feature selection, we find that the
best score is achieved when we use K = 13 target
features (Figure 2). With K < 13, performance
suffers because the DementiaBank classifier is not
given enough information to make accurate clas-
sifications. With K > 13, the accuracy for the
DementiaBank classifier improves; however, the
overall performance degrades because it is given
noisy features with low R2 coefficients. A list of
the top features is given in Table 2 in the supple-
mentary materials.

In our experiments, the correspondence model
worked better when absolute counts were used for
the Chinese CFG features (e.g., the number of
NP → PN productions in the narration) rather
than ratio features (e.g., the proportion of CFG
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Figure 3: Ablation experiment where a various num-
ber of OpenSubtitles samples were used for training.
The error bars indicate the two standard deviation con-
fidence interval.

productions that were NP → PN ). When ra-
tios were used for source features, the R2 coeffi-
cients for many target features decreased. A pos-
sible explanation is that the narrations have vary-
ing lengths, and dividing features by the length in-
troduces a nonlinearity that adversely affects our
linear models. However, more experimentation is
required to examine this hypothesis.

4.4 Ablation Study
Next, we investigate how many parallel OpenSub-
titles narrations were necessary to learn the cor-
respondence model. We choose various training
sample sizes from 10 to 50,000 and, for each train-
ing size, we train and evaluate the whole model
from end-to-end 10 times with different random
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seeds (Figure 3). As expected, the Spearman’s
ρ increased as more samples were used, but only
1000-2000 samples were required to achieve com-
parable performance to the full model.

5 Conclusion

We propose a novel method to use a large parallel
corpus to learn mappings between engineered fea-
tures in two languages. Combined with a demen-
tia classifier model for English speech, we con-
structed a model to predict dementia in Mandarin
Chinese. Our method achieves state-of-the-art re-
sults for this task and beats baselines based on
unilingual models and Google Translate. It is suc-
cessful despite the stark differences between En-
glish and Mandarin, and the fact that the parallel
corpus is out-of-domain for the task. Lastly, our
method does not require any Mandarin data for
training, which is important given the difficulty of
acquiring sensitive clinical data.

Future work will investigate the use of auto-
matic speech recognition to reduce the need for
manual transcripts, which are impractical in a clin-
ical setting. Also, our model only uses lexicosyn-
tactic features, and ignores acoustic features (e.g.,
pause duration) which are significant for demen-
tia detection in English. Finally, it remains to ap-
ply this method to other languages, such as French
(Fraser et al., 2019), for which datasets have re-
cently been collected.
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A Appendices

A.1 Description of Lexicosyntactic Features
We extract 185 lexicosyntactic features in English
and 143 in Mandarin Chinese. We use Stanford
CoreNLP to do constituency parsing and part-of-
speech tagging (Klein and Manning, 2003; Levy
and Manning, 2003). We also use wordfreq
(Speer et al., 2018) for word frequency statistics
in both languages. Our features are similar to the
set of features used by Fraser et al. (2016), which
the reader can refer to for a more thorough descrip-
tion.

The following features are extracted in English:

• Narrative length: Number of words and
sentences in narration.

• Vocabulary richness: Type-token ratio,
moving average type-token ratio (with win-
dow sizes of 10, 20, 30, 40, and 50 words),
Honoré’s statistic, and Brunét’s index.

• Frequency metrics: Mean word frequencies
for all words, nouns, and verbs.

• POS counts: Counts and ratios of nouns,
verbs, inflected verbs, determiners, demon-
stratives, adjectives, adverbs, function words,
interjections, subordinate conjunctions, and

coordinate conjunctions. Also includes some
special ratios such as pronoun / noun and
noun / verb ratios.

• Syntactic complexity: Counts and mean
lengths of clauses, T-units, dependent
clauses, and coordinate phrases as computed
by Lu’s syntactic complexity analyzer (Lu,
2010).

• Tree statistics: Max, median, and mean
heights of all CFG parse trees in the narra-
tion.

• CFG ratios: Ratio of CFG production rule
count for each of the 100 most common CFG
productions from the constituency parse tree.

The following features are extracted in Man-
darin Chinese:

• Narrative length: Number of sentences,
number of characters, and mean sentence
length.

• Frequency metrics: Type-token ratio, mean
and median word frequencies.

• POS counts: For each part-of-speech cate-
gory, the number of it in the utterance and
ratio of it divided by the number of tokens.
Also includes some special ratios such as pro-
noun / noun and noun / verb ratios.

• Tree statistics: Max, median, and mean
heights of all CFG parse trees in the narra-
tion.

• CFG counts: Number of occurrences for
each of the 60 most common CFG produc-
tion rules from the constituency parse tree.

A.2 Top Joint Features
Table 2 lists the top English features for joint fea-
ture selection (most reconstructable from Chinese
features), ordered by R2 coefficients on the Open-
Subtitles corpus. The top performing model uses
the first 13 features.
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# Feature Name R2

1 Number of words 0.894
2 Number of sentences 0.828
3 Brunét’s index 0.813
4 Type token ratio 0.668
5 Moving average TTR (50 word window) 0.503
6 Moving average TTR (40 word window) 0.461
7 Moving average TTR (30 word window) 0.411
8 Average word length 0.401
9 Moving average TTR (20 word window) 0.360

10 Moving average TTR (10 word window) 0.328
11 NP→ PRP 0.294
12 Number of nouns 0.233
13 Mean length of clause 0.225
14 PP→ IN NP 0.224
15 Total length of PP 0.222
16 Complex nominals per clause 0.220
17 Noun ratio 0.213
18 Pronoun ratio 0.208
19 Number of T-units 0.207
20 Number of PP 0.205
21 Number of function words 0.198
22 Subordinate / coordinate clauses 0.193
23 Mean word frequency 0.193
24 Number of pronouns 0.191
25 Average NP length 0.188

Table 2: Top English features for joint feature selection.
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Abstract

Recent work has shown that visual context im-
proves cross-lingual sense disambiguation for
nouns. We extend this line of work to the
more challenging task of cross-lingual verb
sense disambiguation, introducing the Multi-
Sense dataset of 9,504 images annotated with
English, German, and Spanish verbs. Each im-
age in MultiSense is annotated with an English
verb and its translation in German or Span-
ish. We show that cross-lingual verb sense dis-
ambiguation models benefit from visual con-
text, compared to unimodal baselines. We
also show that the verb sense predicted by our
best disambiguation model can improve the re-
sults of a text-only machine translation system
when used for a multimodal translation task.

1 Introduction

Resolving lexical ambiguity remains one of the
most challenging problems in natural language pro-
cessing. It is often studied as a word sense dis-
ambiguation (WSD) problem, which is the task of
assigning the correct sense to a word in a given
context (Kilgarrif, 1998). Word sense disambigua-
tion is typically tackled using only textual context;
however, in a multimodal setting, visual context
is also available and can be used for disambigua-
tion. Most prior work on visual word sense dis-
ambiguation has targeted noun senses (Barnard
and Johnson, 2005; Loeff et al., 2006; Saenko and
Darrell, 2008), but the task has recently been ex-
tended to verb senses (Gella et al., 2016, 2019).
Resolving sense ambiguity is particularly crucial
for translation tasks, as words can have more than
one translation, and these translations often corre-
spond to word senses (Carpuat and Wu, 2007; Nav-
igli, 2009). As an example consider the verb ride,
which can translate into German as fahren (ride a
bike) or reiten (ride a horse). Recent work on mul-
timodal machine translation has partly addressed

Source: Three guys riding on an elephant.
Target: Drei Männer reiten auf einem Elefanten.
Output: Drei Jungs fahren auf einem Elefanten.

Figure 1: An example of a verb sense translation er-
ror (shown in bold red) by the English-German neural
translation system of Sennrich et al. (2017).

lexical ambiguity by using visual information, but
it still remains unresolved especially for the part-of-
speech categories such as verbs (Specia et al., 2016;
Shah et al., 2016; Hitschler et al., 2016; Lala and
Specia, 2018). Prior work on cross-lingual WSD
has been limited in scale and has only employed
textual context (Lefever and Hoste, 2013), even
though the task should benefit from visual context,
just like monolingual WSD.

Visual information has been shown to be use-
ful to map words across languages for bilingual
lexicon induction. For this, images are used as a
pivot between languages or visual information is
combined with cross-lingual vector spaces to learn
word translations across languages (Bergsma and
Van Durme, 2011; Kiela et al., 2015; Vulic et al.,
2016). However, as with other grounding or word
similarity tasks, bilingual lexicon induction has so
far mainly targeted nouns and these approaches was
shown to perform poorly for other word categories
such as verbs. Recent work by Gella et al. (2017)
and Kádár et al. (2018) has shown using image as
pivot between languages can lead to better multi-
lingual multimodal representations and can have
successful applications in crosslingual retrieval and
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multilingual image retrieval.
In this paper, we introduce the MultiSense

dataset of 9,504 images annotated with English
verbs and their translations in German and Spanish.
For each image in MultiSense, the English verb is
translation-ambiguous, i.e., it has more than one
possible translation in German or Spanish. We pro-
pose a series of disambiguation models that, given
an image and an English verb, select the correct
translation of the verb. We apply our models on
MultiSense and find that multimodal models that
fuse textual context with visual features outperform
unimodal models, confirming our hypothesis that
cross-lingual WSD benefits from visual context.

Cross-lingual WSD also has a clear application
in machine translation. Determining the correct
sense of a verb is important for high quality trans-
lation output, and sometimes text-only translation
systems fail when the correct translation would be
obvious from visual information (see Figure 1). To
show that cross-lingual visual sense disambigua-
tion can improve the performance of translation sys-
tems, we annotate a part of our MultiSense dataset
with English image descriptions and their German
translations. There are two existing multimodal
translation evaluation sets with ambiguous words:
the Ambiguous COCO dataset (Elliott et al., 2017)
contains sentences that are “possibly ambiguous”,
and the Multimodal Lexical Translation dataset is
restricted to predicting single words instead of full
sentences (Lala and Specia, 2018). This type of
resource is important for multimodal translation be-
cause it is known that humans use visual context to
resolve ambiguities for nouns and gender-neutral
words (Frank et al., 2018). MultiSense contains
sentences that are known to have ambiguities, and
it allows for sentence-level and verb prediction eval-
uation. Here, we use the verbs predicted by our
visual sense disambiguation model to constrain the
output of a neural translation system and demon-
strate a clear improvement in Meteor, BLEU, and
verb accuracy over a text-only baseline.

2 MultiSense Dataset

Images Paired with Verb Translations The
MultiSense dataset pairs sense-ambiguous English
verbs with images as visual context and contextu-
ally appropriate German and Spanish translations.
Table 1 shows examples of images taken from Mul-
tiSense with their Spanish and German translations.
To compile the dataset, we first chose a set of En-

glish verbs which had multiple translations into
German and Spanish in Wiktionary, an online dic-
tionary. Then we retrieved 150 candidate images
from Google Images using queries that included
the target English verb. We constructed the verb
phrases by extracting the 100 most frequent phrases
for each verb from the English Google syntactic
n-grams dataset (Lin et al., 2012), which we then
manually filtered to remove redundancies, resulting
in 10 phrases per verb. Examples of verb phrases
for blow include blowing hair, blowing a balloon,
and blowing up a bomb. We filtered the candidate
images using crowdworkers on Amazon Mechan-
ical Turk, who were asked to remove images that
were irrelevant to the verb phrase query. Overall
pairwise agreement for this image filtering task was
0.763. Finally, we employed native German and
Spanish speakers to translate the verbs into their
language, given the additional visual context.

This resulted in a dataset of 9,504 images, cov-
ering 55 English verbs with 154 and 136 unique
translations in German and Spanish, respectively.
We divided the dataset into 75% training, 10% vali-
dation and 15% test splits.

Sentence-level Translations We also annotated
a subset of MultiSense with sentence-level transla-
tions for English and German. This subset contains
995 image–English description–German transla-
tion tuples that can be used to evaluate the verb
sense disambiguation capabilities of multimodal
translation models. We collected the data in four-
steps: (1) crowdsource English descriptions of the
images using the gold-standard MultiSense verb
as a prompt; (2) manually post-edit the English
descriptions to ensure they contain the correct verb;
(3) crowdsource German translations, given the
English descriptions, the German gold-standard
MultiSense verb, and the image; (4) manually post-
edit the German translations to ensure they contain
the correct verb. Figure 1 shows an example of
an image paired with its English description and
German translation.

3 Verb Sense Disambiguation Modeling

We propose three models for cross-lingual verb
sense disambiguation, based on the visual input,
the textual input, or using both inputs. Each model
is trained to minimize the negative log probability
of predicting the correct verb translation.
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Spanish mandar hinchar explotar
German zublasen aufblasen detonieren

Table 1: Images for the English verb blow annotated
with translations in Spanish and German. The images
correspond to the uses of blowing with a hair dryer and
blowing a balloon, and blowing up a bomb.

3.1 Unimodal Visual Model
Visual features have been shown to be useful for
learning semantic representations of words (Lazari-
dou et al., 2015), bilingual lexicon learning (Kiela
et al., 2015), and visual sense disambiguation
(Gella et al., 2016), amongst others. We propose a
model that learns to predict the verb translation us-
ing only visual input. Given an image I, we extract
a fixed feature vector from a Convolutional Neural
Network, and project it into a hidden layer hv with
the learned matrix Wi ∈ Rh×512 (Eqn. 1). The hid-
den layer is projected into the output vocabulary of
v verbs using the learned matrix Wo ∈ Rh×v, and
normalized into a probability distribution using a
softmax transformation (Eqn. 2).

hv = Wi ·CNN(I)+bi (1)

y = softmax(Wo ·hv +bo) (2)

3.2 Unimodal Textual Model
Each image in MultiSense is associated with the
query phrase that was used to retrieve it. Given a
query phrase with N words, we embed each word
as a d-dimensional dense vector, and represent the
phrase as the average of its embeddings E. We then
project the query representation into a hidden layer
with the learned matrix Wq ∈ Rh×d (Eqn. 3). The
hidden layer is projected into an output layer and
normalized to a probability distribution, in the same
manner as the unimodal visual model.

hq = Wq ·
(

1
N

N

∑
i

E[wi]

)
+bq (3)

3.3 Multimodal Model
We also propose a multimodal model that inte-
grates the visual and textual features to predict the
correct verb sense. In our multimodal model, we
concatenate the inputs together before projecting

Chance Majority Text Image MM

German 0.7 2.8 49.1 52.1 55.6
Spanish 0.7 4.0 52.7 50.3 56.0

Table 2: Cross-lingual verb sense disambiguation ac-
curacy of our unimodal models and the multimodal
model. We also show the performance of a random
chance baseline and a majority label baseline.

them into a hidden layer with a learned matrix Wh
∈ Rh×(512+h) (Eqn. 4). We follow the same steps
as the unimodal models to project the multimodal
hidden layers into the output label space.

hearly = Wh · [CNN(I) ; hq]+bh (4)

4 Verb Disambiguation Experiments

Our experiments are designed to determine whether
the integration of textual and visual features yields
better cross-lingual verb sense disambiguation than
unimodal models.

4.1 Setup and Evaluation

We embed the textual queries using pre-trained d =
300 dimension word2vec embeddings (Mikolov
et al., 2013). We represent images in the visual
model using the features extracted from the 512D
pool5 layer of a pre-trained ResNet-34 CNN (He
et al., 2016). All our models have a h = 128 dimen-
sion hidden layer. The German models have an
output vocabulary of v = 154 verbs, and the Span-
ish models have a vocabulary of v = 136 verbs.
All of our models are trained using SGD with mini-
batches of 16 samples and a learning rate of 0.0001.

We evaluate the performance of our models
by measuring the accuracy of the predicted verb
against the gold standard. We also compare against
chance and majority label baselines. Our prelimi-
nary experiments show that with better visual rep-
resentation we achieve better acccuracy scores sim-
ilar to others who observed better visual representa-
tion contributes to better downstream tasks such as
image description (Fang et al., 2015), multimodal
machine translation (Specia et al., 2016) and repre-
sentation learning (Kádár et al., 2018).

4.2 Results

We present the results in Table 2. The chance and
majority label baselines perform very poorly. The
unimodal textual model performs better than the
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Source A large herd of sheep is blocking the
road.

A woman smiles as she brushes her
long, dark hair.

Target Eine große Herde Schafe blockiert die
Straße.

Eine Frau lächelt während sie sich ihre
dunklen langen Haare bürstet .

Baseline Eine große Herde Schafe kriecht die
Straße entlang.

Eine Frau lächelt , als sie ihren langen
und dunklen Haaren putzt .

+WSD Eine große Herde Schafe blockieren
die Straße.

Eine Frau lächelt , als sie ihr lange ,
dunklen Haaren bürsten .

Table 3: The visual verb sense predictions (“blockieren”, “bürsten”) successfully constrains the decoder to predict
the correct sense of the verb (“block”, “brush”) in the German translation (+WSD). The incorrect verb in the
baseline translation is shown in bold red.

looking
for directions

Model German Spanish

Textual schauen mirar
Visual tragen buscar
MM suchen buscar

Figure 2: Examples of the Top-1 predictions of our uni-
modal and multimodal models. Only the early fusion
multimodal model predicts the correct verb sense for
both languages (shown in bold).

unimodal visual model for German verb sense dis-
ambiguation, but we find the opposite for Spanish
unimodal verb sense disambiguation. However,
the early fusion multimodal model outperforms the
best unimodal model for both German and Span-
ish. This confirms that cross-lingual verb sense
disambiguation benefits from multimodal supervi-
sion compared to unimodal supervision.

4.3 Discussion

We analyzed the outputs of our models in order
to understand where multimodal features helped
in identifying the correct verb translation and the
cases where they failed. In Figure 2, we show an
example that illustrates how varying the input (tex-
tual, visual, or multimodal) affects the accuracy of
the verb prediction. We show the top verb predicted
by our models for both German and Spanish. The
top predicted verb using text-only visual features
is incorrect. The unimodal visual features model
predicts the correct Spanish verb but the incorrect

Meteor BLEU VAcc

Baseline NMT 38.6 17.8 22.9
+ Predicted Verb 40.0 18.5 49.5
+ Oracle Verb 40.4 19.1 77.7

Caglayan et al. 46.1 25.8 29.3
Helcl & Libovický 42.5 22.3 25.1

Table 4: Translation results: Meteor and BLEU are
standard text-similarity metrics; verb accuracy (VAcc)
counts how often the model proposal contains the gold
standard German verb.

German verb. However, when visual information
is added to textual features, models in both the
languages predict the correct label.

5 Machine Translation Experiments

We also evaluate our verb sense disambiguation
model in the challenging downstream task of multi-
modal machine translation (Specia et al., 2016). We
conduct this evaluation on the sentence-level trans-
lation subset of MultiSense. We evaluate model
performance using BLEU (Papineni et al., 2002)
and Meteor scores (Denkowski and Lavie, 2014)
between the MultiSense reference description and
the translation model output. We also evaluate the
verb prediction accuracy of the output against the
gold standard verb annotation.
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5.1 Models

Our baseline is an attention-based neural machine
translation model (Hieber et al., 2017) trained on
the 29,000 English-German sentences in Multi30k
(Elliott et al., 2016). We preprocessed the text
with punctuation normalization, tokenization, and
lowercasing. We then learned a joint byte-pair-
encoded vocabulary with 10,000 merge operations
to reduce sparsity (Sennrich et al., 2016).

Our approach uses the German verb predicted
by the unimodal visual model (Section 3.1) to con-
strain the output of the translation decoder (Post
and Vilar, 2018). This means that our approach
does not directly use visual features, instead it uses
the output of the visual verb sense disambiguation
model to guide the translation process.

We compare our approach against two state-of-
the-art multimodal translation systems: Caglayan
et al. (2017) modulate the target language word em-
beddings by an element-wise multiplication with
a learned transformation of the visual data; Helcl
and Libovický (2017) use a double attention model
that learns to selectively attend to a combination of
the source language and the visual data.

5.2 Results

Table 4 shows the results of the translation experi-
ment. Overall, the Meteor scores are much lower
than on the Multi30k test sets, where the state-
of-the-art single model scores 51.6 Meteor points
compared to 46.1 Meteor we obtained. This gap is
most likely due evaluating the models on an out-
of-domain dataset with out-of-vocabulary tokens.
Using the predicted verb as a decoding constraint
outperforms the text-only translation baseline by
1.4 Meteor points. In addition, the translation
output of our model contains the correct German
verb 27% more often than the text-only baseline
model. These results show that a multimodal verb
sense disambiguation model can improve transla-
tion quality in a multimodal setting.

We also calculated the upper bound of our ap-
proach by using the gold standard German verb as
the lexical constraint. In this oracle experiment we
observed a further 0.4 Meteor point improvement
over our best model, and a further 27% improve-
ment in verb accuracy. This shows that: (1) there
are further improvements to be gained from im-
proving the verb disambiguation model, and (2) the
OOV rate in German means that we cannot achieve
perfect verb accuracy.

6 Conclusions

We introduced the MultiSense dataset of 9,504 im-
ages annotated with an English verb and its transla-
tion in Spanish and German. We proposed a range
of cross-lingual visual sense disambiguation mod-
els and showed that multimodal models that fuse
textual and visual features outperform unimodal
models. We also collected a set of image descrip-
tions and their translations, and showed that the out-
put of our cross-lingual WSD system boosts the per-
formance of a text-only translation system on this
data. MultiSense is publicly available at https:
//github.com/spandanagella/multisense
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Abstract

Language identification for code-switching
(CS), the phenomenon of alternating between
two or more languages in conversations, has
traditionally been approached under the as-
sumption of a single language per token. How-
ever, if at least one language is morpholog-
ically rich, a large number of words can be
composed of morphemes from more than one
language (intra-word CS). In this paper, we
extend the language identification task to the
subword level, such that it includes splitting
mixed words while tagging each part with a
language ID. We further propose a model for
this task, which is based on a segmental recur-
rent neural network. In experiments on a new
Spanish–Wixarika dataset and on an adapted
German–Turkish dataset, our proposed model
performs slightly better than or roughly on par
with our best baseline, respectively. Consid-
ering only mixed words, however, it strongly
outperforms all baselines.

1 Introduction

In settings where multilingual speakers share more
than one language, mixing two or more languages
within a single piece of text, for example a tweet,
is getting increasingly common (Grosjean, 2010).
This constitutes a challenge for natural language
processing (NLP) systems, since they are com-
monly designed to handle one language at a time.

Code-switching (CS) can be found in multiple
non-exclusive variants. For instance, sentences
in different languages can be mixed within one
text, or words from different languages can be
combined into sentences. CS can also occur on
the subword level, when speakers combine mor-
phemes from different languages (intra-word CS).
This last phenomenon can mostly be found if at
least one of the languages is morphologically rich.
An example for intra-word CS between the Ro-

(a) ne’iwa pecansadox ī
WIX MIXED
my.brother you-are.tired.PPFV

(b) ne’iwa pe cansado x ī
WIX WIX ES WIX
my.brother you-are tired PPFV

‘My brother, you are tired.’

Figure 1: Intra-word CS between Spanish and
Wixarika, (a) standard LID for CS, (b) our task. PPFV
stands for past perfective.

mance language Spanish and the Yuto-Aztecan
language Wixarika1 is shown in Figure 1.

CS language identification (LID) , i.e., predict-
ing the language of each token in a text, has at-
tracted a lot of attention in recent years (cf. Solorio
et al. (2014); Molina et al. (2016)). However,
intra-word mixing is mostly not handled explic-
itly: words with morphemes from more than one
language are simply tagged with a mixed label.

While this works reasonably well for previously
studied language pairs, overlooking intra-word CS
leads to a major loss of information for highly pol-
synthetic languages. A mixed word is unknown
for NLP systems, yet a single word contains much
more information, cf. Figure 1 (b). Furthermore,
we find intra-word CS to be much more frequent
for Spanish–Wixarika than for previously studied
language pairs, such that it is crucial to handle it.

Motivated by these considerations, we extend
the LID task to the subword level (from (a) to
(b) in Figure 1). We introduce a new CS dataset
for Spanish–Wixarika (ES–WIX) and modify an
existing German–Turkish (DE–TR) CS corpus
(Çetinoğlu, 2016) for our purposes. We then intro-

1Wixarika, also known as Huichol, is a polysynthetic
Mexican indigenous language.
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duce a segmental recurrent neural network (Seg-
RNN) model for the task, which we compare
against several strong baselines. Our experiments
show clear advantages of SegRNNs over all base-
lines for intra-word CS.

2 Related Work

The task of LID for CS has been frequently stud-
ied in the last years (Al-Badrashiny and Diab,
2016; Rijhwani et al., 2017; Zhang et al., 2018),
including two shared tasks on the topic (Solorio
et al., 2014; Molina et al., 2016). The best sys-
tems (Samih et al., 2016; Shirvani et al., 2016)
achieved over 90% accuracy for all language pairs.
However, intra-word CS was not handled explic-
itly, and often systems even failed to correctly as-
sign the mixed label. For Nepali–English, Bar-
man et al. (2014) correctly identified some of the
mixed words with a combination of linear kernel
support vector machines and a k-nearest neigh-
bour approach. The most similar work to ours
is Nguyen and Cornips (2016), which focused
on detecting intra-word CS for Dutch–Limburgish
(Nguyen et al., 2015). The authors utilized Mor-
fessor (Creutz and Lagus, 2002) to segment all
words into morphemes and Wikipedia to assign
LID probabilities to each morpheme. However,
their task definition and evaluation are on the word
level. Furthermore, as this method relies on large
monolingual resources, it is not applicable to low-
resource languages like Wixarika, which does not
even have its own Wikipedia edition.

Subword-level LID consists of both segmenta-
tion and tagging of words. An earlier approach
to handle a similar scenario was the connection-
ist temporal classification (CTC) model devel-
oped by Graves et al. (2006). The disadvantage
of this model was the lack of prediction of the
segmentation boundaries that are necessary for
our task. Kong et al. (2016) later proposed the
SegRNN model that segments and labels jointly,
with successful applications on automatic glossing
of polysynthetic languages (Micher, 2017, 2018).
Segmentation of words into morphemes alone has
a long history in NLP (Harris, 1951), including
semi- or unsupervised methods (Goldsmith, 2001;
Creutz and Lagus, 2002; Hammarström and Borin,
2011; Grönroos et al., 2014), as well as supervised
ones (Zhang and Clark, 2008; Ruokolainen et al.,
2013; Cotterell et al., 2015; Kann et al., 2018).

3 Task and Data Description

3.1 Task Description

Formally, the task of subword-level LID consists
of producing two sequences, given an input se-
quence of tokens X = 〈x1, . . . , xi, . . . , x|X|〉.
The first sequence contains all words and splits
Xs = 〈xs1, . . . , xsi , . . . , xs|X|〉, where each xsi is an
m-tuple of variable length 0 < m ≤ |xi|, where
|xi| is the number of characters in xi. The second
sequence is such that T s = 〈ts1, . . . , tsi , . . . , ts|X|〉,
where |T s| = |Xs| = |X| and each tsi ∈ T s is an
n-tuple of tags from a given set of LID tags. An
input–output example for a DE–TR mixed phrase
is shown in Figure 2.

Input 〈 ‘Yerim’, ‘seni’, ‘,’, ‘danke’, ‘Schatzym’〉
Output 〈 (Yerim), (seni), (,), (danke), (Schatzy, m)〉

〈 (TR), (TR), (OTHER), (DE), (DE, TR)〉

Figure 2: Subword-level LID in German–Turkish.

3.2 Datasets

German–Turkish The German–Turkish Twitter
Corpus (Çetinoğlu and Çöltekin, 2016) consists
of 1029 tweets with 17K tokens. They are man-
ually normalized, tokenized, and annotated with
language IDs. The language ID tag set consists
of TR (Turkish), DE (German), LANG3 (other lan-
guage), MIXED (intra-word CS), AMBIG (ambigu-
ous language ID in context), and OTHER (punctu-
ation, numbers, emoticns, symbols, etc.). Named
entities are tagged with a combination of NE and
their language ID: NE.TR, NE.DE, NE.LANG3.
In the original corpus, some Turkish and mixed
words undergo a morphosyntactic split,2 with
splitting points not usually corresponding to lan-
guage boundaries. For the purpose of subword-
level LID, these morphosyntactic splits are merged
back into single words. We then manually seg-
ment MIXED words at language boundaries, and
replace their labels with more fine-grained lan-
guage ID tags. The total percentage of mixed
words is 2.75%. However, the percentage of sen-
tences with mixed words is 15.66%. The complete
dataset statistics can be found in Table 1.

Spanish–Wixarika Our second dataset consists
of 985 sentences and 8K tokens in Spanish and
Wixarika. Wixarika is spoken by approximately

2E.g., separating copular suffixes from roots they are at-
tached to, cf. Çetinoğlu and Çöltekin (2016) for details.

2006



Tokens All % Unique Unique %
DE 3992 20.37 1360 20.43
TR 9913 50.59 4071 61.16
LANG3 112 0.57 83 1.25
AMBIG 32 0.16 23 0.18
OTHER 4345 22.17 294 4.42
NE.TR 417 2.13 275 4.13
NE.DE 389 1.99 244 3.67
NE.AMBIG 16 0.08 12 1.25
NE.LANG3 112 0.57 95 1.43
MIXED 231 1.18 183 2.75

DE TR 231 100.0 183 100.0

Table 1: The frequency breakdown of tokens by lan-
guage IDs in the German-Turkish dataset. All: the total
number of tokens per tag, %: the percentage of them
with respect to the total number of tokens; Unique: the
number of unique word types, and Unique %: the per-
centage of them with respect the total number of unique
word types.

50, 000 people in the Mexican states of Durango,
Jalisco, Nayarit and Zacatecas (Leza and López,
2006) and is polysynthetic, with most morphemes
ocurring in verbs. The data is collected from
public postings and comments from Facebook ac-
counts. To ensure the public characteristic of these
posts, we manually collect data that is accessible
publicly without being logged in to Facebook, to
comply with the terms of use and privacy of the
users. These posts and comments are taken from
34 users: 14 women, 10 men, and the rest does not
publically reveal their gender. None of them have
publically mentioned their age. To get a dataset
that focuses on the LID task, we only consider
threads where the CS phenomenon appears. We
replace usernames with @username in order to
preserve privacy. Afterwards, we tokenize the text,
segment mixed words, and add language IDs to
words and segments.

The tag set is parallel to that of German–
Turkish: ES (Spanish), WIX (Wixarika), EN (En-
glish), AMBIG (ambiguous) OTHER (punctuation,
numbers, emoticons, etc), NE.ES, NE.WIX and
NE.EN (named entities). Mixed words are seg-
mented and each segment is labeled with its corre-
sponding language (ES, WIX, EN). Table 2 shows
a detailed description of the dataset. The percent-
age of mixed words is higher than in the DE–TR
dataset: 3.13% of the tokens and 4.26% of the
types. The most common combination is Spanish
roots with Wixarika affixes. Furthermore, 16.55%
of the sentences contain mixed words.

We split the DE–TR corpus and the ES–WIX
corpus into training and test sets of sizes 800:229

Tokens All % Unique Unique %
ES 4218 50.73 1527 45.76
WIX 2019 24.28 1191 35.69
EN 24 0.29 21 0.63
AMBIG 28 0.34 25 0.75
OTHER 1664 20.01 288 8.63
NE.ES 96 1.15 85 2.55
NE.WIX 77 0.93 49 1.47
NE.EN 11 0.13 9 0.27
MIXED 177 2.13 142 4.26

ES WIX 35 19.77 31 21.83
WIX ES 122 68.93 93 65.49
WIX ES WIX 17 9.60 31 10.56
WIX EN 1 0.07 1 0.07
EN ES 1 0.07 1 0.07

Table 2: Number of tokens classified by language tags
seen in the Spanish-Wixarika dataset. We show the to-
tal number of Tokens per tag, their proportion (%) with
the total tokens, the Unique word types, and the pro-
portion (Unique %) of them with the total number of
unique word types.

and 770:216, respectively. Error analysis and
hyperparameter tuning are done on the training
set via 5-fold cross-validation. We present results
on the test sets. Both datasets are available at
https://www.ims.uni-stuttgart.
de/institut/mitarbeiter/ozlem/
NAACL2019.html

4 Experiments

Our main system is a neural architecture that
jointly solves the segmentation and language iden-
tification tasks. We compare it to multiple pipeline
systems and another joint system.

4.1 SegRNN
We suggest a SegRNN (Kong et al., 2016) would
be the best fit for our task because it models a joint
probability distribution over possible segmenta-
tions of the input and labels for each segment.

The model is trained to optimize the follow-
ing objective, which corresponds to the joint log-
likelihood of the segment lengths e and the lan-
guage tags t:

L(θ)=
∑

(x,t,e)∈D
− log p(t, e|x) (1)

D denotes the training data, θ is the set of model
parameters, x the input, t the tag sequence and e
the sequence of segment lengths.

Our inputs are single words.3 As hyperparame-
3We also experimented with entire phrases as inputs, and

the achieved scores were slightly worse than for word-based
inputs.
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DE–TR ES–WIX
Segmentation Tagging Char Segmentation Tagging Char
P R F1 P R F1 Acc. P R F1 P R F1 Acc.

SegRNN 60.4 46.8 53.0 78.8 60.2 74.0 72.9 75.6 62.7 68.5 85.3 70.5 77.2 84.6
BiLSTM+Seq2Seq 46.1 33.4 38.7 84.3 66.8 74.5 67.7 66.6 52.2 58.5 82.4 66.2 73.4 78.4
BiLSTM+CRF 49.4 34.5 40.6 84.3 66.8 74.5 68.0 61.1 48.4 54.0 82.4 66.3 73.4 76.7
CRFTag+Seq2Seq 12.7 6.8 8.9 27.8 15.2 19.7 37.2 47.2 31.9 38.1 63.5 43.0 51.3 69.6
CRFTag+CRF 11.0 5.9 7.7 27.8 15.2 19.7 36.8 47.6 32.4 38.6 63.5 43.0 51.3 69.4
CharBiLSTM 19.1 26.6 22.2 32.9 45.7 38.2 61.1 49.7 52.2 50.8 63.1 68.1 66.5 75.7

Table 3: Segmentation and LID test results for mixed words only.

ters we use: 1 RNN layer, a 64-dimensional input
layer, 32 dimensions for tags, 16 for segments, and
4 for lengths. For training, we use Adam (Kingma
and Ba, 2014).

4.2 Baselines

BiLSTM+Seq2Seq/BiLSTM+CRF Our first
baselines are pipelines. First, the input text
is tagged with language IDs. Language IDs
of a mixed word are directly predicted as a
combination of all language ID tags of the word
(i.e., WIX ES). Second, a subword-level model
segments words with composed language ID tags.
For word-level tagging, we use a hierarchical
bidirectional LSTM (BiLSTM) that incorporates
both token- and character-level information (Plank
et al., 2016), similar to the winning system (Samih
et al., 2016) of the Second Code-Switching Shared
Task (Molina et al., 2016). 4 For the subword
level, we use two supervised segmentation meth-
ods: a CRF segmenter proposed by Ruokolainen
et al. (2013), that models segmentation as a
labeling problem and a sequence-to-sequence
(Seq2Seq) model trained with an auxiliary task as
proposed by Kann et al. (2018).

CRFTag+Seq2Seq/CRFTag+CRF Since our
datasets might be small for training neural net-
works, we substitute the BiLSTM with a CRF
tagger (Müller et al., 2013, CRFTag) in the first
step. For segmentation, we use the same two
approaches as for the previous baselines.

CharBiLSTM We further employ a BiLSTM to
tag each character with a language ID. For train-
ing, each character inherits the language ID of the
word or segment it belongs to. At prediction time,
if the characters of a word have different language
IDs, the word is split.

4For all BiLSTM models input dimension is 100 with a
hidden layer size of 100. For training we use a stochastic
gradient descent (Bottou, 2010), 30 epochs, with a learning
rate of 0.1. A 0.25 dropout factor is applied.

4.3 Metrics

We use two metrics for evaluation. First, we fol-
low Kong et al. (2016) and calculate precision (P),
recall (R), and F1, using segments as units (an un-
segmented word corresponds to one segment). We
also report a tagging accuracy (Char Acc.) by as-
signing a language ID to each character and cal-
culating the ratio of correct language tags over all
characters.

DE–TR ES–WIX
Seg. Tag. Char Seg. Tag. Char
F1 F1 Acc. F1 F1 Acc.

SegRNN 98.7 94.0 93.6 97.8 92.5 92.4
BiLSTM+Seq2Seq 98.6 95.1 94.3 98.1 90.9 90.7
BiLSTM+CRF 98.7 94.9 94.4 97.9 87.8 90.6
CRFTag+Seq2Seq 98.4 93.7 93.1 97.7 90.4 90.1
CRFTag+CRF 98.4 93.7 93.1 97.6 90.3 90.1
CharBiLSTM 87.7 88.0 92.5 89.7 87.9 91.3

Table 4: Test set results for entire datasets.

4.4 Results and Discussion

Table 4 shows all test results for the entire datasets.
We find the following: (i) For ES–WIX, SegRNN
performs slightly better for tagging than the best
baseline, both in terms of F1 and character accu-
racy. For DE–TR, SegRNN and BiLSTM+CRF
are the best segmentation models, but the BiL-
STM models slightly outperform SegRNN for tag-
ging. (ii) The CRF pipelines perform slightly
worse than the best word-level BiLSTM models
for both datasets and all evaluations.

Table 3 shows the results of tagging and
segmentation only for the mixed words in our
datasets. Here, we can see that: (i) Our SegRNN
model achieves the best performance for segmen-
tation. Differences to the other approaches are
≥ 10%, showing clearly why these models are
good for the task when the number of words be-
longing to two languages is high. (ii) The pipeline
BiLSTM models work best for tagging of the DE–
TR data with a slight margin, but underperform
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Figure 3: Confusion matrices of the two best models on both datasets. The x axis represents tags seen in the gold
standard, and the y axis shows the corresponding predicted tags. Values are rounded up, therefore not all columns
add up to 1.

on the ES–WIX dataset as compared to the Seg-
RNN models. (iii) Both CRFTag models achieve
very low results for both segmentation and tag-
ging. (iv) CharBiLSTM performs better than the
CRFTag models on both tasks, but is worse than
all other approaches in our experiments.

More generally, we further observe that recall
on mixed words for the DE–TR pair is low for all
systems, as compared to ES–WIX. This effect is
especially strong for the CRFTag and CharBiL-
STM models, which seem to be unable to cor-
rectly identify mixed words. While this tendency
can also be seen for the ES–WIX pair, it is less
extreme. We suggest that the better segmentation
and tagging of mixed words for ES–WIX might
mostly be due to the higher percentage of avail-
able examples of mixed words in the training set
for ES–WIX.

Overall, we conclude that SegRNN models
seem to work better on language pairs that have
more intra-word CS, while pipeline approaches
might be as good for language pairs where the
number of mixed words is lower.

Error analysis. Figure 3 shows confusion ma-
trices for SegRNN and BiLSTM+Seg2Seg. Both
models achieve good results assigning monolin-
gual tags (ES, WIX, DE, TR) and punctuation
symbols (OTHERS). The hardest labels to clas-
sify are named entities (NE, NE.TR, NE.TR,
NE.WIX, NE.ES), as well as third language and
ambiguous tags (LANG3, EN, AMBIG). Perfor-
mance on multilingual tags (DE TR, WIX ES, ES
WIX, WIX ES WIX) is mixed. For DE TR, BiL-
STM+Seq2Seq gets slightly better classifications,
but for the ES–WIX tags SegRNN achieves better
results.

Regarding oversegmentation problems, BiL-
STM+Seq2Seq (0.8% for DE–TR and 2.0%

for ES–WIX) slightly underperforms SegRNN
(0.7% for DE–TR and 1.13% for ES–WIX). The
BiLSTM+Seq2Seq (2.4%) makes fewer under-
segmentation errors for DE–TR than SegRNN
(2.7%). However, for ES–WIX, SegRNN per-
forms better with 3.81% undersegmentation errors
compared to 4.2% of BiLSTM+Seq2Seq.

5 Conclusion

In this paper, we extended the LID task to the
subword level, which is particularly important for
code-switched text in morphologically rich lan-
guages. We further proposed a SegRNN model for
the task and compared it to several strong base-
lines. Investigating the behaviour of all systems,
we found that pipelines including a BiLSTM tag-
ger work well for tagging DE–TR, where the num-
ber of mixed tokens is not that high, but that our
proposed SegRNN approach performs better than
all other systems for ES–WIX. Also, SegRNNs
have clear advantages over all baselines if we con-
sider mixed words only. Our subword-level LID
datasets for ES–WIX and DE–TR are publicly
available.
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Abstract

Current research on spoken language transla-
tion (SLT) has to confront with the scarcity
of sizeable and publicly available training cor-
pora. This problem hinders the adoption of
neural end-to-end approaches, which represent
the state of the art in the two parent tasks of
SLT: automatic speech recognition and ma-
chine translation. To fill this gap, we cre-
ated MuST-C, a multilingual speech transla-
tion corpus whose size and quality will facili-
tate the training of end-to-end systems for SLT
from English into 8 languages. For each tar-
get language, MuST-C comprises at least 385
hours of audio recordings from English TED
Talks, which are automatically aligned at the
sentence level with their manual transcriptions
and translations. Together with a description
of the corpus creation methodology (scalable
to add new data and cover new languages), we
provide an empirical verification of its quality
and SLT results computed with strong baseline
system on each language direction.

1 Introduction

Besides the increased computing power, the recent
surge of neural end-to-end approaches to natural
language processing tasks has been stoked by the
increased availability of data. For instance, when
supported by sizeable training corpora, the robust-
ness and the strong generalization capabilities of
neural networks led to their dominance over previ-
ous paradigms both in automatic speech recogni-
tion (ASR (Chiu et al., 2018)) and machine trans-
lation (MT (Bojar et al., 2018)).

Compared to its two parent research areas, spo-
ken language translation (SLT) has not shown such
a steady progress yet. Despite recent claims by big
industry players about the effectiveness of end-to-
end learning (Weiss et al., 2017; Jia et al., 2018),
its adoption does not yet represent the mainstream
solution to the SLT task. One of the main obstacles

Corpus Languages Hours
Niehues et al. (2018) En→De 273
Kocabiyikoglu et al. (2018) En→Fr 236
Tohyama et al. (2005) En↔Jp 182

Paulik and Waibel (2009) En→Es 111
Es→En 105

Post et al. (2013) En→Es 38
Stüker et al. (2012) De→En 37
Shimizu et al. (2014) En↔Jp 22
Federmann and Lewis (2017) En↔Jp/Zh 22

Bendazzoli and Sandrelli (2005) En↔It/Es 18It↔Es
Bérard et al. (2016) Fr→En 17
Federmann and Lewis (2016) En↔Fr/De 8
Woldeyohannis et al. (2017) Am→En 7
Godard et al. (2017) Mboshi→Fr 4

Table 1: Publicly available SLT corpora. The two most
recent resources (also known as IWSLT18 and Aug-
mented LibriSpeech) are also the largest ones. Though
considerably smaller, the Fisher and Callhome cor-
pus described in (Post et al., 2013) is among the most
widely used ones in previous research.

to a stable dominance of the end-to-end paradigm
also in this area is the scarcity of training corpora.
While cascade ASR+MT solutions can exploit the
wealth of task-specific data available for each of
the two tasks,1 the situation for end-to-end model
training is much less favourable. As shown in Ta-
ble 1, few publicly available corpora exist, their
language coverage is rather limited and, most im-
portantly, their size is often too small (less than
100 hours of translated audio) for training data-
hungry neural models.2

To circumvent the problem, neural SLT ap-
proaches currently rely on: i) large proprietary
corpora (Jia et al., 2018), ii) multitask learning

1In resource-rich conditions, ASR and MT training often
builds on thousands of hours of transcribed speech and tens
of millions of parallel sentences, respectively.

2Besides the corpora reported in Table 1, several smaller
(< 4 hours) freely-available datasets have been created (e.g.
the IWSLT evaluation campaign development and test sets
from 2010 to 2017 and the Griko-Italian corpus by Boito et al.
(2018)).
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(Weiss et al., 2017; Anastasopoulos and Chiang,
2018; Bérard et al., 2018), iii) encoder/decoder
pre-training (Bansal et al., 2018; Bérard et al.,
2018), iv) synthesized speech data (Bérard et al.,
2016), or v) machine-translated target text data
(Bérard et al., 2018). Though effective, solutions
ii) and iii) assume the availability of ASR and MT
data, which is not always guaranteed (especially in
low-resource language settings). Solutions iv) and
v), instead, rely on training material derived from
sub-optimal automatic data creation/augmentation
procedures. This situation calls for initiatives to-
wards the creation of large, high-quality multilin-
gual corpora suitable to explore end-to-end SLT in
more favorable conditions similar to condition i).
Along this direction, our contributions are:

• A large (∼400 hours of speech per language)
multilingual corpus for SLT from English
into 8 languages (German, Spanish, French,
Italian, Dutch, Portuguese, Romanian and
Russian);

• An empirical verification of its quality;

• ASR, MT and SLT results computed with
strong baseline systems on each language di-
rection.

MuST-C is released under a Creative Com-
mons license, Attribution - Non Commercial - No
Derivatives (CC BY NC ND 4.0 International),
and is freely downloadable at mustc.fbk.eu

2 Corpus Creation Methodology

Must-C was created pursuing high quality as
well as large size, speaker variety (male/female,
native/non-native) and coverage in terms of top-
ics and languages. To achieve these objectives,
similar to (Niehues et al., 2018), we started from
English TED Talks, in which a variety of speak-
ers discuss topics spanning from business to sci-
ence and entertainment. Most importantly, the fact
that TED talks are often manually transcribed and
translated sets ideal conditions for creating an SLT
corpus from high-quality text material. Although
the initial data are similar to those used to build
the IWSLT18 corpus, our methodology is differ-
ent. Inspired by Kocabiyikoglu et al. (2018), it ex-
ploits automatic alignment procedures, first at the
text level (between transcriptions and translations)
and then with the corresponding audio segments.

More in detail, for each target language Li, the
(English-Li) section of MuST-C is created as fol-
lows. First, for all the English talks available from
the TED website,3 we download the videos and
the HTML files containing the manual transcrip-
tions and their translation into Li.4

Then, the plain text transcription and the trans-
lation of each talk are split at the sentence level
based on strong punctuation marks and aligned us-
ing the Gargantua sentence alignment tool (Braune
and Fraser, 2010). This step produces a bilingual
text corpus aligned at the sentence level.

In the third step, the English side of this bilin-
gual corpus is aligned to the corresponding audio
track extracted from the video. This is done using
Gentle,5 an off-the-shelf English forced-aligner
built on the Kaldi ASR toolkit (Povey et al., 2011).

Next, the audio-text alignments are processed
to create a YAML file containing time informa-
tion (i.e. start and duration) for each sentence.
In this processing step, two filters are applied to
weed out potentially noisy segments, or entire
talks, based on the number of words that were
not aligned by Gentle. First, entire talks are dis-
carded if the proportion of unrecognized words is
equal or greater than 15% of the total. This thresh-
old was determined after a manual analysis of 73
talks (those with the highest percentage of unrec-
ognized words). The analysis showed that these
cases are representative of different types of noise
like: i) non-English speech, ii) long silences, iii)
music, non-transcribed songs and videos played
during the talk, and iv) wrong transcriptions (e.g.
captions from other talks in the material down-
loaded from the TED website). The second rule
applies to the single sentences of the talks that
passed the first filter, and removes those in which
none of the words was aligned by Gentle.6

In the last step, the log Mel 40-dimensional
filter-bank features – commonly used as input rep-
resentation for ASR (Graves et al., 2013) and
SLT (Weiss et al., 2017) – are extracted from the

3www.ted.com – dump of April 2018.
4All talks have manual captions, which were also trans-

lated into many languages by volunteers. The language cov-
erage of the translations depends on several factors like the
age of the talk (the old ones often have more translations),
the popularity of its topic and the availability of volunteer
translators for a given language.

5github.com/lowerquality/gentle
6The effectiveness of this filtering criterion was manually

verified on random samples. More aggressive solutions will
be explored for future releases of the corpus.
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Tgt #Talk #Sent Hours src w tgt w
De 2,093 234K 408 4.3M 4.0M
Es 2,564 270K 504 5.3M 5.1M
Fr 2,510 280K 492 5.2M 5.4M
It 2,374 258K 465 4.9M 4.6M
Nl 2,267 253K 442 4.7M 4.3M
Pt 2,050 211K 385 4.0M 3.8M
Ro 2,216 240K 432 4.6M 4.3M
Ru 2,498 270K 489 5.1M 4.3M

Table 2: Statistics for each section of MuST-C.

aligned audio using the XNMT tool (Neubig et al.,
2018).7

Table 2 provides basic statistics for the 8 sec-
tions of the MuST-C corpus. Comparing the 4th

column with the numbers reported in Table 1, it
is worth noting that, in terms of hours of tran-
scribed/translated speech, each section is larger
than any existing publicly available SLT resource.

3 Experiments

In this section we present two sets of experiments,
which are respectively aimed to: i) empirically as-
sess the quality of the MuST-C corpus (Section
3.3) and ii) compute baseline ASR, MT, and SLT
results for future comparisons (Section 3.4).

In these experiments, the audio-transcription
alignments of MuST-C are used to train and evalu-
ate ASR models, transcription-translation align-
ments are used for the MT models, and audio-
translation alignments are used for the SLT mod-
els.

3.1 ASR, MT and SLT Models
ASR and SLT. For our experiments in ASR and
SLT we use the same neural architecture. This
setting allows us to use the encoder of the ASR
models to initialize the weights of the SLT en-
coders and achieve a faster convergence (Bansal
et al., 2018). Our SLT architecture is a variant
of the system proposed by Bérard et al. (2018),
which we re-implemented in the fairseq toolkit
(Gehring et al., 2017). The system relies on an
attentional encoder-decoder model that takes in in-
put sequences of audio features and outputs the
target sequence at the character level. The encoder
processes the input with two consecutive fully-
connected layers to expand the size of the rep-
resentation, followed by two 2D strided convolu-

7github.com/neulab/xnmt

tional layers that reduce the sequence length. The
output of the convolutions is then processed by
three stacked LSTMs (Hochreiter and Schmidhu-
ber, 1997). The decoder consists of a two-layered
deep transition (Pascanu et al., 2014) LSTM with
an attention network based on the general soft at-
tention score (Luong et al., 2015). The final output
of the decoder is a function of the concatenation
of the LSTM output, the context vector and the
previous-character embedding.

MT. For the MT experiments we use the open
source version of ModernMT.8 The system is
based on the Transformer (Vaswani et al., 2017)
architecture, which represents the state of the art
in NMT (Bojar et al., 2018). The encoder consists
of a stack of 6 layers, each containing a sequence
of two sub-layers, a self-attention network based
on multi-head attention, and a position-wise feed-
forward layer. The decoder layers have an addi-
tional sub-layer: between the self attention and
the position-wise feed-forward layer they have an
encoder-decoder multi-head attention. All the sub-
layers in both the encoder and decoder are pre-
ceded by layer normalization and are followed by
residual connections.

3.2 Data Processing and Evaluation Metrics
In our experiments, texts are tokenized and punc-
tuation is normalized. Furthermore, the English
texts are lowercased, while the target language
texts are split into characters still preserving the
word boundaries. For MT, we segment the English
words with the BPE algorithm (Sennrich et al.,
2015) using a maximum of 30K merge operations.
The output generation of all models is performed
using beam search with a beam size of 5.

ASR performance is measured with word error
rate (WER) computed on lower-cased, tokenized
texts without punctuation. MT and SLT results are
computed with BLEU (Papineni et al., 2002).

3.3 Experiment 1: Corpus Quality
As observed in Section 2, each section of MuST-
C is larger than any other existing publicly avail-
able SLT corpus. The usefulness of a resource,
however, is not only a matter of size but also
of quality (in this case, the quality of the au-
dio-transcription-translation alignments). For an
empirical verification of this aspect, we experi-
mented with two comparable datasets. One is

8www.modernmt.eu
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the TED-derived English-German IWSLT18 cor-
pus (Niehues et al., 2018), which is built following
a pipeline that performs segment extraction and
alignment based on time information (i.e. start
and end position of each segment in the SubRip
Text (SRT) files) instead of text-level alignments.
The other is the English-German subset of MuST-
C derived from the same TED Talks used to build
the IWSLT18 corpus. On one side (MuST-C), the
number of segments, their length, and the over-
all corpus quality depend on text-level alignments.
On the other side (IWSLT18), they depend on
matching time stamps. This strategy, however, has
some drawbacks. First, as pointed out by (Niehues
et al., 2018; Liu et al., 2018; Di Gangi et al., 2018),
the use of time information brings some noise in
the corpus. Second, it often results in utterance-
level alignment (based on speakers’ pauses in the
original audio). Compared to sentence-level align-
ment, this level of granularity can be sub-optimal
during model training (e.g. for MT and SLT, learn-
ing from complete sentences is easier than learn-
ing from phrases). Finally, time information about
the recorded speech is not always available: by-
passing this need would make the method replica-
ble on other data (not only TED-like).

Though initialized with the same set of 1, 619
talks, the two pipelines produce different corpora.
As shown in Table 3, our approach filters out 58
entire talks (∼3.6% of the total) but the final num-
ber of segments, their corresponding audio dura-
tion and their average length (in words) are larger.

Corpus #Talk #Sent Hours src w tgt w
IWSLT18 1,619 176K 280 2.7M 2.5M
MuST-C 1,561 179K 313 3.3M 3.1M

Table 3: Statistics of the English-German corpora cre-
ated by applying the IWSLT18 and MuST-C pipelines
to the same initial set of 1, 619 TED Talks.

Each corpus was divided into training, develop-
ment and test. Development and test contain seg-
ments from randomly selected common talks (i.e.
those preserved by the MuST-C pipeline). Their
size is respectively 2.3K (from 28 talks) and 2.1K
segments (from 26 talks). The test portions were
concatenated to create a balanced test set (4.2K
segments) containing half of the instances from
the IWSLT18 corpus and half from MuST-C. The
remaining material was used to separately train
ASR, MT and SLT models on homogeneous data
from either of the two corpora (i.e. three systems

Training set ASR (↓) MT (↑) SLT (↑)
IWSLT18 42.15 24.90 8.94
MuST-C 32.05 25.46 12.25

Table 4: Performance of ASR, MT and SLT systems
trained with En-De IWSLT18 and MuST-C data.

Tgt ASR (↓) MT (↑) SLT (↑)
De 27.00 28.09 12.93
Es 26.61 34.16 18.20
Fr 25.81 42.23 22.29
It 26.38 30.40 14.95
Nl 26.55 33.43 18.20
Pt 28.00 32.44 17.10
Ro 27.61 28.16 13.35
Ru 26.97 18.30 7.22

Table 5: Baseline ASR, MT and SLT results for each
language direction.

per corpus). All the systems are evaluated on the
common test set.

Table 4 shows that the models trained on MuST-
C data achieve better results on the balanced test
set in all the three tasks. In particular: i) a reduc-
tion of 10.1 WER points in ASR indicates a higher
quality of audio-transcription alignments, ii) a
BLEU increase of 0.56 points in MT indicates a
similar quality for transcription-translation align-
ments, and iii) a BLEU increase of 3.31 points in
SLT indicates a higher quality of audio-translation
alignments. We consider these results as evidence
of the reliability of our corpus creation method-
ology. Being the same for all the language pairs,
we expect this procedure to end up in comparable
quality for all the 8 sections of MuST-C.

3.4 Experiment 2: Baseline Results

We finally present baseline results computed, for
all the three tasks, on each section of MuST-C.
Also for these experiments, development and test
data are created with segments from talks that are
common to all the languages. Their size is respec-
tively 1.4K (from 11 talks) and 2.5K segments
(from 27 talks). The remaining data (of variable
size depending on the language pairs) are used for
training. For the sake of replicability, these splits
are preserved in the released version of MuST-C.

The results in Table 5 lead to the following
observations. First, though not directly compa-
rable since they are computed on different test
sets, English-German results are in line (actually
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higher, since they are produced by models built on
larger training data) with those presented in Sec-
tion 3.3. This indicates that the level of quality ob-
served in the previous experiments with a subset of
the training data is preserved by the whole mate-
rial released for this language pair. Second, look-
ing at the other language pairs, ASR, MT and SLT
results are comparable with the English-German
scores. Besides normal fluctuations in the opti-
mization of the neural models, performance dif-
ferences are coherent with: i) the relative difficulty
of each target language (e.g. Russian is more dif-
ficult due to high inflection) and ii) the variable
quantity of training data available (e.g. French
has the largest training set, see Table 2). Over-
all, these explainable differences suggest that our
corpus creation methodology yields homogeneous
quality for all the languages covered by MuST-C.

4 Conclusion and Future Work

We presented MuST-C, a Multilingual Speech
Translation Corpus built to address the need of re-
sources for training data-hungry neural SLT mod-
els. To the best of our knowledge, to date MuST-
C is the largest publicly available corpus of this
kind. In its current version, it comprises the En-
glish transcription and the translations into 8 tar-
get languages of at least 385 hours of speech (up
to 504) per language. Thanks to a scalable cor-
pus creation procedure initialized with constantly
expanding TED talks data, future extensions will
increase the coverage of the already present target
languages and introduce new ones.

MuST-C is released under a Creative Com-
mons license, Attribution - Non Commercial - No
Derivatives (CC BY NC ND 4.0 International),
and is freely downloadable at mustc.fbk.eu
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Abstract

Critical to natural language generation is the
production of correctly inflected text. In this
paper, we isolate the task of predicting a fully
inflected sentence from its partially lemma-
tized version. Unlike traditional morphologi-
cal inflection or surface realization, our task
input does not provide “gold” tags that spec-
ify what morphological features to realize on
each lemmatized word; rather, such features
must be inferred from sentential context. We
develop a neural hybrid graphical model that
explicitly reconstructs morphological features
before predicting the inflected forms, and com-
pare this to a system that directly predicts
the inflected forms without relying on any
morphological annotation. We experiment on
several typologically diverse languages from
the Universal Dependencies treebanks, show-
ing the utility of incorporating linguistically-
motivated latent variables into NLP models.

1 Introduction

NLP systems are often required to generate
grammatical text, e.g., in machine translation,
summarization, dialogue, and grammar correction.
One component of grammaticality is the use of
contextually appropriate closed-class morphemes.
In this work, we study contextual inflection,
which has been recently introduced in the CoNLL-
SIGMORPHON 2018 shared task (Cotterell et al.,
2018) to directly investigate context-dependent
morphology in NLP. There, a system must inflect
partially lemmatized tokens in sentential context.
For example, in English, the system must recon-
struct the correct word sequence two cats are sitting
from partially lemmatized sequence two _cat_
are sitting. Among other things, this requires: (1)
identifying cat as a noun in this context, (2) recog-
nizing that cat should be inflected as plural to agree
with the nearby verb and numeral, and (3) realizing

this inflection as the suffix s. Most past work in
supervised computational morphology—including
the previous CoNLL-SIGMORPHON shared tasks
on morphological reinflection (Cotterell et al.,
2017)—has focused mainly on step (3) above.

As the task has been introduced into the literature
only recently, we provide some background. Con-
textual inflection amounts to a highly constrained
version of language modeling. Language modeling
predicts all words of a sentence from scratch,
so the usual training and evaluation metric—
perplexity—is dominated by the language model’s
ability to predict content, which is where most of
the uncertainty lies. Our task focuses on just the
ability to reconstruct certain missing parts of the
sentence—inflectional morphemes and their ortho-
graphic realization. This refocuses the modeling
effort from semantic coherence to morphosyntactic
coherence, an aspect of language that may take a
back seat in current language models (see Linzen
et al., 2016; Belinkov et al., 2017). Contextual in-
flection does not perfectly separate grammaticality
modeling from content modeling: as illustrated
in Tab. 1, mapping two cats _be_ sitting to
the fully-inflected two cats were sitting does not
require full knowledge of English grammar—the
system does not have to predict the required word
order nor the required auxiliary verb be, as these
are supplied in the input. Conversely, this example
does still require predicting some content—the
semantic choice of past tense is not given by the
input and must be guessed by the system.1

The primary contribution of this paper is a
novel structured neural model for contextual
inflection. The model first predicts the sequence of
morphological tags from the partially lemmatized
sequence and, then, it uses the predicted tag and
lemma to inflect the word. We use this model

1This morphological feature is inherent in the sense of
Booij (1996).
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Context: two cats -- sitting
Lemmata: two cat be sit

Tags: POS=NUM
POS=NOUN
Num=Plur

--
POS=VERB
Tense=Pres

VerbForm=Part
Target: two cats were sitting

Table 1: Example data entry: the target word be should be properly inflected into were to fit the sentential context.

to evince a simple point: models are better off
jointly predicting morphological tags from context
than directly learning to inflect lemmata from
sentential context. Indeed, none of the participants
in the 2018 shared task jointly predicted tags
with the inflected forms. Comparing our new
model to several competing systems, we show our
model has the best performance on the majority of
languages. We take this as evidence that predicting
morphological tags jointly with inflecting is a bet-
ter method for this task. Furthermore, we provide
an analysis discussing the role of morphological
complexity in model performance.

2 Joint Tagging and Inflection

Given a language, letM be a set of morphological
tags in accordance with the Universal Dependen-
cies annotation (Nivre et al., 2016). Each m ∈M
has the form m = 〈t, σ〉, where t is a part of
speech, and the slot σ is a set of attribute–value
pairs that represent morphosyntactic information,
such as number, case, tense, gender, person, and
others. We take t ∈ T , the set of universal parts
of speech described by Petrov et al. (2012). A
sentence consists of a finite word sequence w (we
use boldface for sequence variables). For every
word wi in the sequence, there is a corresponding
analysis in terms of a morphological tag mi ∈M
and a lemma `i. In general, wi is determined by
the pair 〈`i,mi〉.2 Using this notation, Cotterell
et al. (2018)’s shared task is to predict a sentence
w from its partially lemmatized form `, inferring
m as an intermediate latent variable. Our dataset
(§3) has all three sequences for each sentence.

2.1 A Structured Neural Model

Consider an extreme case when all words are lem-
matized.3 We introduce a structured neural model

2Although wi can sometimes be computed by concatenat-
ing `i with mi-specific affixes, it can also be irregular.

3In case of partially lemmatized sequence we still train the
model to predict the tags over the entire sequence, but evaluate
it only for lemmatized slots.

`1 `2 `3 `4

m1 m2 m3 m4

w1 w2 w3 w4

Figure 1: Our structured neural model shown as a hy-
brid (directed–undirected) graphical model. We omit-
ted several arcs for convenience; namely, every mor-
phological tag mi depends on the entire sequence `.

for contextual inflection, as follows:

p(w,m | `) =

(
n∏

i=1

p(wi | `i,mi)

)
p(m | `)

(1)
In other words, the distribution is over interleaved
sequences of one-to-one aligned inflected words
and morphological tags, conditioned on a lemma-
tized sequence, all of length n. This distribution
is drawn as a hybrid (directed–undirected) graph-
ical model (Koller and Friedman, 2009) in Fig. 1.
We define the two conditional distributions in the
model in §2.2 and §2.3, respectively.

2.2 A Neural Conditional Random Field
The distribution p(m | `) is defined to be a con-
ditional random field (CRF; Lafferty et al., 2001).
In this work, our CRF is a conditional distribution
over morphological taggings of an input sequence.
We define this conditional distribution as

p(m | `) =
1

Z(`)

n∏

i=1

ψ (mi,mi−1, `) (2)

where ψ(·, ·, ·) ≥ 0 is an arbitrary potential, Z(`)
normalizes the distribution, and m0 is a distin-
guished start-of-sequence symbol.
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In this work, we opt for a recurrent neural
potential—specifically, we adopt a parameteriza-
tion similar to the one given by Lample et al.
(2016). Our potential ψ is computed as follows.
First, the sequence ` is encoded into a sequence
of word vectors using the strategy described by
Ling et al. (2015): word vectors are passed to a
bidirectional LSTM (Graves et al., 2005), where
the corresponding hidden states are concatenated
at each time step. We simply refer to the hid-
den state hi ∈ Rd as the result of said con-
catenation at the i-th step. Using hi, we can
define the potential function as ψ (mi,mi−1) =
exp

(
Ami,mi−1 + o>mihi

)
, where Ami,mi−1 is a

transition weight matrix and omi ∈ Rd is a mor-
phological tag embedding; both are learned.

2.3 The Morphological Inflector
The conditional distribution p(wi | `i,mi) is pa-
rameterized by a neural encoder–decoder model
with hard attention from Aharoni and Goldberg
(2017). The model was one of the top performers
in the 2016 SIGMORPHON shared task (Cotterell
et al., 2016); it achieved particularly high accuracy
in the low-resource setting. Hard attention is mo-
tivated by the observation that alignment between
the input and output sequences is often monotonic
in inflection tasks. In the model, the input lemma
is treated as a sequence of characters, and encoded
using a bidirectional LSTM (Graves and Schmidhu-
ber, 2005), to produce vectors xj for each character
position j. Next the word wi = c = c1 · · · c|wi| is
generated in a decoder character-by-character:

p(cj | c<j ,li,mi) = (3)

softmax (W · φ(z1, . . . , zj) + b)

where zj is the concatenation of the current at-
tended input xj alongside morphological features,
mi, and an embedding of the previously generated
symbol cj−1; and finally φ is an LSTM over the
sequence of zj vectors. The decoder additionally
predicts a type of operation.4 The distribution in
Eq. (3), strung together with the other conditionals,
yields a joint distribution over the entire character
sequence:

p(c | `i,mi) =

|wi|∏

j=1

p(cj | c<j , `i,mi) (4)

4The model can be viewed as a transition system trained
over aligned character-level strings to learn sequences of oper-
ations (write or step).

For instance, to map the lemma talk to its past
form talked, we feed in POS=V;Tense=PAST
<w> t a l k </w> and train the network
to output <w> t a l k e d </w>, where
we have augmented the orthographic character
alphabet Σ with the feature–attribute pairs that
constitute the morphological tag mi.

2.4 Parameter Estimation and Decoding
We optimize the log-likelihood of the training
data with respect to all model parameters. As
Eq. (1) is differentiable, this is achieved with
standard gradient-based methods. For decoding
we use a greedy strategy where we first decode
the CRF, that is, we solve the problem m? =
argmaxm log p(m | `), using the Viterbi (1967)
algorithm. We then use this decoded m? to gen-
erate forms from the inflector. Note that finding
the one-best string under our neural inflector is in-
tractable, and for this reason we use greedy search.

3 Experiments

Dataset. We use the Universal Dependencies
v1.2 dataset (Nivre et al., 2016) for our ex-
periments. We include all the languages with
information on their lemmata and fine-grained
grammar tag annotation that also have fasttext
embeddings (Bojanowski et al., 2017), which are
used for word embedding initialization.5

Evaluation. We evaluate our model’s ability to
predict: (i) the correct morphological tags from the
lemma context, and (ii) the correct inflected forms.
As our evaluation metric, we report 1-best accuracy
for both tags and word form prediction.

Configuration. We use a word and character em-
bedding dimensionality of 300 and 100, respec-
tively. The hidden state dimensionality is set to
200. All models are trained with Adam (Kingma
and Ba, 2014), with a learning rate of 0.001 for 20
epochs.

Baselines. We use two baseline systems: (1)
the CoNLL–SIGMORPHON 2018 subtask 2 neu-
ral encoder–decoder with an attention mechanism
(“SM”; Cotterell et al. (2018)), where the encoder
represents a target form context as a concatenation
of its lemma, its left and right word forms, their

5We also choose mainly non-Wikipedia datasets to reduce
any possible intersection with the data used for the FastText
model training
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Language
tag form

JOINT GOLD JOINT DIRECT SM CPH

Bulgarian 81.6 91.9 78.8 71.5 77.1 76.9
English 89.6 95.6 90.4 86.8 86.5 86.7
Basque 66.6 82.2 61.1 59.7 61.2 60.2
Finnish 66.0 86.5 59.3 51.2 56.6 56.4
Gaelic 68.3 84.5 69.5 64.5 68.9 66.9
Hindi 85.3 88.3 81.4 85.4 86.8 87.5
Italian 92.3 85.1 80.4 85.2 88.7 90.5
Latin 82.6 89.7 75.7 71.4 74.2 74.9
Polish 71.9 96.1 74.8 61.8 72.4 70.2
Swedish 81.9 96.0 82.5 75.4 78.4 80.9

Table 2: Accuracy of the models for various predic-
tion settings. tag refers to tag prediction accuracy, and
form to form prediction accuracy. Our model is JOINT;
GOLD denotes form prediction conditioned on gold tar-
get morphological tags; the other columns are baseline
methods.

lemmata and tag representations, and then the de-
coder generates the target inflected form character-
by-character; and (2) a monolingual version of the
best performing system of the shared task (“CPH”;
Kementchedjhieva et al. (2018)) that augments the
above encoder–decoder with full (sentence-level)
left and right contexts (comprising of forms, their
lemmata and morphological tags) as well as pre-
dicts morphological tags for a target form as an
auxiliary task.6 In both cases, the hyperparameters
are set as described in Cotterell et al. (2018). We
additionally evaluate the SIGMORPHON baseline
system on prediction of the target form without any
information on morphological tags (“DIRECT”).

4 Results and Discussion

Tab. 2 presents the accuracy of our best model
across all languages.7 Below we highlight two
main lessons from our error analysis that apply to
a wider range of generation tasks, e.g., machine
translation and dialog systems.

Directly Predicting Morphology. Tab. 2 indi-
cates that all systems that make use of morpholog-
ical tags outperform the DIRECT baseline on most
languages. The comparison of our hybrid model
with latent morphological tags to the direct form
generation baseline in SM suggests that we should
be including linguistically-motivated latent vari-

6It has been shown to improve the model’s performance.
7The accuracy numbers are on average higher than the

ones achieved in terms of the CoNLL–SIGMORPHON 2018
subtask 2 since we did not filter out tokens that are typically
not inflected (such as articles or prepositions).

ables into models of natural language generation.
We observe in Tab. 2 that predicting the tag together
with the form (joint) often improves performance.
The most interesting comparison here is with the
multi-task CPH method, which includes morphol-
ogy into the model without joint modeling; our
model achieves higher results on 7/10 languages.

Morphological Complexity Matters. We ob-
served that for languages with rich case systems,
e.g., the Slavic languages (which exhibit a lot of fu-
sion), the agglutinative Finno-Ugric languages, and
Basque, performance is much worse. These lan-
guages present a broader decision space and often
require inferring which morphological categories
need to be in agreement in order to make an accu-
rate prediction. This suggests that generation in lan-
guages with more morphological complexity will
be a harder problem for neural models to solve. In-
deed, this problem is under-explored, as the field of
NLP tends to fixate on generating English text, e.g.,
in machine translation or dialogue system research.

Error Analysis. We focused error analysis on
prediction of agreement categories. Our analysis
of adjective–noun agreement category prediction
suggests that our model is able to infer adjective
number, gender, and case from its head noun. Verb
gender, which appears only in the past tense of
many Slavic languages, seems to be harder to pre-
dict. Given that the linear distance between the
subject and the verb may be longer, we suspect the
network struggles to learn longer-distance depen-
dencies, consistent with the findings of Linzen et al.
(2016). Overall, automatic inference of agreement
categories is an interesting problem that deserves
more attention, and we leave it for future work.

We also observe that most uncertainty comes
from morphological categories such as noun num-
ber, noun definiteness (which is expressed morpho-
logically in Bulgarian), and verb tense, all of which
are inherent (Booij, 1996)8 and typically cannot
be predicted from sentential context if they do not
participate in agreement.9 On the other hand, as-
pect, although being closely related to tense, is
well-predicted since it is mainly expressed as a sep-
arate lexeme. But, in general, it is still problematic
to make a prediction in languages where aspect
is morphologically marked or highly mixed with

8Such categories exist in most languages that exhibit some
degree of morphological complexity.

9Unless there is no strong signal within a sentence such as
yesterday, tomorrow, or ago as in the case of tense.
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tense as in Basque.
We additionally compared 1-best and 10-best

predictions for tags. Most mispredictions existing
in 1-best lists are due to inherent categories men-
tioned above (that allow multiple plausible options
that can fit the sentential context). Indeed, the prob-
lem is usually solved by allowing system to output
10-best lists. There, precision@10 is on average 8
points higher than precision@1.

Finally, our analysis of case category prediction
on nouns shows that more common cases such as
the nominative, accusative, and genitive are pre-
dicted better, especially in languages with fixed
word order. On the other hand, cases that appear
less frequently and on shifting positions (such as
the instrumental), as well as those not associated
with specific prepositions, are less well predicted.
In addition, we evaluated the model’s performance
when all forms are replaced by their corresponding
lemmata (as in two cat be sit). For freer word order
languages such as Polish or Latin, we observe a
substantial drop in performance because most in-
formation on inter-word relations and their roles
(expressed by means of case system) is lost.

5 Related Work

The primary evaluation for most contemporary
language and translation modeling research is
perplexity, BLEU (Papineni et al., 2002), or ME-
TEOR (Banerjee and Lavie, 2005). Undoubtedly,
such metrics are necessary for extrinsic evaluation
and comparison. However, relatively few studies
have focused on intrinsic evaluation of the model’s
mastery of grammaticality. Recently, Linzen
et al. (2016) investigated the ability of an LSTM
language model to capture sentential structure, by
evaluating subject–verb agreement with respect to
number, and showed that under strong supervision,
the LSTM is able to approximate dependencies.

Taking it from the other perspective, a truer mea-
sure of grammatical competence would be a task of
mapping a meaning representation to text, where
the meaning representation specifies all necessary
semantic content—content lemmata, dependency
relations, and “inherent” closed-class morphemes
(semantic features such as noun number, noun defi-
niteness, and verb tense)—and the system is to re-
alize this content according to the morphosyntactic
conventions of a language, which means choosing
word order, agreement morphemes, function words,
and the surface forms of all words. Such tasks have

been investigated to some extent—generating text
from tectogrammatical trees (Hajic et al., 2002;
Ptáček and Žabokrtský, 2006) or from an AMR
graph (Song et al., 2017). Belz et al. (2011) or-
ganized a related surface realization shared task
on mapping unordered and uninflected dependency
trees to properly ordered inflected sentences. The
generated sentences were afterwards assessed by
human annotators, making the task less scalable
and more time consuming. Although our task is not
perfectly matched to grammaticality modeling, the
upside is that it is a “lightweight” task that works
directly on text. No meaning representation is re-
quired. Thus, training and test data in any language
can be prepared simply by lemmatizing a naturally
occurring corpus.

Finally, as a morphological inflection task, the
form generation task is closely related to previous
SIGMORPHON shared tasks (Cotterell et al., 2016,
2017). There, most neural models achieve high ac-
curacy on many languages at type-level prediction
of the form from its lemma and slot. The current
task is more challenging in that the model has to
perform token-level form generation and inherently
infer the slot from the contextual environment. Our
findings are in line with those from the CoNLL-
SIGMORPHON 2018 shared task (Cotterell et al.,
2018) and provide extra evidence of the utility of
morphosyntactic features.

6 Conclusion

This work proposed a method for contextual in-
flection using a hybrid architecture. Evaluation
over several diverse languages showed consistent
improvements over state of the art. Our analy-
sis demonstrated that the contextual inflection can
be a highly challenging task, and the inclusion of
morphological features prediction is an important
element in such a system. We also highlighted two
types of morphological categories, contextual and
inherent, in which the former relies on agreement
and the latter comes from a speaker’s intention.
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Abstract

We present a robust neural abstractive summa-
rization system for cross-lingual summariza-
tion. We construct summarization corpora for
documents automatically translated from three
low-resource languages, Somali, Swahili, and
Tagalog, using machine translation and the
New York Times summarization corpus. We
train three language-specific abstractive sum-
marizers and evaluate on documents originally
written in the source languages, as well as on
a fourth, unseen language: Arabic. Our sys-
tems achieve significantly higher fluency than
a standard copy-attention summarizer on auto-
matically translated input documents, as well
as comparable content selection.

1 Introduction
Cross-lingual summarization is a little-explored

task combining the difficulties of automatic sum-
marization with those of machine translation. The
goal is to summarize in one language a docu-
ment available only in another language. Wan et
al. (2010) describe two approaches: summarize
then translate, and translate then summarize. They
argue that summarize-then-translate is preferable
to avoid both the computational expense of trans-
lating more sentences and sentence extraction er-
rors caused by incorrect translations.

However, summarize-then-translate can only be
used when the source language is high-resource
(Wan et al. used English as the source, for exam-
ple); if the source language is one of the thousands
of low-resource languages in the world, there are
no summarization corpora available. Language-
independent techniques, such as TextRank (Mihal-
cea), might be used, but there may be serious dif-
ficulties in their application, such as morphologi-
cally rich languages that render token-based simi-
larity measures useless. In such a case, translate-
then-summarize is the only possible approach.

We address this scenario through the develop-
ment of a neural abstractive summarization sys-
tem that fluently summarizes potentially disfluent,
automatically-translated documents by generating
short, simple phrases to replace awkward input
phrases resulting from difficult to translate source
documents. Our novel combination of existing
building block systems results in a summarization
solution that can be easily applied to new low-
resource languages. We use machine translation
on the New York Times annotated corpus of docu-
ment/summary pairs to create summarization cor-
pora for documents automatically translated from
three low-resource languages, Somali, Swahili,
and Tagalog. We use these corpora to train cross-
lingual summarizers for these source languages,
with English as the target. We also evaluate our
systems on a fourth source language, Arabic. Our
experiments show that our abstractive summariz-
ers produce more fluent English summaries from
automatically-translated documents, and that this
improvement generalizes across source languages.

Our main contributions are as follows:

• We create summarization corpora for automat-
ically translated Somali, Swahili, and Taga-
log documents: noisy English input documents
paired with clean English reference summaries.

• We present a method for producing cross-
lingual summarization systems for low resource
languages where no summarization corpora cur-
rently exist, providing a potential summariza-
tion solution for thousands of such languages.

• Our novel approach of training on noisy input
with clean references outperforms a standard
copy-attention abstractive summarizer on real-
world Somali, Swahili, and Tagalog documents.

• Our evaluation on Arabic documents demon-
strates that our robust abstractive summarizers
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in the editor: why did president clinton continue to praise a program on welfare-to-work that failed in half of those

assigned? in his comments, he praised the consultation of the community of kansas city, but was advised by gary j.

stangler, director of the department of social service of missouri, which half of the participants failed. where are these

people helping each other when the government cut them? back to the pantry of food. bad news, mr. president. the

charity of the community will not help everyone who will come to us for help. glenn classic valley park, mo.

Figure 1: A synthetic noisy English article from the Tagalog NYT training set.

generalize to unseen languages.

2 Related Work

Cross-Lingual Summarization. Orăsan and
Chiorean (2008) extractively summarized Roma-
nian news articles and automatically translated
the summaries into English. Their experiments
showed that the poor quality of the transla-
tions turned reasonable Romanian summaries into
barely legible English ones.

The most extensively investigated source-target
language pair is English-to-Chinese. Wan et
al. (2010) used a predicted translation quality
score as a feature in extracting sentences for their
summaries. Wan (2011) translated the English
sentences into Chinese and represented sentences
in the extraction stage by both the original En-
glish and the Chinese translation. Yao et al. (2015)
scored aligned phrases from the original English
documents and the Chinese translations to per-
form sentence extraction and compression based
on both salience and translation quality. Zhang
et al. (2016) parsed the original English docu-
ments into predicate-argument structures that were
aligned with their Chinese translations and gener-
ated the summary from these structures. Finally,
Wan et al. (2018) experimented with extracting
and ranking multiple candidate summaries.

Abstractive Summarization. Rush et
al. (2015) presented the first neural abstractive
summarization model, a convolutional neural
network encoder and feed-forward network
decoder with attention, which learned to generate
news headlines from the lead sentences of their
articles; Chopra et al. (2016) extended their
work using a recurrent network for the decoder.
Nallapati et al. (2016) improved on the RNN
encoder-decoder with attention model by adding
linguistically-motivated part of speech and named
entity type embeddings, as well as a pointer-
network (Vinyals et al., 2015) to allow copying
of rare or out-of-vocabulary words from the input
document. In this work, we use See et al.’s (2017)
definition of the pointer-generator network, which

adds a coverage vector and coverage penalty to
prevent repetition in generated words.

The New York Times annotated corpus (Sand-
haus, 2008) was first used for neural abstractive
summarization by Paulus et al. (2018), who used
attention over the decoder’s previous predictions
to both prevent repetition and to allow for coherent
longer summaries. Celikyilmaz et al. (2018) also
used the New York Times corpus, training multi-
ple, collaborating encoders to encode long docu-
ments one paragraph at a time.

3 Data

We use the New York Times (hereafter NYT)
summarization corpus (Sandhaus, 2008), con-
sisting of 650k articles and their human-
written abstractive summaries. We follow the
train/test/validation split and preprocessing steps
used by Paulus et al. (2018), with one exception:
we do not anonymize named entities. We first
translate 112k articles from the NYT corpus into
each of our three low-resource languages, Somali,
Swahili, and Tagalog, using neural machine trans-
lation. Of the 112k articles, 100k are taken from
the training set, 6k from validation, and 6k from
test. We then translate the articles back into noisy
English, again using neural machine translation.
Figure 1 shows an example noisy English article.

We pair each noisy English article with the
clean English reference summary corresponding
to the clean English article that generated it. Thus
our abstractive summarization model learns to
take a “bad” English input document with transla-
tion errors and disfluencies and produce a “good”
English summary. For simplicity, we refer to
the corpus created by translating into Somali and
back as the Somali NYT corpus, and similarly with
Swahili and Tagalog, but all three corpora are in
(noisy) English, not Somali, Swahili, or Tagalog.

4 Models

4.1 Machine Translation

We use neural machine translation systems built
on the Marian framework (Junczys-Dowmunt
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BLEU

Language from English to English

Somali 21.8 29.4

Swahili 44.5 37.8

Tagalog 37.2 36.2

Table 1: Neural machine translation performance.

Model ROUGE-1 ROUGE-2 ROUGE-L

NYT-base 48.26 29.30 36.81

Paulus 47.03 30.51 43.27
Celikyilmaz 48.08 31.19 42.33

Table 2: Baseline summarizer performance.

et al., 2018) to translate the NYT corpus into
Somali, Swahili, and Tagalog, and back to En-
glish. The systems were developed at the Uni-
versity of Edinburgh and were trained on a mix
of clean, human-curated parallel data (about 23k
sentences for Somali and Swahili and 51k for
Tagalog); noisy, web-crawled parallel data (So-
mali only, about 354k sentences); and synthetic,
backtranslated parallel data created from monolin-
gual sources including news articles, the Common
Crawl, and Wikipedia (250-600k sentences). Ta-
ble 1 shows the performance of the machine trans-
lation systems for each of the three languages on
held-out test sets of 500 sentences taken from the
clean, human-curated parallel data.

4.2 Abstractive Summarization

For our abstractive summarizers (hereafter ab-
stractors), we implemented See et al.’s (2017)
pointer-generator network in PyTorch (Paszke
et al., 2017). We pre-train for 12 epochs on the un-
modified NYT corpus to obtain a baseline system.
Table 2 shows the performance of this baseline
on the unmodified NYT test set; our baseline un-
derperforms the more complex systems of Paulus
et al. (2018) and Celikyilmaz et al. (2018), but
we are more interested in the improvements our
fluency-focused approach makes over this baseline
than in the baseline’s performance compared to
state-of-the-art systems. We use each of the three
noisy English corpora to train the baseline system
for another 8 epochs, producing three language-
specific abstractors. We also train a fourth, mixed-
language abstractor using 100k articles randomly
selected from the Somali, Swahili, and Tagalog
training sets, evenly split among the three.

Model ROUGE-1 ROUGE-2 ROUGE-L

NYT-base 32.94 10.36 22.51

Abs-so* 37.72 15.39 26.56

Abs-mix* 38.07 15.76 26.82

(a) Performance on Somali NYT.

Model ROUGE-1 ROUGE-2 ROUGE-L

NYT-base 35.28 12.96 25.64

Abs-sw* 39.24 17.01 29.88

Abs-mix* 39.96 17.56 30.24

(b) Performance on Swahili NYT.

Model ROUGE-1 ROUGE-2 ROUGE-L

NYT-base 37.17 14.67 27.27

Abs-tl* 40.96 18.72 31.06

Abs-mix* 40.87 18.91 31.14

(c) Performance on Tagalog NYT.
Table 3: Abs-so, -sw, and -tl are the Somali, Swahili,
and Tagalog systems, respectively. * indicates signifi-
cant improvement over NYT-base (p < 1.16× 10−19).

Perplexity

Model Somali NYT Swahili NYT Tagalog NYT

NYT-base 4986 4428 4707

Abs-so 3357 3429 3528

Abs-sw 3384 3247 3312
Abs-tl 3501 3476 3457

Abs-mix 3464 3285 3402

Table 4: Language model perplexity of generated sum-
maries on noisy Somali, Swahili, and Tagalog NYT.

5 Evaluation

5.1 Noisy NYT Evaluation.

Table 3 shows the performance of our abstrac-
tors on the Somali, Swahili, and Tagalog NYT test
sets. Differences among the language-specific sys-
tems are not statistically significant, and the more
general mixed model achieved the best scores1.
However, we found that abstractors trained solely
on one language and tested on another signif-
icantly (p < 0.05) underperformed the mixed
model, which was trained on all three languages,
suggesting that training on some same-language
data is still important.

We also trained a bigram language model on
the entire set of NYT reference summaries and

1These results are shown in Appendix A, along with all
combinations of the language-specific models on the three
languages.
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Document: mange kimambi ‘i pray for the parliamentary seat for kinondoni constituency for ticket of ccm. not special

seats’ kinondoni without drugs is possible i pray for the parliamentary seat for kinondoni constituency on the ticket of

ccm. yes, it’s not a special seats, khuini kinondoni, what will i do for kinondoni? tension is many i get but we must

remember no good that is available easily. kinondoni without drugs is possible. as a friend, fan or patriotism i urge you to

grant your contribution to the situation and propert. you can use western union or money to go to mange john kimambi.

account of crdb bank is on blog. reduce my profile in my blog understand why i have decided to vie for kinondoni

constituency. you will understand more.

NYT-base: mange kimambi, who pray for parliamentary seat for kinondoni constituency for ticket of ccm in 0 , is on

blog, and not special seats’ kinondoni without drugs.

Abs-mix: mange kimambi, who pray for parliamentary seat for kinondoni constituency for ticket of ccm, comments on

his plans to vie for ‘kinondoni’ without drugs.

Figure 2: An automatically translated Swahili weblog entry and its baseline and mixed abstractor summaries.

Somali Weblogs

Model Content Fluency

NYT-base 1.66 1.62

Abs-so 1.92 1.90

Abs-sw 1.94 1.88

Abs-tl 1.86 1.82

Abs-mix 2.08 2.04

Swahili Weblogs

Model Content Fluency

NYT-base 1.88 1.76

Abs-so 2.14 1.90

Abs-sw 2.22 2.08
Abs-tl 2.18 1.86

Abs-mix 2.36 2.08

Tagalog Weblogs

Model Content Fluency

NYT-base 1.72 1.76

Abs-so 1.76 1.88

Abs-sw 1.94 1.92

Abs-tl 1.80 2.08

Abs-mix 2.08 2.16

Table 5: Average human-rated content and fluency scores on Somali, Swahili, and Tagalog weblog entries.

calculated the average perplexity of our abstrac-
tors’ output as a proxy for fluency (Table 4). We
see that Somali is the most difficult overall, but
all three language-specific systems and the mixed
model produce more fluent English across source
languages than does the base model.

5.2 Weblog Evaluation.
We perform a human evaluation on 20 Somali,

20 Swahili, and 20 Tagalog weblog entries that
we automatically translate into English using the
same neural machine translation systems we used
to create our noisy NYT corpora. Unlike our NYT
data, which we translated from English into the
low-resource languages, these weblogs are real-
world Somali, Swahili, and Tagalog documents –
this evaluation demonstrates the performance of
our system in a real use-case. Figure 2 shows a
Swahili weblog entry and its summaries2. This
example shows the advantage of our approach:
unlike a machine translation system, which must
translate every part of its input, our abstractor is
able to delete most of the long, rambling, and
disfluent blog entry, instead summing it up flu-
ently with the generated phrase “comments on his
plans” and the repurposed phrase “to vie for”.

We use five human judges, all native English
speakers and none of whom are the authors. The

2All four abstractors produced very similar summaries.

judges were shown a translated document and a
summary and asked to rate the content and fluency
of the summary on a scale of 1–3 (Table 5). Our
human judges rated our abstractors higher in both
fluency and content, and we see again that while
the language-specific systems are more fluent on
their own languages than are the language-specific
systems for the other languages, the mixed model
still performs the best. We also see that, while our
improvement in content is more modest, our im-
provement in fluency – the goal of this work – is
significant. The judges achieved substantial agree-
ment (Fleiss’s κ = 0.72).

5.3 DUC 2004 Arabic Evaluation.

Finally, we evaluate our system on a new lan-
guage: Arabic. We use the DUC 2004 Task 3 test
set, which consists of real-world Arabic news arti-
cles translated into English, each paired with four
human-written summaries.

Table 6 shows the performance of our abstrac-
tors on the Arabic data, demonstrating their ability
to generalize and improve the fluency of input doc-
uments automatically translated from a previously
unseen language, yielding a significant improve-
ment in ROUGE. Compared to the 28 DUC 2004
systems, our performance would have ranked
1st on summarizing the machine-translated docu-
ments; despite our use of these lower-quality, au-
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Document: washington 10-23 (afp) was signed by benjamin netanyahu and yasser arafat on friday at the white house

agreed on the israeli military withdrawal from the west bank in return for palestinian additional security guarantees.

NYT-base: washington 10-23, signed by benjamin netanyahu and yasser arafat, agrees on israeli military withdrawal

from west bank in return for palestinian additional security guarantees.

Abs-mix: benjamin netanyahu and yasser arafat agree on israeli military withdrawal from west bank in return for pales-

tinian security guarantees.

Figure 3: An Arabic article, automatically translated into English, and its baseline and mixed model summaries.

Model ROUGE-1 ROUGE-2 ROUGE-L

NYT-base 26.56 5.86 15.76

Abs-so* 28.64 6.66 19.62

Abs-sw* † 28.08 6.39 18.36

Abs-tl* † 29.43 7.02 19.89
Abs-mix* 28.79 6.74 19.79

Table 6: DUC 2004 with ISI translations. * indi-
cates significant improvement over NYT-base (p <
2.09×10−6); † indicates significant difference between
systems (p < 0.05).

tomatically-translated documents, we performed
extremely well even in comparison with the DUC
2004 systems on high-quality, human-translated
documents: we would have ranked 1st, 4th, and 5th

on ROUGE-1, -2, and -L, respectively. Figure 3
compares the baseline system and our abstractors
on the Arabic data3.

6 Discussion
We find that the NYT-base model tends to copy

heavily from the beginning of its input documents.
Since it was trained entirely on clean English news
articles, it is understandable that it tries to copy
the lead sentence, but in both examples, it copies
errors: the confusing run-on sentence “not spe-
cial seats’ kinondoni without drugs is possible”
(shown in yellow in Figure 2) and the phrase
“signed by” (shown in green in Figure 3), whose
subject is missing. In contrast, our abstractors are
able to correctly identify the important informa-
tion in the input documents and produce fluent
summaries presenting this information. In Fig-
ure 3, Abs-mix deletes the unnecessary “wash-
ington 10-23” and produces the verb “agree” in
the plural form, agreeing with its plural subject.
More dramatically, in Figure 2, Abs-mix identifies
“kinondoni without drugs” as Mange Kimambi’s
campaign platform and succinctly summarizes this
using both the purely generated phrase “comments
on his plans” and the repurposed – but still fluent
and correct – “to vie for.”

3All four abstractor summaries were identical.

The main limitation of our approach is that
it assumes the existence of a machine transla-
tion system for the source language. Although
our abstractors are able to handle errorful, disflu-
ent translations, for extremely low-resource lan-
guages, there may be no translations of any kind
available; in such a case, another approach, such
as cross-lingual word embeddings, is necessary.

7 Conclusion
We have presented a robust abstractive summa-

rization system for the task of cross-lingual sum-
marization, taking advantage of an abstractive sys-
tem’s ability to delete difficult to translate phrases
and generate new text to use instead. Our straight-
forward method allows us to produce summariza-
tion systems for low resource languages where
no summarization corpora are currently available,
providing a potential summarization solution for
thousands of such languages. Our experiments
demonstrate that, by using our novel approach of
training on noisy English documents and clean
English reference summaries, the model learns to
produce fluent summaries from disfluent inputs.
Further, we have shown that, while training a sys-
tem for a specific source language gives strong
performance, the abstractive fluency of these sys-
tems generalize to other source languages.
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A Appendix: Language-Specific
Abstractor Performance on Noisy NY

Table 7 expands Table 3, showing the perfor-
mance of each of our four abstractors on the So-
mali, Swahili, and Tagalog NYT test sets. As
discussed in Section 5.1, the differences among
the three language-specific abstractors are not
statistically significant on any of the three lan-
guages. However, the differences between the
mixed model and the two language-specific mod-
els not trained on a given test language are signif-
icant (p < 0.05). That is, the difference between
Abs-mix and Abs-sw and the difference between
Abs-mix and Abs-tl are significant on the Somali
test set, the difference between Abs-mix and Abs-
so and the difference between Abs-mix and Abs-
tl are significant on the Swahili test set, and the
difference between Abs-mix and Abs-so and the
difference between Abs-mix and Abs-sw are sig-
nificant on the Tagalog test set.
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Model ROUGE-1 ROUGE-2 ROUGE-L

NYT-base 32.94 10.36 22.51

Abs-so* 37.72 15.39 26.56

Abs-sw* † 37.26 14.94 25.92

Abs-tl* † 36.89 14.41 25.53

Abs-mix* 38.07 15.76 26.82

(a) Performance on Somali NYT.

Model ROUGE-1 ROUGE-2 ROUGE-L

NYT-base 35.28 12.96 25.64

Abs-so* † 38.42 16.34 29.06

Abs-sw* 39.24 17.01 29.88

Abs-tl* † 38.24 16.02 28.79

Abs-mix* 39.96 17.56 30.24

(b) Performance on Swahili NYT.

Model ROUGE-1 ROUGE-2 ROUGE-L

NYT-base 37.17 14.67 27.26

Abs-so* † 38.97 17.01 29.16

Abs-sw* † 39.14 17.28 29.43

Abs-tl* 40.96 18.72 31.06

Abs-mix* 40.87 18.91 31.14

(c) Performance on Tagalog NYT.
Table 7: Abs-so, -sw, and -tl are the Somali, Swahili, and Tagalog language-specific systems, respectively. *
indicates significant improvement over NYT-base (p < 1.16 × 10−19); † indicates significant difference between
the mixed model and language-specific abstractors (p < 0.05).
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Abstract

The explicit use of syntactic information has
been proved useful for neural machine trans-
lation (NMT). However, previous methods re-
sort to either tree-structured neural networks
or long linearized sequences, both of which are
inefficient. Neural syntactic distance (NSD)
enables us to represent a constituent tree us-
ing a sequence whose length is identical to the
number of words in the sentence. NSD has
been used for constituent parsing, but not in
machine translation. We propose five strate-
gies to improve NMT with NSD. Experiments
show that it is not trivial to improve NMT
with NSD; however, the proposed strategies
are shown to improve translation performance
of the baseline model (+2.1 (En–Ja), +1.3 (Ja–
En), +1.2 (En–Ch), and +1.0 (Ch–En) BLEU).

1 Introduction

In recent years, neural machine translation (NMT)
has been developing rapidly and has become the
de facto approach for machine translation. To im-
prove the performance of the conventional NMT
models (Sutskever et al., 2014; Bahdanau et al.,
2014), one effective approach is to incorporate
syntactic information into the encoder and/or de-
coder of the baseline model.

Based on how the syntactic information is
represented, there are two categories of syn-
tactic NMT methods: (1) those that use tree-
structured neural networks (NNs) to represent syn-
tax structures (Eriguchi et al., 2016; Hashimoto
and Tsuruoka, 2017), and (2) those that use
linear-structured NNs to represent linearized syn-
tax structures (Li et al., 2017; Ma et al., 2017,
2018). For the first category, there is a direct
corresponding relationship between the syntactic
structure and the NN structure, but the complex-
ity of NN structures usually makes training in-
efficient. In contrast, for the second category,

syntactic structures are linearized and represented
using linear-structured recurrent neural networks
(RNNs), but the linearized sequence can generally
be quite long and therefore training efficiency is
still a problem. Although using a shorter sequence
may improve the efficiency, some syntactic infor-
mation is lost.

We propose a method of using syntactic infor-
mation in NMT that overcomes the disadvantages
of both methods. The basis of our method is the
neural syntactic distance (NSD), a recently pro-
posed concept used for constituent parsing (Shen
et al., 2018; Gómez-Rodrı́guez and Vilares, 2018).
NSD makes it possible to represent a constituent
tree as a sequence whose length is identical to the
number of words in the sentence (almost) without
losing syntactic information. However, there are
no previous studies that use NSD in NMT. More-
over, as demonstrated by our experiments, using
NSD in NMT is far from straightforward, so we
propose five strategies and verify the effects em-
pirically. The strategies are summarized below.

• Extend NSD to dependency trees, which is
inspired by the dependency language model
(Shen et al., 2010).
• Use NSDs as input sequences1, where an

NSD is regarded as a linguistic input feature
(Sennrich and Haddow, 2016).
• Use NSDs as output sequences, where the

NMT and prediction of the NSD are simul-
taneously trained through multi-task learning
(Firat et al., 2016).
• Use NSD as positional encoding (PE), which

is a syntactic extension of the PE of the
Transformer (Vaswani et al., 2017).
• Add a loss function for NSD to achieve

1Throughout this paper, ”input” means the input of an en-
coder or a decoder rather than the input of the NMT model
(i.e., only source sentences), and ”output” is similar.
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distance-aware training (Shen et al., 2018).

2 Neural Syntactic Distance (NSD)

The NSD was firstly proposed by Shen et al.
(2018). This is the first method of linearizing a
constituent tree with a sequence of length n, with-
out loss of information, where n is the number of
words in the sentence.

Formally, given the sentence w =
(w1, . . . , wn), for any pairs of contiguous
words (wi, wi+1), we can define an NSD d(wi),2

where i ∈ [1, n − 1]. In Shen et al. (2018),
the NSD dS(wi) is defined as the height of the
lowest common ancestor (LCA) of the words.3

Subsequently, in Gómez-Rodrı́guez and Vilares
(2018), the NSD dG(wi) was defined as the
number of the common ancestors of the words.
To make the definition complete, we define d(wn)
as follows:4

dS(wn) = H, dG(wn) = 0, (1)

where H is the height of the constituent tree. It is
easy to prove that

dS(wi) + dG(wi) = H, i ∈ [1, n]. (2)

We call dS and dG the absolute NSD.
Furthermore, Gómez-Rodrı́guez and Vilares

(2018) define the relative NSD as follows:

dR(wi) =

{
dG(w1), i = 1,

dG(wi)− dG(wi−1), i ∈ [2, n].
(3)

Figure 1 illustrates these NSDs. It is easy
to see the one-to-one correspondence relationship
between the constituent tree and the (absolute or
relative) NSDs.

The effectiveness of all different NSDs has been
proven on constituent parsing. However, there has
been no attempt to use NSD in machine transla-
tion.

2Note that NSD is defined between two contiguous words.
For convenience of notation, we use d(wi) rather than
d(wi, wi+1) to denote an NSD.

3In Shen et al. (2018), NSD is defined as a real number
that is a function of LCA. However, in practice, NSD is sim-
ply identical to the depth of the LCA.

4dS(wn) and dG(wn) are undefined in both of the origi-
nal papers. We give the definitions here to enable the use of
NSD in NMT later.

She

PRP

enjoys

VBZ

playing

VBG

tennis

NN

.

.

NP

VP

VP

S

NP

S’

4 2 1 3 5dS
1 3 4 2 0dG
1 2 1 -2 -2dR

Figure 1: Example of different NSDs. This example is
from Shen et al. (2018).

She enjoys playing tennis .#
-1 2 1 1 3dD

Figure 2: Example of dependency NSDs. “#” is the
root. Dependency labels are omitted.

3 Strategies to improve NMT with NSD

3.1 Dependency NSD

There are many previous studies on using depen-
dency trees to improve NMT (Nguyen Le et al.,
2017; Wu et al., 2017). Therefore, we extend NSD
to dependency trees. Formally, the dependency
NSD between two nodes is defined as follows:

dD(wi) = i− h(i), (4)

where h(i) is the index of the head of wi, and we
let the index of root be 0. Note that dD(wi) can be
either positive or negative, representing the direc-
tional information. Figure 2 gives an example.

3.2 NSDs as Input Sequences

It is easy to see that for w = (w1, . . . , wn), the
lengths of dS , dG, dR and dD are all n. Denoting
the NSD sequence as d = (d1, . . . , dn), we can
see that di ∈ Z, i ∈ [1, n], so we can obtain a
sequence of embedding vectors ed = (ed1, . . . , e

d
n)

as follows:

edi = Ed[d
d
i + (max(d)−min(d) + 1)]. (5)

We callEd the distance embedding matrix and call
ed the syntactic embedding sequence. Note that d
can be the NSD on either the source side or the tar-
get side, so there are two possible Ed, which are
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denoted as Esd and Etd, respectively. The embed-
dings are calculated as follows:

xsi = femb(E
s
w[w

s
i ], e

ds
i ), (6)

xti = femb(E
t
w[w

t
i ], e

dt
i ), (7)

where edsi and edti are defined in Eq. 5 on the
source side and target side, respectively, and Esw
and Etw are the word embedding matrices on both
sides, respectively. Inspired by Sennrich and Had-
dow (2016), function femb is used to combine two
vectors. This function has many different options,
such as:

f
‖
emb(x, e) = x‖e, (8)

f+emb(x, e) = x+ e, (9)

fWb
emb(x, e) =Wf · (x‖e) + bf , (10)

where x, e, bf ∈ Rd and Wf ∈ Rd×2d. The opera-
tor “‖” is the concatenation of two vectors.

When NSD is used as the input sequence on the
target side, there is one problem: edt is unknown
during testing. For this case, we use NSDs for
both the input and output sequences, let the de-
coder predict NSD on-the-fly using the strategy
introduced in Section 3.3, and use the predicted
NSD to calculate edt.

3.3 NSDs as Output Sequences
An NSD can be used to form the output sequence
to improve NMT using the idea of multi-task
learning. Specifically, we train the model to pre-
dict the NSD sequence. When NSD is used as the
output sequence of the encoder, we minimize the
distance (e.g., cross entropy Lentdist, see Section 3.5
for details) between the predicted and the golden
NSD sequences. When NSD is used as the output
sequence of the decoder, besides minimizing the
distance, we use the predicted NSD as the input of
the next time step.

Denote the hidden vector as h = (h1, . . . , hn).
For the encoder, hi = hsi and n = ns, while for
the decoder, hi = hti and n is the current time
step of decoding. Then, we can obtain a sequence
of predicted syntactic distance d̂ = (d̂1, . . . , d̂n),
which is calculated as follows:

p(d̂i | hi) = softmax(Wd · hi + bd), (11)

where Wd and bd are parameters to be learned. By
minimizing the distance between d̂i and di, NSD
can be used to enhance NMT.

3.4 NSD as Positional Encoding (PE)
PE is used by the Transformer (Vaswani et al.,
2017) to encode the positions of words. Formally,
it is defined as follows:

x′i = xi + PE(i), (12)

PE(i)2k = sin(i/100002k/d), (13)

PE(i)2k+1 = cos(i/100002k/d), (14)

where xi can be either xsi or xti, and d is the di-
mension of the embedding vector. Similarly, we
define syntactic PE as follows:

PE(i)2k = sin
( i+max(d)−min(d)

λSPE
2k/d

· 2π
)
,

(15)

PE(i)2k+1 = cos
( i+max(d)−min(d)

λSPE
2k/d

· 2π
)
,

(16)

where λSPE is a hyperparameter to be tuned. In
this way, the periods of these two functions vary
from 1 to λSPE . We define syntactic PE in this
way because (1) according to a quantitative anal-
ysis of the experimental datasets, we found that
the ranges of possible values are quite different be-
tween NSD and word positions, so we tuned λSPE
instead of fixed it to 10000 as in Eqs. 13 and 14,
and (2) di may be negative, so we adjust it to be
positive.

3.5 Distance-aware Training
Instead of using conventional cross-entropy loss
function during training, we use the following loss
function to make the NMT model learn NSD bet-
ter:

L = LNMT + Ldist + Lentdist. (17)

The first item is the cross-entropy loss of the NMT
model, which is

LNMT = −
∑

〈ws,wt〉∈D
log p(wt | ws), (18)

whereD is the training dataset. The second item is
the distance-aware loss, which is inspired by Shen
et al. (2018) and is as follows:

Ldist =
∑

〈ws,wt〉∈D
(Lsdist(ws) + Ltdist(wt)),

Lsdist(ws) =

ns∑

i=1

(di − d̂i)2+
∑

i,j>i

[1− sign(di − dj)(d̂i − d̂j)]+,

(19)
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and Ltdist can be defined similarly. The third item
is the cross-entropy loss for NSD, which is as fol-
lows:

Lentdist =
∑

〈ws,wt〉∈D
(Lent(s)dist (ws) + Lent(t)dist (wt)),

Lent(s)dist (ws) = −
∑

di∈ds
p(di | hi) log p(d̂i | hi),

(20)
and Lent(t)dist can be defined similarly.

4 Experiments

4.1 Configuration
We experimented on two corpora: (1) ASPEC
(Nakazawa et al., 2016), using the top 100K sen-
tence pairs for training En–Ja models and top 1M
sentence pairs for training Ja–En models, and (2)
LDC,5 which contains about 1.2M sentence pairs,
for training En–Ch and Ch–En models. To tack-
ling the problem of memory consumption, sen-
tences longer than 150 were filtered out, so that
models can be trained successfully. Chinese sen-
tences were segmented by the Stanford segmen-
tation tool.6 For Japanese sentences, we fol-
lowed the preprocessing steps recommended in
WAT 2017.7

The test set is a concatenation of NIST MT
2003, 2004, and 2005. Constituent trees are gen-
erated by the parser of Kitaev and Klein (2018)8,
and dependency trees are generated by the parser
of Dyer et al. (2015)9. Note that although we only
used syntactic information of English in our ex-
periments, our method is also applicable to other
languages.

We implemented our method on OpenNMT10

(Klein et al., 2017), and used the Transformer as
our baseline. As far as we know, there are no pre-
vious studies on using syntactic informations in
the Transformer.

The vocabulary sizes for all languages are
50, 000. Both the encoder and decoder have 6 lay-
ers. The dimensions of hidden vectors and word
embeddings are 512. The multi-head attention has

5LDC2002E18, LDC2003E07, LDC2003E14, Hansards
portion of LDC2004T07, LDC2004T08, and LDC2005T06.

6https://nlp.stanford.edu/software/
stanford-segmenter-2017-06-09.zip

7http://lotus.kuee.kyoto-u.ac.jp/WAT/
WAT2017/baseline/dataPreparationJE.html

8https://github.com/nikitakit/
self-attentive-parser

9https://github.com/clab/lstm-parser
10http://opennmt.net

8 heads, and the dropout probability is 0.1 (Srivas-
tava et al., 2014). The number of training epochs
was fixed to 50, and we used the model which per-
forms the best on the development set for testing.

As for optimization, we used the Adam op-
timizer (Kingma and Ba, 2014), with β1 =
0.9, β2 = 0.998, and ε = 10−9. Warmup
and decay strategy for learning rate of Vaswani
et al. (2017) are also used, with 8, 000 warmup
steps. We also used the label smoothing strategy
(Szegedy et al., 2016) with εls = 0.1.

4.2 Experimental Results

Table 1 compares the effects of the strategies. We
evaluate the proposed strategies using character-
level BLEU (Papineni et al., 2002) for Chinese and
Japanese, and case-insensitive BLEU for English.

Comparison of different NSDs. The first five
rows of Table 1 compare the results of using dif-
ferent NSDs. When NSD was used at the source
side (En–Ja/En–Ch), all kinds of NSDs improved
translation performance. This indicates that NSD
can be regarded as a useful linguistic feature to im-
prove NMT. In contrast, when NSD was used at
the target side (Ja–En/Ch–En), dS and dG hurt the
performance. This is because the values of dS and
dG are volatile. A tiny change of syntactic struc-
ture often causes a big change of dS and dG. Since
the model has to predict the NSD during decoding,
once there is one error, the subsequent predictions
will be heavily influenced. The use of dR and dD
remedies this problem. Furthermore, the effects of
dS and dG are similar, because they are equivalent
in nature (refer to Eq. 2).

NSD as PE. Rows 5 to 8 of Table 1 evaluate
the use of dependency NSD (dD) as syntactic PE.
Note that for all the experiments, we used not only
the syntactic PE but the conventional PE. Experi-
ment results show that this strategy is indeed use-
ful. When the dominators of Eqs. 15 and 16,
λSPE , were set to 104, there was no improvement.
When they were set to 40, the improvement was
remarkable. This indicates that our design of syn-
tactic PE is reasonable.

NSD as input/output and source/target se-
quences. Rows 8 to 12 of Table 1 are the results
of using dependency NSD (i.e., dD) as the input
and/or output sequences on both sides. First, for
the choice of femb, we can see that f‖emb and f+emb
are similar, while fWb

emb yields better performance.
This is because the model has to learn Wf and
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Type I/O SPE Loss En–Ja Ja–En En–Ch Ch–En
1 N/A N/A No Eq. 18 34.59 26.43 29.41 31.60
2 dS I(fWb

emb) No Eq. 18,19,20 35.54 24.57 29.66 28.77
3 dG I(fWb

emb) No Eq. 18,19,20 35.38 24.71 29.60 28.82
4 dR I(fWb

emb) No Eq. 18,19,20 35.83 26.88 29.87 31.82
5 dD I(fWb

emb) No Eq. 18,19,20 36.17 27.21 30.11 32.08
6 dD I(fWb

emb) 104 Eq. 18,19,20 36.06 27.18 30.02 32.03
7 dD I(fWb

emb) 102 Eq. 18,19,20 36.22 27.47 30.23 32.19
8 dD I(fWb

emb) 40 Eq. 18,19,20 36.44 27.59 30.59 32.36
9 dD I(f‖emb) 40 Eq. 18,19,20 36.17 27.21 30.15 32.11

10 dD I(f+
emb) 40 Eq. 18,19,20 36.08 27.32 30.21 32.29

11 dD O 40 Eq. 18,19,20 36.31 27.42 30.42 32.32
12 dD I(fWb

emb)&O 40 Eq. 18,19,20 36.69 27.71 30.56 32.55
13 dD O 40 Eq. 18 21.08 10.22 18.63 15.61
14 dD O 40 Eq. 18,20 33.70 23.31 27.43 30.02
15 dD O 40 Eq. 18,19 34.18 25.19 29.14 31.74

Table 1: Comparison of strategies. I/O: use NSDs as the input or output sequences. Functions f‖emb, f
+
emb, and

fWb
emb are defined in Eqs. 8 to 10, respectively. SPE: use NSD as syntactic PE. Numbers are the values of λSPE in

Eqs. 15 and 16. Loss: items used in the final loss function. Note that when NSD is used as the input sequence of
the source language, Ldist + Lent

dist ≡ 0, because the parsing tree is fixed.

bf , which increases the model capacity. Second,
performance improved for using NSDs both as
input and output sequences, and combining both
obtained further improvement. Third, NSDs im-
proved the performance both on the source and the
target sides. All these results indicate the robust-
ness of NSDs.

Effects of distance-aware training. The last
three rows compare the different effects of the
items in the loss function. When only LNMT are
used, the performance is extremely poor. This
is within expectations, because with only LNMT ,
weights related to NSDs are kept to the initial val-
ues and were not updated, and hence detrimental
to learning. Adding Lentdist improves the results sig-
nificantly, but the improvement is lower than that
of Ldist. This is because training with Lentdist treats
different values of NSDs equally, while Ldist pe-
nalizes larger differences between the predicted
NSD and the golden NSD more severely.

5 Conclusion

We proposed five strategies to improve NMT with
NSD. We found relative NSDs and dependency
NSDs are able to improve the performance consis-
tently, while absolute NSDs hurt the performance
for some cases. The improvement obtained by us-
ing NSDs is general in that NSDs can be used at
both the source side and target side, both as in-
put sequences and output sequences. Using NSDs
as syntactic PE is also useful, and training with a
distance-aware loss function is quite important.
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Carlos Gómez-Rodrı́guez and David Vilares. 2018.
Constituent parsing as sequence labeling. In Pro-
ceedings of the 2018 Conference on Empirical Meth-
ods in Natural Language Processing, pages 1314–
1324.

Kazuma Hashimoto and Yoshimasa Tsuruoka. 2017.
Neural machine translation with source-side latent
graph parsing. In Proceedings of the 2017 Con-
ference on Empirical Methods in Natural Language
Processing, pages 125–135.

Diederik P Kingma and Jimmy Ba. 2014. Adam: A
method for stochastic optimization. arXiv preprint
arXiv:1412.6980.

Nikita Kitaev and Dan Klein. 2018. Constituency
parsing with a self-attentive encoder. In Proceed-
ings of the 56th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Pa-
pers), pages 2676–2686.

Guillaume Klein, Yoon Kim, Yuntian Deng, Jean
Senellart, and Alexander M. Rush. 2017. Open-
NMT: Open-Source Toolkit for Neural Machine
Translation. arXiv preprint arXiv:1701.02810.

Junhui Li, Deyi Xiong, Zhaopeng Tu, Muhua Zhu, Min
Zhang, and Guodong Zhou. 2017. Modeling source
syntax for neural machine translation. In Proceed-
ings of the 55th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Pa-
pers), pages 688–697.

Chunpeng Ma, Lemao Liu, Akihiro Tamura, Tiejun
Zhao, and Eiichiro Sumita. 2017. Deterministic at-
tention for sequence-to-sequence constituent pars-
ing. In Proc. of AAAI-2017, pages 3237–3243.

Chunpeng Ma, Akihiro Tamura, Masao Utiyama,
Tiejun Zhao, and Eiichiro Sumita. 2018. Forest-
based neural machine translation. In Proceedings of
the 56th Annual Meeting of the Association for Com-
putational Linguistics (Volume 1: Long Papers),
pages 1253–1263.

Toshiaki Nakazawa, Manabu Yaguchi, Kiyotaka Uchi-
moto, Masao Utiyama, Eiichiro Sumita, Sadao
Kurohashi, and Hitoshi Isahara. 2016. ASPEC:
Asian scientific paper excerpt corpus. In Pro-
ceedings of the Ninth International Conference on
Language Resources and Evaluation (LREC 2016),
pages 2204–2208.

An Nguyen Le, Ander Martinez, Akifumi Yoshimoto,
and Yuji Matsumoto. 2017. Improving sequence
to sequence neural machine translation by utilizing
syntactic dependency information. In Proceedings
of the Eighth International Joint Conference on Nat-
ural Language Processing (Volume 1: Long Papers),
pages 21–29.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. BLEU: a method for automatic
evaluation of machine translation. In Proceedings
of the 40th Annual Meeting of the Association for
Computational Linguistics, pages 311–318.

Rico Sennrich and Barry Haddow. 2016. Linguistic
input features improve neural machine translation.
In Proceedings of the First Conference on Machine
Translation: Volume 1, Research Papers, pages 83–
91.

Libin Shen, Jinxi Xu, and Ralph Weischedel. 2010.
String-to-dependency statistical machine transla-
tion. Computational Linguistics, 36(4).

Yikang Shen, Zhouhan Lin, Athul Paul Jacob, Alessan-
dro Sordoni, Aaron Courville, and Yoshua Bengio.
2018. Straight to the tree: Constituency parsing
with neural syntactic distance. In Proceedings of the
56th Annual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers), pages
1171–1180.

Nitish Srivastava, Geoffrey E Hinton, Alex Krizhevsky,
Ilya Sutskever, and Ruslan Salakhutdinov. 2014.
Dropout: a simple way to prevent neural networks
from overfitting. Journal of machine learning re-
search, 15(1):1929–1958.

Ilya Sutskever, Oriol Vinyals, and Quoc V Le. 2014.
Sequence to sequence learning with neural net-
works. In Advances in neural information process-
ing systems, pages 3104–3112.

Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe,
Jon Shlens, and Zbigniew Wojna. 2016. Rethink-
ing the inception architecture for computer vision.
In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 2818–2826.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in Neural Information Pro-
cessing Systems, pages 5998–6008.

Shuangzhi Wu, Dongdong Zhang, Nan Yang, Mu Li,
and Ming Zhou. 2017. Sequence-to-dependency
neural machine translation. In Proceedings of the
55th Annual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers), pages
698–707.

2037



Proceedings of NAACL-HLT 2019, pages 2038–2046
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Measuring Immediate Adaptation Performance
for Neural Machine Translation

Patrick Simianer, Joern Wuebker, John DeNero
Lilt

<given name>@lilt.com

Abstract

Incremental domain adaptation, in which a
system learns from the correct output for each
input immediately after making its predic-
tion for that input, can dramatically improve
system performance for interactive machine
translation. Users of interactive systems are
sensitive to the speed of adaptation and how
often a system repeats mistakes, despite be-
ing corrected. Adaptation is most commonly
assessed using corpus-level BLEU- or TER-
derived metrics that do not explicitly take
adaptation speed into account. We find that
these metrics often do not capture immediate
adaptation effects, such as zero-shot and one-
shot learning of domain-specific lexical items.
To this end, we propose new metrics that di-
rectly evaluate immediate adaptation perfor-
mance for machine translation. We use these
metrics to choose the most suitable adaptation
method from a range of different adaptation
techniques for neural machine translation sys-
tems.

1 Introduction

Incremental domain adaptation, or online adap-
tation, has been shown to improve statistical
machine translation and especially neural ma-
chine translation (NMT) systems significantly
(Turchi et al., 2017; Karimova et al., 2018)
(inter-alia). The natural use case is a computer-
aided translation (CAT) scenario, where a user
and a machine translation system collaborate
to translate a document. Each user translation
is immediately used as a new training example
to adapt the machine translation system to the
specific document.

Adaptation techniques for MT are typically
evaluated by their corpus translation quality, but
such evaluations may not capture prominent as-
pects of the user experience in a collaborative

translation scenario. This paper focuses on di-
rectly measuring the speed of lexical acquisition
for in-domain vocabulary. To that end, we propose
three related metrics that are designed to reflect the
responsiveness of adaptation.

An ideal system would immediately acquire in-
domain lexical items upon observing their transla-
tions. Moreover, one might expect a neural system
to generalize from one corrected translation to re-
lated terms. Once a user translates “bank” to Ger-
man “Bank” (institution) instead of “Ufer” (shore)
in a document, the system should also correctly
translate “banks” to “Banken” instead of “Ufer”
(the plural is identical to the singular in German)
in future sentences. We measure both one-shot vo-
cabulary acquisition for terms that have appeared
once in a previous target sentence, as well as zero-
shot vocabulary acquisition for terms that have not
previously appeared.

Our experimental evaluation shows some
surprising results. Methods that appear to have
comparable performance using corpus quality
metrics such as BLEU can differ substantially in
zero-shot and one-shot vocabulary acquisition. In
addition, we find that fine-tuning a neural model
tends to improve one-shot vocabulary recall while
degrading zero-shot vocabulary recall.

We evaluate several adaptation techniques on a
range of online adaptation datasets. Fine tuning
applied to all parameters in the NMT model max-
imizes one-shot acquisition, but shows a worri-
some degradation in zero-shot recall. By contrast,
fine tuning with group lasso regularization, a tech-
nique recently proposed to improve the space effi-
ciency of adapted models (Wuebker et al., 2018),
achieves an appealing balance of zero-shot and
one-shot vocabulary acquisition as well as high
corpus-level translation quality.
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2 Measuring Immediate Adaptation

2.1 Motivation

For interactive, adaptive machine translation sys-
tems, perceived adaptation performance is a cru-
cial property: An error in the machine transla-
tion output which needs to be corrected multiple
times can cause frustration, and thus may com-
promise acceptance of the MT system by human
users. A class of errors that are particularly salient
are lexical choice errors for domain-specific lex-
ical items. In the extreme, NMT systems using
subword modeling (Sennrich et al., 2015) can gen-
erate “hallucinated” words—words that do not ex-
ist in the target language—which are especially
irritating for users (Lee et al., 2018; Koehn and
Knowles, 2017). Users of adaptive MT have a
reasonable expectation that in-domain vocabulary
will be translated correctly after the translation of
a term or some related term has been corrected
manually.

Arguably, more subtle errors, referring to syn-
tax, word order or more general semantics are
less of a focus for immediate adaptation, as these
types of errors are also harder to pinpoint and thus
to evaluate1 (Bentivogli et al., 2016). Traditional
metrics for evaluating machine translation outputs,
e.g. BLEU and TER, in essence try to measure the
similarity of a hypothesized translation to one or
more reference translations, taking the full string
into account.

Due to significant improvements in MT quality
with neural models (Bentivogli et al., 2016) (inter-
alia), more specialized metrics, evaluating certain
desired behaviors of systems become more useful
for specific tasks. For example, Wuebker et al.
(2016) show, that NMT models, while being bet-
ter in most respects, still fall short in the handling
of content words in comparison with phrase-based
MT. This observation is also supported by Ben-
tivogli et al. (2016), who show smaller gains for
NMT for translation of nouns, an important cate-
gory of content words.

Another reason to isolate vocabulary acquisi-
tion as an evaluation criterion is that interac-
tive translation often employs local adaptation via
prefix-decoding (Knowles and Koehn, 2016; Wue-
bker et al., 2016), which can allow the system
to recover syntactic structure or resolve local am-

1Some practitioners observed that these subtle errors be-
come harder to spot due the improved fluency of NMT sys-
tems (Burchardt, 2017).

biguities when given a prefix, but may still suf-
fer from poor handling of unknown or domain-
specific vocabulary.

In this work, we therefore focus on translation
performance with respect to content words, setting
word order and other aspects aside.

2.2 Metrics

We propose three metrics: one to directly mea-
sure one-shot vocabulary acquisition, one to mea-
sure zero-shot vocabulary acquisition, and one to
measure both. In all three, we measure the recall
of target-language content words so that the met-
rics can be computed automatically by compar-
ing translation hypotheses to reference translations
without the use of models or word alignments2.

We define content words as those words that
are not included in a fixed stopword list, as used
for example in query simplification for informa-
tion retrieval. Such lists are typically compiled
manually and are available for many languages.3

For western languages, content words are mostly
nouns, main verbs, adjectives or adverbs.

For the i-th pair of source sentence and refer-
ence translation, i = 1, . . . , |G|, of an ordered test
corpus G, we define two setsR0,i andR1,i that are
a subset of the whole set of unique4 content words
(i.e. types) of the reference translation for i. R0,i

includes a word if its first occurrence in the test set
is in the i-th reference of G, and R1,i if its second
occurrence in the test set is in the i-th reference of
G. The union R0,i ∪ R1,i includes content words
occurring for either the first or second time.

To measure zero-shot adaptation in a given hy-
pothesisHi, also represented as a set of its content
words, we propose to evaluate the number of word
types that were immediately translated correctly:

R0 =
|Hi ∩R0,i|
|R0,i|

.

To measure one-shot adaptation, where the sys-
tem correctly produces a content word after ob-

2In each of the data sets considered in this work, the aver-
age number of occurrences of content words ranges between
1.01 and 1.11 per sentence. We find this sufficiently close
to 1 to evaluate in a bag-of-words fashion and not consider
alignments.

3For German we used the list available here:
https://github.com/stopwords-iso.

4All proposed metrics operate on the set-level, without
clipping (Papineni et al., 2002) or alignment (Banerjee and
Lavie, 2005; Kothur et al., 2018), as we have found this sim-
plification effective.
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Reference Hypothesis R0 R1 R0+1

1. The [dog] [bites] the [lady] A [terrier] [bites] the [person] 1/3 0/0 1/3
2. The [man] [bites] the [dog] The [dog] [bites] the [man] 1/1 2/2 3/3

Total 2/4 2/2 4/6

Figure 1: Example for calculating R0, R1, and R0+1 on a corpus of two sentences. Content words are written in
brackets, the corpus-level score is given below the per-segment scores. In the example, the denominator for R1 is
2 due to the two repeated words dog and bites in the reference.

serving it exactly once, we propose:

R1 =
|Hi ∩R1,i|
|R1,i|

.

This principle can be extended to define metrics
Rk, k > 1 to allow more “slack” in the adaptation,
but we leave that investigation to future work.

Finally, we define a metric that measures both
zero- and one-shot adaptation:

R0+1 =
|Hi ∩ [R0,i ∪R1,i] |
|R0,i ∪R1,i|

.

All metrics can either be calculated for single
sentences as described above, or for a full test cor-
pus by summing over all sentences, e.g. for R0:

∑|G|
i=1 |Hi ∩R0,i|
∑|G|
i=1 |R0,i|

.

Figure 1 gives an example calculation of all
three metrics across a two-sentence corpus.

3 Related Work

An important line of related work is concerned
with estimating the potential adaptability of a sys-
tem given a source text only, the so-called repeti-
tion rate (Cettolo et al., 2014). The metric is in-
spired by BLEU, and uses a sliding window over
the source text to count singleton N -grams.

The modus operandi for our metrics is most
similar to HTER (Snover et al., 2006), since we are
also assuming a single, targeted reference transla-
tion5 for evaluation.

The introduction of NMT brought more aspects
of translation quality evaluation into focus, such as
discourse-level evaluation (Bawden et al., 2017),
or very fine-grained evaluation of specific aspects
of the translations (Bentivogli et al., 2016), high-
lighting the differences between phrase-based and
NMT systems.

5A reference translation which was produced from post-
editing output of the to-be-evaluated MT system.

Online adaptation for (neural) machine transla-
tion has been thoroughly explored using BLEU
(Turchi et al., 2017), simulated keystroke and
mouse action ratio (Barrachina et al., 2009) for
effort estimation (Peris and Casacuberta, 2018),
word prediction accuracy (Wuebker et al., 2016),
and user studies (Denkowski et al., 2014; Kari-
mova et al., 2018) (all inter-alia). In (Simianer
et al., 2016) immediate adaptation for hierarchi-
cal phrase-based MT is specifically investigated,
but they also evaluate their systems using human-
targeted BLEU and TER.

Regularization for segment-wise continued
training in NMT has been explored by Khayrallah
et al. (2018) by means of knowledge distillation,
and with the group lasso by Wuebker et al. (2018),
as used in this paper.

Most relevant to our work, in the context of
document-level adaptation, Kothur et al. (2018)
calculate accuracy for novel words based on an
automatic word alignment. However, they do not
focus on zero- and one-shot matches, but instead
aggregate counts over the full corpus.

4 Online Adaptation

NMT systems can be readily adapted by fine-
tuning (also called continued training) with the
same cross-entropy loss (L) as used for training
the parameters of the baseline system, which also
serves as the starting point for adaptation (Lu-
ong and Manning, 2015). Following Turchi et al.
(2017), we perform learning from each example i
using (stochastic) gradient descent, using the cur-
rent source xi and reference translation yi as a
batch of size 1:

θi ← θi−1 − γ∇L(θi−1, xi, yi). (1)

Evaluation is carried out using simulated post-
editing (Hardt and Elming, 2010), first translat-
ing the source using the model with parame-
ters θi−1, before performing the update described

2040



above with the now revealed reference translation.
The machine translation system effectively only
trains for a single iteration for any given data set.

The naı̈ve approach, updating all parameters θ
of the NMT model, while being effective, can be
infeasible in certain settings6, since tens of mil-
lions of parameters are updated depending on the
respective model. While some areas of a typi-
cal NMT model can be stored in a sparse fash-
ion without loss (source- and target embeddings),
large parts of the model cannot. We denote this
type of adaptation as full.

A light-weight alternative to adaptation of the
full parameter set is to introduce a second bias
term in the final output layer of the NMT model,
which is trained in isolation, freezing the rest
of the model (Michel and Neubig, 2018). This
merely introduces a vector in the size of the output
vocabulary. This method is referred to as bias.

Another alternative is freezing parts of the
model (Thompson et al., 2018), for example de-
termining a subset of parameters by performance
on a held-out set (Wuebker et al., 2018). In our ex-
periments we use two systems using this method,
fixed and top, the former being a pre-determined
fixed selection of parameters, and the latter be-
ing the topmost encoder and decoder layers in the
Transformer NMT model (Vaswani et al., 2017).

Finally, a data-driven alternative to the fixed
freezing method was introduced to NMT by Wue-
bker et al. (2018), implementing tensor-wise `1/`2
group lasso regularization, allowing the learning
procedure to select a fixed number of parameters
after each update. This setup is referred to as
lasso.

5 Experiments

5.1 Neural Machine Translation Systems
We adapt an English→German NMT system
based on the Transformer architecture trained with
an in-house NMT framework on about 100M
bilingual sentence pairs. The model has six lay-
ers in the encoder, three layers in the decoder,
each with eight attention heads with dimensional-
ity 256, distinct input and output embeddings, and
vocabulary sizes of around 40,000. The vocabu-
laries are generated with byte-pair encoding (Sen-
nrich et al., 2015). For adaptation we use a learn-
ing rate γ of 10−2 (for the bias adaptation a learn-

6For example in setups where a large number of these
adapted models need to be stored and transferred.

Method BLEU SBLEU TER

baseline 40.3 49.3 45.2

bias 40.4 49.5 45.0
full 47.0 55.9 44.0
lasso 46.3 54.3 42.6
fixed 47.1 55.5 41.0
top 43.2 54.0 49.5

Table 1: Results on the Autodesk test set for tradi-
tional MT quality metrics. SBLEU refers to an average
of sentence-wise BLEU scores as described by Nakov
et al. (2012). The best result in each column is denoted
with bold font.

ing rate of 1.0 is used), no dropout, and no label-
smoothing. We use a tensor-wise `2 normalization
to 1.0 for all gradients (gradient clipping). Up-
dates for a sentence pair are repeated until the per-
plexity on that sentence pair is ≤ 2.0, for a max-
imum of three repetitions. The fixed adaptation
scheme, which involves selecting a subset of pa-
rameters on held-out data following Wuebker et al.
(2018), uses about two million parameters exclud-
ing all embedding matrices, in addition to poten-
tially the full source embeddings, but in practice
this is limited to about 1M parameters. The top
scheme only adapts the top layers for both en-
coder and decoder. For the lasso adaptation, we al-
low 1M parameters excluding the embeddings, for
which we allow 1M parameters in total selected
from all embedding matrices. This scheme also
always includes the previously described second
bias term in the final output layer.

Since the proposed metrics operate on words,
the machine translation outputs are first converted
to full-form words using sentencepiece (Kudo and
Richardson, 2018), then tokenized and truecased
with the tokenizer and truecaser distributed with
the Moses toolkit (Koehn et al., 2007).

5.2 Results

Tables 1 and 2 show the performance of differ-
ent adaptation techniques on the Autodesk dataset
(Zhechev, 2012), a public post-editing software
domain dataset for which incremental adaptation
is known to provide large gains for corpus-level
metrics. BLEU, sentence BLEU, and TER scores
(Table 1) are similar for full adaptation, sparse
adaptation with group lasso, and adaptation of a
fixed subset of parameters. However (in Table 2),
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Method R0 R1 R0+1

baseline 39.3 44.9 41.0

bias 39.3 45.3 41.1
full 35.8 55.0 41.6
lasso 40.3 48.6 42.8
fixed 35.8 52.3 40.8
top 35.6 50.3 40.0

Table 2: Results on the Autodesk test set for the pro-
posed metrics R0, R1, and R0+1.

lasso substantially outperforms the other methods
in zero-shot (R0), and combined zero- and one-
shot recall of content words (R0+1).

Zero-shot recall is considerably degraded rela-
tive to the non-adapted baseline for both full and
adaptation of a fixed subset of tensors (fixed and
top). That is, terms never observed before dur-
ing online training are translated correctly less of-
ten than they would be with an unadapted system,
despite the data set’s consistent domain. These
approaches trade off long-term gains in BLEU
and high one-shot recall for low zero-shot recall,
which could be frustrating for users who may per-
ceive the degradation in quality for terms appear-
ing for the first time in a document. The lasso
technique is the only one that shows an improve-
ment in R0 over the baseline. However, lasso has
considerably lower one-shot recall compared to
the other adaptation methods, implying that it of-
ten must observe a translated term more than once
to acquire it.

Appendix A shows similar experiments for sev-
eral other datasets.

5.3 Analysis

For a better understanding of the results described
in the previous section, we conduct an analysis
varying the units of the proposed metrics, while
focusing on full and lasso adaptation.

For the first variant, only truly novel words are
taken into account, i.e. words in the test set that do
not appear in the training data. Results for these
experiments are depicted in Table 3. It is appar-
ent that the findings of Table 2 are confirmed, and
that relative differences are amplified. This can be
explained by the reduced number of total occur-
rences considered, which is only 310 words in this
data set. It is also important to note that all of these

Method R0 R1 R0+1

baseline 27.1 40.7 29.9

full 26.1 63.0 33.8
lasso 31.9 53.1 36.3

Table 3: Results on Autodesk data calculating the met-
rics only for truly novel content words, i.e. ones that do
not occur in the training data.

Method R0 R1 R0+1

baseline 44.1 48.1 45.5

full 40.4 54.6 45.4
lasso 43.7 51.7 46.5

Table 4: Results on Autodesk data calculating the met-
rics with subwords.

words are made up of known subwords7, since our
NMT system does not include a copying mecha-
nism and is thus constrained to the target vocabu-
lary.

Further results using the raw subword output8

of the MT systems are depicted in Table 4: R0
for the lasso method is degraded only slightly be-
low the baseline (-1%, compared to +2% for the
regular metric), the findings for R1 and R0+1 re-
main the same as observed before. Compared to
the results for novel words this indicates that the
improvement in terms of R0 for lasso mostly come
from learning new combinations of subwords.

A discussion of the adaptation behavior over
time, with exemplified differences between the
metrics, can be found in Appendix B.

6 Conclusions

To summarize: In some cases, the strong gains in
corpus-level translation quality achieved by fine
tuning an NMT model come at the expense of
zero-shot recall of content words. This concern-
ing impact of adaptation could affect practical user
experience. Existing regularization methods miti-
gate this effect to some degree, but there may be
more effective techniques for immediate adapta-
tion that have yet to be developed.

The proposed metrics R0, R1, and R0+1 are
useful for measuring immediate adaptation perfor-
mance, which is crucial in adaptive CAT systems.

7The test set does not contain any unknown characters.
8Note that this includes all tokens, not just parts of content

words.
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A Additional Results

Table 5 contains results for additional
English→German datasets, namely patents
(Wäschle and Riezler, 2012) (Patent), transcribed
public speeches (Cettolo et al., 2012) (TED),
and two proprietary user data sets, one from the
financial domain (User 1) and the other being
technical documentation (User 2). The same
pattern is observed in almost all cases: lasso
outperforms the other adaptation techniques in
zero-shot recall (R0) and combined recall (R0+1),
while full has the highest one-shot recall (R1) on
two out of five test sets, being close runner-up to
lasso on all others. Overall however, we observe
that zero-shot recall R0 is degraded by adaptation,
while one-shot recall is improved. We also find
that adaptation with the light-weight bias method
often does not deviate much from the baseline. In
contrast, the results for the traditional MT metrics
are predominantly positive. For adaptation, the

lasso method provides the best tradeoff in terms of
performance throughout the considered metrics.

B Learning Curves

We are also interested in the behavior of the adap-
tation methods over time. To this end, in Figure 2,
we plot the difference in cumulative scores9 of two
adapted systems (full and lasso) to the baseline for
the proposed metrics as well as the BLEU score.

As evident from comparing the curves for
BLEU and R0, the BLEU score and the proposed
metric give disparate signals for this data. Specif-
ically, there are two distinct dips in the curves for
R0 (as well as R0+1) and BLEU:

1. The degradation in R0 around segment 800
is due to significant noise in segment 774,
which has a strong impact on the adapted
systems, while the baseline system is not af-
fected. The full system’s score drops by
about 50% at segment 775 (i.e. after adap-
tation) relative to the cumulative score differ-
ence at the previous segment and never re-
covers after that.

2. The dip in the BLEU score at segment 752,
observable for both adapted systems, depict-
ing a relative degradation of about 10%, is
due to a pathological repetition of a single
character in the output of the adapted MT
systems for this segment, which has a large
impact on the score.

The dip observed with R0 is also noticeable in
BLEU, but much less pronounced at 4% relative
for full and 2% relative for lasso. The dip in BLEU
on the other hand is not noticeable with R0, R1, or
R0+1.

9For each sentence i in the data set, the metrics for all
systems are calculated up to the ith sentence. The difference
for the adapted systems is then calculated by subtracting the
baseline score.
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User 1 BLEU SBLEU TER R0+1 R0 R1

baseline 35.7 55.2 52.4 44.3 42.8 50.3
bias 8 6 -4 -5 -5 -4
full 36 18 -22 -4 -7 6

lasso 38 18 -23 1 -1 8
fixed 34 18 -22 -6 -9 4

top 29 16 -17 -5 -8 4

User 2 BLEU SBLEU TER R0+1 R0 R1

baseline 35.5 56.2 51.0 43.6 41.0 51.2
bias 0 0 0 0 0 -1
full 0 5 5 -3 -5 4

lasso 6 6 -6 2 0 7
fixed -5 4 13 -4 -7 1

top -3 3 4 -5 -7 -2

Autodesk BLEU SBLEU TER R0+1 R0 R1

baseline 40.3 49.3 45.2 41.0 39.3 44.9
bias 0 0 0 0 0 1
full 17 13 -3 1 -9 22

lasso 15 10 -6 4 3 8
fixed 17 13 -9 0 -9 16

top 7 10 10 -2 -9 12

TED BLEU SBLEU TER R0+1 R0 R1

baseline 25.9 56.0 54.2 42.6 39.5 53.2
bias 1 0 0 0 0 0
full 0 1 1 -3 -6 3

lasso 4 2 -2 -1 -3 4
fixed -3 0 4 -4 -7 2

top -6 0 9 -2 -5 5

Patent BLEU SBLEU TER R0+1 R0 R1

baseline 53.5 62.1 31.7 51.8 49.7 57.3
bias 2 1 -2 0 0 0
full 3 2 -2 -2 -5 7

lasso 4 2 -4 0 -2 5
fixed 2 1 1 -4 -7 4

top 2 1 -1 -3 -5 2

Table 5: BLEU, sentence-wise BLEU, TER, R0+1, R0, and R1 metrics for a number of data sets, comparing
different adaptation methods as described in Section 4. Baseline results are given as absolute scores, results for
adaptation are given as relative differences. Best viewed in color.
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Figure 2: Differences in cumulative scores for R0 (top left), R1 (top right), R0+1 (bottom left), and BLEU (bottom
right) to the baseline system on the Autodesk test set for full and lasso adaptation. The peculiarities discussed in
the running text are marked by solid vertical lines (at x = 751 and x = 774).
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Abstract
Despite some empirical success at correcting
exposure bias in machine translation, sched-
uled sampling algorithms suffer from a ma-
jor drawback: they incorrectly assume that
words in the reference translations and in sam-
pled sequences are aligned at each time step.
Our new differentiable sampling algorithm ad-
dresses this issue by optimizing the probabil-
ity that the reference can be aligned with the
sampled output, based on a soft alignment pre-
dicted by the model itself. As a result, the
output distribution at each time step is eval-
uated with respect to the whole predicted se-
quence. Experiments on IWSLT translation
tasks show that our approach improves BLEU
compared to maximum likelihood and sched-
uled sampling baselines. In addition, our ap-
proach is simpler to train with no need for sam-
pling schedule and yields models that achieve
larger improvements with smaller beam sizes.1

1 Introduction

Neural machine translation (NMT) models are
typically trained to maximize the likelihood of ref-
erence translations (Sutskever et al., 2014; Bah-
danau et al., 2015). While simple and effective,
this objective suffers from the exposure bias prob-
lem (Ranzato et al., 2015): the model is only ex-
posed to reference target sequences during train-
ing, but has to rely on its own predictions at infer-
ence. As a result, errors can accumulate along the
generated sequence at inference time.

This is a well-known issue in sequential deci-
sion making (Langford and Zadrozny, 2005; Co-
hen and Carvalho, 2005; Kääriäinen and Lang-
ford, 2006, i.a.) and it has been addressed in
past work by incorporating the previous decod-
ing choices into the training scheme, using imi-
tation learning (Daumé et al., 2009; Ross et al.,

1The code is available at https://github.com/
Izecson/saml-nmt

2011; Bengio et al., 2015; Leblond et al., 2018)
and reinforcement learning (Ranzato et al., 2015;
Bahdanau et al., 2016) techniques. In this pa-
per, we focus on a simple and computationally in-
expensive family of approaches, known as Data
as Demonstrator (Venkatraman et al., 2015) and
scheduled sampling (Bengio et al., 2015; Goyal
et al., 2017). The algorithms use a stochastic mix-
ture of the reference words and model predictions
with an annealing schedule controlling the mix-
ture probability. Despite their empirical success in
various sequence prediction tasks, they are based
on an assumption that does not hold for machine
translation: they assume that words in the refer-
ence translations and in sampled sequences are
aligned at each time step, which results in weak
and sometimes misleading training signals.

In this paper, we introduce a differentiable sam-
pling algorithm that exposes machine translation
models to their own predictions during training,
and allows for differences in word order when
comparing model outputs with reference transla-
tions. We compute the probability that the refer-
ence can be aligned with the sampled output us-
ing a soft alignment predicted based on the model
states, so that the model will not be punished
too severely for producing hypotheses that devi-
ate from the reference, as long as the hypotheses
can still be aligned with the reference.

Experiments on three IWSLT tasks (German-
English, English-German and Vietnamese-
English) show that our approach significantly
improves BLEU compared to both maximum
likelihood and scheduled sampling baselines. We
also provide evidence that our approach addresses
exposure bias by decoding with varying beam
sizes, and show that our approach is simpler to
train than scheduled sampling as it requires no
annealing schedule.
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2 Approach

Our approach is designed to optimize the stan-
dard sequence-to-sequence model for translating a
source sentence x into a target sentence y (Bah-
danau et al., 2015). This model computes the
probability of y given x as:

P (y |x) =
T∏

t=1

p(yt |y<t,x; θ) (1)

where θ represents the model parameters.
Given x, the model first produces a sequence of
hidden representations h1...T : ht = f(y<t,x),
where T is the length of y, and f is usually
an encoder-decoder network. At each time
step t, the hidden representation ht is fed to
a linear projection layer st = Wht + b to
obtain a vector of scores st over all possible
words in the vocabulary V . Scores are then
turned into a conditional probability distribution:
p(· |y<t,x; θ) = softmax(st).

The traditional maximum likelihood (ML) ob-
jective maximizes the log-likelihood of the train-
ing data D ≡ {(x(n),y(n))}Nn=1 consisting of N
pairs of source and target sentences:

JML(θ) =
N∑

n=1

T∑

t=1

log p(y
(n)
t |y

(n)
<t ,x

(n); θ) (2)

At test time, prefixes y<t are subsequences
generated by the model and therefore contain er-
rors. By contrast, in ML training, prefixes y<t are
subsequences of reference translations. As a re-
sult, the model is never exposed to its own errors
during training and errors accumulate at test time.
This mismatch is known as the exposure bias prob-
lem (Ranzato et al., 2015).

2.1 Limitations in Scheduled Sampling
Bengio et al. (2015) introduced the scheduled
sampling algorithm to address exposure bias.
Scheduled sampling gradually replaces the refer-
ence words with sampled model predictions in
the prefix used at training time. An annealing
schedule controls the probability of using refer-
ence words vs. model predictions. The training
objective remains the same as the ML objective,
except for the nature of the prefix ŷ<t, which con-
tains a mixture of reference and predicted words:

JSS(θ) =
N∑

n=1

T∑

t=1

log p(y
(n)
t | ŷ

(n)
<t ,x

(n); θ) (3)

Despite the empirical success of scheduled sam-
pling, one limitation is that the discontinuity of the
argmax operation makes it impossible to penalize
errors made in previous steps, which can lead to
slow and unstable training. We address this is-
sue using a continuous relaxation to the greedy
search and sampling process, similarly to Goyal
et al. (2017), which we describe in Section 2.2.

Another limitation of scheduled sampling is that
it incorrectly assumes that the reference and pre-
dicted sequence are aligned by time indices which
introduces additional noise to the training signal.2

We address this problem with a novel differen-
tiable sampling algorithm with an alignment based
objective called soft aligned maximum likelihood
(SAML). It is used in combination with maximum
likelihood to define our training objective J =
JML + JSAML, where JML is computed based
on reference translations, andJSAML is computed
based on sampled translations of the same input
sentences. We define JSAML in Section 2.3.

2.2 Differentiable Sampling

To backpropagate errors made in the previous de-
coding steps, we use a continuous relaxation of
the discrete sampling operation similar to Goyal
et al. (2017), except that we use the Straight-
Through (ST) Gumbel-Softmax estimator (Jang
et al., 2017; Bengio et al., 2013) instead of
Gumbel-Softmax (Jang et al., 2017; Maddison
et al., 2014) to better simulate the scenario at in-
ference time.3

The Gumbel-Softmax is derived from the
Gumbel-Max trick (Maddison et al., 2014), an al-
gorithm for sampling one-hot vector z ∈ Rk from
a categorical distribution (p1, ..., pk):

z = one-hot(argmax
i

(log pi + βgi)) (4)

where gi is the Gumbel noise drawn i.i.d
from Gumbel(0, 1)4, and β is a hyperparameter
controlling the scale of the noise. Here, the trick
is used to approximate the discontinuous argmax
function with the differentiable softmax:

z̃ = softmax((log pi + βgi)/τ) (5)

2https://nlpers.blogspot.com/2016/03/a-dagger-by-any-
other-name-scheduled.html

3The Straight-Through estimator consistently outper-
forms the Gumbel-Softmax in preliminary experiments.

4gi = − log(− log(ui)) and ui ∼ Uniform(0, 1).
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log p(“dinner” | “We will”, x)
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(a) Scheduled Sampling Objective

reference

alignment

output

We make dinner </s>

We will make dinner </s>

objective for 
3rd ref word

log [ a13 p(“dinner” | x) + … + a43 p(“dinner” | “We will make”, x)
+ a53 p(“dinner” | “We will make dinner”, x) ]

(b) SAML Objective

Figure 1: Difference between objectives used in scheduled sampling (left) and our approach (right), when com-
puting the contribution to the objective of the reference word “dinner”. The schedule sampling hypothesis uses
a mixture of the reference (black) and sampled (blue underlined) words, while the entire hypothesis sequence is
sampled in our approach.

where τ is the temperature parameter. As τ di-
minishes to zero, z̃ becomes the same as one-hot
sample z.

The Straight-Through Gumbel-Softmax main-
tains the differentiability of the Gumbel-Softmax
estimator while allowing for discrete sampling by
taking different paths in the forward and backward
pass. It uses argmax to get the one-hot sample z in
the forward pass, but uses its continuous approxi-
mation z̃ in the backward pass. While ST estima-
tors are biased, they have been shown to work well
in latent tree learning (Choi et al., 2018) and semi-
supervised machine translation (Niu et al., 2019).

2.3 Soft Aligned Maximum Likelihood
The soft aligned maximum likelihood (SAML) is
defined as the probability that the reference can
be aligned with the sampled output using a soft
alignment predicted by the model:

PSAML(y |x) =
T∏

t=1

T ′∑

j=1

atj · p(yt | ỹ<j ,x; θ)

(6)
where T is the length of the reference sequence, T ′

is the length of the sampled sequence, atj is the
predicted soft alignment between the reference
word yt and sampled prefix ỹ<j .

Training with the SAML objective consists in
maximizing:

JSAML(θ) =
N∑

n=1

logPSAML(y
(n) |x(n)) (7)

The conditional probability of the next
word p(yt | ỹ<j ,x; θ) is computed as follows:

p(· | ỹ<j ,x; θ) = softmax(Wh̃j + b) (8)

where W and b are model parameters. h̃j is the
hidden representation at step j conditioned on the

Task sentences (K) vocab (K)

train dev test src tgt
de-en 153.3 7.0 6.8 113.5 53.3
vi-en 121.3 1.5 1.3 23.9 50.0

Table 1: We evaluate on two translation tasks.

source sequence x and the preceding words ỹ<j
sampled from the model distribution using differ-
entiable sampling:

h̃j = f(ỹ<j ,x) (9)

We compute the soft alignment atj between yt
and ỹ<j based on the model’s hidden states:

atj =
exp(score(h̃j , eyt))∑T ′
i=1 exp(score(h̃i, eyt))

(10)

where eyt is the embedding of the reference
word yt. The score function captures the simi-
larity between the hidden state h̃j and the embed-
ding eyt . We use the dot product here as it does
not introduce additional parameters:

score(h, e) = h>e (11)

Figure 1 illustrates how the resulting objective
differs from scheduled sampling: (1) it is com-
puted over sampled sequences as opposed to se-
quences that contain a mixture of sampled and ref-
erence words, and (2) each reference word is soft-
aligned to the sampled sequence.

3 Experiments

Data We evaluate our approach on IWSLT 2014
German-English (de-en) as prior work (Goyal
et al., 2017), as well as two additional tasks:
IWSLT 2014 English-German (en-de) and IWSLT
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Method Anneal de-en en-de vi-en

Baseline No 27.41±0.26 22.64±0.13 23.59±0.13

+SS Yes 27.47±0.28 22.56±0.17 23.97±0.39

+DSS Yes 27.30±0.24 22.47±0.20 23.68±0.35

+SS No 22.91±0.21 17.78±0.20 19.57±0.19

+SAML No 27.94±0.12 23.30±0.19 24.60±0.35

Table 2: BLEU scores of our approach (SAML)
and three baselines including the maximum likelihood
(ML) baseline, scheduled sampling (SS), and differ-
entiable scheduled sampling (DSS). The Anneal col-
umn indicates whether the sampling rate is annealed.
For each task, we report the mean and standard devi-
ation over 5 runs with different random seeds. SAML
achieves the best BLEU scores and is simpler to train
than SS and DSS, as it requires no annealing schedule.

2015 Vietnamese-English (vi-en). For de-en and
en-de, we follow the preprocessing steps in Ran-
zato et al. (2015). For vi-en, we use the data pre-
processed by Luong and Manning (2015), with
test2012 for validation and test2013 for testing.
Table 1 summarizes the data statistics.

Setup Our translation models are attentional
RNNs (Bahdanau et al., 2015) built on Sock-
eye (Hieber et al., 2017). We use bi-directional
LSTM encoder and single-layer LSTM decoder
with 256 hidden units, embeddings of size 256,
and multilayer perceptron attention with a layer
size of 256. We apply layer normalization (Ba
et al., 2016) and label smoothing (0.1). We add
dropout to embeddings (0.1) and decoder hidden
states (0.2). For ST Gumbel-Softmax, we use
temperature γ = 1 and noise scale β = 0.5. The
decoding beam size is 5 unless stated otherwise.
We train the models using the Adam opti-
mizer (Kingma and Ba, 2015) with a batch size
of 1024 words. We checkpoint models every 1000
updates. The initial learning rate is 0.0002, and
it is reduced by 30% after 4 checkpoints without
validation perplexity improvement. Training stops
after 12 checkpoints without improvement. For
training efficiency, we first pre-train a baseline
model for each task using only JML and fine-tune
it using different approaches. In the fine-tuning
phase, we inherit all settings except that we
initialize the learning rate to 0.00002 and set the
minimum number of checkpoints before early
stopping to 24. We fine-tune each randomly
seeded model independently.

Baselines We compare our model against
three baselines: (1) a standard baseline trained
with the ML objective, and models fine-tuned
with (2) scheduled sampling (SS) (Bengio et al.,
2015) and (3) differentiable scheduled sampling
(DSS) (Goyal et al., 2017). In SS and DSS,
the probability of using reference words εs is
annealed using inverse sigmoid decay (Bengio
et al., 2015): εs = k/(k + exp(i/k)) at the i-th
checkpoint with k = 10.

Results Table 2 shows that the SAML improves
over the ML baseline by +0.5 BLEU on de-en,
+0.7 BLEU on en-de, and +1.0 BLEU on vi-en
task. In addition, SAML consistently improves
over both the scheduled sampling and differen-
tiable scheduled sampling on all tasks. All im-
provements are significant with p < 0.002. In-
terestingly, differentiable scheduled sampling per-
forms no better than scheduled sampling in our ex-
periments, unlike in Goyal et al. (2017).

Unlike scheduled sampling, our approach does
not require an annealing schedule, and it is there-
fore simpler to train. We verify that the annealing
schedule is needed in scheduled sampling by train-
ing a contrastive model with the same objective as
scheduled sampling, but without annealing sched-
ule (Table 2). We set the sampling rate to 0.5. The
contrastive model hurts BLEU scores by at least
4.0 points compared to both the ML baseline and
models fine-tuned with scheduled sampling, con-
firming that scheduled sampling needs the anneal-
ing schedule to work well.

We further examine the performance gain of dif-
ferent approaches over the baseline with varying
beam sizes (Figure 2). Our approach yields larger
BLEU improvements when decoding with greedy
search and smaller beams, while there is no clear
pattern for scheduled sampling models. These re-
sults support the hypothesis that our approach mit-
igates exposure bias, as it yields bigger improve-
ments in settings where systems have fewer oppor-
tunities to recover from early errors.

4 Related Work

Daumé et al. (2009) first addressed exposure bias
in an imitation learning framework by training a
classifier on examples generated using a mixture
of the ground truth and the model’s current pre-
dictions. DAgger (Ross et al., 2011) is a similar
algorithm which differs in how the training ex-
amples are generated and aggregated. Both al-
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Figure 2: Improvements from our method (SAML), scheduled sampling (SS), and differentiable scheduled sam-
pling (DSS) over the maximum likelihood (ML) baseline when decoding with varying beam sizes (average of 5
runs). The SAML model consistently yields the largest improvements with smaller beams.

gorithms require an expert policy, which produces
the best next token given any model predicted pre-
fix, and assume that policy can be efficiently com-
puted from the reference. However, for struc-
tured prediction tasks such as machine translation
with large vocabulary and complex loss functions,
it is intractable to find the best next token given
any prefix. For time series modeling, the Data
as Demonstrator algorithm (Venkatraman et al.,
2015) derives the expert policy directly from the
reference sequences which are aligned with the
sampled sequences at each time step. Scheduled
sampling algorithms (Bengio et al., 2015; Goyal
et al., 2017) use the same strategy to train neu-
ral sequence-to-sequence models for a broader
range of language generation tasks, even though
the time alignment between reference and sampled
sequences does not hold. Leblond et al. (2018)
proposed to complete a predicted prefix with all
possible reference suffixes and picking the refer-
ence suffix that yields the highest BLEU-1 score.
However, they found that this approach performs
well only when the prefix is close to the reference.

Reinforcement learning (RL) algorithms (Bah-
danau et al., 2016; Sutton and Barto, 2018;
Van Hasselt et al., 2016) address exposure bias
by directly optimizing a sentence-level reward for
the model generated sequences. Evaluation met-
rics such as BLEU can be used as rewards, but
they are discontinuous and hard to optimize. Tech-
niques such as policy gradient (Williams, 1992)
and actor-critic (Sutton and Barto, 2018; Degris
et al., 2012) are thus required to find an unbi-
ased estimation of the gradient to optimize the
model. Due to the high variance of the gradient es-
timation, training with RL can be slow and unsta-
ble (Henderson et al., 2018; Wu et al., 2018). Re-
cent alternatives use data augmentation to incor-
porate the sentence-level reward into the training
objective more efficiently (Norouzi et al., 2016).

Finally, our SAML loss shares the idea of flexi-
ble reference word order with the bag-of-word loss
introduced by Ma et al. (2018) to improve source
coverage. However, their loss is computed with
teacher forcing and therefore does not address ex-
posure bias.

5 Conclusion

We introduced a differentiable sampling algorithm
which exposes a sequence-to-sequence model to
its own predictions during training and compares
them to reference sequences flexibly to back-
propagate reliable error signals. By soft align-
ing reference and sampled sequences, our ap-
proach consistently improves BLEU over maxi-
mum likelihood and scheduled sampling baselines
on three IWSLT tasks, with larger improvements
for greedy search and smaller beam sizes. Our ap-
proach is also simple to train, as it does not require
any sampling schedule.
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Abstract

We consider the problem of making efficient
use of heterogeneous training data in neu-
ral machine translation (NMT). Specifically,
given a training dataset with a sentence-level
feature such as noise, we seek an optimal
curriculum, or order for presenting examples
to the system during training. Our curricu-
lum framework allows examples to appear
an arbitrary number of times, and thus gen-
eralizes data weighting, filtering, and fine-
tuning schemes. Rather than relying on prior
knowledge to design a curriculum, we use re-
inforcement learning to learn one automati-
cally, jointly with the NMT system, in the
course of a single training run. We show
that this approach can beat uniform baselines
on Paracrawl and WMT English-to-French
datasets by +3.4 and +1.3 BLEU respectively.
Additionally, we match the performance of
strong filtering baselines and hand-designed,
state-of-the-art curricula.

1 Introduction

Machine Translation training data is typically het-
erogeneous: it may vary in characteristics such
as domain, translation quality, and degree of dif-
ficulty. Many approaches have been proposed to
cope with heterogeneity, such as filtering (Duh
et al., 2013) or down-weighting (Wang et al.,
2017) examples that are likely to be noisy or out
of domain. A powerful technique is to control the
curriculum—the order in which examples are pre-
sented to the system—as is done in fine-tuning
(Freitag and Al-Onaizan, 2016), where training
occurs first on general data, and then on more
valuable in-domain data. Curriculum based ap-
proaches generalize data filtering and weighting1

by allowing examples to be visited multiple times

1Assuming integer weights.

or not at all; and they additionally potentially en-
able steering the training trajectory toward a better
global optimum than might be attainable with a
static attribute-weighting scheme.

Devising a good curriculum is a challenging
task that is typically carried out manually using
prior knowledge of the data and its attributes.
Although powerful heuristics like fine-tuning are
helpful, setting hyper-parameters to specify a cur-
riculum is usually a matter of extensive trial and
error. Automating this process with meta-learning
is thus an attractive proposition. However, it
comes with many potential pitfalls such as failing
to match a human-designed curriculum, or signif-
icantly increasing training time.

In this paper we present an initial study on
meta-learning an NMT curriculum. Starting from
scratch, we attempt to match the performance of
a successful non-trivial reference curriculum pro-
posed by Wang et al. (2018), in which train-
ing gradually focuses on increasingly cleaner
data, as measured by an external scoring func-
tion. Inspired by Wu et al. (2018), we use a
reinforcement-learning (RL) approach involving a
learned agent whose task is to choose a corpus
bin, representing a given noise level, at each NMT
training step. A challenging aspect of this task is
that choosing only the cleanest bin is sub-optimal;
the reference curriculum uses all the data in the
early stages of training, and only gradually anneals
toward the cleanest. Furthermore, we impose the
condition that the agent must learn its curriculum
in the course of a single NMT training run.

We demonstrate that our RL agent can learn a
curriculum that works as well as the reference,
obtaining a similar quality improvement over a
random-curriculum baseline. Interestingly, it does
so using a different strategy from the reference.
This result opens the door to learning more so-
phisticated curricula that exploit multiple data at-
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Figure 1: The agent’s interface with the NMT system.

tributes and work with arbitrary corpora.

2 Related Work

Among the very extensive work on handling het-
erogeneous data in NMT, the closest to ours are
techniques that re-weight (Chen et al., 2017) or
re-order examples to deal with domain mismatch
(van der Wees et al., 2017; Sajjad et al., 2017) or
noise (Wang et al., 2018).

The idea of a curriculum was popularized by
Bengio et al. (2009), who viewed it as a way to
improve convergence by presenting heuristically-
identified easy examples first. Several recent pa-
pers (Kocmi and Bojar, 2017; Zhang et al., 2019;
Platanios et al., 2019) explore similar ideas for
NMT, and verify that this strategy can reduce
training time and improve quality.

Work on meta-learning a curriculum originated
with Tsvetkov et al. (2016), who used Bayesian
optimization to learn a linear model for ranking
examples in a word-embedding task. This ap-
proach requires a large number of complete train-
ing runs, and is thus impractical for NMT. More
recent work has explored bandit optimization for
scheduling tasks in a multi-task problem (Graves
et al., 2017), and reinforcement learning for select-
ing examples in a co-trained classifier (Wu et al.,
2018). Finally, Liu et al. (2018) apply imitation
learning to actively select monolingual training
sentences for labeling in NMT, and show that the
learned strategy can be transferred to a related lan-
guage pair.

3 Methods

The attribute we choose to learn a curriculum
over is noise. To determine a per-sentence noise
score, we use the contrastive data selection (CDS)
method defined in Wang et al. (2018). Given the
parameters θn of an NMT model trained on a noisy
corpus, and parameters θc of the same model fine-
tuned on a very small trusted corpus, the score

Figure 2: Linearly-decaying ε-greedy exploration.

s(e, f) for a translation pair e, f is defined as:

s(e, f) = log pθc(f |e)− log pθn(f |e) (1)

Wang et al. (2018) show that this correlates very
well with human judgments of data quality. They
use the CDS score in a heuristic, online schedule
that slowly anneals from sampling mini-batches
from all the training data to sampling only from
the highest-scoring (cleanest) data. Our goal is
to replace this heuristic curriculum with a learned
one.

Q-learning for NMT Curricula
Our agent uses deep Q-learning (DQN) (Mnih
et al., 2015) which is a model-free reinforcement
learning procedure. The agent receives an obser-
vation from the environment and conditions on it
to produce an action which is executed upon the
environment. It then receives a reward represent-
ing the goodness of the executed action. The agent
chooses actions according to a state-action value
(Q) function, and attempts to learn the Q-function
so as to maximize expected total rewards.

In our setup, the environment is the NMT sys-
tem and its training data, as illustrated in Figure 1.
We divide the training data into a small number of
equal-sized bins according to CDS scores. At each
step, the agent selects a bin (action) from which a
mini-batch is sampled to train the NMT system.

Our RL agent must balance exploration (choos-
ing an action at random) versus exploitation
(choosing the action which maximizes the Q-
function). In our setup, this is done using a
linearly-decaying ε-greedy exploration strategy
(Figure 2). This strategy has three phases: (1)
The warmup period where we always explore; (2)
the decay period where the probability of explo-
ration decreases and exploitation increases; (3) the
floor where we almost always exploit. Since we
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do not want to exploit an uninformed Q-function,
the duration of exploration needs to be set care-
fully. In our experiments, we found that longer
decays were useful and the best performance was
achieved when the decay was set to about 50% of
the expected NMT training steps.

Observation Engineering
The observation is meant to be a summary of the
state of the environment. The NMT parameters
are too numerous to use as a sensible observation
at each time step. Inspired by Wu et al. (2018),
we propose an observation type which is a func-
tion of the NMT system’s current performance at
various levels of noise. We first create a prototype
batch by sampling a fixed number of prototypical
sentences from each bin of the training data. At
each time step, the observation is the vector con-
taining sentence-level log-likelihoods produced by
the NMT system for this prototype batch.

Since the observations are based on likelihood,
a metric which aggressively decays at the begin-
ning of NMT training, we use an NMT warmup
period to exclude this period from RL training.
Otherwise, the initial observations would be un-
like any that occur later.

Reward Engineering
Our objective is to find a curriculum which maxi-
mizes the likelihood of the NMT system on a de-
velopment set. The RL reward that directly cor-
responds to this goal would be the highest likeli-
hood value reached during an NMT training run.
However, as we use only one NMT training run,
having a single reward per run is infeasible. To
provide a denser signal to the RL agent, we de-
fine the reward at a step to be the change in likeli-
hood since the most recent previous step for which
development-set likelihood is available. This has
the desired property that the sum of per-step re-
wards maximized by the RL agent is equal to the
NMT maximum-likelihood objective (on develop-
ment data). We rely on the WMT warmup period
described in the previous section to eliminate spu-
riously large rewards at the beginning of training.

4 Experimental Setup

Our NMT model is similar to RNMT+ (Chen
et al., 2018), but with only four layers in both
encoder and decoder. Rewards (dev-set log-
likelihood) are provided approximately every 10
training steps by an asynchronous process.

We use the DQN agent implementation in
Dopamine,2 which includes an experience replay
buffer to remove temporal correlations from the
observations, among other DQN best practices.
Due to the sparse and asynchronous nature of our
rewards, we store observation, action transitions
in a temporary buffer until a new reward arrives.
At this point, transitions are moved from the tem-
porary buffer to the DQN agent’s replay buffer.
The RL agent is trained after each NMT training
step by sampling an RL mini-batch from the re-
play buffer. Our RL hyper-parameter settings are
listed in the appendix.

Following Wang et al. (2018), we use the
Paracrawl and WMT English-French corpora for
our experiments. These contain 290M and 36M
training sentences respectively. WMT is relatively
clean, while a large majority of Paracrawl sentence
pairs contain noise. We process both corpora with
BPE, using a vocabulary size of 32k. Both cor-
pora are split into 6 equal-sized bins according to
their noise level, as provided by CDS score. In
both settings, the WMT newstest 2010-2011 cor-
pus is used as trusted data for CDS scores, which
are computed using the models and procedure de-
scribed in Wang et al. (2018). For the prototype
batch used to generate observations, we extracted
the 32 sentences whose CDS scores are closest to
the mean in each bin, giving a total of 192 sen-
tences. We use WMT 2012-2013 for development
and WMT 2014 for test, and report tokenized,
naturally-cased BLEU scores from the test check-
point closest to the highest-BLEU dev checkpoint.
To combat variance caused by sampling different
batches per bin (which produces somewhat differ-
ent results even when bins are visited in fixed or-
der), all models were run twice with different ran-
dom seeds, and the model with the best score on
the dev set was chosen.

5 Results

Our results are presented in Table 1. Uniform
baselines consist of:

• Uniform – standard NMT training

• Uniform (6-bins) – sample a bin uniformly at
random, and then sample a mini-batch from
that bin

2github.com/google/dopamine
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Paracrawl WMT
Uniform baselines

Uniform 34.1 37.1
Uniform (6-bins) 34.8 -

Uniform (bookends) 35.0 34.8
Heuristic baselines

Filtered (20%/33%) 37.0 38.3
Fixed ε-schedule 36.9 37.7

Online 37.5 37.7
Learned curricula

Q-learning (bookends) 36.8 36.3
Q-learning (6-bins) 37.5 38.4

Table 1: BLEU scores on Paracrawl and WMT En-Fr
datasets with uniform, heuristic and learned curricula.

• Uniform (bookends) – as Uniform (6-bins)
but uniformly sampling over just the best and
worst bin.

Surprisingly, 6-bins performs better than the stan-
dard NMT baseline. We hypothesize that this can
be attributed to more homogeneous mini-batches.

Heuristic baselines are:

• Filtered – train only on the highest-quality
data as determined by CDS scores: top 20%
of the data for Paracrawl, top 33% for WMT.

• Fixed ε-schedule – we use the ε-decay strat-
egy of our best RL experiment, but always
choose the cleanest bin when we exploit.

• Online – the online schedule from Wang et al.
(2018) adapted to the 6-bin setting. We
verified experimentally that our performance
matched the original schedule, which did not
use hard binning.

Learned curricula were trained over 2 book-
end (worst and best) bins and all 6 bins. On the
Paracrawl dataset, in the 2-bin setting, the learned
curriculum beats all uniform baselines and almost
matches the optimized filtering baseline.3 With
6-bins, it beats all uniform baselines by up to
2.5 BLEU and matches the hand-designed online
baseline of Wang et al. (2018). On WMT, with 2
bins, the learned curriculum beats the 2-bin base-
line, but not the uniform baseline over all data.

3The clean data available in the 2-bin setup is limited to
the best bin (16%), while filtering uses slightly more data
(20%).

Reward
Observation

Default Fixed

Default 37.5 37.5
Fixed 32.5 -

Table 2: BLEU scores on ablation experiments with
fixed rewards or observations on the Paracrawl En-Fr
dataset.

With 6 bins, the learned curriculum beats the uni-
form baseline by 1.5 BLEU, and matches the fil-
tered baseline, which in this case outperforms the
online curriculum by 0.6 BLEU.

Our exploration strategy for Q-learning (see
Figure 2) forces the agent to visit all bins dur-
ing initial training, and only gradually rely on its
learned policy. This mimics the gradual anneal-
ing of the online curriculum, so one possibility is
that the agent is simply choosing the cleanest bin
whenever it can, and its good performance comes
from the enforced period of exploration. However,
the fact that the agent beats the fixed ε-schedule
(see Table 1) described above on both corpora
makes this unlikely.

6 Analysis

Task-specific reward and observation engineering
is critical when building an RL model. We per-
formed ablation experiments to determine if the
rewards and observations we have chosen contain
information which aids us in the curriculum learn-
ing task. Table 2 shows the results of our exper-
iments. The fixed reward experiments were con-
ducted by replacing the default delta-perplexity
based reward with a static reward which returns a
reward of one when the cleanest bin was selected
and zero otherwise. The fixed observation experi-
ments used a static vector of zeroes as input at all
time steps. Using fixed observations matches the
performance of dynamic observations, from which
we can draw two conclusions. First, the agent’s
good performance is due to associating higher re-
wards with better bins, but it learns to do so slowly
(partly modulated by its ε-greedy schedule) so that
it avoids the sub-optimal strategy of choosing only
the best bin. Second, its ability to distinguish
among bins is not impeded by the use of an ob-
servation vector that slowly evolves through time
and never returns to previous states.
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(a) Online (b) RL learned

Figure 3: Online policy from Wang et al. (2018) compared to the RL policy. Each color/pattern represents a bin
(blue is the noisiest bin, dark red is the cleanest; bins lower on the vertical axis contain more noise) and length
along the vertical axis is proportional to the number of times each bin was selected at a given step during training.

6.1 What did the agent learn?

Figure 3 shows a coarse visualization of the hand-
optimized policy of Wang et al. (2018), adapted
to our 6-bin scenario, compared to the Q-learning
policy on the same scenario. The former, by de-
sign, telescopes towards the clean bins. Note
that the latter policy is masked by the agent’s ex-
ploration schedule, which slowly anneals toward
nearly complete policy control, beginning at step
30,000. After this point, the learned policy takes
over and continues to evolve. This learned pol-
icy has little in common with the hand-designed
one. Instead of focusing on a mixture of the clean
bins, it focuses on the cleanest bin and the second-
to-noisiest. We hypothesize that returning to the
noisy bin acts as a form of regularization, though
this requires further study.

7 Conclusion

We have presented a method to learn a curriculum
for presenting training samples to an NMT sys-
tem. Using reinforcement learning, our approach
learns the curriculum jointly with the NMT system
during the course of a single NMT training run.
Empirical analysis on the Paracrawl and WMT
English-French corpora shows that this approach
beats the uniform sampling and filtering baselines.
In addition, we were able to match a state-of-the-
art hand designed curriculum on Paracrawl and
beat it on WMT.

We see this a first step toward enabling NMT
systems to manage their own training data. In
the future, we intend to improve our approach
by eliminating the static exploration schedule and

binning strategy, and extend it to handle additional
data attributes such as domain, style, and gram-
matical complexity.
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A Appendix

A.1 Q-learning hyper-parameters

• Observations: We sample 32 prototype sen-
tences from each bin to create a prototype
batch of 192 sentences.

• Q-networks: The two Q-networks were
MLPs with 2 x 512-d hidden layers each. A
tanh activation function was used.

• RL optimizer: We used RMSProp with a
learning rate of 0.00025 and a decay of 0.95
and no momentum.

• NMT warmup : 5000 steps (no transitions
from this period are recorded).

• Stack size: We do not stack our observations
for the RL agent (i.e., stack size = 1).

• Exploration strategy : We use a linearly de-
caying epsilon function with decay period set
to 25k steps. The decay floor was set to 0.01.

• Discount gamma : 0.99

• Update horizon : 2

• Minimum number of transitions in replay
buffer before training starts: 3000
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(a) Telescoping (b) RL learned

Figure 4: Policies learned by the RL agent on the Paracrawl En-Fr corpus compared against the telescoping policy
from Wang et al. (2018). Lower bins on the vertical axis contain more noise.

(a) Telescoping (b) RL learned

Figure 5: Policies learned by the RL agent on the WMT En-Fr corpus compared against the telescoping policy
from Wang et al. (2018). Lower bins on the vertical axis contain more noise.

• Update period (how often the online Q-
network is trained): 4 steps

• Target update period (how often the target Q-
network is trained): 100 steps

• The window for the delta-perplexity reward
was 1.

A.2 Learned Policies

Figures 4, 5 and 6 show coarse representations
of the policies learned by the Q-learning agent on
the Paracrawl and WMT English-French datasets.
Each column in the figures represents the relative
proportion of actions taken (bins selected) aver-
aged over a thousand steps and the actions go from
noisy to clean on the y-axis. Each policy starts
from a uniform distribution over actions. Some
salient aspects of the learned policies are listed be-
low.

1. All learned curricula differ significantly from
the hand-designed policies.

2. The RL curriculum learned for Paracrawl
(Figure 4) focus on two bins during ex-
ploitation (choose action using the trained Q-
function). Surprisingly, these are not the two
cleanest bins but a mixture of the cleanest and
the second-to-noisiest bin.

3. The RL curriculum learned for WMT (Fig-
ure 4) is closer to a uniform distribution over
actions for a long duration. This makes sense
since the data from WMT is mostly homoge-
neous with respect to noise. When the agent
does decide to exploit some bins more often,
they are not the cleanest ones, but the 1st and
4th bin instead.

4. Figure 6 shows the policies learned on the
bookend task for Paracrawl and WMT; the
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(a) RL Learned (Paracrawl) (b) RL learned (WMT)

Figure 6: Policies learned by the RL agent on the 2-bin task on the Paracrawl and WMT En-Fr datasets. Lower
bins on the vertical axis contain more noise.

only two bins available contain the noisiest
and cleanest portion of the corpus. The RL
agent very quickly learns that there is an op-
timal bin to choose in this task and converges
to consistently exploiting it. We consider this
a sanity check of curriculum learning meth-
ods.
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Abstract

Continued training is an effective method for
domain adaptation in neural machine transla-
tion. However, in-domain gains from adapta-
tion come at the expense of general-domain
performance. In this work, we interpret the
drop in general-domain performance as catas-
trophic forgetting of general-domain knowl-
edge. To mitigate it, we adapt Elastic Weight
Consolidation (EWC)—a machine learning
method for learning a new task without for-
getting previous tasks. Our method retains the
majority of general-domain performance lost
in continued training without degrading in-
domain performance, outperforming the pre-
vious state-of-the-art. We also explore the full
range of general-domain performance avail-
able when some in-domain degradation is ac-
ceptable.

1 Introduction

Neural Machine Translation (NMT) performs
poorly without large training corpora (Koehn and
Knowles, 2017). Domain adaptation is required
when there is sufficient data in the desired lan-
guage pair but insufficient data in the desired do-
main (the topic, genre, style or level of formality).
This work focuses on the supervised domain adap-
tation problem where a small in-domain parallel
corpus is available for training. Continued train-
ing (Luong and Manning, 2015; Sennrich et al.,
2015) (also called fine-tuning), where a model is
first trained on general-domain data and then do-
main adapted by training on in-domain data, is a
popular approach in this setting as it leads to em-
pirical improvements in the targeted domain.

One downside of continued training is that
the adapted model’s ability to translate general-
domain sentences is severely degraded during
adaptation (Freitag and Al-Onaizan, 2016). We in-
terpret this drop in general-domain performance as

catastrophic forgetting (Goodfellow et al., 2013)
of general-domain translation knowledge. Degra-
dation of general-domain performance may be
problematic when the domain adapted NMT sys-
tem is used to translate text outside its target do-
main, which can happen if there is a mismatch be-
tween the data available for domain-specific train-
ing and the test data. Poor performance may
also concern end users of these MT systems who
are expecting good performance on ‘easy’ generic
sentences.1

Elastic Weight Consolidation (EWC) (Kirk-
patrick et al., 2017) is a method for training neu-
ral networks to learn a new task without for-
getting previously learned tasks. We extend
EWC to continued training in NMT (see §3):
Our first task is to translate general-domain sen-
tences, and our second is to translate domain-
specific sentences (without forgetting how to
translate general-domain sentences). EWC works
by adding a per-parameter regularizer, based on
the Fisher Information matrix, while training on
the second task. At a high level, the regulariza-
tion term keeps parameters which are important
to general-domain performance close to the ini-
tial general-domain model values during contin-
ued training, while allowing parameters less im-
portant to general-domain performance to adapt
more aggressively to the in-domain data.

We show that when adapting general-domain
models to the domain of patents, EWC can sub-
stantially improve the retention of general-domain
performance (up to 18.1 BLEU) without degrad-
ing in-domain translation quality. Our proposed
method outperforms the previous state-of-the-art
method (Dakwale and Monz, 2017) at retaining
general-domain performance while adapting to a
new domain.

1See Cadwell et al. (2018) and Porro Rodriguez et al.
(2017) for discussions about lack of trust in MT.
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2 Related Work

A few prior studies address the drop in general-
domain NMT performance during continued train-
ing. Freitag and Al-Onaizan (2016) found that
ensembling general- and in-domain models pro-
vides most of the in-domain gain from contin-
ued training while retaining most of the general-
domain performance. Ensembling doubles mem-
ory and computational requirements at translation
time, which may be impractical for some appli-
cations and does not address our more fundamen-
tal goal of building a single model that is robust
across domains. Chu et al. (2017) found that
mixing general-domain data with the in-domain
data used for continued training improved general-
domain performance of the resulting models, at
the expense of training time.

Dakwale and Monz (2017) share our goal of im-
proving the general-domain performance of con-
tinued training. They introduce two novel ap-
proaches which use the initial, general-domain
model to supervise the in-domain model dur-
ing continued training. The first, multi-objective
fine-tuning, which they denote MCL, trains the
network with a joint objective of standard log-
likelihood loss plus a second term based on knowl-
edge distillation (Hinton et al., 2015; Kim and
Rush, 2016) of the general-domain model. The
second, multiple-output layer fine tuning, adds
new parameters to the output layer during con-
tinued training that are specific to the new do-
main. They found both methods performed sim-
ilarly, significantly outperforming ensembling in
the more challenging case where domain shift is
significant, so we select the simpler MCL as our
baseline.

We do not assume that the domain of input sen-
tences is known, thus we do not compare to meth-
ods such as LHUC (Vilar, 2018). Our work applies
a regularization term to continued training, similar
to Miceli Barone et al. (2017) and Khayrallah et al.
(2018), but for the purpose of retaining general-
domain performance as opposed to improving in-
domain performance.

3 Method

Compared to Kirkpatrick et al. (2017), we present
a more general derivation of EWC to address the
fact that our tasks are not independent. We also
show that the diagonal of the Fisher matrix used
in EWC is intractable to compute for sequence-

to-sequence models with large vocabularies. In-
stead we propose to approximate it with the diago-
nal of the empirical Fisher (Martens, 2014), which
can be computed efficiently using gradients from
back-propagation.

At a high level, our method works as follows:

1. Train on the general-domain data, resulting in
parameters θ̂G.

2. Compute the diagonal of the empirical Fisher
matrix F̄ . F̄i,i estimates how important the ith

parameter θ̂Gi is to the general-domain trans-
lation task.

3. Initialize parameters to θ̂G and train on in-
domain data, using an EWC regularization
term which incorporates the diagonal of F̄ .

Intuitively, the regularization term during con-
tinued training keeps a parameter θi close to cor-
responding general-domain parameter θ̂Gi if the
model’s general-domain performance is sensitive
to that parameter (i.e., large F̄i,i). Parameters to
which general-domain performance is less sensi-
tive (i.e., small F̄i,i) are allowed to be updated
more aggressively to fit the in-domain data.

3.1 Bayesian Rationale for EWC

For the following discussions, let X be the set
of all well-formed source sentences and Y be
the set of all possible sequences of target words.
Training data D consists of translations (x, y).
We assume x ∈ X is drawn from a true un-
derlying distribution of source sentences Qx, and
y ∈ Y is drawn from a true conditional distri-
bution of correct translations Qy|x. Our model,
parameterized by θ, computes the conditional
probability Py|x , P (y|x; θ), which estimates
Qy|x. Our dataset D is assumed to have come
from two distinct tasks: general-domain transla-
tion with data DG and in-domain translation with
data DS(domain-specific). Without loss of gener-
ality, p(D)=p(DG)p(DS |DG). Applying Bayes
rule to log p(θ|D) and simplifying gives:

log p(θ|D)= log p(DS |DG, θ) + log p(θ|DG)

− log p(DS |DG) (1)

We aim to maximize Equation 1 for θ:

θ̂∗= arg max
θ

[
log p(DS |DG, θ)+ log p(θ|DG)

]

(2)
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3.2 Approximating log p(θ|DG)

To efficiently compute Equation 2, we first ap-
proximate p(θ|DG) as a multivariate Gaussian2

with mean θ̂G, obtained by training the network on
DG with standard negative log likelihood (NLL)
loss, and diagonal precision matrix (inverse of the
covariance matrix) given by the diagonal of the
Fisher Information Matrix F :

F=EPx,y
[
∇ log p(x, y|θ)∇ log p(x, y|θ)T

]

=EQx

[
EPy|x

[
∇ log p(y|x, θ)∇ log p(y|x, θ)T

]]

This is the expected variance of the likelihood
function’s gradient at θ.3 The magnitude of Fi,i in-
dicates the model’s sensitivity to parameter θi, on
the general-domain translation task. Note that the
first expectation is taken with respect to the true
distribution of x and can be approximated by train-
ing samples. The second expectation is taken with
respect to the model distribution Py|x, which is im-
practical for a large sequence-to-sequence model
as it requires summing over all possible output se-
quences.

We approximate the true Fisher with the empir-
ical Fisher F̄ (Martens, 2014), where y is not enu-
merated but fixed to be the training labels:

F̄=
1

|DG|
∑

(x,y)∈DG
∇ log p(y|x, θ)∇ log p(y|x, θ)T

Thus we approximate maximizing log p(θ|DG)

in Equation 2 by minimizing
∑

i F̄i,i

[
θi − θ̂Gi

]2
.

Note that the diagonal of F̄ is easily computed
from backpropagation gradients.

3.3 Approximating log p(DS|DG, θ)

Tasks are assumed to be independent in the orig-
inal EWC work (Kirkpatrick et al., 2017), which
is unrealistic in the continued training scenario
since both tasks are translation in the same lan-
guage.4 Since we assume source sentences in DG

and DS are sampled independently, all dependen-
cies can be attributed to Qy|x, representing knowl-
edge of translation (i.e., DG |= DS |Qy|x). Qy|x is
unknown, so we approximate it with our general-
domain model (θ̂G). Furthermore, we will regular-
ize continued training such that θ stays in a region

2For background, see MacKay (1992).
3See Martens (2014) for detailed derivation.
4The fact that continued training works is strong evi-

dence that the in-domain translations are not independent of
the general-domain translations.

General-domain WIPO Patents

De Ru Zh De Ru Zh

323 M 730 M 584 M 3.2 M 0.81 M 0.80 M

Table 1: # English words in the training corpora.

near θ̂G. Thus we assume DG |= DS | θ during
continued training. This allows us to approximate
log p(DS |DG, θ) in Equation 2 with log p(DS |θ),
which is simply the likelihood function on DS .

3.4 EWC Loss
Combining the approximations above results in
the EWC loss used in continued training:

LEWC(θ)=LSNLL(θ)+λ
∑

i

F̄i,i

[
θi−θ̂Gi

]2
(3)

Where LSNLL(θ) is the standard NLL loss on DS

and λ is a hyper-parameter which weights the im-
portance of the general-domain task. Note that
the left-hand side of Equation 3 is still the loss
over both the general- and in-domain translation
tasks, but the right-hand side is based only on in-
domain data. All information from the general-
domain data has been collapsed into the second
term, which is in the form of a regularizer.

4 Experiments

Our general-domain training data is the concatena-
tion of the parallel portions of the WMT17 news
translation task (Bojar et al., 2017) and OpenSub-
titles18 (Lison et al., 2018) corpora. For De↔En
and Ru↔En, we use newstest2017 and the fi-
nal 2500 lines of OpenSubtitles as our test set. We
use newstest2016 and the penultimate 2500
lines of OpenSubtitles as the development set. For
Zh↔En, we use the final and penultimate 4000
lines of the UN portion of the WMT data and the
final and penultimate 2500 lines of OpenSubtitles
as our test and development sets, respectively.

We use the World Intellectual Property Or-
ganization (WIPO) COPPA-V2 corpus (Junczys-
Dowmunt et al., 2016) as our in-domain dataset.
The WIPO data consist of parallel sentences from
international patent application abstracts. WIPO
De↔En data are large enough to train strong in-
domain systems (Thompson et al., 2018), so we
truncate to 100k lines to simulate a more interest-
ing domain adaptation scenario.

We reserve 3000 lines each for in-domain de-
velopment and test sets. We apply the Moses tok-
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Figure 1: Performance trade-off for MCL and EWC: Convex hull of grid search over learning rate and regulariza-
tion amount. x-axis is in-domain BLEU and y-axis is general-domain BLEU, so the desired operating point is the
top right corner. Initial general-domain model (GD) and continued training (CT) points are shown for comparison.

enizer (Koehn et al., 2007) and byte-pair encoding
(BPE) (Sennrich et al., 2016). We train separate
BPE models for the source and target languages,
each with a vocabulary size of approximately 30k.
BPE is trained on the out-of-domain corpus only
and then applied to the training, development, and
test data for both out-of-domain and in-domain
datasets. Token counts for corpora are shown in
Table 1.

We implemented5 both EWC and MCL in Sock-
eye (Hieber et al., 2017). To avoid floating point
issues, we normalize the empirical Fisher diago-
nal to have a mean value of 1.0 instead of divid-
ing by the number of sentences. For efficiency, we
compute gradients for a batch of sentences prior to
squaring and accumulating them. Fisher regular-
ization is implemented as weight decay (towards
θ̂G) in Adam (Kingma and Ba, 2014).

Preliminary experiments in Ru→En found no
meaningful difference in general-domain or in-
domain performance when computing the diago-
nal of F̄ on varying amounts of data ranging from
500k sentences to the full dataset. We also tried
computing the diagonal of F̄ on held-out data, as

5github.com/thompsonb/sockeye_ewc

there is some evidence that estimating Fisher on
held out data reduces overfitting in natural gradi-
ent descent (Pascanu and Bengio, 2013). How-
ever, we again found no meaningful differences.
All results presented herein estimate the the diag-
onal of F̄ on 500k training data sentences, which
took less than an hour on a GTX 1080 Ti GPU.

We use a two-layer LSTM network with hid-
den unit size 512. The general-domain models
are trained with a learning rate of 3E-4. We use
dropout (0.1) on both RNN inputs and states. We
compute lower-cased multi-bleu.perl. We
use label smoothing (0.1) for all experiments ex-
cept with MCL, because MCL explicitly regular-
izes the output distribution.

MCL uses an interpolation of the cross entropy
between the output distribution of the model be-
ing trained and the general-domain models output
distribution (scaled by α) and the standard train-
ing loss (scaled by 1−α). For MCL, we do a grid
search over learning rates (10−4, 10−5, 10−6) and
α values of (0.1, 0.3, 0.5, 0.7, 0.9). For EWC, we
do a grid search over the same learning rates and
weight decay values of (10−2, 10−3, 10−4, 10−5).
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Figure 2: En→Ru results for various learning rates, for
both MCL and EWC. Regularization amount increases
from left to right for each trace. General-domain and
continued training points shown for reference.

5 Results

We present the full in- and general-domain per-
formance trade-off6 for both EWC and MCL in
Figure 1. This is computed by taking the con-
vex hull of a grid search over learning rate and
regularization amount for each method. EWC
outperforms MCL at all operating points with
the exception of Ru→En, where MCL provides
a small in-domain performance improvement at
lower general-domain performance; this was also
observed in Khayrallah et al. (2018).

Figure 2 shows an example result (for En→Ru)
of the grid search prior to taking the convex hull.
We see similar trends between the three pairs
of MCL/EWC curves at corresponding learning
rates, but in each case EWC is further up/right,
indicating better performance. Note that for both
EWC and MCL, both learning rate and regulariza-
tion amount have a large impact on final in- and
general-domain performance.

General-domain gains for no in-domain perfor-
mance degradation are presented in Table 2. Our
method provides large general-domain gains (be-
tween 8.0 and 18.1 BLEU), regaining the majority
of general-domain performance lost in continued
training and substantially outperforming MCL.

6Previous work has compared single runs of competing
methods, making comparison difficult (e.g. one system may
be better on in-domain, the other better on general-domain).

Langs GD CT MCL EWC
En→De 24.2 5.7 9.0 (+3.2) 16.2 (+10.5)
De→En 29.6 10.0 23.3 (+13.3) 26.6 (+16.5)
En→Ru 23.3 8.1 11.8 (+3.7) 16.8 (+8.6)
Ru→En 28.6 10.4 21.2 (+10.8) 21.5 (+11.1)
En→Zh 39.5 6.1 6.1 (+0.0) 24.1 (+17.9)
Zh→En 43.5 9.9 9.9 (+0.0) 28.7 (+18.8)

Table 2: General-domain BLEU for: general-domain
model prior to adaptation (GD), standard continued
training (CT), and best performing MCL and EWC
models with no in-domain degradation compared to CT
(delta from CT). Best improvement over CT bolded.

6 Conclusion

We interpret the general-domain performance
drop experienced during continued training as
catastrophic forgetting of general-domain knowl-
edge and demonstrate that it can be largely miti-
gated by applying Elastic Weight Consolidation.

We present the full trade-off for in- and general-
domain performance and show that our method
outperforms MCL (Dakwale and Monz, 2017) at
all operating points in five of six language pairs.
Our method is able to regain the majority of
the general-domain performance lost during con-
tinued training without compromising in-domain
performance and without an additional memory or
computational burden at translation-time.

Our method retains the advantages of continued
training while addressing one of its main short-
comings and can be used in practical situations to
avoid poor performance when general-domain in-
put is encountered, even when in-domain perfor-
mance and translation efficiency are both critical.
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Abstract

We present the first exploration of meaning
shift over short periods of time in online com-
munities using distributional representations.
We create a small annotated dataset and use
it to assess the performance of a standard
model for meaning shift detection on short-
term meaning shift. We find that the model has
problems distinguishing meaning shift from
referential phenomena, and propose a measure
of contextual variability to remedy this.

1 Introduction

Semantic change has received increasing attention
in empirical Computational Linguistics / NLP in
the last few years (Tang, 2018; Kutuzov et al.,
2018). Almost all studies so far have focused on
meaning shift in long periods of time—decades
to centuries. However, the genesis of meaning
shift and the mechanisms that produce it operate
at much shorter time spans, ranging from the on-
line agreement on words’ meaning in dyadic in-
teractions (Brennan and Clark, 1996) to the rapid
spread of new meanings in relatively small com-
munities of people in (Wenger, 1998; Eckert and
McConnell-Ginet, 1992). This paper is, to the best
of our knowledge, the first exploration of the latter
phenomenon—which we call short-term mean-
ing shift—using distributional representations.

More concretely, we focus on meaning shift
arising within a period of 8 years, and explore it
on data from an online community of speakers, be-
cause there the adoption of new meanings happens
at a fast pace (Clark, 1996; Hasan, 2009). Indeed,
short-term shift is usually hard to observe in stan-
dard language, such as the language of books or
news, which has been the focus of long-term shift
studies (e.g., Hamilton et al., 2016; Kulkarni et al.,
2015), since it takes a long time for a new meaning
to be widely accepted in the standard language.

Our contribution is twofold. First, we create a
small dataset of short-term shift for analysis and
evaluation, and qualitatively analyze the types of
meaning shift we find.1 This is necessary because,
unlike studies of long-term shift, we cannot rely on
material previously gathered by linguists or lex-
icographers. Second, we test the behavior of a
standard distributional model of semantic change
when applied to short-term shift. Our results show
that this model successfully detects most shifts in
our data, but it overgeneralizes. Specifically, the
model gets confused with contextual changes due
to speakers in the community often talking about
particular people and events, which are frequent
on short time spans. We propose to use a measure
of contextual variability to remedy this and show-
case its potential to spot false positives of refer-
ential nature like these. We thus make progress
in understanding the nature of semantic shift and
towards improving computational models thereof.

2 Related Work

Distributional models of semantic change are
based on the hypothesis that a change in con-
text of use mirrors a change in meaning. This in
turn stems from the Distributional Hypothesis, that
states that similarity in meaning results in similar-
ity in context of use (Harris, 1954). Therefore, all
models (including ours) spot semantic shift as a
change in the word representation in different time
periods. Among the most widely used techniques
are Latent Semantic Analysis (Sagi et al., 2011;
Jatowt and Duh, 2014), Topic Modeling (Wijaya
and Yeniterzi, 2011), classic distributional repre-
sentations based on co-occurence matrices of tar-
get words and context terms (Gulordava and Ba-
roni, 2011). More recently, researchers have used

1Data and code are available at: https://github.
com/marcodel13/Short-term-meaning-shift.
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word embeddings computed using the skip-gram
model by Mikolov et al. (2013). Since embed-
dings computed in different semantic spaces are
not directly comparable, time related representa-
tions are usually made comparable either by align-
ing different semantic spaces through a transfor-
mation matrix (Kulkarni et al., 2015; Azarbonyad
et al., 2017; Hamilton et al., 2016) or by initializ-
ing the embeddings at ti+1 using those computed
at ti (Kim et al., 2014; Del Tredici et al., 2016;
Phillips et al., 2017; Szymanski, 2017). We adopt
the latter methodology (see Section 3.2).

Unlike most previous work, we focus on the
language of online communities. Recent stud-
ies of this type of language have investigated the
spread of new forms and meanings (Del Tredici
and Fernández, 2017, 2018; Stewart and Eisen-
stein, 2018), competing lexical variants (Rotabi
et al., 2017), and the relation between conven-
tions in a community and the social standing of its
members (Danescu-Niculescu-Mizil et al., 2013).
None of these works has analyzed the ability of a
distributional model to capture these phenomena,
which is what we do in this paper for short-term
meaning shift. Kulkarni et al. (2015) consider
meaning shift in short time periods on Twitter
data, but without providing an analysis of the ob-
served shift nor systematically assessing the per-
formance of the model, as we do here.

Evaluation of semantic shift is difficult, due to
the lack of annotated datasets (Frermann and La-
pata, 2016). For this reason, even for long-term
shift, evaluation is usually performed by manu-
ally inspecting the n words whose representation
changes the most according to the model under
investigation (Hamilton et al., 2016; Kim et al.,
2014). Our dataset allows for a more systematic
evaluation and analysis, and enables comparison
in future studies.

3 Experimental Setup

3.1 Data

We exploit user-generated language from an
online forum of football fans, namely, the
r/LiverpoolFC subreddit, one of the many commu-
nities hosted by the Reddit platform.2 Del Tredici
and Fernández (2018) showed that this subreddit
presents many characteristics that favour the cre-

2https://www.reddit.com. We downloaded Red-
dit data using the Python package Praw: https://pypi.
python.org/pypi/praw/.

ation and spread of linguistic innovations, such as
a topic that reflects a strong external interest and
high density of the connections among its users.
This makes it a good candidate for our investiga-
tion. We focus on a short period of eight years, be-
tween 2011 and 2017. In order to enable a clearer
observation of short-term meaning shift, we de-
fine two non-consecutive time bins: the first one
(t1) contains data from 2011–2013 and the second
one (t2) from 2017.3 We also use a large sample
of community-independent language for the ini-
tialization of the word vectors, namely, a random
crawl from Reddit in 2013. Table 1 shows the size
of each sample.

3.2 Model
We adopt the model proposed by Kim et al.
(2014), a representative method for computing di-
achronic meaning shift.4 While other methods
might be equally suitable (see Section 2), we ex-
pect our results not to be method-specific, because
they concern general properties of short-term shift,
as we show in Sections 4 and 5. In the model by
Kim et al. (2014), word embeddings for the first
time bin t1 are initialized randomly; then, given a
sequence of time-related samples, embeddings for
ti are initialized using the embeddings of ti−1 and
further updated. If at ti the word is used in the
same contexts as in ti−1, its embedding will only
be marginally updated, whereas a major change in
the context of use will lead to a stronger update
of the embedding. The model makes embeddings
across time bins directly comparable.

We implement the following steps: First, we
create randomly initialized word embeddings with
the large sample Reddit13 to obtain meaning rep-
resentations that are community-independent. We
then use these embeddings to initialize those in
LiverpoolFC13, update the vectors on this sample,
and thus obtain embeddings for time t1. This step
adapts the general embeddings to the LiverpoolFC
community. Finally, we initialize the word embed-
dings for LiverpoolFC17 with those of t1, train on
this sample, and get embeddings for t2.

The vocabulary is defined as the intersec-
tion of the vocabularies of the three samples

3These choices ensure that the samples in these two time
bins are approximately of the same size – see Table 1. The
r/LiverpoolFC subreddit exists since 2009, but very little con-
tent was produced in 2009–2010.

4The model was implemented using the Python pack-
age Gensim: https://pypi.python.org/pypi/
gensim/.
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sample time bin million tokens
Reddit13 2013 ∼900
LiverpoolFC13 2011–13 8.5
LiverpoolFC17 2017 11.9

Table 1: Time bin and size of the datasets.

(Reddit13, LiverpoolFC13, LiverpoolFC17), and
includes 157k words. For Reddit13, we include
only words that occur at least 20 times in the sam-
ple, so as to ensure meaningful representations for
each word, while for the other two samples we do
not use any frequency threshold: Since the embed-
dings used for the initialization of LiverpoolFC13

encode community-independent meanings, if a
word doesn’t occur in LiverpoolFC13 its represen-
tation will simply be as in Reddit13, which reflects
the idea that if a word is not used in a community,
then its meaning is not altered within that commu-
nity. We train with standard skip-gram parameters
(Levy et al., 2015): window 5, learning rate 0.01,
embedding dimension 200, hierarchical softmax.

3.3 Evaluation dataset

Our dataset consists of 97 words from the
r/LiverpoolFC subreddit with annotations by
members of the subreddit —that is, community
members with domain knowledge (needed for this
task) but no linguistic background.

To ensure that we would get enough cases of
semantic shift to enable a meaningful analysis, we
started out from content words that increase their
relative frequency between t1 and t2.5 A threshold
of 2 standard deviations above the mean yielded
∼200 words. The first author manually identi-
fied 34 semantic shift candidates among these
words by analyzing their contexts of use in the
r/LiverpoolFC data. Semantic shift is defined here
as a change in the ontological type that a word
denotes, which takes place when the word starts
to be used to denote an entity which is different
from the one originally denoted and the new use
spreads among the members of a community (see
examples in Sec. 4). We added two types of con-
founders: 33 words with a significant frequency
increase but not marked as meaning shift candi-

5Frequency increase has been shown to positively cor-
relate with meaning change (Wijaya and Yeniterzi, 2011;
Kulkarni et al., 2015); although it is not a necessary condi-
tion, it is a reasonable starting point, as a random selection of
words would contain very few positive examples. Our dataset
is thus biased towards precision over recall.

dates, and 33 words with constant frequency be-
tween t1 and t2, included as a sanity check. All
words have absolute frequency in range [50–500].

The participants were shown the 100 words (in
randomized order) together with randomly chosen
contexts of usage from each time period (µ=4.7
contexts per word) and, for simplicity, were asked
to make a binary decision about whether there
was a change in meaning. In order to have the
redditors familiarize with the concept of meaning
change, we first provide them with an intuitive,
non-technical definition, and then a set of cases
that exemplify it. The instructions to participants
can be found in the project’s GitHub repository
(see footnote 1).

Semantic shift is arguably a graded notion. In
line with a suggestion by Kutuzov et al. (2018) to
account for this fact, we aggregate the annotations
into a graded semantic shift index, ranging from 0
(no shift) to 1 (shift) depending on how many sub-
jects spotted semantic change. The shift index is
exclusively based on the judgments of the reddi-
tors, and does not consider the preliminary candi-
date selection done by us. Overall, 26 members of
r/LiverpoolFC participated in the survey, and each
word received on average 8.8 judgements. Further
details about the dataset are in Appendix A.

4 Types of Meaning Shift

We identify three main types of shift in our data
via qualitative analysis of examples with a shift
index > 0.5: metonymy, metaphor, and meme.

Metonymy. In metonymic shifts, a highly
salient characteristic of an entity is used to re-
fer to it. Among these cases are, for example,
‘highlighter’, which in t2 occurs in sentences like
‘we are playing with the highlighter today’, or
‘what’s up with the hate for this kit? This is
great, ten times better than the highlighter’, used
to talk about a kit in a colour similar to that of
a highlighter pen; or ‘lean’, in ‘I hope a lean
comes soon!’, ‘Somebody with speed. . . make a
signing. . . Cuz I need a lean’, used to talk about
hiring players due to new hires typically leaning
on a Liverpool symbol when posing for a photo
right after signing for the club. Particularly il-
lustrative is the ‘F5’ example shown in Table 2.
While ‘F5’ is initially used with its common us-
age of shortcut for refreshing a page (1), it then
starts to denote the act of refreshing in order to get
the latest news about the possible transfer of a new
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(1) Damn, after losing the F5 key on my
keyboard [...]

16 Jun

(2) [he is] so close, F5 tapping is so in-
tense right now

18 Jun

(3) Don’t think about it too much, man.
Just F5

1 Jul

(4) Literally 4am I slept and just woke
up and thought it was f5 time

3 Jul

(5) this was a happy f5 3 Jul
(6) what is an F5? 3 Jul
(7) I’m leaving the f5 squad for now 5 Jul
(8) I made this during the f5 madness 6 Sep

Table 2: Examples of use of ‘F5’ with time stamps,
which illustrate the speed of the meaning shift process.
All the examples are from LiverpoolFC17.

player to LiverpoolFC (2). This use catches on and
many redditors use it to express their tension while
waiting for good news (3-5),6 though not all mem-
bers are aware of the new meaning of the word
(6). When the transfer is almost done, someone
leaves the ‘F5 squad’ (7), and after a while, an-
other member recalls the period in which the word
was used (8).

Metaphor. Metaphorical shifts lead to a broad-
ening of the original meaning of a word through
analogy. For example, in t2 ‘shovel’ occurs in
sentences such as ‘welcome aboard, here is your
shovel’ or ‘you boys know how to shovel coal’: the
team is seen as a train that is running through the
season, and every supporter is asked to figuratively
contribute by shoving coal into the train boiler.

Meme. Finally, memes are another prominent
source of meaning shift. In this case, fans use a
word to make jokes and be sarcastic, and the new
usage quickly spreads within the community. As
an example, while Liverpool was about to sign a
new player named Van Dijk, redditors started to
play with the homography of the first part of the
surname with the common noun ‘van’, its plural
form ‘vans’, and the shoes brand ‘Vans’: ‘Rumour
has it Van Djik was wearing these vans in the van’
or ‘How many vans could Van Dijk vear if Van Dijk
could vear vans’. Jokes of this kind are positively
received in the community (‘Hahah I love it. Any-
thing with vans is instant karma!’) and quickly
become frequent in it.

6Here the semantic change is accompanied by a change in
the part of speech, and ‘F5’ becomes a denominal verb.

Figure 1: Semantic shift index vs. cosine distance in
the evaluation dataset (Pearson’s r = 0.49, p < 0.001).
Red horizontal ellipsis: false positives; blue vertical el-
lipsis: false negatives.

5 Modeling Results and Analysis

The positive correlation between cosine distance
and semantic shift index (Pearson’s r= 0.49, p <
0.001, see Figure 1) confirms the hypothesis that
meaning shift is mirrored by a change in context of
use. However, we also find systematic deviations.

5.1 False negatives
A small, but consistent group is that of words
that undergo semantic shift but are not captured
by the model (blue vertical ellipsis Figure 1;
shift index>0.5, cosine distance<0.25). These
are all metaphorical shifts; in particular, cases
of extended metaphor (Werth, 1994), where the
metaphor is developed throughout the whole text.
For instance, besides the ‘shovel’ example men-
tioned in Section 4, we find ‘pharaoh’, the nick-
name of an Egyptian player who joined Liverpool
in 2017, used in sentences like ‘approved by our
new Pharaoh Tutankhamun’, or ‘our dear Egyp-
tian Pharaoh, let’s hope he becomes a God’. De-
spite the metaphoric usage, the local context of
these words is similar to the literal one, and so the
model does not spot the meaning shift. We expect
this to happen in long-term shift models, too, but
we are not aware of results confirming this.

5.2 False positives
A larger group of problematic cases is that of
words that do not undergo semantic shift despite
showing relatively large differences in context be-
tween t1 and t2 (red horizontal ellipsis in Figure 1;
shift index=0, cosine distance>0.25). Manual in-
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spection reveals that most of these “errors” are due
to a referential effect: words are used almost ex-
clusively to refer to a specific person or event in
t2, and so the context of use is different from the
contexts in t1. For instance, ‘stubborn’ is almost
always used to talk about a coach who was not
there in 2013 but only in 2017; ‘entourage’, for
the entourage of a particular star of the team; ‘in-
dependence’ for the political events in Catalonia
(Spain). In all these cases, the meaning of the
word stays the same, despite the change in con-
text. In line with the Distributional Hypothesis,
the model spots the context change, but it is not
sensitive to its nature. We expect long-term shift
to not be as susceptible to referential effects like
these because embeddings are aggregated over a
larger and more varied number of occurrences.

We expect that in referential cases the contexts
of use will be narrower than for words with actual
semantic shift, as they are specific to one person
or event. Hence, a measure of contextual variabil-
ity should help spot false positives. To test this
hypothesis, we define contextual variability as fol-
lows: For a target word, we create a vector for
each of its contexts (5 words on both sides of the
target) in t2 by averaging the embeddings of the
words occurring in it, and define variability as the
average pairwise cosine distance between context
vectors.7 We find that contextual variability is in-
deed significantly correlated with semantic shift in
our dataset (Pearson’s r=0.55, p< 0.001), while
it is independent from cosine distance (Pearson’s
r= 0.18, p > 0.05). These two aspects are thus
complementary. While both shift words and ref-
erential cases change context of use in t2, context
variability captures the fact that only in referential
cases words occur in a restricted set of contexts.
Figure 2 shows this effect visually. This result can
inform future models of short-term meaning shift.

6 Conclusion

The goal of this initial study was to bring to the at-
tention of the NLP community short-term mean-
ing shift, an under-studied problem in the field.
Our hope is that it will spark further research
into a phenomenon which, besides being of the-
oretical interest, has potential practical implica-
tions for NLP downstream tasks concerned with

7There are alternative ways of measuring contextual vari-
ability, but we expect them to yield the same picture. For
instance, we experimented with a different window size and
obtained the same pattern.

Figure 2: Semantic shift index vs. context variability.
Red horizontal ellipsis: referential cases which are as-
signed high cosine distance values by the model (false
positives).

user-generated language, as modeling how word
meanings rapidly change in communities would
allow a better understanding of what their mem-
bers say. Future research should experiment with
other datasets (reddits from other domains, other
online communities) and also alternative models
that address the challenges described here.
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A Further Details on Evaluation Dataset

For our experiment, we considered content words
only, which we identified by using the external list
of common words available at https://www.
wordfrequency.info/free.asp.

Three words were discarded from the initial
list after analysis of the redditor data: ‘discord’
and ‘owls’ due to the homonymy with proper
names not detected during survey’s implemen-
tation; ‘tracking’ because the chosen examples
clearly mislead the judgements of the redditors.

As detailed in Section 3.3, 26 members of
r/LiverpoolFC participated in the survey, and each
word received on average 8.8 judgements. We
computed inter-annotator agreement as Krippen-
dorff’s alpha, and obtained α = 0.58, a relatively
low value but common in semantic tasks (Artstein
and Poesio, 2008).

The results of the annotation validate our initial
word sampling procedure:

• the words that present a significant increase
in frequency and were annotated as meaning
shift by us received an average shift annota-
tion of 0.72 (± 0.15);

• the words that present a significant increase
in frequency but that were not annotated as
meaning shift by us received an average shift
annotation of 0.15 (± 0.16);

• the words that keep a constant frequency be-
tween t1 and t2, and we don’t consider exam-
ples of meaning shift, got 0.07 (± 0.12).
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Abstract

We examine the new task of detecting
derogatory compounds (e.g. curry muncher).
Derogatory compounds are much more diffi-
cult to detect than derogatory unigrams (e.g.
idiot) since they are more sparsely represented
in lexical resources previously found effec-
tive for this task (e.g. Wiktionary). We pro-
pose an unsupervised classification approach
that incorporates linguistic properties of com-
pounds. It mostly depends on a simple distri-
butional representation. We compare our ap-
proach against previously established methods
proposed for extracting derogatory unigrams.

1 Introduction

Abusive or offensive language is commonly de-
fined as hurtful, derogatory or obscene utterances
made by one person to another person.1 Examples
are (1)-(3). In the literature, closely related terms
include hate speech (Waseem and Hovy, 2016) or
cyber bullying (Zhong et al., 2016). While there
may be nuanced differences in meaning, they are
all compatible with the general definition above.

(1) stop editing this, you dumbass.
(2) Just want to slap the stupid out of these bimbos!!!
(3) Go lick a pig you arab muslim piece of scum.

Due to the rise of user-generated web content,
in particular on social media networks, the amount
of abusive language is also steadily growing. NLP
methods are required to focus human review ef-
forts towards the most relevant microposts.

A substantial amount of abusive utterances
comprises derogatory words (e.g. bimbo or scum).
Automatic extraction methods of such words are
required since new derogatory words constantly
enter language. Wiegand et al. (2018a) extracted a

0Present affiliation: Leibniz ScienceCampus, Heidel-
berg/Mannheim, Germany

1http://thelawdictionary.org/

large list of such expressions and demonstrated its
importance for text classification.

In this work, we focus on a subtype of deroga-
tory terms, namely derogatory compounds (e.g.
booze hound, curry muncher, fault finder). Distin-
guishing such multi-word expressions from non-
derogatory ones (e.g. fox hound, mile muncher,
branch finder) is more difficult than classifying
unigrams since they are only sparsely represented
in general-purpose lexical resources which have
previously been found an effective source from
which to learn abusive language, such as Wik-
tionary.2 For example, while 97% of the deroga-
tory unigrams of the gold standard lexicon in Wie-
gand et al. (2018a) are contained in Wiktionary,
less than 17% of the derogatory compounds used
as our gold standard in this work can be found.

Despite their sparsity in lexical resources
derogatory compounds are a frequent phe-
nomenon, particularly in German data, which is
why we study this task on that language. On the
German benchmark corpus for abusive language
detection, the GermEval corpus (Wiegand et al.,
2018b), we found that of the abusive microposts
in the test set that include at least one derogatory
expression, 39% contain a derogatory compound.

In our work, we focus on noun-noun com-
pounds. Each compound (e.g. curry muncher)
comprises two constituents, a modifier (i.e. curry)
and a head (i.e. muncher). On the GermEval cor-
pus, 77% of the derogatory compounds are noun-
noun compounds. We only consider compounds
whose constituents are not derogatory. 58% of
the derogatory compounds on the GermEval cor-
pus fall under this category. Given publicly avail-
able lists of derogatory unigrams, the detection
of derogatory compounds containing derogatory
constituents (e.g. motherfucker) is rather trivial.

2https://en.wiktionary.org/
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There even exist abusive word generators employ-
ing such compounds.3

We present the first study to detect derogatory
noun-noun compounds and propose an unsuper-
vised classification approach based on distribu-
tional information that does not require any prop-
erly labeled training data. We demonstrate that lin-
guistic features that have previously been found
effective for the classification of derogatory un-
igrams are notably less effective for the detec-
tion of derogatory compounds. We created a new
dataset of derogatory compounds which will be
made publicly available.4

Our task is framed as a binary classification
problem. Each given compound is to be classified
out of context as either derogatory or not. For the
sake of accessibility, we use English translations
of our German compounds in this paper.

2 Related Work

Lexical knowledge for the detection of abusive
language has only received little attention in pre-
vious work (Schmidt and Wiegand, 2017), the
notable exceptions are Razavi et al. (2010) who
present a manually-compiled lexicon, Gitari et al.
(2015) who bootstrap hate verbs and Wiegand
et al. (2018a) who induce a lexicon of derogatory
words. In all these researches, however, deroga-
tory compounds are not explicitly addressed.

3 Data

We built a gold standard of derogatory com-
pounds to train and test classifiers. We in-
spected a range of websites containing deroga-
tory word lists.5 Since ambiguity is a mas-
sive problem in these lists6 which makes them
hardly usable for abusive language detection (Wie-
gand et al., 2018a), we manually extracted noun-
noun compounds which we considered unam-
biguously derogatory. In order to produce non-
derogatory compounds, we randomly sampled
from the COW16 corpus (Schäfer, 2015) for each
derogatory compound (e.g. booze hound) other
compounds sharing the same head (e.g. fox hound,

3http://sweary.com
4https://github.com/uds-lsv/

offensive-compounds
5www.hyperhero.com/de/insults.htm

www.schimpfwoerter.de
www.seechat.de/warmduscher.htm

6These lists contain many compounds commonly used in
a non-offensive manner, e.g. Colatrinker (coke drinker).
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Figure 1: Head distribution of derogatory compounds.

Property Freq
total compounds 3500
derogatory compounds 382
head groups (each group contains 20 compounds) 175
average no. of derogatory compounds in head group 2.2

Table 1: Some statistics of the gold standard.

stag hound). Since among those putative non-
derogatory instances, there could well be further
derogatory compounds, we manually annotated
them as well. We limited the set of compounds
sharing the same head, which we henceforth call
head group, to 20 compounds. Thus, we hope to
avoid any biases towards particular heads.

We also looked at the natural distribution of
heads on derogatory compounds. As a proxy we
considered the union of all derogatory compounds
found on the above websites.5 Figure 1 plots the
frequency rank of the heads against the relative
frequency of a particular head. The plot sug-
gests that the heads follow a power-law distribu-
tion (Zipf, 1965). As a consequence, one cannot
assume that this task could be solved by looking
up heads in a finite lexicon with words that often
form derogatory compounds in combination with
different modifiers.

On a sample of 600 compounds, we measured a
substantial agreement of Cohen’s κ=0.61 (Landis
and Koch, 1977) between 2 annotators. Our final
dataset (Table 1) comprises 3,500 compounds with
only 11% being derogatory.

We also created a gold standard of derogatory
unigram words in order to examine in how far
derogatory compounds can be detected by a clas-
sifier trained on derogatory unigrams. For this lex-
icon, we manually translated the base lexicon from
Wiegand et al. (2018a) to German.
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4 Method

Our method does not require any labeled train-
ing data. In the first step (§4.1), we apply high-
precision diagnostics for the detection of deroga-
tory compounds. The output are rankings in which
derogatory compounds should be ranked highest.
In the second step (§4.2), we combine and re-
rank the output of those diagnostics. Our method
largely relies on a distributional representation
of our compounds. We induced embeddings of
our compounds using Word2Vec (Mikolov et al.,
2013) on the COW16 corpus, which with its 30B
tokens is one of the largest German corpora. Since
we exclusively work on German data and Ger-
man compounds occur as closed compounds, e.g.
Milchbube (milk sop) or Schnapsdrossel (booze
hound), we can employ standard tokenization7 for
inducing embeddings for our compounds.

4.1 Individual High-Precision Diagnostics

Negative Polarity (NEG). Derogatory words
form a subset of negative polar expressions. Due
to their sparsity, however, derogatory compounds
are rarely part of any sentiment lexicon (contain-
ing polar expressions). We, therefore, rank all
our compounds according to their cosine similar-
ity to a centroid embedding-vector computed from
all negative polar expressions from the German
PolArt sentiment lexicon (Klenner et al., 2009).

Compound Occurrence vs. Constituent Oc-
currence (COMCON). Derogatory compounds
can be creative word constructions (e.g. booze
hound, oxygen thief, keyboard warrior). Conse-
quently, their constituents are often not semanti-
cally related. For instance, in booze hound, booze
bears no common semantic relation to hound.
Therefore, the corpus frequency of a deroga-
tory compound should be much higher than its
constituents co-occurring in a sentence (i.e. with
other words occurring in between). Such co-
occurrences should be coincidental.

We capture this by the following formula (fre-
quencies are computed on the COW16 corpus):

COMCON =
# compound mentions in corpus

# constituents co-occurring in sentence
(1)

In prose, COMCON ranks all compounds by the
ratio of observed compound mentions and con-
stituent co-occurrences in a sentence. For deroga-

7Any alphanumeric string separated by spaces is consid-
ered a token.

tory compounds, there should be a high frequency
of compound mentions but only a low frequency
of the constituents co-occurring in a sentence.
Therefore, COMCON will have a high score.
While there is a similarly high frequency of com-
pound mentions for non-derogatory compounds,
there is also a high frequency of the constituents
co-occurring in a sentence since these constituents
are usually semantically related (e.g. landowner or
circus clown). This should result in COMCON
producing comparably lower scores.

Derogatory Compound Must Be Person
(PERSON). We rank our compounds with regard
to how likely they represent a person since many
non-derogatory compounds represent either ob-
jects or animals (e.g. booze hound vs. sight hound,
fox hound, stag hound). We first compute a cen-
troid vector representing persons. Then, we rank
compounds by their similarity to that vector.

As a proxy for persons, we took embeddings
of words representing professions, e.g. banker,
lawyer, salesman. We also experimented with per-
sonal pronouns as a proxy for persons. However,
we found them unsuitable since they are also of-
ten used as referring expressions to other entities,
such as animals. Professions, on the other hand,
can only refer to humans. The list of professions
we used was created ad-hoc. It should be repro-
ducible in any arbitrary language. The full list is
included in the supplementary notes.4

Outlier Compound(s) in Head Group (OUT).
In most head groups, derogatory compounds
represent a clear minority with only 1 or 2 com-
pounds. The derogatory compounds are also of-
ten semantically different from the non-derogatory
compounds (keyboard warrior vs. rajput warrior,
ninja warrior, samurai warrior). This is partic-
ularly true if the non-derogatory compounds are
very homogeneous. From that observation we de-
rive a diagnostic in which we determine the se-
mantic outlier(s) for each head group. First, we
compute for each compound the average pairwise
similarity to all other compounds within its head
group. The resulting score of a compound (con-
verted to a dissimilarity score by taking its in-
verse) is then multiplied by a weight represent-
ing the homogeneity of all compounds within that
head group.8 (Pseudocode is provided in the sup-
plementary notes.4) This is done since for head

8The homogeneity weight is the average pairwise similar-
ity of all compounds belonging to the same head group.
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groups that are heterogeneous (e.g. legacy hunter,
job hunter, autograph hunter), there are less obvi-
ous outliers.

4.2 Combination and Reranking
Combination (COMB). Negative polarity is a
pre-requisite for being derogatory (Sood et al.,
2012; Dinakar et al., 2012; Gitari et al., 2015).
Therefore, we base our combination on the rank-
ing of NEG. From that ranking we remove all
those compounds which have not co-occurred at
the high ranks of at least one of the other di-
agnostics (COMCON, OUT, PERSON).9 Com-
pounds that are highly ranked by several diagnos-
tics should more likely represent derogatory com-
pounds.

Re-Ranking by PageRank (PRANK). We ob-
served that among the top ranks of COMB, the
derogatory compounds are semantically similar
(e.g. dwarf tosser, mischief maker, slimeball)
while the non-derogatory compounds are seman-
tically different from each other (e.g. biker club,
spirit bear). Therefore, we run personalized Page-
Rank (Agirre and Soroa, 2009) to further improve
the ranking by enforcing the compounds on the
high ranks to be distributionally similar. We build
a word-similarity graph where our compounds
are nodes and edges encode cosine-similarities
of their embeddings. PageRank then produces a
ranking of nodes where the highest ranked nodes
are the ones most highly connected. In person-
alized PageRank prior information is added. A
biased graph is constructed in which attention is
drawn towards particular regions of interest. This
is achieved by assigning re-entrance weights to the
individual nodes. As prior information, we set
the nodes representing the compounds returned by
COMB with a uniform re-entrance weight (α)10

while all other nodes receive a weight of 0.
Label Propagation (LP). While previous diag-

nostics were designed to isolate a few derogatory
compounds with a high precision, LP aims for in-
creasing recall. We define some high-precision
seeds for the two categories of our task and
then propagate the labels to the unlabeled com-
pounds by using label propagation (Talukdar et al.,
2008). The algorithm operates on the same word-
similarity graph that we used for PRANK. We de-
fine highly ranked compounds from PRANK as

9We took top 350 from all these rankings which resembles
the number of derogatory compounds on our dataset.

10Following Manning et al. (2008), we set α = 0.1.

derogatory seeds and lowly ranked compounds as
non-derogatory seeds. Unlike the previous diag-
nostics, the output of LP is a binary categorization
rather than a ranking. In order to make this output
comparable to the other diagnostics, we converted
the output of LP to a ranking. This is achieved
by ranking the compounds predicted as derogatory
according to the confidence score provided by the
classifier.

5 Experiments

Table 2 shows the precision at rank n (P@n) of
different rankings as measured on our compound
gold standard. For LP, we consider the top 50
compounds from PRANK as derogatory seeds and
the bottom 500 as non-derogatory seeds.11 As a
baseline we add a randomized ranking (RAND).

PRANK produces a very high precision on the
high ranks, outperforming the individual rank-
ings and COMB. We also tested a modifica-
tion, PRANKNEG, which applies personalized
PageRank on the output of NEG, which is the
strongest individual ranking. Since PRANK out-
performs PRANKNEG, we conclude that the high
precision of PRANK also depends on the com-
bination of the individual rankings. LP manages
to notably raise scores on the lower ranks (e.g.
P@300) which proves the advantage of LP over
PRANK.

Table 3 compares our proposed method (LP)
against supervised classifiers. We evaluate the en-
tire classification output (with F1-measure) rather
than a ranking. The classifiers are trained on our
unigram or compound gold standard (§3). For the
latter case, we conducted 10-fold crossvalidation.
500 of the 3500 compounds were reserved as a de-
velopment set on which we tuned hyperparame-
ters of the supervised classifiers. (The supplemen-
tary notes4 contain more details.) As features we
consider word embeddings and the linguistic fea-
tures from Wiegand et al. (2018a). They are based
on knowledge that is expensive to produce, such
as sentiment views, polar intensity, or information
from Wiktionary.12

Table 3 shows that learning from the compound
gold standard is more effective than learning from
the existing unigram gold standard. Given the

11The ratio of derogatory and non-derogatory compounds
should vaguely reflect the class distribution.

12The method WSUP from Wiegand et al. (2018a) was not
considered because of its poor performance on compounds.
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P@n RAND COMCON PERSON OUT NEG COMB PRANKNEG PRANK LP
P@25 12.0 19.2 50.0 60.0 72.0 80.0 96.0 100.0 100.0
P@50 14.0 20.0 46.0 44.0 62.0 74.0 88.0 94.0 94.0
P@100 10.0 26.0 40.0 38.0 58.0 68.0 68.0 82.0 77.0
P@200 10.0 30.5 31.5 26.5 48.5 54.5 42.0 59.0 68.5
P@300 12.3 27.3 27.7 21.7 39.3 44.0 29.3 44.3 60.3

Table 2: Comparison of different rankings, evaluated by precision at rank n (P@n). (PRANKNEG is the ranking
applied solely on the output of NEG; PRANK is the ranking applied on the output of COMB.)

Training Classifier Features F1
unigram SVM embeddings+linguistic 63.3
compound SVM linguistic 66.1

SVM embeddings (off-the-shelf) 68.5
SVM embeddings 72.4
SVM embeddings+linguistic 74.7

none LP (embeddings) 73.5

Table 3: Comparison of different classifiers.

Classifier SVM (embeddings+linguistic) LSTM
Unit head modifier compound combined characters
F1 57.0 60.2 74.7 69.0 54.5

Table 4: Comparison of compositional approaches.

strong performance of embeddings, we also exam-
ined the performance of (publicly available) off-
the-shelf embeddings13 and found that the high
classification scores can be mainly ascribed to the
large corpus on which we induced our embeddings
(i.e. COW16).

Our unsupervised approach (LP) is almost on
a par with the most complex SVM. This is par-
ticularly appealing since we produced that clas-
sifier without manually labeled training data and
those manually-created resources required for the
linguistic features.

Compound embeddings are the most predictive
information for our task, but even from the large
COW16 corpus, we only obtained embeddings for
60% of our compounds.14 In Table 4, we evalu-
ate compositional information, which can also be
used for compounds that lack an embedding. We
apply an SVM with the best previous feature set

13We took the publicly available embeddings induced
on Twitter-data from: www.spinningbytes.com/
resources/wordembeddings/

14For the remaining compounds, we used dummy vectors.

Classifier SVM (embed.+ling.) LP
Embeddings plain +approx. plain +approx.
F1 74.7 75.7 73.5 74.9∗

Table 5: Compound embedding augmentation (∗: sta-
tistically better than the plain classifier using a paired
t-test at p < 0.05).

(of which embeddings are the main contributor)
on the constituents of the compounds. Moreover,
we train an LSTM on the sequence of characters
of the compound. Table 4 shows that information
drawn from units other than the compound itself
is less effective. The feature combination of head,
modifier and compound is not effective either.

Instead of applying embeddings on constituents
and concatenating them, we also examine a so-
phisticated compositional model (Wmask) based
on a masking process that takes into account the
variation of a constituent depending on whether
it is a head or a modifier (Dima, 2015). Table
5 shows the performance of the two best previ-
ous classifiers where compounds lacking an em-
bedding are represented by an embedding approx-
imated by Wmask (rather than a dummy vector).
The table shows that the two classifiers can be im-
proved by adding the approximated embeddings.

6 Conclusion

We examined the new task of detecting deroga-
tory compounds and proposed an unsupervised ap-
proach incorporating linguistic properties of com-
pounds that mostly depend on a distributional rep-
resentation. Our method outperforms linguistic
features previously shown to be effective for the
detection of derogatory unigrams and it is on a
par with a far more expensive state-of-the-art su-
pervised approach. Features defined on the con-
stituents of a compound and training a classifier
on derogatory unigrams are far less effective.

Acknowledgements

The authors would like to thank Ines Rehbein for
feedback on earlier drafts of this paper. We are
also grateful to Corina Dima for helping us to
run her semantic composition toolkit wordcomp
on our data. The authors were partially supported
by the German Research Foundation (DFG) under
grants RU 1873/2-1 and WI 4204/2-1.

2080



References
Eneko Agirre and Aitor Soroa. 2009. Personaliz-

ing PageRank for Word Sense Disambiguation. In
Proceedings of the Conference on European Chap-
ter of the Association for Computational Linguistics
(EACL), pages 33–41, Athens, Greece.

Corina Dima. 2015. Reverse-engineering Language: A
Study on the Semantic Compositionality of German
Compounds. In Proceedings of the Conference on
Empirical Methods in Natural Language Processing
(EMNLP), pages 1637–1642, Lisbon, Portugal.

Karthik Dinakar, Birago Jones, Catherine Havasi,
Henry Lieberman, and Rosalind Picard. 2012. Com-
mon sense reasoning for detection, prevention, and
mitigation of cyberbullying. ACM Transactions on
Interactive Intelligent Systems, 2(3):18:1–18:30.

Njagi Dennis Gitari, Zhang Zuping, Hanyurwimfura
Damien, and Jun Long. 2015. A Lexicon-based Ap-
proach for Hate Speech Detection. International
Journal of Multimedia and Ubiquitous Engineering,
10(4):2015–230.

Manfred Klenner, Angela Fahrni, and Stefanos Pe-
trakis. 2009. PolArt: A Robust Tool for Sentiment
Analysis. In Proceedings of the Nordic Conference
on Computational Linguistics (NoDaLiDa), pages
235–238, Odense, Denmark.

J. Richard Landis and Gary G. Koch. 1977. The Mea-
surement of Observer Agreement for Categorical
Data. Biometrics, 33(1):159–174.

Christopher D. Manning, Hinrich Schütze, and Prab-
hakar Raghavan. 2008. Introduction to Information
Retrieval. Cambridge University Press.

Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey
Dean. 2013. Efficient Estimation of Word Repre-
sentations in Vector Space. In Proceedings of Work-
shop at the International Conference on Learning
Representations (ICLR), Scottsdale, AZ, USA.

Amir Hossein Razavi, Diana Inkpen, Sasha Uritsky,
and Stan Matwin. 2010. Offensive Language Detec-
tion Using Multi-level Classification. In Proceed-
ings of the Canadian Conference on Artificial Intel-
ligence, pages 16–27, Ottawa, Canada.
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Abstract
Collaborative filtering (CF) is a core tech-
nique for recommender systems. Tradition-
al CF approaches exploit user-item relations
(e.g., clicks, likes, and views) only and hence
they suffer from the data sparsity issue. Item-
s are usually associated with unstructured text
such as article abstracts and product reviews.
We develop a Personalized Neural Embedding
(PNE) framework to exploit both interaction-
s and words seamlessly. We learn such em-
beddings of users, items, and words jointly,
and predict user preferences on items based on
these learned representations. PNE estimates
the probability that a user will like an item by
two terms—behavior factors and semantic fac-
tors. On two real-world datasets, PNE shows
better performance than four state-of-the-art
baselines in terms of three metrics. We also
show that PNE learns meaningful word embed-
dings by visualization.

1 Introduction

Recommender systems are widely used in e-
commerce platforms, such as to help consumers
buy products at Amazon, watch videos on Youtube,
and read articles on Google News. They are useful
to alleviate the information overload and improve
user satisfaction. Given history records of con-
sumers such as the product transactions and movie
watching, collaborative filtering (CF) is among the
most effective approaches based on the simple in-
tuition that if users rated items similarly in the past
then they are likely to rate items similarly in the
future (Sarwar et al., 2001).

History records include both implicit (e.g., pur-
chase and clicks) and explicit (e.g., likes/dislikes
and ratings) feedback which can be represented as
a user-item interaction matrix. Typically, observed
user-item interactions are incomplete with a large
portion remaining not recorded. The goal of recom-
mendation is to predict user preferences on these

missing interactions. This setting requires to com-
plete the partial observed rating matrix. Matrix Fac-
torization (MF) techniques which can learn latent
factors for users and items are the main cornerstone
for CF (Mnih and Salakhutdinov, 2008; Koren,
2008; Koren et al., 2009). It is effective and flexible
to integrate with additional data sources (Hu et al.,
2015). Recently, neural networks like Multilayer
Perceptron (MLP) are used to learn an interaction
function from data with the power of learning high-
ly nonlinear relationships between users and item-
s (Dziugaite and Roy, 2015; Cheng et al., 2016;
He et al., 2017; Hu et al., 2018b). MF and neural
CF exploit user-item behavior interactions only and
hence they both suffer from the data sparsity and
cold-start issues.

Items are usually associated with unstructured
text, like news articles and product reviews. These
additional sources are essential for recommenda-
tion beyond user-item interactions since they con-
tain independent and diverse information. Hence,
they provide an opportunity to alleviate the da-
ta sparsity issue (Ganu et al., 2009; Hu et al.,
2018a). For application domains like recommend-
ing research papers and news articles, the unstruc-
tured text associated with the item is its text con-
tent (Wang and Blei, 2011; Wang et al., 2015;
Bansal et al., 2016). For some domains like recom-
mending products, the unstructured text associated
with the item is its user reviews which justify the
rating behavior (McAuley and Leskovec, 2013; He
and McAuley, 2016). These methods adopt top-
ic modelling techniques and neural networks to
exploit the item content leading to performance
improvement.

A typical way of exploiting text content is to
firstly extract a feature vector for each document
by averaging word embeddings in the document,
and then to learn a text factor corresponding to this
feature vector (Hu and Dai, 2017). These embed-
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dings are pre-trained from a large corpus such as
Wikipedia. This approach separates the extraction
of text feature from the learning of user-item inter-
action. These two processes cannot benefit from
each other and errors in the previous step maybe
propagate to the successive steps. Another way is
to learn a topic vector using topic modelling (Wang
and Blei, 2011; McAuley and Leskovec, 2013; Bao
et al., 2014) by aligning behavior factors and topic
factors with a link function such as softmax and
offset.

Recently, neural networks are used to learn a
representation from the text using autoencoder-
s (Wang et al., 2015; Zhang et al., 2016), recurrent
networks (Bansal et al., 2016), and convolutional
networks (Zheng et al., 2017; Catherine and Cohen,
2017). These methods treat different words in the
document as equal importance and do not match
word semantics with the specific user. Instead, we
achieve to learn a personalized word embedding
with the guidance of user-item interactions. That is,
the importance of words is learned to match user
preferences. The attention mechanism can be used
to learn these importance weights. Memory Net-
works (MemNet) have been used in recommenda-
tion to model item content (Hu et al., 2018c; Huang
et al., 2017), capture user neighborhood (Ebesu
et al., 2018), and learn latent relationships (Tay
et al., 2018). We follow this thread to adapt a Mem-
Net to match word semantics with user preferences.

In this paper, we propose a novel neural frame-
work to exploit relational interactions and text con-
tent seamlessly. The proposed Personalized Neural
Embedding (PNE) model fuses semantic represen-
tations learnt from unstructured text with behavior
representations learnt from user-item interactions
jointly for effective estimation of user preferences
on items. PNE estimates the preference probabil-
ity by two kinds of factors. The behavior factor
is to capture the personalized preference of a us-
er to an item learned from behavior interactions.
The semantic factor is to capture the high-level
representation attentively extracted from the un-
structured text by matching word semantics with
user preferences.

To model the behavior factor, we adopt a neural
CF approach, which learns the user-item nonlin-
ear interaction relationships using a neural network
(CFNet). To model the semantic factor, we adopt
a memory network to match word semantics with
the specific user via the attention mechanism inher-

ent in the memory module (MemNet), determining
which words are highly relevant to the user prefer-
ences. PNE integrates relational interactions with
unstructured text by bridging neural CF and memo-
ry networks. PNE can also learn meaningful word
embeddings.

2 Approach

We present PNE to jointly learn representations of
users, items, and words. PNE seamlessly captures
nonlinear user-item interaction relationships and
matches word semantics with user preferences.

Denote the set of users by U and items by I . We
use a rating matrix Y ∈ R|U|×|I| to describe user-
item interactions where each entry yui ∈ {0, 1}
is 1 (observed entries) if user u has an interaction
with item i and 0 (unobserved entries) otherwise.
Usually the interaction matrix is very sparse since
a user u ∈ U only consumed a very small subset
of all items. For the task of item recommendation,
each user is only interested in identifying topK
items (typically K is small e.g. tens or hundreds).
Items are ranked by their predicted scores:

ŷui = f(u, i|Θ), (1)

where f is an interaction function and Θ denotes
model parameters.

2.1 Architecture
PNE consists of a CF network (CFNet) to learn
a nonlinear interaction function and of a memory
network (MemNet) to match word semantics with
user preferences. The information flow in PNE
goes from the input (u, i) to the output ŷui through
the following five modules.

1. Input: (u, i)→ (~eu, ~ei) This module encodes
user-item interaction indices. We adopt the one-hot
encoding. It takes user u and item i, and maps them
into one-hot encodings ~eu ∈ {0, 1}|U| and ~ei ∈
{0, 1}|I| where only the element corresponding to
that user/item index is 1 and all others are 0.

2. Embedding: (~eu, ~ei) → xui This module
firstly embeds one-hot encodings into continuous
representations xu = P T~eu and xi = QT~ei by
embedding matrices P ∈ R|U|×d and Q ∈ R|I|×d
respectively, where d is the latent dimension. It
then concatenates them as xui = [xu,xi] to be the
input of following CFNet and MemNet modules.

3. CFNet: xui → zbehavior
ui This module is a CF

approach to exploit user-item interactions. It takes
continuous representations from the embedding
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Dataset #user #item #rating #word #density avg. words
Amazon 8,514 28,262 56,050 1,845,387 0.023% 65.3
Cheetah 15,890 84,802 477,685 612,839 0.035% 7.2

Table 1: Datasets and statistics.

module and then transforms to a final behavior
factor representation:

zbehavior
ui = ReLU(Wxui + b), (2)

where ReLU(x) = max(0, x) is an activation func-
tion, and W and b are connection weights and
biases.

4. MemNet: xui → zsemantic
ui This module is to

model the item content with the guidance of user-
item interaction. The item content is modelled by
memories. It takes representations from both the
embedding module and the review text dui associ-
ated with the corresponding user-item (u, i) into a
final semantic factor representation:

zsemantic
ui =

∑
j:wj∈dui

Softmax(au,ij )cj , (3)

where the external memory slot cj is an embed-
ding vector for word wj by mapping it with an
external memory matrix C. The attentive weight
au,ij encodes the relevance of user u to word wj by
content-based addressing:

au,ij = xTuim
u,i
j , (4)

where memory mu,i
j is concatenated from internal

memory slots {mu
j ,m

i
j} which are mapped from

word wj by internal memory matrices Au for user
attention and Ai for item attention.

5. Output: zui → ŷui This module predicts the
recommendation score ŷui for a given user-item
pair based on the representation of both behavior
factor and semantic factor from CFNet and Mem-
Net respectively: zui = [zbehavior

ui , zsemantic
ui ]. The

output is the probability that the input pair is a posi-
tive interaction. This is achieved by a logistic layer:

ŷui =
1

1 + exp(−hTzui)
, (5)

where h is model parameter.

2.2 Learning
We adopt the binary cross-entropy loss:

L(Θ) = −
∑

(u,i)∈S
yui log ŷui+(1−yui) log(1−ŷui),

(6)

Baselines Shallow method Deep method
CF BPR MLP

CF w/ text HFT, TBPR LCMR, PNE (ours)

Table 2: Categorization of recommender approaches.

where S = Y + ∪ Y − is the union of observed
interactions and randomly sampled negative exam-
ples. Model parameters Θ = {P ,Q,W , b,A,h}
where we use a single word embedding matrix A
by sharing all memory matrices Au,Ai, and C in
order to reduce model complexity. The objective
function can be optimized by stochastic gradient
descent.

3 Experiment

In this section, we evaluate PNE on two datasets
with five baselines in terms of three metrics.

3.1 Datasets

We evaluate on two real-world datasets. The public
Amazon products (McAuley and Leskovec, 2013)
and a company Cheetah Mobile news (Hu et al.,
2018c; Liu et al., 2018) (see Table 1). We prepro-
cess the data following the strategy in (Wang and
Blei, 2011). The size of word vocabulary is 8,000.

3.2 Evaluation protocol

We adopt leave-one-out evaluation (Hu et al.,
2018b) and use three ranking metrics: hit ratio
(HR), normalized discounted cumulative gain (ND-
CG), and mean reciprocal rank (MRR).

We compare with five baselines (see Table 2).

• BPR (Rendle et al., 2009) is a latent factor
model based on matrix factorization.

• HFT (McAuley and Leskovec, 2013) adopts
topic distributions to learn latent factors from
text reviews.

• TBPR (Hu and Dai, 2017) extends BPR by
integrating text content via word embedding
features. Word embeddings used in TBPR
are pre-trained by GloVe (Pennington et al.,
2014).
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TopK Metric
Method

BPR HFT TBPR MLP LCMR PNE

5
HR 8.10 10.77 15.17 21.00* 20.24 23.52

NDCG 5.83 8.15 12.08 14.86* 14.51 16.46
MRR 5.09 7.29 11.04 12.83* 12.63 14.13

10
HR 12.04 13.60 17.77 28.36* 28.36* 31.86

NDCG 7.10 9.07 12.91 16.97* 16.78 19.15
MRR 5.61 7.67 11.38 13.71* 13.56 15.24

20
HR 18.21 27.82 22.68 38.20 39.51* 42.21

NDCG 8.64 12.52 14.14 18.99 19.18* 21.75
MRR 6.02 8.54 11.71 14.26* 14.20 15.95

Table 3: Results (×100) on Amazon dataset. Best base-
line marked with asterisk and best result in boldfaced.

TopK Metric
Method

BPR HFT TBPR MLP LCMR PNE

5
HR 43.80 49.66 49.48 53.80 54.76* 56.48

NDCG 39.71 36.17 42.98* 41.21 41.89 43.45
MRR 36.06 31.75 38.26* 37.02 37.62 39.11

10
HR 49.41 55.80 54.66 61.76 63.11* 64.24

NDCG 41.82 40.93 44.99* 43.81 44.60 45.98
MRR 36.94 33.65 39.13* 38.10 38.74 40.16

20
HR 53.98 65.47 61.23 67.93 69.27* 69.52

NDCG 43.16 43.79 46.82* 45.29 46.19 47.32
MRR 37.30 34.45 39.58* 38.51 39.18 40.53

Table 4: Results (×100) on Cheetah dataset. Best base-
line marked with asterisk and best result in boldfaced.

• MLP (He et al., 2017) is a neural CF approach.
Note that, CFNet of PNE is an MLP with only
one hidden layer.

• LCMR (Hu et al., 2018c) is a deep model for
CF with unstructured text. Note that, MemNet
of PNE is the same with the local MemNet of
LCMR with only one-hop hidden layer.

Our method is implemented by Tensor-
Flow (Abadi et al., 2016). Parameters are randomly
initialized from Gaussian with optimizer Adam (K-
ingma and Ba, 2015). Learning rate is 0.001, batch
size is 128, the ratio of negative sampling is 1.

3.3 Results

Results on two datasets are shown in Table 3 and
Table 4, respectively. We have some observations.
First, PNE outperforms the neural CF method MLP
on two datasets in terms of three ranking metric-
s. On Amazon dataset, PNE obtains a large im-
provement in performance gain with relative 12.3%
HR@10, 7.7% NDCG@10, and 6.2% MRR@5.
On Cheetah Mobile dataset, PNE obtains a large im-
provement in performance gain with relative 5.0%
HR@5, and 4.2% NDCG@5, and 3.9% MRR@5.
Since the CFNet component of PNE is a neural CF
method (with only one hidden layer), results show

Figure 1: Dimension of embedding.

Figure 2: Loss and performance@10.

the benefit of exploiting unstructured text to alle-
viate the data sparsity issue faced by CF methods
(BPR and MLP).

Second, PNE outperforms the traditional hybrid
methods HFT and TBPR on two datasets in terms
of three ranking metrics. On Amazon dataset, PNE
obtains a significantly large improvement in per-
formance gain with relative 55.0% HR@5, 28.9%
NDCG@5, and 20.4% MRR@5. On Cheetah Mo-
bile dataset, PNE still obtains reasonably large
improvements with relative 17.5% HR@10, 1.8%
NDCG@10, and 1.9% MRR@10. Compared with
traditional hybrid methods which integrate the text
content using topic modelling or word embeddings,
results show the benefit of integrating text informa-
tion through memory networks (and exploiting the
interaction data through neural CF).

Last, PNE outperforms neural hybrid method
LCMR by a large margin on Amazon dataset with
relative improvements of 16.2% HR@5, 9.6% ND-
CG, and 7.4% MRR@5. PNE obtains reasonable
improvements on Cheetah Mobile dataset with rel-
ative improvements of 3.1% HR@5, 2.8% NDCG,
and 2.7% MRR. The design of CFNet of PNE is
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Figure 3: Visualization of word embeddings.

more reasonable than that of centralized memory
module of LCMR which is equivalent to use a soft-
max activation between two hidden layers. The
results show the effectiveness of fusing strategy in
PNE to exploit unstructured text via MemNet and
the interaction data via CFNet.

3.4 Analysis

We first evaluate the effects of the dimensionality of
the embedding space. The x-axis in Figure 1 is the
dimension of user/item and hence the dimension-
ality of input to CFNet is double since we adopt
concatenation. It clearly indicates that the embed-
ding should not be too small due to the possibility
of information loss and the limits of expressive-
ness. The dimension 75 (and hence d = 150) is
a good tradeoff between recommendation perfor-
mance and computation burden.

We next show optimization curves of perfor-
mance and loss (averaged over all examples) a-
gainst iterations on Cheetah Mobile dataset in Fig-
ure 2. The model learns quickly in the first 20
iterations and improves slowly until 50, while train-
ing losses continue to go down and valid losses
stabilize. The average time per epoch of PNE takes
68.1s and as a reference it is 34.5s for MLP using
one NVIDIA TITAN Xp GPU.

3.5 Visualization

We visualize the learned word embeddings A. We
show that we can learn meaningful semantics for
word embeddings such that words are to cluster
when they have relevant semantics. We give an
example to show the neighbors of the word “drug”

in the 3D space by projecting the high-dimensional
word vectors using TensorFlow 1 as shown in Fig-
ure 3. The top nearest neighbors of drug are: shot,
shoots, gang, murder, killing, rape, stabbed, truck,
school, police, teenage. We can see they are highly
semantic relevant. We may also infer that school
teenagers have close relationships to the drug issue
from the Cheetah News corpus. This should raise a
concern for society and it shows the society impact
of natural language processing (Hovy and Spruit,
2016). Try our trained word embeddings 2.

4 Conclusion

We showed that relational interactions can be ef-
fectively integrated with unstructured text under a
neural embedding model. Our method attentively
focuses relevant words to match user preferences
with user and item attentions (semantic factor) and
captures nonlinear relationships between users and
items (behavior factor). Experiments show better
performance than five baselines on two real-world
datasets in terms of three ranking metrics. We learn
meaningful word embeddings and rethink the soci-
ety impact of language processing technology.
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Abstract
A growing number of state-of-the-art trans-
fer learning methods employ language mod-
els pretrained on large generic corpora. In this
paper we present a conceptually simple and
effective transfer learning approach that ad-
dresses the problem of catastrophic forgetting.
Specifically, we combine the task-specific op-
timization function with an auxiliary language
model objective, which is adjusted during the
training process. This preserves language reg-
ularities captured by language models, while
enabling sufficient adaptation for solving the
target task. Our method does not require pre-
training or finetuning separate components of
the network and we train our models end-to-
end in a single step. We present results on a va-
riety of challenging affective and text classifi-
cation tasks, surpassing well established trans-
fer learning methods with greater level of com-
plexity.

1 Introduction

Pretrained word representations captured by Lan-
guage Models (LMs) have recently become pop-
ular in Natural Language Processing (NLP). Pre-
trained LMs encode contextual information and
high-level features of language, modeling syntax
and semantics, producing state-of-the-art results
across a wide range of tasks, such as named entity
recognition (Peters et al., 2017), machine transla-
tion (Ramachandran et al., 2017) and text classifi-
cation (Howard and Ruder, 2018).

However, in cases where contextual embed-
dings from language models are used as additional
features (e.g. ELMo (Peters et al., 2018)), results
come at a high computational cost and require
task-specific architectures. At the same time, ap-
proaches that rely on fine-tuning a LM to the task
at hand (e.g. ULMFiT (Howard and Ruder, 2018))
depend on pretraining the model on an exten-
sive vocabulary and on employing a sophisticated

slanted triangular learning rate scheme to adapt the
parameters of the LM to the target dataset.

We propose a simple and effective transfer
learning approach, that leverages LM contextual
representations and does not require any elaborate
scheduling schemes during training. We initially
train a LM on a Twitter corpus and then transfer
its weights. We add a task-specific recurrent layer
and a classification layer. The transferred model
is trained end-to-end using an auxiliary LM loss,
which allows us to explicitly control the weighting
of the pretrained part of the model and ensure that
the distilled knowledge it encodes is preserved.

Our contributions are summarized as follows:
1) We show that transfer learning from language
models can achieve competitive results, while also
being intuitively simple and computationally ef-
fective. 2) We address the problem of catastrophic
forgetting, by adding an auxiliary LM objective
and using an unfreezing method. 3) Our results
show that our approach is competitive with more
sophisticated transfer learning methods. We make
our code widely available. 1

2 Related Work

Unsupervised pretraining has played a key role in
deep neural networks, building on the premise that
representations learned for one task can be use-
ful for another task. In NLP, pretrained word vec-
tors (Mikolov et al., 2013; Pennington et al., 2014)
are widely used, improving performance in vari-
ous downstream tasks, such as part-of-speech tag-
ging (Collobert et al., 2011) and question answer-
ing (Xiong et al., 2016). These pretrained word
vectors serve as initialization of the embedding
layer and remain frozen during training, while our
pretrained language model also initializes the hid-
den layers of the model and is fine-tuned to each

1/github.com/alexandra-chron/siatl
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classification task.

Aiming to learn from unlabeled data, Dai and
Le (2015) use unsupervised objectives such as se-
quence autoencoding and language modeling for
as pretraining methods. The pretrained model is
then fine-tuned to the target task. However, the
fine-tuning procedure of the language model to the
target task does not include an auxiliary objective.
Ramachandran et al. (2017) also pretrain encoder-
decoder pairs using language models and fine-tune
them to a specific task, using an auxiliary lan-
guage modeling objective to prevent catastrophic
forgetting. This approach, nevertheless, is only
evaluated on machine translation tasks; moreover,
the seq2seq (Sutskever et al., 2014) and language
modeling losses are weighted equally throughout
training. By contrast, we propose a weighted sum
of losses, where the language modeling contribu-
tion gradually decreases. ELMo embeddings (Pe-
ters et al., 2018) are obtained from language mod-
els and improve the results in a variety of tasks
as additional contextual representations. However,
ELMo embeddings rely on character-level models,
whereas our approach uses a word-level LM. They
are, furthermore, concatenated to pretrained word
vectors and remain fixed during training. We in-
stead propose a fine-tuning procedure, aiming to
adjust a generic architecture to different end tasks.

Moreover, BERT (Devlin et al., 2018) pretrains
language models and fine-tunes them on the tar-
get task. An auxiliary task (next sentence predic-
tion) is used to enhance the representations of the
LM. BERT fine-tunes masked bi-directional LMs.
Nevertheless, we are limited to a uni-directional
model. Training BERT requires vast computa-
tional resources, while our model only requires 1
GPU. We note that our approach is not orthogo-
nal to BERT and could be used to improve it, by
adding an auxiliary LM objective and weighing its
contribution.

Towards the same direction, ULMFiT (Howard
and Ruder, 2018) shows impressive results on a
variety of tasks by employing pretrained LMs.
The proposed pipeline requires three distinct steps,
that include (1) pretraining the LM, (2) fine-tuning
it on a target dataset with an elaborate schedul-
ing procedure and (3) transferring it to a classifica-
tion model. Our proposed model is closely related
to ULMFiT. However, ULMFiT trains a LM and
fine-tunes it to the target dataset, before transfer-
ring it to a classification model. While fine-tuning

the LM to the target dataset, the metric (e.g. ac-
curacy) that we intend to optimize cannot be ob-
served. We propose adopting a multi-task learning
perspective, via the addition of an auxiliary LM
loss to the transferred model, to control the loss
of the pretrained and the new task simultaneously.
The intuition is that we should avoid catastrophic
forgetting, but at the same time allow the LM to
distill the knowledge of the prior data distribution
and keep the most useful features.

Multi-Task Learning (MTL) via hard parame-
ter sharing (Caruana, 1993) in neural networks
has proven to be effective in many NLP prob-
lems (Collobert and Weston, 2008). More re-
cently, alternative approaches have been suggested
that only share parameters across lower layers (So-
gaard and Goldberg, 2016). By introducing part-
of-speech tags at the lower levels of the network,
the proposed model achieves competitive results
on chunking and CCG super tagging. Our auxil-
iary language model objective follows this line of
thought and intends to boost the performance of
the higher classification layer.

3 Our Model

We introduce SiATL, which stands for Single-step
Auxiliary loss Transfer Learning. In our proposed
approach, we first train a LM. We then transfer its
weights and add a task-specific recurrent layer to
the final classifier. We also employ an auxiliary
LM loss to avoid catastrophic forgetting.

LM Pretraining. We train a word-level language
model, which consists of an embedding LSTM
layer (Hochreiter and Schmidhuber, 1997), 2 hid-
den LSTM layers and a linear layer. We want to
minimize the negative log-likelihood of the LM:

L(p̂) = − 1

N

N∑

n=1

Tn∑

t=1

logp̂(xnt |xn1 , ..., xnt−1) (1)

where p̂(xnt |xn1 , ..., xnt−1) is the distribution of the
tth word in the nth sentence given the t− 1 words
preceding it and N is total number of sentences.

Transfer & auxiliary loss. We transfer the
weights of the pretrained model and add one
LSTM with a self-attention mechanism (Lin et al.,
2017; Bahdanau et al., 2015).

In order to adapt the contribution of the pretrained
model to the task at hand, we introduce an auxil-
iary LM loss during training. The joint loss is the
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Figure 1: High-level overview of our proposed TL ar-
chitecture. We transfer the pretrained LM add an extra
recurrent layer and an auxiliary LM loss.

weighted sum of the task-specific loss Ltask and
the auxiliary LM loss LLM , where γ is a weight-
ing parameter to enable adaptation to the target
task but at the same time keep the useful knowl-
edge from the source task. Specifically:

L = Ltask + γLLM (2)

Exponential decay of γ. An advantage of the pro-
posed TL method is that the contribution of the
LM can be explicitly controlled in each training
epoch. In the first few epochs, the LM should con-
tribute more to the joint loss of SiATL so that the
task-specific layers adapt to the new data distribu-
tion. After the knowledge of the pretrained LM
is transferred to the new domain, the task-specific
component of the loss function is more important
and γ should become smaller. This is also crucial
due to the fact that the new, task-specific LSTM
layer is randomly initialized. Therefore, by back-
propagating the gradients of this layer to the pre-
trained LM in the first few epochs, we would add
noise to the pretrained representation. To avoid
this issue, we choose to initially pay attention to
the LM objective and gradually focus on the clas-
sification task. In this paper, we use an exponential
decay for γ over the training epochs.

Sequential Unfreezing. Instead of fine-tuning all
the layers simultaneously, we propose unfreezing

them sequentially, according to Howard and Ruder
(2018); Chronopoulou et al. (2018). We first fine-
tune only the extra, randomly initialized LSTM
and the output layer for n − 1 epochs. At the nth

epoch, we unfreeze the pretrained hidden layers.
We let the model fine-tune, until epoch k − 1. Fi-
nally, at epoch k, we also unfreeze the embedding
layer and let the network train until convergence.
The values of n and k are obtained through grid
search. We find the sequential unfreezing scheme
important, as it minimizes the risk of overfitting to
small datasets.

Optimizers. While pretraining the LM, we use
Stochastic Gradient Descent (SGD). When we
transfer the LM and fine-tune on each classifica-
tion task, we use 2 different optimizers: SGD for
the pretrained LM (embedding and hidden layer)
with a small learning rate, in order to preserve its
contextual information. As for the new, randomly
initialized LSTM and classification layers, we em-
ploy Adam (Kingma and Ba, 2015), in order to al-
low them to train fast and adapt to the target task.

Dataset Domain # classes # examples
Irony18 Tweets 4 4618
Sent17 Tweets 3 61854
SCv2 Debate Forums 2 3260
SCv1 Debate Forums 2 1995
PsychExp Experiences 7 7480

Table 1: Datasets used for the downstream tasks.

4 Experiments and Results

4.1 Datasets
To pretrain the language model, we collect a
dataset of 20 million English Twitter messages,
including approximately 2M unique tokens. We
use the 70K most frequent tokens as vocabu-
lary. We evaluate our model on five datasets:
Sent17 for sentiment analysis (Rosenthal et al.,
2017), PsychExp for emotion recognition (Wall-
bott and Scherer, 1986), Irony18 for irony detec-
tion (Van Hee et al., 2018), SCv1 and SCv2 for
sarcasm detection (Oraby et al., 2016; Lukin and
Walker, 2013). More details about the datasets can
be found in Table 1.

4.2 Experimental Setup
To preprocess the tweets, we use Ekphra-

sis (Baziotis et al., 2017). For the generic datasets,
we use NLTK (Loper and Bird, 2002). For the
NBoW baseline, we use word2vec (Mikolov et al.,
2013) 300-dimensional embeddings as features.
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Irony18 Sent17 SCv2 SCv1 PsychExp
BoW 43.7 61.0 65.1 60.9 25.8
NBoW 45.2 63.0 61.1 51.9 20.3
P-LM 42.7 ± 0.6 61.2 ± 0.7 69.4 ± 0.4 48.5 ± 1.5 38.3 ± 0.3
P-LM + su 41.8 ± 1.2 62.1 ± 0.8 69.9 ± 1.0 48.4 ± 1.7 38.7 ± 1.0
P-LM + aux 45.5 ± 0.9 65.1 ± 0.6 72.6 ± 0.7 55.8 ± 1.0 40.9 ± 0.5
SiATL (P-LM + aux + su) 47.0 ± 1.1 66.5 ± 0.2 75.0 ± 0.7 56.8 ± 2.0 45.8 ± 1.6

ULMFiT (Wiki-103) 23.6± 1.6 60.5± 0.5 68.7 ± 0.6 56.6 ± 0.5 21.8 ± 0.3
ULMFiT (Twitter) 41.6 ± 0.7 65.6 ± 0.4 67.2 ± 0.9 44.0 ± 0.7 40.2 ± 1.1

State of the art 53.6 68.5 76.0 69.0 57.0
(Baziotis et al., 2018) (Cliche, 2017) (Ilic et al., 2018) (Felbo et al., 2017)

Table 2: Ablation study on various downstream datasets. Average over five runs with standard deviation. BoW
stands for Bag of Words, NBoW for Neural Bag of Words. P-LM stands for a classifier initialized with our
pretrained LM, su for sequential unfreezing and aux for the auxiliary LM loss. In all cases, F1 is employed.

For the neural models, we use an LM with an em-
bedding size of 400, 2 hidden layers, 1000 neurons
per layer, embedding dropout 0.1, hidden dropout
0.3 and batch size 32. We add Gaussian noise of
size 0.01 to the embedding layer. A clip norm of
5 is applied, as an extra safety measure against ex-
ploding gradients. For each text classification neu-
ral network, we add on top of the transferred LM
an LSTM layer of size 100 with self-attention and
a softmax classification layer. In the pretraining
step, SGD with a learning rate of 0.0001 is em-
ployed. In the transferred model, SGD with the
same learning rate is used for the pretrained layers.
However, we use Adam (Kingma and Ba, 2015)
with a learning rate of 0.0005 for the newly added
LSTM and classification layers. For developing
our models, we use PyTorch (Paszke et al., 2017)
and Scikit-learn (Pedregosa et al., 2011).

5 Results & Discussion

Baselines and Comparison. Table 2 summarizes
our results. The top two rows detail the baseline
performance of the BoW and NBoW models. We
observe that when enough data is available (e.g.
Sent17), baselines provide decent results. Next,
the results for the generic classifier initialized from
a pretrained LM (P-LM) are shown with and with-
out sequential unfreezing, followed by the results
of the proposed model SiATL. SiATL is also di-
rectly compared with its close relative ULMFiT
(trained on Wiki-103 or Twitter) and the state-of-
the-art for each task; ULMFiT also fine-tunes a
LM for classification tasks. The proposed SiATL
method consistently outperforms the baselines, the
P-LM method and ULMFiT in all datasets. Even
though we do not perform any elaborate learn-
ing rate scheduling and we limit ourselves to pre-

training in Twitter, we obtain higher results in two
Twitter datasets and three generic.
Auxiliary LM objective. The effect of the auxil-
iary objective is highlighted in very small datasets,
such as SCv1, where it results in an impressive
boost in performance (7%). We hypothesize that
when the classifier is simply initialized with the
pretrained LM, it overfits quickly, as the target vo-
cabulary is very limited. The auxiliary LM loss,
however, permits refined adjustments to the model
and fine-grained adaptation to the target task.
Exponential decay of γ. For the optimal γ in-
terval, we empirically find that exponentially de-
caying γ from 0.2 to 0.1 over the number of train-
ing epochs provides best results for our classifica-
tion tasks. A heatmap of γ is depicted in Figure 3.
We observe that small values of γ should be em-
ployed, in order to scale the LM loss in the same
order of magnitude as the classification loss over
the training period. Nevertheless, the use of ex-
ponential decay instead of linear decay does not
provide a significant improvement, as our model
is not sensitive to the way of decaying hyperpa-
rameter γ.
Sequential Unfreezing. Results show that se-
quential unfreezing is crucial to the proposed
method, as it allows the pretrained LM to adapt
to the target word distribution. The performance
improvement is more pronounced when there is
a mismatch between the LM and task domains,
i.e., the non-Twitter domain tasks. Specifically
for the PsychExp and SCv2 datasets, sequentially
unfreezing yields significant improvement in F1

building upon our intuition.
Number of training examples. Transfer learning
is particularly useful when limited training data
are available. We notice that for our largest dataset
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Figure 2: Results of SiATL, our proposed approach
(continuous lines) and ULMFiT (dashed lines) for dif-
ferent datasets (indicated by different markers) as a
function of the number of training examples.

Sent17, SiATL outperforms ULMFiT only by a
small margin when trained on all the training ex-
amples available (see Table 2), while for the small
SCv2 dataset, SiATL outperforms ULMFiT by a
large margin and ranks very close to the state-of-
the-art model (Ilic et al., 2018). Moreover, the
performance of SiATL vs ULMFiT as a function
of the training dataset size is shown in Figure 2.
Note that the proposed model achieves competi-
tive results on less than 1000 training examples for
the Irony18, SCv2, SCv1 and PsychExp datasets,
demonstrating the robustness of SiATL even when
trained on a handful of training examples.
Catastrophic forgetting. We observe that SiATL
indeed provides a way of mitigating catastrophic
forgetting. Empirical results that are shown in Ta-
ble 2 indicate that by only adding the auxiliary lan-
guage modeling objective, we obtain better results
on all downstream tasks. Specifically, a compari-
son of the P-LM + aux model and the P-LM model
shows that the performance of SiATL on classifi-
cation tasks is improved by the auxiliary objective.
We hypothesize that the language model objective
acts as a regularizer that prevents the loss of the
most generalizable features.

6 Conclusions and Future Work

We introduce SiATL, a simple and efficient trans-
fer learning method for text classification tasks.
Our approach is based on pretraining a LM and

Figure 3: Heatmap of the effect of γ to F1-score, eval-
uated on SCv2. The horizontal axis depicts the initial
value of γ and the vertical axis the final value of γ.

transferring its weights to a classifier with a task-
specific layer. The model is trained using a task-
specific functional with an auxiliary LM loss.
SiATL avoids catastrophic forgetting of the lan-
guage distribution learned by the pretrained LM.
Experiments on various text classification tasks
yield competitive results, demonstrating the effi-
cacy of our approach. Furthermore, our method
outperforms more sophisticated transfer learning
approaches, such as ULMFiT in all tasks.

In future work, we plan to move from Twitter to
more generic domains and evaluate our approach
to more tasks. Additionally, we aim at exploring
ways for scaling our approach to larger vocabu-
lary sizes (Kumar and Tsvetkov, 2019) and for
better handling of out-of-vocabulary words (OOV)
(Mielke and Eisner, 2018; Sennrich et al., 2015) in
order to be applicable to diverse datasets.

Finally, we want to explore approaches for im-
proving the adaptive layer unfreezing process and
the contribution of the language model objective
(value of γ) to the target task.
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Abstract

Tweets are short messages that often include
specialized language such as hashtags and
emojis. In this paper, we present a simple
strategy to process emojis: replace them
with their natural language description and
use pretrained word embeddings as normally
done with standard words. We show that this
strategy is more effective than using pretrained
emoji embeddings for tweet classification.
Specifically, we obtain new state-of-the-art
results in irony detection and sentiment
analysis despite our neural network is simpler
than previous proposals.

1 Introduction

Tweets are short messages shared on Twitter,
one of the most popular social networking ser-
vices with 326 million monthly active users word
wide (Twitter, 2018). Tweets often use special-
ized language such as abbreviations (e.g., TBH:
To be honest), hashtags (e.g., #NBAFinals), emoti-
cons and emojis. The Oxford Dictionary defines
an emoticon as “a facial expression such as a smile
or frown, formed by various combinations of key-
board characters” (e.g., “:)”, “:-(”), and an emoji
as “a small digital image or icon used to express
an idea or emotion” (e.g., , , ). While the
number of emoticons is relatively small, the Uni-
code Standard includes over 2,800 emojis.

Emojis are interesting because they succinctly
encode meaning that otherwise would require
more than one word to convey (e.g., grinning face,
clapping hands and face with medical mask for the
emojis above). Additionally, emojis have become
popular in social media. 5 billion emojis are sent
daily on Facebook (Burge, 2018). While only 6%
of the top-100 Facebook headlines used emojis in
2015, 52% did so in 2017 (Boland, 2017). Over

Irony?
I just love being ignored |#not Yes
Love it when my mans on a clean-
ing spree.. Saves me doing it

No

Sentiment
@Paul OConnor187 hi we going
to see ted 2 at the Odeon cinemas
at Glasgow on Wednesday

Positive

Serato DJ isn’t compatible with
Windows 10 yet ...got to spin
on my old laptop Saturday.

Negative

Table 1: Sample tweets with their irony and sentiment
judgements. Note that the emojis help to determine
irony usage and the author’s sentiment.

14% of tweets and 50% of Instagram posts con-
tain at least one emoji (Cruse, 2015; Moon, 2015).

Irony detection and sentiment analysis in tweets
are two popular tasks. Sentiment analysis has re-
ceived substantially more attention than irony de-
tection. Irony, however, is a major error source
in sentiment analysis (0.71 F1 overall but 0.29 F1
with ironic tweets (Hee et al., 2018)), and natural
language understanding in general does not gener-
alize well with ironic texts (Liu et al., 2012; May-
nard and Greenwood, 2014).

In this paper, we tackle both irony and sentiment
analysis in tweets—two classification tasks. In
particular, we focus on modeling emojis. Consider
the examples in Table 1. Understanding the emo-
jis is critical to making irony and sentiment judge-
ments. In the first example, the contrast between
the emojis helps determining that irony is present
(the hashtag #not also helps). In the second tweet,
the OK hand sign and face blowing a kiss emojis
help reinforcing that the author is praising some-
body and not being ironic. Similarly, the smiling
and sad emojis in the last two examples are a clear
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sign of the author’s sentiment towards the movie
Ted 2 and the incompatibility issue.

The main contributions of this paper are
twofold. First, we present a simple strategy to
model emojis: replace them with their textual de-
scription. Second, we show that this strategy out-
performs previous methods and yields a new state-
of-the-art in two tweet classification tasks: irony
detection and sentiment analysis.

2 Related Work

Irony is closely related to sarcasm. The Oxford
Dictionary defines irony as “The expression of
one’s meaning by using language that normally
signifies the opposite, typically for humorous or
emphatic effect”, and sarcasm as “The use of irony
to mock or convey contempt.” Given these defi-
nitions, it is not surprising that many researchers
do not distinguish between them (Maynard and
Greenwood, 2014). The top-3 systems to detect
irony are built with neural networks and pretrained
word embeddings. Baziotis et al. (2018) build
an ensemble of two stacks of BiLSTMs (word
and character level) with attention. Wu et al.
(2018) propose a BiLSTM and a multitask learn-
ing framework (hashtag, irony presence and irony
type prediction), and complement the input text
with sentiment features extracted from lexicons.
Vu et al. (2018) propose a multilayer perceptron
taking as input an embedding for the input text
(average of word embeddings) as well as manu-
ally crafted lexical, syntactic, semantic and polar-
ity features. Our strategy to incorporate emojis
outperforms all of them (Table 3).

Sentiment analysis in tweets has been studied
for years (Nakov et al., 2013). At its core, it
is the task of classifying a tweet into expressing
positive, neutral or negative sentiment (Rosenthal
et al., 2017). Initial systems were primarily based
on sentiment lexicons and manually extracted fea-
tures, but the state of the art uses neural networks
and word embeddings. Baziotis et al. (2017) pro-
pose a stack of two BiLSTMs at the word level and
do not use any lexicons. Cliche (2017) presents a
CNN and BiLSTM ensemble and experiment with
three pretrained embeddings. Rouvier (2017) also
presents a CNN and BiLSTM ensemble but incor-
porates manually defined features (e.g., word pres-
ence in emotion lexicons, all-caps). The strategy
presented here to incorporate emojis outperforms
all these systems (Table 4).

Within natural language processing and social
media, emojis have received considerable atten-
tion. Barbieri et al. (2016) train emoji embed-
dings with word2vec and discover that the closest
words are sound (e.g., : coffee, roasters, caf-
feine, latte). Eisner et al. (2016) propose a comple-
mentary approach to train emoji embeddings (Sec-
tion 3). Emojis have also been used as labels for
distant supervision to improve tweet classification
(Felbo et al., 2017). The strategy presented here
to incorporate emojis is simpler and more effec-
tive than previous ones, does not require additional
pretraining or domain specific corpora, and can be
used with any neural architecture that takes text as
input without any modifications. Simply put, we
replace emojis with their textual descriptions and
leverage existing pretrained word embeddings.

3 Strategies to Incorporate Emojis

Neural networks that take as input text usually
transform the input tokens into pretrained embed-
dings. When the input text are tweets, it is com-
mon to use embeddings pretrained with large col-
lections of tweets as opposed to general purpose
text (Li et al., 2017; Pennington et al., 2014).
Emojis as Regular Tokens. The simplest option
to incorporate emojis into a neural network is to
consider them as any other token in the input text
(Barbieri et al., 2016). This strategy relies on hav-
ing seen enough instances of each emoji in the
texts with which embeddings were pretrained—
otherwise the embeddings will not capture the se-
mantics of emoji tokens properly.
Emoji Embeddings. Another strategy is to use
separate embeddings for emojis. Eisner et al.
(2016) pretrain emoji embeddings using positive
and negative (randomly sampled) emoji descrip-
tions. Descriptions are transformed into a vec-
tor by adding the corresponding word2vec embed-
dings (Mikolov et al., 2013). Emoji embeddings
are tuned quickly because only a positive and a
negative description per emoji are considered.

We refer to this strategy as EMJ-EMBED.
Our Strategy: Emoji Descriptions. Our strat-
egy is simple: replace emojis with their textual
descriptions. Effectively, this eliminates all emo-
jis in the input and incorporates a rather detailed
description—several tokens—of the emojis (see
examples in Table 2). Our rationale is as follows.
First, lists of emojis and their textual descriptions
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Emoji Description
Face with tears of joy
Face blowing a kiss
Grinning face with smiling eyes
Relieved face
Squinting face with tongue
Sad but relieved face
Angry face
Loudly crying face
Downcast face with sweat
Anxious face with sweat

Table 2: Emojis and their textual description.

are readily available.1 Second, while emojis are
common (Section 1), words are more common.
Thus, it is reasonable to expect word embeddings
to capture the meaning of words better than emoji
embeddings capture the meaning of emojis. Con-
sider the last two examples in Table 2, and .
These emojis are relatively uncommon, and pre-
trained emoji embeddings do not leverage the fact
that both of them are faces with sweat. Using the
textual descriptions bypasses both issues.

Finally, this strategy is straightforward, fast to
implement and run, and can be used regardless of
the neural network architecture. Indeed, it could
be considered a preprocessing step.

We refer to this strategy as EMJ-DESC.

4 Experiments and Results

We experiment with two tweet classification tasks:
irony detection and sentiment analysis. We use
standard corpora and compare with previous work
using the same set up (i.e., we train and test with
exactly the same instances they did).

4.1 Experimental Setup

Corpora. For irony detection, we use the cor-
pus released by Hee et al. (2018). It includes two
tasks: binary (Task A: yes or no) and 4-way mul-
ticlass irony detection (Task B: verbal irony real-
ized through polarity contrast, other verbal irony,
situational irony or non-irony). The corpus con-
sists of 3,000 tweets (yes: 2396, no: 604; verbal
irony with polarity contrast: 1,728, other verbal
irony: 267, situational irony: 401, non-irony: 604).
Here are some examples: I love waking up with

1https://pypi.org/project/
emoji-unicode/, https://github.com/uclmr/
emoji2vec, https://emojipedia.org/

migraines #not (verbal, polarity contrast), I
cared for 8 seconds, then I got distracted.
(other verbal), I wonder what Professor Iaukea
has to say about the new Disney Princess...?
(situational), and Is Obamacare Slowing Health
Care Spending? #NOT (non-irony).

For sentiment analysis, we use the corpus re-
leased by Rosenthal et al. (2017), which has
62,617 tweets (positive: 22,277, neutral: 28,528,
negative: 8,982). Table 1 shows examples of pos-
itive and negative sentiment, and here is an ex-
ample of neutral sentiment: I’m switching to T-
Mobile tomorrow and I’m getting a new number.
Evaluation Metrics. We follow the metrics used
by previous work. Regarding irony detection, we
report accuracy and macro-average F1 (all labels
weighted equal regardless of frequency). Regard-
ing sentiment analysis, we report accuracy, aver-
age recall and F1. Following previous work, we
calculate accuracy and average recall using all la-
bels (positive, negative and neutral) but F1 using
only positive and negative instances.
Preprocessing. We preprocess the input text fol-
lowing standard steps. Specifically, we tokenize
with the NLTK’s TweetTokenizer (Bird, 2006),
lowercase all text, and use regular expressions to
remove stop words, numbers, urls, consecutive re-
peated words and Twitter users (i.e., tokens whose
first character is ‘@’). We also expand hashtags
(e.g., #PickANewSong: Pick a new song) with
ekphrasis (Baziotis et al., 2017).

Regarding emojis, we either (a) do nothing
special and use pretrained emoji embeddings
(EMJ-EMBED strategy), or (b) replace emojis with
their textual description and use pretrained word
embeddings for the words in their descriptions
(EMJ-DESC strategy).

Let us consider the following tweet:
“@Paul OConnor187 hi we going to see ted
2 at the Odeon cinemas at Glasgow on Wednesday

”. After preprocessing, we transform it into “hi
we going see ted odeon cinemas glasgow wednes-
day ” or “hi we going see ted odeon cinemas
glasgow wednesday smiling face” (EMJ-EMBED

and EMJ-DESC strategies respectively).
Neural Network Architecture. We experiment
with a stack of two BiLSTMs (Dyer et al., 2015)
with attention (Zhou et al., 2016) to generate dis-
tributed representations of the input, and a softmax
layer as the output layer. This architecture is sim-
pler than previous proposals, but as we shall see,
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Task A Task B
Acc. F1 Acc. F1

Previous Work (Top 3)
Vu et al. (2018) 0.7015 0.6476 0.6594 0.4437
Wu et al. (2018) 0.7347 0.7054 0.6046 0.4947
Baziotis et al. (2018) 0.7883 0.7856 0.6888 0.5358

This paper
EMJ-EMBED 0.7864 0.7814 0.6940 0.5434
EMJ-DESC 0.8056 0.8031 0.7187 0.5565

Table 3: Results on irony detection (Accuracy and Macro F1). Task A is a binary classification (yes / no) and Task
B is a four-way classification (verbal irony with polarity contrast, other verbal irony, situational irony, non-irony).

Avg. Rec. Acc. F1

Previous Work (Top 3)
Baziotis et al. (2017) 0.681 0.651 0.677
Cliche (2017) 0.681 0.658 0.685
Rouvier (2017) 0.676 0.661 0.674

This paper
EMJ-EMBED 0.703 0.689 0.691
EMJ-DESC 0.728 0.704 0.703

Table 4: Results on sentiment analysis (three-way classification: positive, neural or negative).

outperforms previous work when coupled with our
strategy to incorporate embeddings. Regarding
word embeddings, we use the ones trained by
Baziotis et al. (2018) using word2vec (Mikolov
et al., 2013) and 550 million tweets. Regard-
ing emoji embeddings, we use emoji2vec (Eisner
et al., 2016). Note that EMJ-EMBED uses both
word and emoji embeddings whereas EMJ-DESC

only uses word embeddings.

4.2 Results

Irony Detection. Table 3 presents the results for
irony detection. EMJ-EMBED obtains virtually the
same results than the state of the art, although the
neural architecture is much simpler (Section 2).
EMJ-DESC, however, obtains the best results to
date: (Task A: 0.80 vs. 0.78 F1, Task B: 0.55 vs.
0.53 F1). These results show that replacing em-
beddings with their textual descriptions and using
the corresponding word embeddings is more effec-
tive than using emoji embeddings. As discussed
earlier, there is a large amount of emojis (over
2,800), and some of them are infrequent. Many
have, however, words in common in their descrip-
tions thus leveraging the descriptions is beneficial.
Sentiment Analysis. Table 4 presents results
for sentiment analysis. The standard evaluation
metric in this task is average recall (Rosenthal
et al., 2017), but we also provide accuracy and F1.
Both EMJ-EMBED and EMJ-DESC outperform the
state of the art despite we experiment with a sim-

pler neural architecture. Indeed, EMJ-DESC out-
performs previous work by a substantial margin
(+0.047, +6.9% avg. recall). The reason for these
results is the same than for irony detection: mod-
eling emojis is key for tweet classification and our
strategies to incorporate emojis are better suited
than the ones used by previous work, which pri-
marily treat them as any other token.

5 Conclusions

We have presented a strategy to incorporate emojis
into any neural network: replace them with their
textual descriptions. This strategy does not re-
quire any additional pretraining or component in
the network. Instead, it leverages pretrained word
embeddings, which are readily available and pre-
trained using massive amounts of text (Mikolov
et al., 2013; Pennington et al., 2014).

Experimental results show that our strategy is
more effective than previous ones (either consider
emojis as regular tokens or use specialized emoji
embeddings). Indeed, we obtain new state-of-the-
art results in two tweet classification tasks: irony
detection and sentiment analysis. We hypothesize
that this is due to two reasons. First, while emojis
are common, the words in their descriptions are
more common. Thus, there is more data to pretrain
word embeddings than emoji embeddings. Simply
put, there is more proper English texts available
than social media text with emojis. Second, emoji
descriptions have many words in common (Table

2099



2), thus many emojis benefit from a single word
embedding (e.g., the textual descriptions of and

share the words face and relieved).
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Abstract
There exist biases in individual’s language use;
the same word (e.g., cool) is used for ex-
pressing different meanings (e.g., temperature
range) or different words (e.g., cloudy, hazy)
are used for describing the same meaning. In
this study, we propose a method of modeling
such personal biases in word meanings (here-
after, semantic variations) with personalized
word embeddings obtained by solving a task
on subjective text while regarding words used
by different individuals as different words. To
prevent personalized word embeddings from
being contaminated by other irrelevant biases,
we solve a task of identifying a review-target
(objective output) from a given review. To sta-
bilize the training of this extreme multi-class
classification, we perform a multi-task learn-
ing with metadata identification. Experimental
results with reviews retrieved from RateBeer
confirmed that the obtained personalized word
embeddings improved the accuracy of senti-
ment analysis as well as the target task. Anal-
ysis of the obtained personalized word embed-
dings revealed trends in semantic variations re-
lated to frequent and adjective words.

1 Introduction

When we verbalize what we have sensed, there
exist inevitable personal biases in word meanings
(hereafter, (personal) semantic variations). For
example, when we say “this pizza is greasy,” how
greasy can vary widely among individuals. When
we see the same beer, we may use different words
(e.g., red, amber) to refer its color. The semantic
variations will thereby cause problems not only in
communicating with each other, but also in build-
ing natural language processing (NLP) systems.

Several studies have attempted to personalize
models to improve the performance on NLP tasks
such as sentiment analysis (Gao et al., 2013) and
dialogue systems (Li et al., 2016; Zhang et al.,
2018). All of these studies, however, tried to esti-
mate subjective output from subjective input (e.g.,

estimating sentiment scores given by reviewers).
These personalized models are thereby affected
by not only semantic variations in subjective in-
put but also annotation bias (deviation of outputs
given by the annotators) and selection bias (devi-
ation of outputs caused by the deviation of input)
(§ 2). This makes it difficult to understand the pure
impact of the personal semantic variations.

In this study, aiming at understanding seman-
tic variations and their impact on NLP tasks, we
propose a method for modeling personal seman-
tic variations with personalized word embeddings
obtained through the review-target identification
task. This task estimates the review-target (objec-
tive output) from a given review (subjective input)
(§ 3), and is free from annotation bias since output
labels are given a priori. Also, selection bias can
be suppressed by using a dataset in which the same
reviewer evaluates the same target only once, so as
not to learn the deviation of output labels caused
by the choice of inputs. To stabilize the training
of this extreme multi-class classification, we ap-
ply multi-task learning (MTL) with metadata es-
timation of the review-target to effectively learn a
reliable model (personalized word embeddings).

We validate our hypothesis that words related
to the five senses have large semantic variations.
We first confirm the impact of personalized word
embeddings in the review-target identification us-
ing a review dataset obtained from RateBeer, and
next evaluate their usefulness in sentiment analy-
sis (§ 4.2). Analysis of the obtained personalized
word embeddings on three metrics (frequency, dis-
semination and polysemy) reveals trends on which
words have large semantic variations (§ 4.3).

The contributions of this paper are as follows:

• We established a method to obtain personal
semantic variations via multi-task learning on
a task with objective outputs (§ 3).

• We categorized personal biases in NLP (§ 2).
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• We confirmed the usefulness of personalized
word embeddings in review-target identifica-
tion and sentiment analysis tasks (§ 4.2).

• We revealed trends in personal semantic vari-
ations (§ 4.3).

2 Related Work

As discussed in § 1, biases considered by personal-
ization in NLP tasks have three facets: (1) seman-
tic variation in task inputs (biases in how people
use words; our target) (2) annotation bias of out-
put labels (biases in how annotators label) and (3)
selection bias of output labels (biases in how peo-
ple choose perspectives (e.g., review-targets) that
directly affects outputs (e.g., polarity labels)).

Existing studies have modeled (2) and (3) with
or without (1) for NLP tasks such as sentiment
analysis (Li et al., 2011; Gao et al., 2013; Tang
et al., 2015a,b; Chen et al., 2016), machine trans-
lation (Mirkin and Meunier, 2015; Michel and
Neubig, 2018; Wuebker et al., 2018), and dia-
logue systems (Li et al., 2016; Zhang et al., 2018).
However, it is difficult to untangle the different
facets of personal biases, there is no study aim-
ing to analyze solely personal semantic variations.
Meanwhile, word embeddings induced for a sim-
ple NLP task such as sentiment classification con-
veys less information, which are not suitable for
analyzing semantic variations.

Computational linguists have utilized word em-
beddings to capture semantic variations of words
caused by diachronic (Hamilton et al., 2016; Szy-
manski, 2017; Rosenfeld and Erk, 2018; Jaidka
et al., 2018), geographic (Bamman et al., 2014;
Garimella et al., 2016) or domain (Tredici and
Fernández, 2017) differences. In these studies,
they have mainly discussed relationships between
semantic variations of words and their frequency,
dissemination (the number of users), or polysemy
of the words. Hamilton et al. (2016) report that the
meanings of more frequent words are more stable
over time, and the meanings of polysemous words
are likely to change over time since polysemous
words appear in diverse contexts (Winter et al.,
2014; Bréal, 1897). Tredici and Fernández (2017)
report that the meanings of words used by more
people are more stable. In this study, we analyze
the personal semantic variations by inducing per-
sonalized word embeddings, mainly focusing on
how frequent, disseminated or polysemous words
are biased, following these studies.

Bi-LSTM

FFNN FFNN FFNN FFNN

Softmax Softmax Softmax

Beer Brewery Style ABV
IPABrewdogPunk IPA 6.9

The(user1) taste(user1) smooth(user1)and(user1)strong(user1)is(user1)

Task-private
feed-forward
layer

Task-shared
LSTM-encoder

Task-shared
embedding
layer

Target Task Auxiliary Task

Figure 1: The overview of our model.

3 Personalized Word Embeddings

This section describes our neural network-based
model (Figure 1) designed for inducing person-
alized word embeddings via review-target identi-
fication. This model estimates the review-target
from a given review.

Model Overview: The whole process is as fol-
lows. First, a given review, represented as a se-
quence of words, is transformed to a sequence of
their word embeddings via an embedding layer.
Here, our model regards words written by differ-
ent reviewers as different words for personaliza-
tion. Next, we apply bi-directional long-short term
memory (Bi-LSTM) (Gers et al., 1999) to the se-
quence of word embeddings and use the concate-
nation of outputs from the forward and backward
LSTMs as a review representation. Finally, a feed-
forward layer computes an output probability dis-
tribution from the encoded representation of the
review.

Multi-task Learning (MTL): The extremely
large number of labels (review-targets) makes it
difficult to stably train the target identification
model. To mitigate this, we jointly train auxil-
iary tasks that estimate the metadata of the review-
target along with the target task. This approach
assumes that understanding metadata contributes
the performance of the target identification. Con-
cretely, our MTL model contains a task-shared
embedding layer, a task-shared LSTM-encoder,
and task-private feed-forward layers similarly to
(Dong et al., 2015; Luong et al., 2016). In our
experiments, these task-private layers consist of
three layers for classification and one layer for re-
gression (Figure 1). In the classification tasks, the
model computes log probability over target labels
as the output and cross-entropy is used as the loss
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function. In the regression task, the output is the
metadata itself represented as a scalar value and
squared error is used as the loss function.

Here, multi-task learning raises a new problem.
In auxiliary tasks, since the same reviewer can se-
lect the same label multiple times, the personal-
ized word embeddings trained through the multi-
task learning may implicitly include the selection
bias of the output labels depending on the review-
ers. Therefore, to exclude those irrelevant biases
from the personalized embeddings, we introduce
personalized bias terms to feed-forward layers of
each task. These bias terms are fixed to the prior
distributions of outputs in the training set depend-
ing on reviewers so that they absorb selection bi-
ases instead of personalized word embeddings.

4 Experiments

We first evaluate the effect of personalization in
the target identification task. Next, to confirm the
usefulness of the obtained personalized embed-
dings, we exploit them to solve a sentiment anal-
ysis task for extrinsic evaluation. Finally, we ana-
lyze the degree and tendencies of semantic varia-
tions captured by the obtained personalized word
embeddings.

4.1 Settings
Data For training and intrinsic evaluation, we
use a huge review dataset about beers constructed
from RateBeer1 (McAuley and Leskovec, 2013).
It contains 2,924,163 reviews about 110,369 types
of beers with various metadata (e.g., brewery
name, style, rating, etc.) written by 29,265 review-
ers. From this dataset, we extracted 527,157 re-
views about 83,049 types of beers written by the
top-100 reviewers who wrote the most reviews,
to guarantee enough data size per reviewer. Af-
ter that, we randomly divided these reviews into
training (421,725), development (52,716), and test
sets (52,716) in the ratio of 8:1:1. We refer to this
dataset as RateBeer dataset.

Tasks Our target task takes a beer review and
estimates the target beer reviewed in it. Regard-
ing the metadata estimated in multi-task learning
(MTL), we chose style with 89 types and brewery
with 6,208 types for classification tasks and alco-
hol by volume (ABV) for a regression task. Note
that these metadata are objective and our MTL is
free from annotation bias.

1https://www.ratebeer.com/

# Layers of Bi-LSTM 1
Dimensions of LSTM output 200
Dimensions of word embeddings 200
Dropout rate 0.5
Mini-batch size 400
Initial learning rate 0.005
Vocabulary size (w/o personalization) 23,556
Vocabulary size (w/ personalization) 469,346

Table 1: Hyperparameters of our model.

In the sentiment analysis task, we estimate the
ratings of given reviews annotated by the review-
ers. The ratings are integers and range from 1 to
20. Here, we solve this task as a regression task
since it is natural to treat the fine-grained rating as
continuous values.

Models and Hyperparameters In the review-
target and its metadata identification tasks, we
compare our model described in § 3 with five mod-
els with different settings.2 Their differences are,
(1) whether the model is trained through MTL, (2)
whether personalization is applied to the embed-
dings, and (3) whether personalization is applied
to the bias term in the output layers. When MTL is
not employed, multiple models are independently
trained by tasks without sharing layers.

Table 1 shows major hyperparameters. We ini-
tialize the embedding layer by pretrained skip-
gram embeddings (Mikolov et al., 2013) induced
from the training set of RateBeer dataset. The vo-
cabulary is defined by all the words that appeared
more than or equal to 10 times in the training set,
and the top-100 reviewers have used at least once.
For optimization, we train the models up to 100
epochs with Adam (Kingma and Ba, 2015) and se-
lect the one at the epoch with the best results on the
development set.3

In the sentiment analysis task for extrinsic eval-
uation of the obtained personalized word em-
beddings, we train another set of models with
the same architecture and hyperparameters as the
review-target identification models in Figure 1 ex-
cept that they have only one feed-forward layer
for the target regression task. The embedding lay-
ers of the models are kept fixed after initialized
by the word embeddings extracted from the corre-
sponding review-target identification models with
the same settings of personalization and MTL.

2All of our models were implemented by PyTorch
(https://pytorch.org/) in the version of 0.4.0.

3Regarding MTL, we select the model at the epoch with
the best results in the target task.
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Model Target task Auxiliary tasks
MTL personalized beer brewery style ABV(%)

emb. bias [Acc.(%)] [Acc.(%)] [Acc.(%)] [RMSE]

2.99 8.70 46.60 1.437
X 3.32 7.88 44.52 1.462

X 3.81 8.03 44.12 1.425
X X 4.14 7.41 43.74 1.467
X X X 4.47 7.83 43.93 1.478

baseline 0.03 0.69 5.46 2.284

Table 2: Results on the review-target and its meta-
data identification.

4.2 Results

Table 2 shows the accuracies on the three clas-
sification tasks (product, style, and brewery) and
RMSE on the regression task (ABV) through the
test sets. We can see two insights from the results:
(1) In the target task, the model adopted all the
methods outperformed others, (2) In the auxiliary
tasks, MTL and personalization had no effect.

As for the first one, since the identification
of the review-target requires both detailed under-
standings of all the related metadata and capturing
biases of word meanings, our proposed method
considering both elements achieved the best per-
formance as a natural consequence. The second
one is not surprising since the metadata estimated
in the auxiliary tasks are weakly related to each
other. Thus multi-task learning and personaliza-
tion did not contribute to the improvement of these
auxiliary tasks.

Finally, Table 3 shows the results of the senti-
ment analysis task for extrinsic evaluation. Simi-
larly to the review-target identification, the model
with both MTL and personalization performed the
best. The personalization of output bias term also
slightly improved RMSE. These results confirm
that the personalized word embeddings trained
through our methods successfully learned task-
independent personal semantic variations. In other
words, they were helpful even for solving tasks
other than the review-target identification.

4.3 Analysis

In this section, we analyze the personalized word
embeddings extracted from the best model with
MTL and personalization to confirm what kind of
personal biases exist in each word. Here, we tar-
get on only the words used by more than or equal
to 30% of the reviewers excluding stopwords to
remove the influences of low frequent words.

Model sentiment
MTL personalized rating

emb. bias [RMSE]

1.452
X 1.406

X 1.447
X X 1.381
X X X 1.377

baseline 2.903

Table 3: Results on the sentiment analysis: embed-
ding layers are kept fixed to those of the corre-
sponding models in Table 2.

We first define the personal semantic varia-
tions of word w, to determine how the represen-
tations of the word are different by individuals, as:

1

|U(wi)|
∑

uj∈U(wi)

(1− cos(e
uj
wi , ewi)) (1)

where U(wi) is the set of the reviewers who used
the word wi in the training set, eujwi is the word
embedding of wi personalized to reviewer uj , and
ewi is the average of eujwi for uj ∈ U(wi).

Here, we focus on the three factors, frequency,
dissemination, and polysemy which have been
studied on semantic variations caused by di-
achronic, geographical or domain differences of
text (see § 2). Figure 2 shows the semantic varia-
tions of words against the degree of the three met-
rics. The x-axes correspond to (a) log frequency of
the word, (b) the ratio of the reviewers who used
the word, and (c) the number of synsets found in
WordNet (Miller, 1995) ver. 3.0, respectively.

Interestingly, in contrast to the results reported
in previous studies (Hamilton et al., 2016; Tredici
and Fernández, 2017), personal semantic varia-
tions correlate highly with frequency and dissemi-
nation, and poorly with polysemy in our results.
This tendency can be explained as follows: In
the dataset used in our experiments, words re-
lated to five senses such as “mild,” “dry” and
“soapy” frequently appear and their usages depend
on the feelings and experiences of each individual.
Therefore, these words show high semantic varia-
tions. Regarding polysemy, although the seman-
tic variations acquired through our method might
change the degree or nuance of the word sense,
they do not change its synset. This is because
those words are still used only in highly skewed
contexts related to beer where word senses and
their meanings do not significantly fluctuate.
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Figure 2: Personal semantic variations: The Pearson coefficient correlations are (a) 0.55, (b) 0.51, (c)
-0.02, respectively. The trendlines show 95% confidence intervals from bootstrapped kernel regressions.

top-50
surprisingly, nice, quite, light, pleasant, actually, though,
buttery, grassy, really, bready, dusty, fruity, decent, mild,
rather, little, toffee, earthy, woody, subtle, nutty, strange,
even, still, dry, tasty, maybe, medium, bit, soapy, inter-
esting, somewhat, malt, pretty, brewery, character, solid,
lovely, floral, herbal, grainy, big, yet, nose, fruit, fairly,
aroma, good, almost, metallic

bottom-50
lasted, primary, system, secondary, personal, test, ac-
quired, ii, greater, standout, roof, england, flow, scored, pur-
chase, partly, colorado, spare, rocks, ounce, se, jug, source,
shipping, fullness, denmark, center, diminished, greatly,
met, spirits, burns, comments, surrounded, scores, expec-
tations, carmel, crew, die, annual, laces, reading, consumed,
handpump, disappeared, suits, husks, duck, rise, meal, hall

Table 4: Top-50 words with the largest (and small-
est) semantic variations. Adjectives are boldfaced.

Table 4 shows the top-50 words with the largest
(and smallest) semantic variations. As can be seen
from the table, the top-50 words contain much
more adjectives (58%) compared with the bottom-
50 ones (16%), which are likely to be used to rep-
resent our feelings depending on the five senses.

To see more precisely what kind of words have
large semantic variations, we manually classify
the adjectives of the top-50 (and bottom-50) by
the five senses. From the results, on the Rate-
Beer dataset, there were more words represent-
ing each sense except hearing in the top-50 words
compared with the bottom-50 ones.

Finally, we analyze the relationships between
words beyond the analysis focusing on the sin-
gle word. We visualized the obtained personalized
word embeddings of the word “mild” and some
closest words in the embedding space as an ex-
ample in Figure 3. From the results, intersection
of the clusters (e.g., “grainy” and “grassy”) means
that the same meaning can be represented in dif-
ferent ways by individuals.

Figure 3: Two-dimensional visualization of the
word “mild” with some closest words.

5 Conclusions

In this study, we proposed a method of model-
ing personal semantic variations with personalized
word embeddings induced through the review-
target identification task. The experimental re-
sults on the large-scale beer review dataset showed
that personalized word embeddings obtained by
multi-task learning with metadata identification
improved the accuracy of sentiment analysis as
well as the target task. Our analysis revealed that
words related to the five senses and adjectives have
large semantic variations.

We plan to analyze relationships between se-
mantic variations and user factors of writers who
used the target words such as age and gender. We
will develop a generic method of inducing person-
alized word embeddings for any subjective text.
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Abstract
In the context of fake news, bias, and propa-
ganda, we study two important but relatively
under-explored problems: (i) trustworthiness
estimation (on a 3-point scale) and (ii) po-
litical ideology detection (left/right bias on a
7-point scale) of entire news outlets, as op-
posed to evaluating individual articles. In par-
ticular, we propose a multi-task ordinal re-
gression framework that models the two prob-
lems jointly. This is motivated by the obser-
vation that hyper-partisanship is often linked
to low trustworthiness, e.g., appealing to emo-
tions rather than sticking to the facts, while
center media tend to be generally more impar-
tial and trustworthy. We further use several
auxiliary tasks, modeling centrality, hyper-
partisanship, as well as left-vs.-right bias on
a coarse-grained scale. The evaluation results
show sizable performance gains by the joint
models over models that target the problems
in isolation.

1 Introduction

Recent years have seen the rise of social media,
which has enabled people to virtually share in-
formation with a large number of users without
regulation or quality control. On the bright side,
this has given an opportunity for anyone to be-
come a content creator, and has also enabled a
much faster information dissemination. However,
it has also opened the door for malicious users to
spread disinformation and misinformation much
faster, enabling them to easily reach audience at
a scale that was never possible before. In some
cases, this involved building sophisticated profiles
for individuals based on a combination of psycho-
logical characteristics, meta-data, demographics,
and location, and then micro-targeting them with
personalized “fake news” with the aim of achiev-
ing some political or financial gains (Lazer et al.,
2018; Vosoughi et al., 2018).

A number of fact-checking initiatives have been
launched so far, both manual and automatic, but
the whole enterprise remains in a state of cri-
sis: by the time a claim is finally fact-checked, it
could have reached millions of users, and the harm
caused could hardly be undone. An arguably more
promising direction is to focus on fact-checking
entire news outlets, which can be done in advance.
Then, we could fact-check the news before they
were even written: by checking how trustworthy
the outlets that published them are. Knowing the
reliability of a medium is important not only when
fact-checking a claim (Popat et al., 2017; Nguyen
et al., 2018), but also when solving article-level
tasks such as “fake news” and click-bait detection
(Brill, 2001; Finberg et al., 2002; Hardalov et al.,
2016; Karadzhov et al., 2017; De Sarkar et al.,
2018; Pan et al., 2018; Pérez-Rosas et al., 2018)

Political ideology (or left/right bias) is a related
characteristic, e.g., extreme left/right media tend
to be propagandistic, while center media are more
factual, and thus generally more trustworthy. This
connection can be clearly seen in Figure 1.

Figure 1: Correlation between bias and factuality for
the news outlets in the Media Bias/Fact Check website.
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Despite the connection between factuality and
bias, previous research has addressed them as in-
dependent tasks, even when the underlying dataset
had annotations for both (Baly et al., 2018). In
contrast, here we solve them jointly. Our contri-
butions can be summarized as follows:
• We study an under-explored but arguably im-

portant problem: predicting the factuality of
reporting of news media. Moreover, unlike
previous work, we do this jointly with the
task of predicting political bias.
• As factuality and bias are naturally defined on

an ordinal scale (factuality: from low to high,
and bias: from extreme-left to extreme-right),
we address them as ordinal regression. Us-
ing multi-task ordinal regression is novel for
these tasks, and it is also an under-explored
direction in machine learning in general.
• We design a variety of auxiliary subtasks

from the bias labels: modeling centrality,
hyper-partisanship, as well as left-vs.-right
bias on a coarse-grained scale.

2 Related Work

Factuality of Reporting Previous work has
modeled the factuality of reporting at the medium
level by checking the general stance of the tar-
get medium with respect to known manually fact-
checked claims, without access to gold labels
about the overall medium-level factuality of re-
porting (Mukherjee and Weikum, 2015; Popat
et al., 2016, 2017, 2018).

The trustworthiness of Web sources has also
been studied from a Data Analytics perspective,
e.g., Dong et al. (2015) proposed that a trust-
worthy source is one that contains very few false
claims. In social media, there has been research
targeting the user, e.g., finding malicious users
(Mihaylov and Nakov, 2016; Mihaylova et al.,
2018; Mihaylov et al., 2018), sockpuppets (Maity
et al., 2017), Internet water army (Chen et al.,
2013), and seminar users (Darwish et al., 2017).

Unlike the above work, here we study source
reliability as a task in its own right, using man-
ual gold annotations specific for the task and as-
signed by independent fact-checking journalists.
Moreover, we address the problem as one of ordi-
nal regression on a three-point scale, and we solve
it jointly with political ideology prediction in a
multi-task learning setup, using several auxiliary
tasks.

Predicting Political Ideology In previous work,
political ideology, also known as media bias, was
used as a feature for “fake news” detection (Horne
et al., 2018a). It has also been the target of
classification, e.g., Horne et al. (2018b) predicted
whether an article is biased (political or bias) vs.
unbiased. Similarly, Potthast et al. (2018) classi-
fied the bias in a target article as (i) left vs. right
vs. mainstream, or as (ii) hyper-partisan vs. main-
stream. Left-vs-right bias classification at the ar-
ticle level was also explored by Kulkarni et al.
(2018), who modeled both the textual and the URL
contents of the target article. There has been also
work targeting bias at the phrase or the sentence
level (Iyyer et al., 2014), focusing on political
speeches (Sim et al., 2013) or legislative docu-
ments (Gerrish and Blei, 2011), or targeting users
in Twitter (Preoţiuc-Pietro et al., 2017). Another
line of related work focuses on propaganda, which
can be seen as a form of extreme bias (Rashkin
et al., 2017; Barrón-Cedeño et al., 2019a,b). See
also a recent position paper (Pitoura et al., 2018)
and an overview paper on bias on the Web (Baeza-
Yates, 2018). Unlike the above work, here we fo-
cus on predicting the political ideology of news
media outlets.

In our previous work (Baly et al., 2018), we did
target the political bias of entire news outlets, as
opposed to working at the article level (we also
modeled factuality of reporting, but as a separate
task without trying multi-task learning). In addi-
tion to the text of the articles published by the tar-
get news medium, we used features extracted from
its corresponding Wikipedia page and Twitter pro-
file, as well as analysis of its URL structure and
traffic information about it from Alexa rank. In
the present work, we use a similar set of features,
but we treat the problem as one of ordinal regres-
sion. Moreover, we model the political ideology
and the factuality of reporting jointly in a multi-
task learning setup, using several auxiliary tasks.

Multitask Ordinal Regression Ordinal regres-
sion is well-studied and is commonly used for text
classification on an ordinal scale, e.g., for senti-
ment analysis on a 5-point scale (He et al., 2016;
Rosenthal et al., 2017a). However, multi-task or-
dinal regression remains an understudied problem.

Yu et al. (2006) proposed a Bayesian framework
for collaborative ordinal regression, and demon-
strated that modeling multiple ordinal regression
tasks outperforms single-task models.
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Walecki et al. (2016) were interested in jointly
predicting facial action units and their intensity
level. They argued that, due to the high num-
ber of classes, modeling these tasks independently
would be inefficient. Thus, they proposed the cop-
ula ordinal regression model for multi-task learn-
ing and demonstrated that it can outperform vari-
ous single-task setups. We use this model in our
experiments below.

Balikas et al. (2017) used multi-task ordinal
regression for the task of fine-grained sentiment
analysis. In particular, they introduced an auxil-
iary coarse-grained task on a 3-point scale, and
demonstrated that it can improve the results for
sentiment analysis on the original 5-point scale.
Inspired by this, below we experiment with dif-
ferent granularity for political bias; however, we
explore a larger space of possible auxiliary tasks.

3 Method

Copula Ordinal Regression We use the Cop-
ula Ordinal Regression (COR) model, which was
originally proposed by Walecki et al. (2016) to es-
timate the intensities of facial action units (AUs).
The model uses copula functions and conditional
random fields (CRFs) to approximates the learning
of the joint probability distribution function (PDF)
of the facial AUs (random variables), using the bi-
variate joint distributions capturing dependencies
between AU pairs. It was motivated by the fact
that (i) many facial AUs co-exist with different
levels of intensity, (ii) some AUs co-occur more
often than others, and (iii) some AUs depend on
the intensity of other units.

We can draw an analogy between modeling fa-
cial AUs and modeling news media, where each
medium expresses a particular bias (political ide-
ology) and can also be associated with a particu-
lar level of factuality. Therefore, bias and factual-
ity can be analogous to the facial AUs in (Walecki
et al., 2016), and represent two aspects of news re-
porting, each being modeled on a multi-point ordi-
nal scale. In particular, we model bias on a 7-point
scale (extreme-left, left, center-left, center, center-
right, right, and extreme-right), and factuality on
a 3-point scale (low, mixed, and high).

In our case, we train the COR model to predict
the joint PDF between political bias and factual-
ity of reporting. This could potentially work well
given the inherent inter-dependency between the
two tasks as we have seen on Figure 1.

Auxiliary Tasks We use a variety of auxiliary
tasks, derived from the bias labels. This includes
converting the 7-point scale to (i) 5-point and 3-
point scales, similarly to (Balikas et al., 2017), and
to (ii) a 2-point scale in two ways to model ex-
treme partisanship, and centrality. Here is the list
of the auxiliary tasks we use with precise defini-
tion of the label mappings:
• Bias5-way: Predict bias on a 5-pt scale;

1:extreme-left, 2:left, 3:{center-left, center,
center-right}, 4:right, and 5:extreme-right.
• Bias3-way: Predict bias on a 3-pt scale;

1:{extreme-left, left}, 2:{center-left, center,
center-right}, and 3:{right, extreme-right}.
• Bias-extreme: Predict extreme vs. non-

extreme partisanship on a 2-pt scale;
1:{extreme-left, extreme-right}, 2:{left,
center-left, center, center-right, right}.
• Bias-center: Predict center vs. non-center

political ideology on a 2-pt scale, ignoring
polarity: 1:{extreme-left, left, right, extreme-
right}, 2:{center-left, center, center-right}.

Features We used the features from (Baly et al.,
2018)1. We gathered a sample of articles from the
target medium, and we calculated features such as
POS tags, linguistic cues, sentiment scores, com-
plexity, morality, as well as embeddings. We also
used the Wikipedia page of the medium (if any)
to generate document embedding. Then, we col-
lected metadata from the medium’s Twitter ac-
count (if any), e.g., whether is is verified, num-
ber of followers, whether the URL in the Twitter
page matches the one of the medium. Finally, we
added Web-based features that (i) model the ortho-
graphic structure of the medium’s URL address,
and (ii) analyze the Web-traffic information about
the medium’s website, as found in Alexa rank.2

4 Experiments and Evaluation

Data We used the MBFC dataset (Baly et al.,
2018) that has 1,066 news media manually anno-
tated for factuality (3-pt scale: high, mixed, low)
and political bias (7-pt scale: from extreme-left to
extreme-right). This dataset was annotated by vol-
unteers using a detailed methodology3 that is de-
signed to guarantee annotation objectivity.

1https://github.com/ramybaly/
News-Media-Reliability

2https://www.alexa.com/siteinfo
3For details, see https://mediabiasfactcheck.

com/methodology/
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Name URL Bias Factuality Twitter Handle Wikipedia page

London Web News londonwebnews.com Extreme Left Low @londonwebnews N/A
Daily Mirror www.mirror.co.uk Left Mixed @DailyMirror ˜/Daily_Mirror
NBC News www.nbcnews.com Center-Left High @nbcnews ˜/NBC_News
Associated Press apnews.com Center Very High @apnews ˜/Associated_Press
Gulf News gulfnews.com Center-Right High @gulf news ˜/Gulf_News
Russia Insider russia-insider.com Right Mixed @russiainsider ˜/Russia_Insider
Breitbart www.breitbart.com Extreme Right Low @BreitbartNews ˜/Breitbart_News

Table 1: Examples of media and their labels for bias and factuality of reporting derived from MBFC.

Furthermore, readers can provide their own feed-
back on existing annotations, and in case of a large
discrepancy, annotation is adjusted after a thor-
ough review. Therefore, we believe the annotation
quality is good enough to experiment with. We
noticed that 117 media had low factuality because
they publish satire and pseudo-science, neither of
which has a political perspective. Since we are in-
terested in modeling the relation between factual-
ity and bias, we excluded those websites, thus end-
ing up with 949 news media. Some examples from
this dataset are shown in Table 1 with both factual-
ity and bias labels, in addition to their correspond-
ing Twitter handles and Wikipedia pages. Overall,
64% of the media in our dataset have Wikipedia
pages, and 65% have Twitter accounts. Table 2
further provides detailed statistics about the label
distribution in the MBFC dataset.

Factuality Bias

Low 198 Extreme-Left 23
Mixed 282 Left 151
High 469 Center-Left 200

Center 139
Center-Right 105
Right 164
Extreme-Right 167

Table 2: Label distribution (counts) in the MBFC
dataset, which we used in our experiments.

Experimental Setup We used the implementa-
tion4 of the Copula Ordinal Regression (COR)
model as described in (Walecki et al., 2016). In
our experiments, we used 5-fold cross-validation,
where for each fold we split the training dataset
into a training part and a validation part, and we
used the latter to fine-tune the model’s hyper-
parameters, optimizing for Mean Absolute Error
(MAE). MAE is an appropriate evaluation mea-
sure given the ordinal nature of the tasks.

4https://github.com/RWalecki/copula_
ordinal_regression

These hyper-parameters include the copula func-
tion (Gumbel vs. Frank), the marginal distribution
(normal vs. sigmoid), the number of training it-
erations, the optimizer (gradient descent, BFGS),
and the connection density of the CRFs. We report
both MAE and MAEM , which is a variant of MAE
that is more robust to class imbalance. See (Bac-
cianella et al., 2009; Rosenthal et al., 2017b) for
more details about MAEM vs. MAE. We compare
the results to two baselines: (i) majority class, and
(ii) single-task ordinal regression.

Results and Discussion Table 3 shows the eval-
uation results for the COR model when trained
to jointly model the main task (shown in the
columns) using combinations of auxiliary tasks
(shown in the rows). We can see that the single-
task ordinal regression model performs much bet-
ter than the majority class baseline based on both
evaluation measures. We can further see that
the performance on the main task improves when
jointly modeling several auxiliary tasks. This im-
provement depends on the auxiliary tasks in use.

For factuality prediction, it turns out that the
combination of bias-center+bias-extreme yields
the best overall MAE of 0.481. This makes sense
and aligns well with the intuition that knowing
whether a medium is centric or hyper-partisan is
important to predict the factuality of its reporting.
For instance, a news medium without a political
ideology tends to be more trustworthy compared
to an extremely biased one, regardless of their po-
larity (left or right), as we should expect based on
the data distribution shown in Figure 1 above.

For bias prediction (at a 7-point left-to-right
scale), a joint model that uses political bias at dif-
ferent levels of granularity (5-point and 3-point)
as auxiliary tasks yields the best overall MAE of
1.479. This means that jointly modeling bias with
the same information at coarser levels of granu-
larity, i.e., adding 3-point and 5-point as auxiliary
tasks, reduces the number of gross mistakes.
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Factuality Bias

Auxiliary Tasks MMAEM MMAEMM MAE MAEM

(None) majority class . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.714 1.000 1.798 1.857
(None) single-task COR . . . . . . . . . . . . . . . . . . . . . . . . . 0.514 0.567 1.582 1.728

+bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.526 0.566 – –
+factuality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . – – 1.584 1.695
+bias5-way . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.495 0.541 1.504 (1.485) 1.627 (1.647)
+bias3-way . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.497 0.548 1.528 (1.498) 1.658 (1.654)
+bias-center . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.509 0.561 1.594 (1.535) 1.745 (1.695)
+bias-extreme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.498 0.550 1.584 (1.558) 1.743 (1.726)
+bias5-way+bias3-way . . . . . . . . . . . . . . . . . . . . . . . . . 0.493 0.541 1.479 (1.475) 1.637 (1.623)
+bias-center+bias-extreme . . . . . . . . . . . . . . . . . . . . . . 0.481 0.529 1.563 (1.526) 1.714 (1.672)
+bias5-way+bias3-way+bias-center+bias-extreme 0.485 0.537 1.513 (1.504) 1.665 (1.677)

Table 3: Evaluating the copula ordinal regression model trained to jointly model the main task (shown in the
columns) and different auxiliary tasks (shown in the rows). The results in parentheses correspond to the case when
factuality is added as an additional auxiliary task (only applicable when the main task is bias prediction).

E.g., predicting extreme-left instead of extreme-
right, since the model is encouraged by the aux-
iliary tasks to learn the correct polarity, regard-
less of its intensity. We can see that factuality
is not very useful as an auxiliary task by itself
(MAE=1.584 and MAEM=1.695). In other words,
a medium with low factuality could be extremely
biased to either the right or to the left. Therefore,
relying on factuality alone to predict bias might in-
troduce severe errors, e.g., confusing extreme-left
with extreme-right, thus leading to higher MAE
scores. This can be remedied by adding factuality
to the mix of other auxiliary tasks to model the
main task (7-point bias prediction). The results
of these experiments, shown in parentheses in Ta-
ble 3, indicate that adding factuality to any combi-
nation of auxiliary tasks consistently yields lower
MAE scores. In particular, modeling the combi-
nation of factuality+bias5-way+bias3-way yields
the best results (MAE=1.475 and MAEM=1.623).
This result indicates that factuality provides com-
plementary information that can help predict bias.

We ran a two-tailed t-test for statistical signif-
icance, which is suitable for an evaluation mea-
sure such as MAE, to confirm the improvements
that were introduced by the multi-task setup. We
found that the best models (shown in bold in Ta-
ble 3) outperformed both the corresponding major-
ity class baselines with a p-value ≤ 0.001, and the
corresponding single-task ordinal regression base-
lines with a p-value ≤ 0.02.

Finally, we compared the above results to our
previous work (Baly et al., 2018) by independently
training a Support Vector Machine (SVM) classi-
fier for each task, using the same features.

The resulting MAE was 0.450 for factuality and
1.184 for bias prediction, which is slightly better
then our results (yet, very comparable for factual-
ity). However, our goal here is to emphasize the
advantages of modeling the two tasks jointly.

5 Conclusion and Future Work

We have presented a multi-task ordinal regres-
sion framework for jointly predicting trustworthi-
ness and political ideology of news media sources,
using several auxiliary tasks, e.g., based on a
coarser-grained scales or modeling extreme parti-
sanship. Overall, we have observed sizable per-
formance gains in terms of reduced MAE by the
multi-task ordinal regression models over single-
task models for each of the two individual tasks.

In future work, we want to try more auxiliary
tasks, and to experiment with other languages. We
further plan to go beyond left vs. right, which is
not universal and can exhibit regional specificity
(Tavits and Letki, 2009), and to model other kinds
of biases, e.g., eurosceptic vs. europhile, national-
ist vs. globalist, islamist vs. secular, etc.
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Abstract

A pun is a form of wordplay for an intended
humorous or rhetorical effect, where a word
suggests two or more meanings by exploiting
polysemy (homographic pun) or phonologi-
cal similarity to another word (heterographic
pun). This paper presents an approach that ad-
dresses pun detection and pun location jointly
from a sequence labeling perspective. We
employ a new tagging scheme such that the
model is capable of performing such a joint
task, where useful structural information can
be properly captured. We show that our pro-
posed model is effective in handling both ho-
mographic and heterographic puns. Empirical
results on the benchmark datasets demonstrate
that our approach can achieve new state-of-
the-art results.

1 Introduction

There exists a class of language construction
known as pun in natural language texts and utter-
ances, where a certain word or other lexical items
are used to exploit two or more separate mean-
ings. It has been shown that understanding of puns
is an important research question with various
real-world applications, such as human-computer
interaction (Morkes et al., 1999; Hempelmann,
2008) and machine translation (Schröter, 2005).
Recently, many researchers show their interests
in studying puns, like detecting pun sentences
(Vadehra, 2017), locating puns in the text (Cai
et al., 2018), interpreting pun sentences (Sevgili
et al., 2017) and generating sentences containing
puns (Ritchie, 2005; Hong and Ong, 2009; Yu
et al., 2018). A pun is a wordplay in which a
certain word suggests two or more meanings by
exploiting polysemy, homonymy, or phonologi-
cal similarity to another sign, for an intended hu-
morous or rhetorical effect. Puns can be gener-
ally categorized into two groups, namely hetero-

graphic puns (where the pun and its latent target
are phonologically similar) and homographic puns
(where the two meanings of the pun reflect its two
distinct senses) (Miller et al., 2017). Consider the
following two examples:

(1) When the church bought gas for their
annual barbecue, proceeds went from
the sacred to the propane.

(2) Some diets cause a gut reaction.
The first punning joke exploits the sound similar-
ity between the word “propane” and the latent tar-
get “profane”, which can be categorized into the
group of heterographic puns. Another categoriza-
tion of English puns is homographic pun, exem-
plified by the second instance leveraging distinct
senses of the word “gut”.

Pun detection is the task of detecting whether
there is a pun residing in the given text. The goal
of pun location is to find the exact word appearing
in the text that implies more than one meanings.
Most previous work addresses such two tasks sep-
arately and develop separate systems (Pramanick
and Das, 2017; Sevgili et al., 2017). Typically,
a system for pun detection is built to make a bi-
nary prediction on whether a sentence contains a
pun or not, where all instances (with or without
puns) are taken into account during training. For
the task of pun location, a separate system is used
to make a single prediction as to which word in the
given sentence in the text that trigger more than
one semantic interpretations of the text, where the
training data involves only sentences that contain a
pun. Therefore, if one is interested in solving both
problems at the same time, a pipeline approach
that performs pun detection followed by pun lo-
cation can be used.

Compared to the pipeline methods, joint learn-
ing has been shown effective (Katiyar and Cardie,
2016; Peng et al., 2018) since it is able to re-
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duce error propagation and allows information ex-
change between tasks which is potentially bene-
ficial to all the tasks. In this work, we demon-
strate that the detection and location of puns can
be jointly addressed by a single model. The pun
detection and location tasks can be combined as
a sequence labeling problem, which allows us to
jointly detect and locate a pun in a sentence by as-
signing each word a tag. Since each context con-
tains a maximum of one pun (Miller et al., 2017),
we design a novel tagging scheme to capture this
structural constraint. Statistics on the corpora also
show that a pun tends to appear in the second half
of a context. To capture such a structural property,
we also incorporate word position knowledge into
our structured prediction model. Experiments on
the benchmark datasets show that detection and
location tasks can reinforce each other, leading
to new state-of-the-art performance on these two
tasks. To the best of our knowledge, this is the
first work that performs joint detection and loca-
tion of English puns by using a sequence labeling
approach.1

2 Approach

2.1 Problem Definition
We first design a simple tagging scheme consisting
of two tags {N,P}:
• N tag means the current word is not a pun.
• P tag means the current word is a pun.

If the tag sequence of a sentence contains a P tag,
then the text contains a pun and the word corre-
sponding to P is the pun.

The contexts have the characteristic that each
context contains a maximum of one pun (Miller
et al., 2017). In other words, there exists only one
pun if the given sentence is detected as the one
containing a pun. Otherwise, there is no pun re-
siding in the text. To capture this interesting prop-
erty, we propose a new tagging scheme consisting
of three tags, namely {B,P,A}.
• B tag indicates that the current word appears

before the pun in the given context.
• P tag highlights the current word is a pun.
• A tag indicates that the current word appears

after the pun.
We empirically show that the BPA scheme can
guarantee the context property that there exists a
maximum of one pun residing in the text.

1Our code is publicly available at https://github.
com/zoezou2015/PunLocation.

Figure 1: Model architecture

Given a context from the training set, we will
be able to generate its corresponding gold tag se-
quence using a deterministic procedure. Under the
two schemes, if a sentence does not contain any
puns, all words will be tagged with N or B, re-
spectively. Exemplified by the second sentence
“Some diets cause a gut reaction,” the pun is given
as “gut.” Thus, under the BPA scheme, it should
be tagged with P, while the words before it are as-
signed with the tag B and words after it are with
A, as illustrated in Figure 1. Likewise, the NP
scheme tags the word “gut” with P, while other
words are tagged with N. Therefore, we can com-
bine the pun detection and location tasks into one
problem which can be solved by the sequence la-
beling approach.

2.2 Model

Neural models have shown their effectiveness on
sequence labeling tasks (Chiu and Nichols, 2016;
Ma and Hovy, 2016; Liu et al., 2018). In this
work, we adopt the bidirectional Long Short Term
Memory (BiLSTM) (Graves and Schmidhuber,
2005) networks on top of the Conditional Ran-
dom Fields (Lafferty et al., 2001) (CRF) architec-
ture to make labeling decisions, which is one of
the classical models for sequence labeling. Our
model architecture is illustrated in Figure 1 with a
running example. Given a context/sentence x =
(x1, x2, . . . , xn) where n is the length of the con-
text, we generate the corresponding tag sequence
y = (y1, y2, . . . , yn) based on our designed tag-
ging schemes and the original annotations for pun
detection and location provided by the corpora.
Our model is then trained on pairs of (x,y).
Input. The contexts in the pun corpus hold the
property that each pun contains exactly one con-
tent word, which can be either a noun, a verb, an
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adjective, or an adverb. To capture this charac-
teristic, we consider lexical features at the char-
acter level. Similar to the work of (Liu et al.,
2018), the character embeddings are trained by the
character-level LSTM networks on the unanno-
tated input sequences. Nonlinear transformations
are then applied to the character embeddings by
highway networks (Srivastava et al., 2015), which
map the character-level features into different se-
mantic spaces.

We also observe that a pun tends to appear at
the end of a sentence. Specifically, based on the
statistics, we found that sentences with a pun that
locate at the second half of the text account for
around 88% and 92% in homographic and hetero-
graphic datasets, respectively. We thus introduce
a binary feature that indicates if a word is located
at the first or the second half of an input sentence
to capture such positional information. A binary
indicator can be mapped to a vector representation
using a randomly initialized embedding table (He
et al., 2017; Wang and Lu, 2018). In this work, we
directly adopt the value of the binary indicator as
part of the input.

The concatenation of the transformed charac-
ter embeddings, the pre-trained word embeddings
(Pennington et al., 2014), and the position indica-
tors are taken as input of our model2.
Tagging. The input is then fed into a BiLSTM
network, which will be able to capture contextual
information. For a training instance (x,y), we
suppose the output by the word-level BiLSTM is
Z = (z1, z2, . . . , zn). The CRF layer is adopted
to capture label dependencies and make final tag-
ging decisions at each position, which has been
included in many state-of-the-art sequence label-
ing models (Ma and Hovy, 2016; Liu et al., 2018).
The conditional probability is defined as:

P (y|x) =
∏n
i=1 exp (Wyi−1,yizi+byi−1,yi )∑

y′∈Y
∏n
i=1 exp (Wy′

i−1
,y′
i
zi+by′

i−1
,y′
i
)

where Y is a set of all possible label sequences
consisting of tags from {N,P} (or {B,P,A}),
Wyi−1,yi and byi−1,yi are weight and bias param-
eters corresponding to the label pair (yi−1, yi).
During training, we minimize the negative log-
likelihood summed over all training instances:

L = −∑i logP (yi|xi)
2The word sense has also been shown helpful for the lo-

cation of a homographic pun (Cai et al., 2018). However,
such information may not always be helpful for the location
of heterographic puns. We thus exclude such knowledge.

where (xi,yi) refers to the i-th instance in the
training set. During testing, we aim to find the
optimal label sequence for a new input x:

y∗ = argmaxy∈Y P (y|x)
This search process can be done efficiently us-

ing the Viterbi algorithm.

3 Experiments

3.1 Datasets and Settings
We evaluate our model on two benchmark datasets
(Miller et al., 2017). The homographic dataset
contains 2,250 contexts, 1,607 of which contain
a pun. The heterographic dataset consists of 1,780
contexts with 1,271 containing a pun. We notice
there is no standard splitting information provided
for both datasets. Thus we apply 10-fold cross val-
idation. To make direct comparisons with prior
studies, following (Cai et al., 2018), we accumu-
lated the predictions for all ten folds and calculate
the scores in the end.

For each fold, we randomly select 10% of the
instances from the training set for development.
Word embeddings are initialized with the 100-
dimensional Glove (Pennington et al., 2014). The
dimension of character embeddings is 30 and they
are randomly initialized, which can be fine tuned
during training. The pre-trained word embeddings
are not updated during training. The dimensions
of hidden vectors for both char-level and word-
level LSTM units are set to 300. We adopt stochas-
tic gradient descent (SGD) (Bottou, 1991) with a
learning rate of 0.015.

For the pun detection task, if the predicted tag
sequence contains at least one P tag, we regard
the output (i.e., the prediction of our pun detection
model) for this task as true, otherwise false. For
the pun location task, a predicted pun is regarded
as correct if and only if it is labeled as the gold
pun in the dataset. As to pun location, to make fair
comparisons with prior studies, we only consider
the instances that are labeled as the ones contain-
ing a pun. We report precision, recall and F1 score
in Table 1. A list of prior works that did not em-
ploy joint learning are also shown in the first block
of Table 1.

3.2 Results
We also implemented a baseline model based on
conditional random fields (CRF), where features
like POS tags produced by the Stanford POS tag-
ger (Toutanova et al., 2003), n-grams, label tran-
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System
Homographic Heterographic

Detection Location Detection Location
P. R. F1 P. R. F1 P. R. F1 P. R. F1

Pedersen (2017) 78.32 87.24 82.54 44.00 44.00 44.00 73.99 86.62 68.71 - - -
Pramanick and Das (2017) 72.51 90.79 68.84 33.48 33.48 33.48 73.67 94.02 71.74 37.92 37.92 37.92
Mikhalkova and Karyakin (2017) 79.93 73.37 67.82 32.79 32.79 32.79 75.80 59.40 57.47 35.01 35.01 35.01
Vadehra (2017) 68.38 47.23 46.71 34.10 34.10 34.10 65.23 41.78 42.53 42.80 42.80 42.80
Indurthi and Oota (2017) 90.24 89.70 85.33 52.15 52.15 52.15 - - - - - -
Vechtomova (2017) - - - 65.26 65.21 65.23 - - - 79.73 79.54 79.64
Cai et al. (2018) - - - 81.50 74.70 78.00 - - - - - -
CRF 87.21 64.09 73.89 86.31 55.32 67.43 89.56 70.94 79.17 88.46 62.76 73.42
Ours – NP 89.19 86.25 87.69 82.11 70.82 76.04 85.33 90.64 87.91 79.17 71.76 75.28
Ours – BPA 89.24 92.28 91.04 83.55 77.10 80.19 84.62 95.20 89.60 81.41 77.50 79.40
Ours – BPA-p 91.25 93.28 92.19 82.06 76.54 79.20 86.67 93.08 89.76 80.81 75.22 77.91
Pipeline - - - 67.70 67.70 67.70 - - - 68.84 68.84 68.84

Table 1: Comparison results on two benchmark datasets. (P.: Precision, R.: Recall, F1: F1 score.)

sitions, word suffixes and relative position to the
end of the text are considered. We can see that
our model with the BPA tagging scheme yields
new state-of-the-art F1 scores on pun detection
and competitive results on pun location, compared
to baselines that do not adopt joint learning in the
first block. For location on heterographic puns,
our model’s performance is slightly lower than the
system of (Vechtomova, 2017), which is a rule-
based locator. Compared to CRF, we can see that
our model, either with the NP or the BPA scheme,
yields significantly higher recall on both detection
and location tasks, while the precisions are rela-
tively close. This demonstrates the effectiveness
of BiLSTM, which learns the contextual features
of given texts – such information appears to be
helpful in recalling more puns.

Compared to the NP scheme, the BPA tag-
ging scheme is able to yield better performance
on these two tasks. After studying outputs from
these two approaches, we found that one leading
source of error for the NP approach is that there
exist more than one words in a single instance that
are assigned with the P tag. However, according to
the description of pun in (Miller et al., 2017), each
context contains a maximum of one pun. Thus,
such a useful structural constraint is not well cap-
tured by the simple approach based on the NP tag-
ging scheme. On the other hand, by applying the
BPA tagging scheme, such a constraint is prop-
erly captured in the model. As a result, the results
for such a approach are significantly better than
the approach based on the NP tagging scheme, as
we can observe from the table. Under the same
experimental setup, we also attempted to exclude
word position features. Results are given by BPA-
p. It is expected that the performance of pun lo-
cation drops, since such position features are able
to capture the interesting property that a pun tends

to appear in the second half of a sentence. While
such knowledge is helpful for the location task, in-
terestingly, a model without position knowledge
yields improved performance on the pun detection
task. One possible reason is that detecting whether
a sentence contains a pun is not concerned with
such word position information.

Additionally, we conduct experiments over sen-
tences containing a pun only, namely 1,607 and
1,271 instances from homographic and hetero-
graphic pun corpora separately. It can be regarded
as a “pipeline” method where the classifier for pun
detection is regarded as perfect.3 Following the
prior work of (Cai et al., 2018), we apply 10-fold
cross validation. Since we are given that all input
sentences contain a pun, we only report accumu-
lated results on pun location, denoted as Pipeline
in Table 1. Compared with our approaches, the
performance of such an approach drops signifi-
cantly. On the other hand, such a fact demonstrates
that the two task, detection and location of puns,
can reinforce each other. These figures demon-
strate the effectiveness of our sequence labeling
method to detect and locate English puns in a joint
manner.

3.3 Error Analysis

We studied the outputs from our system and make
some error analysis. We found the errors can
be broadly categorized into several types, and we
elaborate them here. 1) Low word coverage: since
the corpora are relatively small, there exist many
unseen words in the test set. Learning the rep-
resentations of such unseen words is challeng-

3Under a pipeline setting, the first step is to detect if a
sentence contains a pun. Then another algorithm is called
to locate the exact pun word residing in the sentence if such
a sentence is detected as the one containing a pun. In our
setting, we assume the detection phase is perfect. In other
words, all sentences containing a pun are exactly retrieved.
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ing, which affects the model’s performance. Such
errors contribute around 40% of the total errors
made by our system. 2) Detection errors: we
found many errors are due to the model’s inabil-
ity to make correct pun detection. Such inability
harms both pun detection and pun location. Al-
though our approach based on the BPA tagging
scheme yields relatively higher scores on the de-
tection task, we still found that 40% of the incor-
rectly predicted instances fall into this group. 3)
Short sentences: we found it was challenging for
our model to make correct predictions when the
given text is short. Consider the example “Su-
perglue! Tom rejoined,” here the word rejoined
is the corresponding pun. However, it would be
challenging to figure out the pun with such limited
contextual information.

4 Related Work

Most existing systems address pun detection and
location separately. Pedersen (2017) applied word
sense knowledge to conduct pun detection. In-
durthi and Oota (2017) trained a bidirectional
RNN classifier for detecting homographic puns.
Next, a knowledge-based approach is adopted to
find the exact pun. Such a system is not applica-
ble to heterographic puns. Doogan et al. (2017)
applied Google n-gram and word2vec to make de-
cisions. The phonetic distance via the CMU Pro-
nouncing Dictionary is computed to detect hetero-
graphic puns. Pramanick and Das (2017) used the
hidden Markov model and a cyclic dependency
network with rich features to detect and locate
puns. Mikhalkova and Karyakin (2017) used a su-
pervised approach to pun detection and a weakly
supervised approach to pun location based on the
position within the context and part of speech
features. Vechtomova (2017) proposed a rule-
based system for pun location that scores candi-
date words according to eleven simple heuristics.
Two systems are developed to conduct detection
and location separately in the system known as
UWAV (Vadehra, 2017). The pun detector com-
bines predictions from three classifiers. The pun
locator considers word2vec similarity between ev-
ery pair of words in the context and position to
pinpoint the pun. The state-of-the-art system for
homographic pun location is a neural method (Cai
et al., 2018), where the word senses are incor-
porated into a bidirectional LSTM model. This
method only supports the pun location task on ho-

mographic puns. Another line of research efforts
related to this work is sequence labeling, such as
POS tagging, chunking, word segmentation and
NER. The neural methods have shown their effec-
tiveness in this task, such as BiLSTM-CNN (Chiu
and Nichols, 2016), GRNN (Xu and Sun, 2016),
LSTM-CRF (Lample et al., 2016), LSTM-CNN-
CRF (Ma and Hovy, 2016), LM-LSTM-CRF (Liu
et al., 2018).

In this work, we combine pun detection and lo-
cation tasks as a single sequence labeling problem.
Inspired by the work of (Liu et al., 2018), we also
adopt a LSTM-CRF with character embeddings to
make labeling decisions.

5 Conclusion

In this paper, we propose to perform pun detec-
tion and location tasks in a joint manner from a se-
quence labeling perspective. We observe that each
text in our corpora contains a maximum of one
pun. Hence, we design a novel tagging scheme
to incorporate such a constraint. Such a scheme
guarantees that there is a maximum of one word
that will be tagged as a pun during the testing
phase. We also found the interesting structural
property such as the fact that most puns tend to
appear at the second half of the sentences can be
helpful for such a task, but was not explored in
previous works. Furthermore, unlike many previ-
ous approaches, our approach, though simple, is
generally applicable to both heterographic and ho-
mographic puns. Empirical results on the bench-
mark datasets prove the effectiveness of the pro-
posed approach that the two tasks of pun detection
and location can be addressed by a single model
from a sequence labeling perspective.

Future research includes the investigations on
how to make use of richer semantic and linguis-
tic information for detection and location of puns.
Research on puns for other languages such as Chi-
nese is still under-explored, which could also be
an interesting direction for our future studies.
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Abstract
We explore the challenge of action prediction
from textual descriptions of scenes, a testbed
to approximate whether text inference can be
used to predict upcoming actions. As a case
of study, we consider the world of the Harry
Potter fantasy novels and inferring what spell
will be cast next given a fragment of a story.
Spells act as keywords that abstract actions
(e.g. ‘Alohomora’ to open a door) and de-
note a response to the environment. This idea
is used to automatically build HPAC, a corpus
containing 82 836 samples and 85 actions. We
then evaluate different baselines. Among the
tested models, an LSTM-based approach ob-
tains the best performance for frequent actions
and large scene descriptions, but approaches
such as logistic regression behave well on in-
frequent actions.

1 Introduction

Natural language processing (NLP) has achieved
significant advances in reading comprehension
tasks (Chen et al., 2016; Salant and Berant, 2017).
These are partially due to embedding methods
(Mikolov et al., 2013; Devlin et al., 2018) and
neural networks (Rosenblatt, 1958; Hochreiter and
Schmidhuber, 1997; Vaswani et al., 2017), but also
to the availability of new resources and challenges.
For instance, in cloze-form tasks (Hermann et al.,
2015; Bajgar et al., 2016), the goal is to predict the
missing word given a short context. Weston et al.
(2015) presented baBI, a set of proxy tasks for
reading comprenhension. In the SQuAD corpus
(Rajpurkar et al., 2016), the aim is to answer ques-
tions given a Wikipedia passage. Kocisky et al.
(2018) introduce NarrativeQA, where answering
the questions requires to process entire stories. In
a related line, Frermann et al. (2017) use fictional
crime scene investigation data, from the CSI se-
ries, to define a task where the models try to an-
swer the question: ‘who committed the crime?’.

In an alternative line of work, script induction
(Schank and Abelson, 1977) has been also a use-
ful approach to evaluate inference and semantic
capabilities of NLP systems. Here, a model pro-
cesses a document to infer new sequences that re-
flect events that are statistically probable (e.g. go
to a restaurant, be seated, check the menu, . . . ).
For example, Chambers and Jurafsky (2008) in-
troduce narrative event chains, a representation
of structured knowledge of a set of events occur-
ring around a protagonist. They then propose a
method to learn statistical scripts, and also intro-
duce two different evaluation strategies. With a
related aim, Pichotta and Mooney (2014) propose
a multi-event representation of statistical scripts to
be able to consider multiple entities. These same
authors (Pichotta and Mooney, 2016) have also
studied the abilities of recurrent neural networks
for learning scripts, generating upcoming events
given a raw sequence of tokens, using BLEU (Pap-
ineni et al., 2002) for evaluation.

This paper explores instead a new task: action
prediction from natural language descriptions of
scenes. The challenge is addressed as follows:
given a natural language input sequence describ-
ing the scene, such as a piece of a story coming
from a transcript, the goal is to infer which action
is most likely to happen next.

Contribution We introduce a fictional-domain
English corpus set in the world of Harry Potter
novels. The domain is motivated by the existence
of a variety of spells in these literary books, associ-
ated with keywords that can be seen as unambigu-
ous markers for actions that potentially relate to
the previous context. This is used to automatically
create a natural language corpus coming from hun-
dreds of users, with different styles, interests and
writing skills. We then train a number of standard
baselines to predict upcoming actions, a task that

2124



requires to be aware of the context. In particular,
we test a number of generic models, from a simple
logistic regression to neural models. Experiments
shed some light about their strengths and weak-
nesses and how these are related to the frequency
of each action, the existence of other semantically
related actions and the length of the input story.

2 HPAC: The Harry Potter’s Action
prediction Corpus

To build an action prediction corpus, we need to:
(1) consider the set of actions, and (2) collect data
where these occur. Data should come from differ-
ent users, to approximate a real natural language
task. Also, it needs to be annotated, determining
that a piece of text ends up triggering an action.
These tasks are however time consuming, as they
require annotators to read vast amounts of large
texts. In this context, machine comprehension re-
sources usually establish a compromise between
their complexity and the costs of building them
(Hermann et al., 2015; Kocisky et al., 2018).

2.1 Domain motivation

We rely on an intuitive idea that uses transcripts
from the Harry Potter world to build up a corpus
for textual action prediction. The domain has a set
of desirable properties to evaluate reading compre-
hension systems, which we now review.

Harry Potter novels define a variety of spells.
These are keywords cast by witches and wizards to
achieve purposes, such as turning on a light (‘Lu-
mos’), unlocking a door (‘Alohomora’) or killing
(‘Avada Kedavra’). They abstract complex and
non-ambiguous actions. Their use also makes it
possible to build an automatic and self-annotated
corpus for action prediction. The moment a spell
occurs in a text represents a response to the en-
vironment, and hence, it can be used to label the
preceding text fragment as a scene description that
ends up triggering that action. Table 1 illustrates it
with some examples from the original books.

This makes it possible to consider texts from the
magic world of Harry Potter as the domain for the
action prediction corpus, and the spells as the set
of eligible actions.1 Determining the length of the
preceding context, namely snippet, that has to be

1Note that the corpus is built in an automatic way and
some occurrences might not correspond to actions, but for ex-
ample, to a description of the spell or even some false positive
samples. Related to this, we have not censored the content of
the stories, so some of them might contain adult content.

considered as the scene description is however not
trivial. This paper considers experiments (§4) us-
ing snippets with the 32, 64, 96 and 128 previous
tokens to an action. We provide the needed scripts
to rebuild the corpus using arbitrary lengths.2

2.2 Data crawling

The number of occurrences of spells in the origi-
nal Harry Potter books is small (432 occurrences),
which makes it difficult to train and test a machine
learning model. However, the amount of available
fan fiction for this saga allows to create a large
corpus. For HPAC, we used fan fiction (and
only fan fiction texts) from https://www.
fanfiction.net/book/Harry-Potter/
and a version of the crawler by Milli and Bamman
(2016).3 We collected Harry Potter stories written
in English and marked with the status ‘com-
pleted’. From these we extracted a total of 82 836
spell occurrences, that we used to obtain the scene
descriptions. Table 2 details the statistics of the
corpus (see also Appendix A). Note that similar to
Twitter corpora, fan fiction stories can be deleted
over time by users or admins, causing losses in
the dataset.4

Preprocessing We tokenized the samples with
(Manning et al., 2014) and merged the occurrences
of multi-word spells into a single token.

3 Models

This work addresses the task as a classification
problem, and in particular as a sequence to label
classification problem. For this reason, we rely on
standard models used for this type of task: multi-
nomial logistic regression, a multi-layered per-
ceptron, convolutional neural networks and long
short-term memory networks. We outline the es-
sentials of each of these models, but will treat them
as black boxes. In a related line, Kaushik and Lip-
ton (2018) discuss the need of providing rigorous
baselines that help better understand the improve-
ment coming from future and complex models,
and also the need of not demanding architectural
novelty when introducing new datasets.

Although not done in this work, an alternative
(but also natural) way to address the task is as a

2https://github.com/aghie/hpac
3Due to the website’s Terms of Service, the corpus cannot

be directly released.
4They also can be modified, making it unfeasible to re-

trieve some of the samples.
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Text fragment Action
Ducking under Peeves, they ran for their lives, right to the end of the corridor where they slammed into a door
- and it was locked. ‘This is it!’ Ron moaned, as they pushed helplessly at the door, ‘We’re done for! This is
the end!’ They could hear footsteps, Filch running as fast as he could toward Peeves’s shouts. ‘Oh, move over’,
Hermione snarled. She grabbed Harry’s wand, tapped the lock, and whispered, ‘Alohomora’.

Unlock the
door

And then, without warning, Harry’s scar exploded with pain. It was agony such as he had never felt in all his
life; his wand slipped from his fingers as he put his hands over his face; his knees buckled; he was on the ground
and he could see nothing at all; his head was about to split open. From far away, above his head, he heard a
high, cold voice say, ‘Kill the spare.’ A swishing noise and a second voice, which screeched the words to the
night: ‘Avada Kedavra’

Kill a target

Harry felt himself being pushed hither and thither by people whose faces he could not see. Then he heard Ron
yell with pain. ‘What happened?’ said Hermione anxiously, stopping so abruptly that Harry walked into her.
‘Ron, where are you? Oh, this is stupid’ - ‘Lumos’

Turn on a
light

Table 1: Examples from the Harry Potter books showing how spells map to reactions to the environment.

Statistics Training Dev Test
#Actions 85 83 84
#Samples 66 274 8 279 8 283
#Tokens (s=32) 2 111 180 263 573 263 937
#Unique tokens (s=32) 33 067 13 075 13 207
#Tokens (s=128) 8 329 531 1 040 705 1 041 027
#Unique tokens (s=128) 60 379 25 146 25 285

Table 2: Corpus statistics: s is the length of the snippet.

special case of language modelling, where the out-
put vocabulary is restricted to the size of the ‘ac-
tion’ vocabulary. Also, note that the performance
for this task is not expected to achieve a perfect ac-
curacy, as there may be situations where more than
one action is reasonable, and also because writers
tell a story playing with elements such as surprise
or uncertainty.

The source code for the models can be found in
the GitHub repository mentioned above.

Notation w1:n denotes a sequence of words
w1, ..., wn that represents the scene, with wi ∈ V .
Fθ(·) is a function parametrized by θ. The task is
cast as F : V n → A, whereA is the set of actions.

3.1 Machine learning models

The input sentence w1:n is encoded as a one-hot
vector, v (total occurrence weighting scheme).

Multinomial Logistic Regression Let MLRθ(v)
be an abstraction of a multinomial logistic regres-
sion parametrized by θ, the output for an input
v is computed as the argmaxa∈A P (y = a|v),
where P (y = a|v) is a softmax function, i.e,
P (y = a|v) = eWa·v∑A

a′ e
Wa′ ·v

.

MultiLayer Perceptron We use one hid-
den layer with a rectifier activation function
(relu(x)=max(0, x)). The output is computed as
MLPθ(v)= softmax(W2 · relu(W ·v+b)+b2).

3.2 Sequential models

The input sequence is represented as a sequence
of word embeddings, w1:n, where wi is a con-
catenation of an internal embedding learned dur-
ing the training process for the word wi, and a pre-
trained embedding extracted from GloVe (Pen-
nington et al., 2014)5, that is further fine-tuned.

Long short-term memory network (Hochre-
iter and Schmidhuber, 1997): The output for an
element wi also depends on the output of wi−1.
The LSTMθ(w1:n)

6 takes as input a sequence of
word embeddings and produces a sequence of hid-
den outputs, h1:n (hi size set to 128). The last
output of the LSTMθ, hn, is fed to a MLPθ.

Convolutional Neural Network (LeCun et al.,
1995; Kim, 2014). It captures local properties over
continuous slices of text by applying a convolution
layer made of different filters. We use a wide con-
volution, with a window slice size of length 3 and
250 different filters. The convolutional layer uses
a relu as the activation function. The output is
fed to a max pooling layer, whose output vector is
passed again as input to a MLPθ.

4 Experiments

Setup All MLPθ’s have 128 input neurons and
1 hidden layer. We trained up to 15 epochs
using mini-batches (size=16), Adam (lr=0.001)
(Kingma and Ba, 2015) and early stopping.

Table 3 shows the macro and weighted F-scores
for the models considering different snippet sizes.7

5http://nlp.stanford.edu/data/glove.
6B.zip

6n is set to be equal to the length of the snippet.
7As we have addressed the task as a classification prob-

lem, we will use precision, recall and F-score as the evalua-
tion metrics.
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To diminish the impact of random seeds and local
minima in neural networks, results are averaged
across 5 runs.8 ‘Base’ is a majority-class model
that maps everything to ‘Avada Kedavra’, the most
common action in the training set. This helps test
whether the models predict above chance perfor-
mance. When using short snippets (size=32), dis-
parate models such as our MLR, MLP and LSTMs
achieve a similar performance. As the snippet size
is increased, the LSTM-based approach shows a
clear improvement on the weighted scores9, some-
thing that happens only marginally for the rest.
However, from Table 3 it is hard to find out what
the approaches are actually learning to predict.

Snippet Model Macro Weighted
P R F P R F

- Base 0.1 1.2 0.2 1.3 11.5 2.4

32

MLR 18.7 11.6 13.1 28.9 31.4 28.3
MLP 19.1 9.8 10.3 31.7 32.1 28.0
LSTM 13.7 9.7 9.5 29.1 32.2 28.6
CNN 9.9 7.8 7.3 24.6 29.2 24.7

64

MLR 20.6 12.3 13.9 29.9 32.1 29.0
MLP 17.9 9.5 9.8 31.2 32.7 27.9
LSTM 13.3 10.3 10.2 30.3 33.9 30.4
CNN 9.8 7.8 7.4 25.0 29.9 25.4

96

MLR 20.4 13.3 14.6 30.3 32.0 29.3
MLP 16.9 9.5 9.8 30.2 32.6 27.8
LSTM 14.0 10.5 10.3 30.6 34.5 30.7
CNN 10.2 7.1 6.9 25.2 29.4 24.4

128

MLR 19.6 12.1 12.9 30.0 31.7 28.2
MLP 18.9 9.9 10.3 31.4 32.9 28.0
LSTM 14.4 10.5 10.5 31.3 35.1 31.1
CNN 8.8 7.8 7.1 24.8 30.2 25.0

Table 3: Macro and weighted F-scores over 5 runs.

To shed some light, Table 4 shows their perfor-
mance according to a ranking metric, recall at k.
The results show that the LSTM-based approach is
the top performing model, but the MLP obtains just
slightly worse results. Recall at 1 is in both cases
low, which suggests that the task is indeed com-
plex and that using just LSTMs is not enough. It
is also possible to observe that even if the mod-
els have difficulties to correctly predict the action
as a first option, they develop certain sense of the
scene and consider the right one among their top
choices. Table 5 delves into this by splitting the
performance of the model into infrequent and fre-
quent actions (above the average, i.e. those that
occur more than 98 times in the training set, a to-
tal of 20 actions). There is a clear gap between

8Some macro F-scores do not lie within the Precision and
Recall due to this issue.

9For each label, we compute their average, weighted by
the number of true instances for each label. The F-score
might be not between precision and recall.

the performance on these two groups of actions,
with a ∼50 points difference in recall at 5. Also, a
simple logistic regression performs similar to the
LSTM on the infrequent actions.

Snippet Model R@1 R@2 R@5 R@10
- Base 11.5 - - -

32

MLR 31.4 43.7 60.3 73.5
MLP 32.1 44.3 61.5 74.9

LSTM 32.2 44.3 61.5 74.7
CNN 29.2 41.1 58.1 71.6

64

MLR 32.1 44.9 61.9 74.3
MLP 32.7 46.0 63.5 76.6

LSTM 33.9 46.1 63.1 75.7
CNN 29.9 41.8 59.0 72.2

96

MLR 32.0 44.5 60.7 74.6
MLP 32.6 45.6 63.4 76.6

LSTM 34.5 46.9 63.7 76.1
CNN 29.3 41.9 59.5 72.8

128

MLR 31.7 44.5 61.0 74.3
MLP 32.9 45.8 63.2 76.9

LSTM 35.1 47.4 64.4 76.9
CNN 30.2 42.3 59.6 72.8

Table 4: Averaged recall at k over 5 runs.

Snippet Model Frequent Infrequent
Fwe R@1 R@5 Fwe R@1 R@5

Base 3.7 14.5 - 0.0 0.0 -

32

MLR 35.8 37.1 70.5 14.8 9.5 23.0
MLP 35.9 38.1 71.9 13.2 9.4 21.8

LSTM 37.1 38.4 71.6 11.7 8.6 23.0
CNN 33.1 35.5 69.3 7.1 5.2 15.2

64

MLR 36.7 37.9 71.8 14.9 9.9 24.0
MLP 36.4 39.2 74.5 11.0 7.9 21.6

LSTM 39.2 40.3 73.0 12.4 9.4 25.4
CNN 33.9 36.4 70.6 6.9 5.2 15.1

96

MLR 36.4 37.4 70.1 17.1 11.7 25.1
MLP 36.2 39.1 74.0 11.0 7.9 23.1

LSTM 39.6 41.1 73.7 12.4 9.6 25.8
CNN 32.7 35.8 71.6 6.3 4.8 13.7

128

MLR 35.4 37.2 70.5 15.4 10.7 25.0
MLP 36.5 39.5 74.0 11.1 8.2 22.3

LSTM 40.3 41.9 74.4 12.3 9.5 26.2
CNN 33.7 36.9 71.4 6.5 5.0 14.6

Table 5: Performance on frequent (those that occur
above the average) and infrequent actions.

Error analysis10 Some of the misclassifications
made by the LSTM approach were semantically
related actions and counter-actions. For exam-
ple, ‘Colloportus’ (to close a door) was never
predicted. The most common mis-classification
(14 out of 41) was ‘Alohomora’ (to unlock a
door), which was 5 times more frequent in the
training corpus. Similarly, ‘Nox’ (to extinguish
the light from a wand) was correctly predicted
6 times, meanwhile 36 mis-classifications corre-

10Made over one of the runs from the LSTM-based ap-
proach and setting the snippet size to 128 tokens.
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spond to ‘Lumos’ (to light a place using a wand),
which was 6 times more frequent in the train-
ing set. Other less frequent spells that denote
vision and guidance actions, such as ‘Point me’
(the wand acts a a compass pointing North) and
‘Homenum revelio’ (to revel a human presence)
were also mainly misclassified as ‘Lumos’. This
is an indicator that the LSTM approach has dif-
ficulties to disambiguate among semantically re-
lated actions, especially if their occurrence was
unbalanced in the training set. This issue is in
line with the tendency observed for recall at k.
Spells intended for much more specific purposes,
according to the books, obtained a performance
significantly higher than the average, e.g. F-
score(‘Riddikulus’)=63.54, F-score(‘Expecto Pa-
tronum’)=55.49 and F-score(‘Obliviate’)=47.45.
As said before, the model is significantly biased
towards frequent actions. For 79 out of 84 gold
actions in the test set, we found that the samples
tagged with such actions were mainly classified
into one of the top 20 most frequent actions.

Human comparison We collected human an-
notations from 208 scenes involving frequent ac-
tions. The accuracy/F-macro/F-weighted was
39.20/30.00/40.90. The LSTM approach obtained
41.26/25.37/39.86. Overall, the LSTM approach
obtained a similar performance, but the lower
macro F-score by the LSTM could be an indicator
that humans can distinguish within a wider spec-
trum of actions. As a side note, super-human per-
formance it is not strange in other NLP tasks, such
as sentiment analysis (Pang et al., 2002).

5 Conclusion

We explored action prediction from written sto-
ries. We first introduced a corpus set in the world
of Harry Potter’s literature. Spells in these nov-
els act as keywords that abstract actions. This
idea was used to label a collection of fan fiction.
We then evaluated standard NLP approaches, from
logistic regression to sequential models such as
LSTMs. The latter performed better in general, al-
though vanilla models achieved a higher perfor-
mance for actions that occurred a few times in the
training set. An analysis over the output of the
LSTM approach also revealed difficulties to dis-
criminate among semantically related actions.

The challenge here proposed corresponded to a
fictional domain. A future line of work we are in-
terested in is to test whether the knowledge learned

with this dataset could be transferred to real-word
actions (i.e. real-domain setups), or if such trans-
fer is not possible and a model needs to be trained
from scratch.
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A Corpus distribution

Table 6 summarizes the label distribution across
the training, development and test sets of the HPAC

corpus.

2129



Action #Training #Dev #Test Action #Training #Dev #Test
AVADA KEDAVRA 7937 986 954 CRUCIO 7852 931 980
ACCIO 4556 595 562 LUMOS 4159 505 531
STUPEFY 3636 471 457 OBLIVIATE 3200 388 397
EXPELLIARMUS 2998 377 376 LEGILIMENS 1938 237 247
EXPECTO PATRONUM 1796 212 242 PROTEGO 1640 196 229
SECTUMSEMPRA 1596 200 189 ALOHOMORA 1365 172 174
INCENDIO 1346 163 186 SCOURGIFY 1317 152 166
REDUCTO 1313 171 163 IMPERIO 1278 159 144
WINGARDIUM LEVIOSA 1265 158 154 PETRIFICUS TOTALUS 1253 175 134
SILENCIO 1145 153 136 REPARO 1124 159 137
MUFFLIATO 1005 108 92 AGUAMENTI 796 84 86
FINITE INCANTATEM 693 90 75 INCARCEROUS 686 99 87
NOX 673 82 80 RIDDIKULUS 655 81 88
DIFFINDO 565 90 82 IMPEDIMENTA 552 88 79
LEVICORPUS 535 63 68 EVANESCO 484 53 59
SONORUS 454 66 73 POINT ME 422 57 69
EPISKEY 410 55 59 CONFRINGO 359 52 48
ENGORGIO 342 52 41 COLLOPORTUS 269 26 41
RENNERVATE 253 24 33 PORTUS 238 22 31
TERGEO 235 23 26 MORSMORDRE 219 29 38
EXPULSO 196 23 20 HOMENUM REVELIO 188 30 24
MOBILICORPUS 176 20 14 RELASHIO 174 20 27
LOCOMOTOR 172 24 19 AVIS 166 17 29
RICTUSEMPRA 159 16 26 IMPERVIUS 149 26 13
OPPUGNO 144 18 7 FURNUNCULUS 137 20 20
SERPENSORTIA 133 14 15 CONFUNDO 130 17 21
LOCOMOTOR MORTIS 127 14 15 TARANTALLEGRA 126 11 17
REDUCIO 117 13 22 QUIETUS 108 15 17
LANGLOCK 99 12 19 GEMINIO 78 5 10
FERULA 78 6 10 ORCHIDEOUS 76 7 5
DENSAUGEO 67 13 8 LIBERACORPUS 63 7 5
APARECIUM 63 14 10 ANAPNEO 62 6 5
FLAGRATE 59 4 11 DELETRIUS 59 12 6
OBSCURO 57 11 7 PRIOR INCANTATO 56 4 3
DEPRIMO 51 2 2 SPECIALIS REVELIO 50 11 6
WADDIWASI 45 5 8 PROTEGO TOTALUM 44 9 5
DURO 36 4 4 SALVIO HEXIA 36 8 5
DEFODIO 34 2 6 PIERTOTUM LOCOMOTOR 30 4 3
GLISSEO 26 4 3 MOBILIARBUS 25 3 4
REPELLO MUGGLETUM 23 2 5 ERECTO 23 7 5
CAVE INIMICUM 19 5 2 DESCENDO 19 0 1
PROTEGO HORRIBILIS 18 7 5 METEOLOJINX RECANTO 10 3 1
PESKIPIKSI PESTERNOMI 7 0 0

Table 6: Label distribution for the HPAC corpus
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Abstract

Peer-review plays a critical role in the scien-
tific writing and publication ecosystem. To as-
sess the efficiency and efficacy of the review-
ing process, one essential element is to un-
derstand and evaluate the reviews themselves.
In this work, we study the content and struc-
ture of peer reviews under the argument min-
ing framework, through automatically detect-
ing (1) argumentative propositions put forward
by reviewers, and (2) their types (e.g., evalu-
ating the work or making suggestions for im-
provement). We first collect 14.2K reviews
from major machine learning and natural lan-
guage processing venues. 400 reviews are an-
notated with 10, 386 propositions and corre-
sponding types of EVALUATION, REQUEST,
FACT, REFERENCE, or QUOTE. We then
train state-of-the-art proposition segmentation
and classification models on the data to evalu-
ate their utilities and identify new challenges
for this new domain, motivating future di-
rections for argument mining. Further ex-
periments show that proposition usage varies
across venues in amount, type, and topic.

1 Introduction

Peer review is a process where domain experts
scrutinize the quality of research work in their
field, and it is a cornerstone of scientific discov-
ery (Hettich and Pazzani, 2006; Kelly et al., 2014;
Price and Flach, 2017). In 2015 alone, approxi-
mately 63.4 million hours were spent on peer re-
views (Kovanis et al., 2016). To maximize their
benefit to the scientific community, it is crucial to
understand and evaluate the construction and lim-
itation of reviews themselves. However, minimal
work has been done to analyze reviews’ content
and structure, let alone to evaluate their qualities.

As seen in Figure 1, peer reviews resemble
arguments: they contain argumentative propo-
sitions (henceforth propositions) that convey re-

Review #1 (rating: 5, # sentences: 11)
[Quality: This paper demonstrates that convolutional and re-
lational neural networks fail to solve visual relation prob-
lems . . . ]FACT [This points at important limitations of cur-
rent neural network architectures where architectures depend
mainly on rote memorization.]EVAL . . . [Significance: This
work demonstrates failures of relational networks on relational
tasks. . .]FACT [Pros: Important message about network limita-
tions.]EVAL [Cons: Straightforward testing of network perfor-
mance on specific visual relation tasks.]EVAL . . .

Review #2 (rating: 5, # sentences: 10)
[The authors present two autoregressive models . . .]FACT. . . [In
that context , this work can be viewed as applying deep autore-
gressive density estimators to policy gradient methods.]EVAL. . .

[At least one of those papers ought to be cited.]REQ [It also seems
like a simple, obvious baseline is missing from their experi-
ments . . .]EVAL. . . [The method could even be made to capture
dependencies between different actions by adding a latent prob-
abilistic layer . . .]EVAL. . .[A direct comparison against one of the
related methods in the discussion section would help]REQ. . .

Figure 1: Sample ICLR review excerpts. Propositions
are annotated with types, such as FACT (fact), EVAL
(evaluation), and REQ (request). Review #2 contains
in-depth evaluation and actionable suggestion, thus is
perceived to be of a higher quality.

viewers’ interpretation and evaluation of the re-
search. Constructive reviews, e.g., review #2, of-
ten contain in-depth analysis as well as concrete
suggestions. As a result, automatically identify-
ing propositions and their types would be useful
to understand the composition of peer reviews.

Therefore, we propose an argument mining-
based approach to understand the content and
structure of peer reviews. Argument mining
studies the automatic detection of argumentative
components and structure within discourse (Peld-
szus and Stede, 2013). Specifically, argument
types (e.g. evidence and reasoning) and their
arrangement are indicative of argument qual-
ity (Habernal and Gurevych, 2016; Wachsmuth
et al., 2017). In this work, we focus on two specific
tasks: (1) proposition segmentation—detecting
elementary argumentative discourse units that are
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propositions, and (2) proposition classification—
labeling the propositions according to their types
(e.g., evaluation vs. request).

Since there was no annotated dataset for peer re-
views, as part of this study, we first collect 14.2K
reviews from major machine learning (ML) and
natural language processing (NLP) venues. We
create a dataset, AMPERE (Argument Mining for
PEer REviews), by annotating 400 reviews with
10, 386 propositions and labeling each proposition
with the type of EVALUATION, REQUEST, FACT,
REFERENCE, QUOTE, or NON-ARG.1 Significant
inter-annotator agreement is achieved for propo-
sition segmentation (Cohen’s κ = 0.93), with
good consensus level for type annotation (Krip-
pendorf’s αU = 0.61).

We benchmark our new dataset with state-of-
the-art and popular argument mining models to
better understand the challenges posed in this new
domain. We observe a significant drop of perfor-
mance for proposition segmentation on AMPERE,
mainly due to its different argument structure. For
instance, 25% of the sentences contain more than
one proposition, compared to that of 8% for es-
says (Stab and Gurevych, 2017), motivating new
solutions for segmentation and classification.

We further investigate review structure differ-
ence across venues based on proposition usage,
and uncover several patterns. For instance, ACL
reviews tend to contain more propositions than
those in ML venues, especially with more re-
quests but fewer facts. We further find that re-
views with extreme ratings, i.e., strong reject or
accept, tend to be shorter and make much fewer
requests. Moreover, we probe the salient words
for different proposition types. For example, ACL
reviewers ask for more “examples” when making
requests, while ICLR reviews contain more evalu-
ation of “network” and how models are “trained”.

2 AMPERE Dataset

We collect review data from three sources: (1)
openreview.net—an online peer reviewing
platform for ICLR 2017, ICLR 2018, and UAI
2018 2; (2) reviews released for accepted papers
at NeurIPS from 2013 to 2017; and (3) opted-in
reviews for ACL 2017 from Kang et al. (2018).

1Dataset and annotation guideline can be found at http:
//xinyuhua.github.io/Resources/naacl19/.

2ICLR reviews are downloaded from the public API:
https://github.com/iesl/openreview-py.
UAI reviews are collected by the OpenReview team.

EVALUATION: Subjective statements, often containing qual-
itative judgment. Ex: “This paper shows nice results on a
number of small tasks.”
REQUEST: Statements suggesting a course of action. Ex:
“The authors should compare with the following methods.”
FACT: Objective information of the paper or commonsense
knowledge. Ex: “Existing works on multi-task neural net-
works typically use hand-tuned weights. . .”
REFERENCE: Citations and URLs. Ex: “see MuseGAN
(Dong et al), MidiNet (Yang et al), etc ”
QUOTE: Quotations from the paper. Ex: “The author wrote
‘where r is lower bound of feature norm’.”
NON-ARG: Non-argumentative statements. Ex: “Aha, now I
understand.”

Table 1: Proposition types and examples.

Dataset #Doc #Sent #Prop
Comments (Park and Cardie, 2018) 731 3,994 4,931
Essays (Stab and Gurevych, 2017) 402 7,116 6,089
News (Al Khatib et al., 2016) 300 11,754 14,313
Web (Habernal and Gurevych, 2017) 340 3,899 1,882
AMPERE 400 8,030 10,386

Table 2: Statistics for AMPERE and some argument
mining corpora, including # of annotated propositions.

In total, 14, 202 reviews are collected (ICLR:
4, 057; UAI: 718; ACL: 275; and NeurIPS:
9, 152). All venues except NeurIPS have paper
rating scores attached to the reviews.

Annotation Process. For proposition segmenta-
tion, we adopt the concepts from Park et al. (2015)
and instruct the annotators to identify elementary
argumentative discourse units on sentence or sub-
sentence level, based on their discourse functions
and topics. They then classify the propositions
into five types with an additional non-argument
category, as explained in Table 1.
400 ICLR 2018 reviews are sampled for annota-

tion, with similar distributions of length and rating
to those of the full dataset. Two annotators who
are fluent English speakers first label the 400 re-
views with proposition segments and types, and a
third annotator then resolves disagreements.

We calculate the inter-annotator agreement be-
tween the two annotators. A Cohen’s κ of 0.93 is
achieved for proposition segmentation, with each
review treated as a BIO sequence. For classifi-
cation, unitized Krippendorf’s αU (Krippendorff,
2004), which considers disagreements among seg-
mentation, is calculated per review and then av-
eraged over all samples, and the value is 0.61.
Among the exactly matched proposition segments,
we report a Cohen’s κ of 0.64.

Statistics. Table 2 shows comparison be-
tween AMPERE and some other argument min-
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ing datasets of different genres. We also show the
number of propositions in each category in Table
3. The most frequent types are evaluation (38.3%)
and fact (36.5%).

EVAL REQ FACT REF QUOT NON-A Total
3,982 1,911 3,786 207 161 339 10,386

Table 3: Number of propositions per type in AMPERE.

3 Experiments with Existing Models

We benchmark AMPERE with popular and state-
of-the-art models for proposition segmentation
and classification. Both tasks can be treated as se-
quence tagging problems with the setup similar to
Schulz et al. (2018). For experiments, 320 reviews
(7, 999 propositions) are used for training and 80
reviews (2, 387 propositions) are used for testing.
Following Niculae et al. (2017), 5-fold cross vali-
dation on the training set is used for hyperparam-
eter tuning. To improve the accuracy of tokeniza-
tion, we manually replace mathematical formulas,
variables, URL links, and formatted citation with
special tokens such as <EQN>, <VAR>, <URL>,
and <CIT>. Parameters, lexicons, and features
used for the models are described in the supple-
mentary material.

3.1 Task I: Proposition Segmentation
We consider three baselines. FullSent: treat-
ing each sentence as a proposition. PDTB-conn:
further segmenting sentences when any discourse
connective (collected from Penn Discourse Tree-
bank (Prasad et al., 2007)) is observed. RST-
parser: segmenting discourse units by the RST
parser in Feng and Hirst (2014).

For learning-based methods, we start with Con-
ditional Random Field (CRF) (Lafferty et al.,
2001) with features proposed by Stab and
Gurevych ((2017), Table 7), and BiLSTM-CRF,
a bidirectional Long Short-Term Memory network
(BiLSTM) connected to a CRF output layer and
further enhanced with ELMo representation (Pe-
ters et al., 2018). We adopt the BIO scheme for
sequential tagging (Ramshaw and Marcus, 1999),
with O corresponding to NON-ARG. Finally, we
consider jointly modeling segmentation and clas-
sification by appending the proposition types to
BI tags, e.g., B-fact, with CRF (CRF-joint) and
BiLSTM-CRF (BiLSTM-CRF-joint).

Table 4 shows that BiLSTM-CRF outperforms
other methods in F1. More importantly, the perfor-

Prec. Rec. F1
FullSent 73.68 56.00 63.64
PDTB-conn 51.11 49.71 50.40
RST-parser 30.28 43.00 35.54
CRF 66.53 52.92 58.95
BiLSTM-CRF 82.25 79.96 81.09∗

CRF-joint 74.99 63.33 68.67
BiLSTM-CRF-joint 81.12 78.42 79.75

Table 4: Proposition segmentation results. Result that
is significantly better than all comparisons is marked
with ∗ (p < 10−6, McNemar test).

Overall EVAL REQ FACT REF QUOT

With Gold-Standard Segments
Majority 40.75 57.90 – – – –
PropLexicon 36.83 40.42 36.07 32.23 59.57 31.28
SVM 60.98 63.88 69.02 54.74 69.47 7.69
CNN 66.56∗ 69.02 63.26 66.17 67.44 52.94

With Predicted Segments
Majority 33.30 47.60 – – – –
PropLexicon 23.21 22.45 23.97 23.73 35.96 16.67
SVM 51.46 54.05 48.16 52.77 52.27 4.71
CNN 55.48 57.75 53.71 55.19 48.78 33.33
CRF-joint 50.69 46.78 55.74 52.27 55.77 26.47
BiLSTM-CRF-
joint

62.64∗ 62.36∗ 67.31∗ 61.86 54.74 37.36

Table 5: Proposition classification F1 scores. Re-
sults that are significant better than other methods are
marked with ∗ (p < 10−6, McNemar test).

mance on reviews is lower than those reached on
existing datasets, e.g., an F1 of 86.7 is obtained by
CRF for essays (Stab and Gurevych, 2017). This
is mostly due to essays’ better structure, with fre-
quent use of discourse connectives.

3.2 Task II: Proposition Classification
With given proposition segments, predicted or
gold-standard, we experiment with proposition-
level models to label proposition types.

We utilize two baselines. Majority simply as-
signs the majority type in the training set. Pro-
pLexicon matches the following lexicons for dif-
ferent proposition types in order, and returns the
first corresponding type with a match; if no lexi-
con is matched, the proposition is labeled as NON-
ARG:
• REFERENCE: <URL>, <CIT>
• QUOTE: “, ”, ’
• REQUEST: should, would be nice, why, please, would

like to, need
• EVALUATION: highly, very, unclear, clear, interesting,

novel, well, important, similar, clearly, quite, good
• FACT: author, authors, propose, present, method, pa-

rameters, example, dataset, same, incorrect, correct
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For supervised models, we employ linear SVM
with a squared hinge loss and group Lasso regu-
larizer (Yuan and Lin, 2006). It is trained with the
top 500 features selected from Table 9 in (Stab and
Gurevych, 2017) by χ2 test. We also train a convo-
lutional neural network (CNN) proposed by Kim
(2014), with the same setup and pre-trained
word embeddings from word2vec (Mikolov et al.,
2013). Finally, results by joint models of CRF and
BiLSTM-CRF are also reported.

F1 scores for all propositions and each type are
reported in Table 5. A prediction is correct when
both segment and type are matched with the true
labels. CNN performs better for types with sig-
nificantly more training samples, i.e., evaluation
and fact, indicating the effect of data size on neu-
ral model’s performance. Joint models (CRF-joint
and BiLSTM-CRF-joint) yield the best F1 scores
for all categories when gold-standard segmenta-
tion is unavailable.

4 Proposition Analysis by Venues

Here we leverage the BiLSTM-CRF-joint model
trained on the annotated AMPERE data to iden-
tify propositions and their types in unlabeled re-
views from the four venues (ICLR, UAI, ACL, and
NeurIPS), to understand the content and structure
of peer reviews at a larger scale.
Proposition Usage by Venue and Rating. Fig-
ure 2 shows the average number of propositions
per review, grouped by venue and rating. Scores
in 1 − 10 are scaled to 1 − 5 by dx/2e, with 1
as strong reject and 5 as strong accept. ACL and
NeurIPS have significantly more propositions than
ICLR and UAI. Ratings, which reflect a reviewer’s
judgment of paper quality, also affect proposition
usage. We find that reviews with extreme ratings,
i.e., 1 and 5, tend to have fewer propositions.

ICLR UAI ACL NeurIPS
0

10
20
30
40
50
60
70 # Propositions per Review

1 2 3 4 50

10

20

30

40

# Propositions by Rating and Venue
ICLR UAI ACL

Figure 2: Proposition number in reviews. Differences
among venues are all significant except UAI vs. ICLR
and ACL vs. NeurIPS (p < 10−6, unpaired t-test).

We further study the distribution of proposition
type in each venue. As observed in Figure 3, ACL

Evaluation Request Fact Reference Quote Non-Arg0

10

20

30

40
% of Proposition Type

ICLR
UAI

ACL
NeurIPS

Figure 3: Distribution of proposition type per venue.
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Figure 4: Distribution of proposition type per rating (in
%) on AMPERE.

reviews contain more requests but fewer facts than
other venues. Specifically, we find that 94.6% of
ACL reviews have at least one REQUEST propo-
sition, compared to 81.5% for ICLR and 84.7%
for UAI. We also show proposition type distribu-
tion based on ratings in Figure 4. Reviews with
the highest rating tend to use fewer evaluation and
reference, while reviews with ratings of 3−4 (bor-
derline or weak accept) contain more requests. We
further observe a sharp decrease of QUOTE usage
in rating group 4, and a surge of NON-ARG for rat-
ing group 5, while FACT remains consistent across
rating ranges.

Proposition Structure. Argumentative structure,
which is usually studied as support and attack
relations, reveals how propositions are organized
into coherent text. According to Park and Cardie
(2018), 75% of support relations happen between
adjacent propositions in user comments. We thus
plot the proposition transition probability matrix
in Figure 5, to show the argument structure in AM-
PERE. The high probabilities along the diagonal
line imply that propositions of the same type are
often constructed consecutively, with the excep-
tion of quote, which is more likely to be followed
by evaluation.

Proposition Type and Content. We also probe
the salient words used for each proposition type,
and the difference of their usage across venues.
For each venue, we utilize log-likelihood ratio
test (Lin and Hovy, 2000) to identify the represen-
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EVALUATION REQUEST FACT REFERENCE QUOTE

All Venues overall, unclear, not,
contribution, seem, in-
teresting

please, could, should,
if, why, would, more,
suggest

think, each, some,
data, useful, written,
proposes

<URL>, et, al., confer-
ence, paper, proceed-
ings, arxiv

”, paper, we, :, our

ICLR network, general, ac-
ceptance, convinced,
trained

network, appendix,
recommend, because,
novelty

training, results, work,
then, image

deep, ;, nips, pp.,
speech

not, section, 4, 5,
agent

UAI quality, relevant,
found, presentation,
major

<VAR>, model,
method, nice, column

stochastic, called, con-
siders, sense, writing

artificial, discovery,
etc., via, systems

–, second, column,
processes, connec-
tions

ACL weaknesses, strengths,
so, word, main

consider, examples,
further, models,
proposed

word, method, words,
proposed, embeddings

language, extraction,
emnlp, computational,
linguistics

NeurIPS theoretical, <EQN>,
interest, practical, nips

following, clarity,
address, significance,
quality

<EQN>, maximum,
may, comments,
characters

for, see, class, de-
tailed, guidelines

of, in, which, <EQN>,
reviewer

Table 6: Salient words (α = 0.001, χ2 test) per proposition type. Top 5 frequent words that are unique for each
venue are shown. “<EQN>”, “<URL>”, and “<VAR>” are equations, URL links, and variables.

EVAL REQ FACT REF QUOT NON-A
EVAL 50.3 17.2 27.3 1.0 1.4 2.9
REQ 32.2 41.6 19.4 1.8 2.3 2.8
FACT 33.5 11.0 51.2 1.3 0.9 2.0
REF 15.0 10.8 18.0 50.9 3.6 1.8
QUOT 31.2 23.6 25.5 1.3 12.1 6.4
NON-A 31.9 15.5 22.7 1.3 2.8 25.9

Figure 5: Proposition transition prob. on AMPERE.

tative words in each proposition type compared to
other types. Table 6 shows both the commonly
used salient words across venues and the unique
words with top frequencies for each venue (α =
0.001, χ2 test). For evaluation, all venues tend
to focus on clarity and contribution, with ICLR
discussing more about “network” and NeurIPS of-
ten mentioning equations. ACL reviews then fre-
quently request for “examples”.

5 Related Work

There is a growing interest in understanding the
content and assessing the quality of peer re-
views. Authors’ feedback such as satisfaction and
helpfulness have been adopted as quality indica-
tors (Latu and Everett, 2000; Hart-Davidson et al.,
2010; Xiong and Litman, 2011). Nonetheless,
they suffer from author subjectivity and are often
influenced by acceptance decisions (Weber et al.,
2002). Evaluation by experts or editors proves
to be more reliable and informative (van Rooyen
et al., 1999), but requires substantial work and
knowledge of the field. Shallow linguistic fea-
tures, e.g., sentiment words, are studied in Born-
mann et al. (2012) for analyzing languages in peer
reviews. To the best of our knowledge, our work
is the first to understand the content and structure

of peer reviews via argument usage.
Our work is also in line with the growing body

of research in argument mining (Teufel et al.,
1999; Palau and Moens, 2009). Most of the work
focuses on arguments in social media posts (Park
and Cardie, 2014; Wei et al., 2016; Habernal and
Gurevych, 2016), online debate portals or Oxford-
style debates (Wachsmuth et al., 2017; Hua and
Wang, 2017; Wang et al., 2017), and student es-
says (Persing and Ng, 2015; Ghosh et al., 2016).
We study a new domain of peer reviews, and iden-
tify new challenges for existing models.

6 Conclusion

We study the content and structure of peer reviews
under the argument mining framework. AM-
PERE, a new dataset of peer reviews, is collected
and annotated with propositions and their types.
We benchmark AMPERE with state-of-the-art ar-
gument mining models for proposition segmenta-
tion and classification. We leverage the classifiers
to analyze the proposition usage in reviews across
ML and NLP venues, showing interesting patterns
in proposition types and content.
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Abstract

We present a new dataset comprised of 210,532
tokens evenly drawn from 100 different English-
language literary texts annotated for ACE entity
categories (person, location, geo-political entity,
facility, organization, and vehicle). These cate-
gories include non-named entities (such as “the
boy”, “the kitchen”) and nested structure (such
as [[the cook]’s sister]). In contrast to existing
datasets built primarily on news (focused on geo-
political entities and organizations), literary texts
offer strikingly different distributions of entity cat-
egories, with much stronger emphasis on people
and description of settings. We present empirical
results demonstrating the performance of nested
entity recognition models in this domain; training
natively on in-domain literary data yields an im-
provement of over 20 absolute points in F-score
(from 45.7 to 68.3), and mitigates a disparate im-
pact in performance for male and female entities
present in models trained on news data.

1 Introduction

Computational literary analysis works at the inter-
section of natural language processing and literary
studies, drawing on the structured representation
of text to answer literary questions about character
(Underwood et al., 2018), objects (Tenen, 2018)
and place (Evans and Wilkens, 2018).

Much of this work relies on the ability to extract
entities accurately, including work focused on
modeling (Bamman et al., 2014; Iyyer et al., 2016;
Chaturvedi et al., 2017). And yet, with notable ex-
ceptions (Vala et al., 2015; Brooke et al., 2016),
nearly all of this work tends to use NER models
that have been trained on non-literary data, for the
simple reason that labeled data exists for domains
like news through standard datasets like ACE

(Walker et al., 2006), CoNLL (Tjong Kim Sang
and De Meulder, 2003) and OntoNotes (Hovy
et al., 2006)—and even historical non-fiction (De-
Lozier et al., 2016; Rayson et al., 2017)—but not
for literary texts.

This is naturally problematic for several rea-
sons: models trained on out-of-domain data surely
degrade in performance when applied to a very
different domain, and especially for NER, as Au-
genstein et al. (2017) has shown; and without in-
domain test data, it is difficult to directly esti-
mate the severity of this degradation. At the same
time, literary texts also demand slightly different
representations of entities. While classic NER
models typically presume a flat entity structure
(Finkel and Manning, 2009), relevant characters
and places (and other entities) in literature need
not be flat, and need not be named: The cook’s
sister ate lunch contains two PER entities ([The
cook] and [The cook’s sister]).

We present in this work a new dataset of en-
tity annotations for a wide sample of 210,532 to-
kens from 100 literary texts to help address these
issues and help advance computational work on
literature. These annotations follow the guide-
lines set forth by the ACE 2005 entity tagging
task (LDC, 2005) in labeling all nominal entities
(named and common alike), including those with
nested structure. In evaluating the stylistic dif-
ference between the texts in ACE 2005 (primar-
ily news) and the literary texts in our new dataset,
we find considerably more attention dedicated to
people and settings in literature; this attention di-
rectly translates into substantially improved accu-
racies for those classes when models are trained
on them. The dataset is freely available for down-
load under a Creative Commons ShareAlike 4.0 li-
cense at https://github.com/dbamman/
litbank.
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2 Corpus

We draw our corpus from the public-domain texts
on Project Gutenberg, selecting individual works
of fiction (both novels and short stories) that in-
clude a mix of high literary style (e.g., Edith Whar-
ton’s Age of Innocence, James Joyce’s Ulysses)
and popular pulp fiction (e.g., H. Rider Haggard’s
King Solomon’s Mines, Horatio Alger’s Ragged
Dick). All texts are published before 1923 (the
current threshold for public domain in the United
States), with the majority falling between 1852
and 1911.

From each text, we select approximately the
first 2,000 words as a sample, yielding a total
dataset of 210,532 tokens.

3 Annotation

We adopt the ACE 2005 guidelines for entity an-
notation, focusing on the subset of people (PER),
natural locations (LOC), built facilities (FAC), geo-
political entities (GPE), organizations (ORG) and
vehicles (VEH).1 While traditional named entity
recognition presumes a flat structure in which en-
tity labels cannot be embedded within each other,
we allow for nested structure, as in the following
(from Jane Austen’s Emma):

. . .

PER︷ ︸︸ ︷

the elder brother of

PER︷ ︸︸ ︷
PER︷ ︸︸ ︷

Isabella ’s husband

This nested structure is in fact quite common
in our data, with entities that contain at least
one level of nesting accounting for 13.8% of the
annotations—86.2% contain no nesting (as in Is-
abella above), 12.5% contain one level (Isabella’s
husband), 1.2% contain two (the elder brother of
Isabella’s husband), and 0.1% contain three. The
dataset contains a total of 13,912 entity annota-
tions.

3.1 Entity types

We generally follow the ACE annotation guide-
lines for each of the entity classes and restrict our
annotations to proper and common noun phrases
(i.e., excluding pronouns or WH-question words);
table 1 illustrates examples for each class.

1We exclude the ACE category of weapons (WEA), since
that class is rarely attested in our data.

PER. By person we describe a single person in-
dicated by a proper name (Tom Saywer) or com-
mon entity (the boy); or set of people, such as her
daughters and the Ashburnhams.

FAC. ACE guidelines define a facility as a
“functional, primarily man-made structure” de-
signed for human habitation (buildings, muse-
ums), storage (barns, parking garages), transporta-
tion infrastructure (streets, highways), and main-
tained outdoor spaces (gardens) (LDC, 2005). We
adopt the ACE threshold for taggability here as
well, and rooms and closets within a house as the
smallest possible facility.

GPE. Geo-political entities are single units that
contain a population, government, physical loca-
tion, and political boundaries (LDC, 2005). In
literary data, this includes not only cities that
have known geographical locations within the real
world (London, New York), or nations (England,
the United States), but also both named and com-
mon imagined entities as well (the town, the vil-
lage).

LOC. Locations describe entities with physical-
ity but without political entities. In our dataset,
this includes named regions without political or-
ganization (New England, the South) and planets
(Mars). The most common class, however, are ge-
ologically designated areas describing natural set-
tings, such as the sea, the river, the country, the
valley, the woods, and the forest.

VEH. Literary texts include a number of vehi-
cles defined as “a physical device primarily de-
signed to move an object from one location to an-
other” (LDC, 2005); ships, trains, and carriages
dominate since nearly all texts were written before
the rise of automobiles.

ORG. Organizations are defined by the criterion
of formal association and are relatively rare in lit-
erary data, comprising the least frequently occur-
ring entity class. The most frequent organizations
include the army and the Church (as an adminis-
trative entity, distinct from the church as a facility
with a physical location).

3.2 Figurative language

Literary language in particular presents several
unique challenges to entity annotation, including
metaphor, personification and metonymy.
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Entity type Count Examples
PER 9,383 my mother, Jarndyce, the doctor, a fool, his companion
FAC 2,154 the house, the room, the garden, the drawing-room, the library
LOC 1,170 the sea, the river, the country, the woods, the forest
GPE 878 London, England, the town, New York, the village
VEH 197 the ship, the car, the train, the boat, the carriage
ORG 130 the army, the Order of Elks, the Church, Blodgett College

Table 1: Entity classes annotated in literary data.

Metaphor. For non-figurative texts, predicative
structures like John is a doctor nearly always en-
tail the two comparands to be identical in their en-
tity type (here, John and a doctor are both PER).
Literary texts, however, are awash in figurative
metaphor, such as “the young man was not really a
poet; but surely he was a poem” (Chesterton, The
Man Who Was Thursday). In such cases where the
metaphor takes a predicative structure of x is y, we
annotate only those phrases whose type describes
an entity class (in this case, labeling a poet as a
PER, but not a poem).

Personification. Several works, such as Lon-
don’s The Call of the Wild and Sewell’s Black
Beauty, feature personified animals as main char-
acters, with dialogue and evident cognition. We
expand the criteria for PER to include such char-
acters who engage in dialogue or have reported in-
ternal monologue, regardless of their human sta-
tus (this includes depicted non-human life forms in
science fiction, such as aliens and robots, as well).

Metonymy. Metonymy is a rhetorical device of
describing one aspect of a concept by a closely
related one (such as the White House to refer to
the organization of government it houses). We see
many examples of metonymy in literature, such as
the following:

‘Them men would eat and drink if we
was all in our graves,’ said the in-
dignant cook, who indeed had a real
grievance; and the outraged sentiment
of the kitchen was avenged by a bad
and hasty dinner.” (Oliphant, Miss Mar-
joribanks)

Following ACE, we annotate such examples by
annotating the evoked entity class; in this case, an-
notating the kitchen as a PER (describing a set of
cooks who feel outrage) rather than as a FAC.

3.3 Annotation process
Two co-authors annotated all 100 texts with a sin-
gle pass between them after an initial phase of dis-
cussions about the annotation process, difficulties
encountered and formalizing annotation decisions
specific to literary texts. At the end of annotat-
ing, the inter-annotator agreement was calculated
by double-annotating the same five texts and mea-
suring the F1 score. We find that agreement rate
to be high (86.0 F), likely due to the existence of
thorough previous guidelines in ACE that both an-
notators were able to reference during the process
of annotation.2

4 Comparison with ACE

We can compare the properties of this dataset to
those of the ACE 2005 annotated data. To enable
an apples-to-apples comparison, we filter the ACE
data to exclude entity labels for tokens that are
marked with a mention type of pronoun (PRO) or
WH-question (WHQ) and remove all weapon (WEA)
labels; we consider only the subsets for broadcast
conversation (bc), broadcast news (bn), newswire
(nw) and weblog (wl), as in past work (Lu and
Roth, 2015; Muis and Lu, 2017; Ju et al., 2018).

Figure 2 plots the difference in entity label dis-
tributions between the ACE 2005 data and our lit-
erary data: literature has a proportionally higher
ratio of person and facility mentions, and much
lower mentions for GPEs and organizations.

4.1 Prediction
To understand how this different distribution of
entity types impacts the performance of models
trained on these different sources, we evaluate the
performance of a state-of-the-art model for nested

2Note we report F-score since we are measuring the agree-
ment rates between annotators not only in their choice of la-
bels (for which a categorical chance-corrected measure like
Cohen’s κ would be appropriate), but also the spans in text to
which they apply.
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Train→ Test Precision Recall F
ACE→ ACE 75.3 [72.7–77.9] 63.3 [60.5–66.1] 68.8 [66.2–71.2]

ACE→ Literature 57.8 [54.2–61.5] 37.7 [35.1–40.6] 45.7 [42.8–48.6]

Literature→ Literature 75.1 [72.1–77.8] 62.6 [59.7–65.4] 68.3 [65.5–70.8]

Table 2: Performance on nested entity recognition using the layered BiLSTM-CRF of Ju et al. (2018) with different
training→ test combinations. All metrics are reported with 95% bootstrap confidence intervals.
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Figure 1: Distribution of entity types

entity recognition (Ju et al., 2018). We create
training, development and test splits on the 100
literary books by stratifying at the document level,
with 80 books in training, 10 books in develop-
ment and 10 books in test.

To preprocess ACE, we tokenize and split sen-
tences using the Stanford tokenizer (Manning
et al., 2014), and create training, development and
test partitions again stratified by document, so that
sentences from the same document do not appear
in both train and test. As above, we adapt the
ACE annotations to our format by removing pro-
noun (PRO) and WH-question (WHQ) annotations
and remove all weapon (WEA) labels, and consider
only the subsets for broadcast conversation, broad-
cast news, newswire and weblogs. We present
results with 95% confidence intervals using the
bootstrap.

When trained on ACE and tested on ACE,
the layered bidirectional LSTM-CRF of Ju et al.
(2018) achieves an F-score of 68.8. When that
same model (trained on ACE) is evaluated on our
literature data, performance drops precipitously
(23 absolute points in F-score). This alone—

that cross-domain performance can be so strik-
ingly worse—is a significant result, providing the
first estimate of how performance degrades across
these domains for this task.

However, when we train an identically param-
eterized model on the training partition of the lit-
erary data and evaluate it on the literary test parti-
tion, performance naturally improves substantially
to an F-score of 68.3. As table 2 shows, perfor-
mance improves dramatically for nearly all entity
classes; the classes with the most statistically sig-
nificant improvement are PER and FAC—both of
which improve by 20 absolute points.
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Figure 2: F-scores with 95% bootstrap confidence in-
tervals by entity type when evaluating on literature test
data with different training sources.

4.2 Analysis
To better understand the ways in which a model
trained on ACE data differs in its predictions from
an identically parameterized model trained on lit-
erary data, we used the two models described
above to generate predictions for nested entities
in a random sample of 1,000 full-text books from
Project Gutenberg not in our training, develop-
ment or test data (a total of 78M tokens). We
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then analyzed a simple difference in frequencies
between the predictions of the two models on that
same data; for a given entity e (e.g., the boy) and
category t (e.g., PER), we calculate the frequency
f as the number of times e was tagged by each
model as t, and measure the difference:

fLIT (e, t)− fACE(e, t)

The ten terms with the strongest positive dif-
ference in frequencies for the PER class—those
phrases that are found significantly more often
in a model trained on literary data than a model
trained on ACE—are Mrs., Miss, Lady, Aunt,
Sir, Captain, no one, Mr, Madame and nobody,
suggesting a potential gender bias in the predic-
tions; indeed, while ACE 2005 contains 47 in-
stances of Mr., it contains no mentions of Mrs.
or honorific Miss (and only three instances of
Ms.). While other work has demonstrated the gen-
der bias present in word embeddings (Bolukbasi
et al., 2016; Caliskan et al., 2017; Zhao et al.,
2019) and in such NLP tasks as coreference res-
olution (Rudinger et al., 2018; Zhao et al., 2018),
sentiment analysis (Kiritchenko and Mohammad,
2018), and speech recognition (Tatman, 2017), we
can investigate the same phenomenon here: does a
model trained on ACE result in a disparate impact
in its performance recognizing men and women
entities in text?

To answer this question, we annotate the gender
for all PER entities in the literary test data (a to-
tal of 969 entities) and measure the recall of each
model as a function of the gender of the true entity
(measuring, for example, how many women in the
gold literary data each model was able to identify,
and how many men).

Training Women Men Diff p

ACE 38.0 49.6 −11.6 0.0009
Literature 69.3 68.2 1.1 0.7459

Table 3: Recall on literary test data by the gender of
PER entity for models trained on ACE and literary data.

Table 4 lists these results: while a model trained
on literary data recognizes male and female en-
tities at roughly equal rates, ACE data shows a
strong disparate performance, with female enti-
ties recognized at a rate over 11 points worse
than male entities. This difference is significant
at p < 0.001 under a permutation test (randomly
shuffling the gender labels assigned to entities to

generate a non-parametric null distribution, with
100,000 permutations).

If we remove the obvious entities from the gold
data that begin with Mrs. and Miss (the honorifics
that are rarely attested in ACE) along with those
that begin with Mr., we still see a sizable dispar-
ity in performance, suggesting that this result is
more pervasive than the simple absence of those
honorifics from the training data.

Training Women Men Diff p

ACE 40.4 48.3 −7.9 0.0358
Literature 63.7 67.1 −3.4 0.3542

Table 4: Recall on literary test data by the gender of
PER entity for models trained on ACE and literary data,
excluding all gold entities beginning with Mrs., Miss
and Mr.

5 Conclusion

We present in this work a new dataset of nested
entity annotations for literature; such data allows
us to measure the performance of existing NER
systems when evaluated on literary data, train new
models optimized for literature as a domain, and
explore the stylistic differences in entity attention
that help define literature as a genre. In addi-
tion to helping advance the state-of-the-art in NLP
for literary texts, we provide this dataset to ad-
vance modeling for entity recognition generally;
as Søgaard (2013) argues, the robustness of perfor-
mance improvements for methods in NLP is best
estimated by performance across a range of do-
mains; we would expect a robust model that shows
improvement on news entities in ACE and proteins
in GENIA to show improvements on recognizing
characters and settings in literature as well.

All data is freely available for public use under a
Creative Commons Sharealike license and is avail-
able at: https://github.com/dbamman/
litbank; code to support this work can be
found at: https://github.com/dbamman/
NAACL2019-literary-entities.
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Abstract

Abuse on the Internet represents a significant
societal problem of our time. Previous re-
search on automated abusive language detec-
tion in Twitter has shown that community-
based profiling of users is a promising tech-
nique for this task. However, existing ap-
proaches only capture shallow properties of
online communities by modeling follower–
following relationships. In contrast, working
with graph convolutional networks (GCNs),
we present the first approach that captures
not only the structure of online communities
but also the linguistic behavior of the users
within them. We show that such a heteroge-
neous graph-structured modeling of communi-
ties significantly advances the current state of
the art in abusive language detection.

1 Introduction

Matthew Zook (2012) carried out an interesting
study showing that the racist tweets posted in
response to President Obama’s re-election were
not distributed uniformly across the United States
but instead formed clusters. This phenomenon is
known as homophily: i.e., people, both in real
life and online, tend to cluster with those who ap-
pear similar to themselves. To model homophily,
recent research in abusive language detection on
Twitter (Mishra et al., 2018a) incorporates em-
beddings for authors (i.e., users who have com-
posed tweets) that encode the structure of their sur-
rounding communities. The embeddings (called
author profiles) are generated by applying a node
embedding framework to an undirected unlabeled
community graph where nodes denote the au-
thors and edges the follower–following relation-
ships amongst them on Twitter. However, these
profiles do not capture the linguistic behavior of
the authors and their communities and do not con-
vey whether their tweets tend to be abusive or not.

In contrast, we represent the community of au-
thors as a heterogeneous graph consisting of two
types of nodes, authors and their tweets, rather
than a homogeneous community graph of authors
only. The primary advantage of such heteroge-
neous representations is that they enable us to
model both community structure as well as the lin-
guistic behavior of authors in these communities.
To generate richer author profiles, we then pro-
pose a semi-supervised learning approach based
on graph convolutional networks (GCNs) applied
to the heterogeneous graph representation. To the
best of our knowledge, our work is the first to use
GCNs to model online communities in social me-
dia. We demonstrate that our methods provide sig-
nificant improvements over existing techniques.

2 Related work

Supervised learning for abusive language detec-
tion was first explored by Spertus (1997) who
extracted rule-based features to train their classi-
fier. Subsequently, manually-engineered lexical–
syntactic features formed the crux of most ap-
proaches to the task (Yin et al., 2009; Warner and
Hirschberg, 2012). Djuric et al. (2015) showed
that dense comment representations generated us-
ing paragraph2vec outperform bag-of-words fea-
tures. Several works have since utilized (deep)
neural architectures to achieve impressive results
on a variety of abuse-annotated datasets (Nobata
et al., 2016; Pavlopoulos et al., 2017a). Recently,
the research focus has shifted towards extraction
of features that capture behavioral and social traits
of users. Pavlopoulos et al. (2017b) showed that
including randomly-initialized user embeddings
improved the performance of their RNN methods.
Qian et al. (2018) employed LSTMs to generate in-
ter and intra-user representations based on tweets,
but they did not leverage community information.
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3 Dataset

Following previous work (Mishra et al., 2018a),
we experiment with a subset of the Twitter dataset
compiled by Waseem and Hovy (2016). Waseem
and Hovy released a list of 16, 907 tweet IDs along
with their corresponding annotations,1 labeling
each tweet as racist, sexist or neither (clean). Re-
cently, Mishra et al. (2018a) could only retrieve
16, 202 of these tweets since some of them are no
longer available. This is the dataset we use in our
experiments. 1, 939 (12%) of 16, 202 tweets are
racist, 3, 148 (19.4%) are sexist, and the remaining
11, 115 (68.6%) are clean. The tweets have been
authored by a total of 1, 875 unique users. Tweets
in the racist class come from 5 of the users, while
those in the sexist class come from 527 of them.

4 Approach

4.1 Representing online communities

We create two different graphs: the first one is
identical to the community graph of Mishra et al.
(2018a) (referred to as the community graph). It
contains 1, 875 nodes representing each of the au-
thors in the dataset. Two authors/nodes are con-
nected by a single undirected edge if either one
follows the other on Twitter. There are 453 soli-
tary authors in the graph who are neither followed
by nor follow any other author in the dataset.
This graph is homogeneous, i.e., it has nodes (and
hence edges) of a single type only.

Our second graph is an extended version of the
first (referred to as the extended graph) that addi-
tionally contains nodes representing the tweets of
the authors. Specifically, in addition to the 1, 875
author nodes, the graph contains 16, 202 tweet
nodes. Each tweet node is connected to a sin-
gle author node, denoting that the tweet is elicited
from that particular author. This graph is no longer
homogeneous since it contains nodes and edges of
two different types.

4.2 Generating author profiles

We first describe the approach of Mishra et
al. (2018a) that learns author embeddings us-
ing node2vec (Grover and Leskovec, 2016); this
serves as our baseline. We then move on to our
semi-supervised approach based on graph convo-
lutional networks (Kipf and Welling, 2017).

1https://github.com/ZeerakW/
hatespeech/

Node2vec. Node2vec extends the word2vec skip-
gram model (Mikolov et al., 2013) to graphs in
order to create low-dimensional embeddings for
nodes based on their position and neighborhood.
Specifically, for a given graph with nodes V =
{v1, v2, . . . , vn}, node2vec aims to maximize the
following log probability:

∑

v∈V
log P (Ns(v) | v)

where Ns(v) denotes the neighbor set of node
v generated using neighbor sampling strategy s.
The framework utilizes two different strategies
for sampling neighbor sets of nodes: Depth-
First Sampling (DFS) and Breadth-First Sampling
(BFS). The former captures the structural role of
nodes, while the latter captures the local neigh-
borhood around them. Two hyper-parameters con-
trol the overall contribution of each of these strate-
gies. Following Mishra et al. (2018a), we initial-
ize these parameters to their default value of 1 and
set the embedding size and number of iterations to
200 and 25 respectively. Since node2vec cannot
produce embeddings for nodes without edges, we
map the solitary authors to a single zero embed-
ding as done by Mishra et al.

Graph convolutional networks. We propose an
approach for learning author profiles using GCNs
applied to the extended graph. In contrast to
node2vec, our method allows us to additionally
propagate information with respect to whether
tweets composed by authors and their communi-
ties are abusive or not. Specifically, as labels are
available for a subset of nodes in our graph (i.e.,
the tweet nodes), we frame the task as a graph-
based semi-supervised learning problem, allowing
the model to distribute gradient information from
the supervised loss on the labeled tweet nodes.
This, in turn, allows us to create profiles for au-
thors that not only capture the structural traits of
their surrounding community but also their own
linguistic behavior based on the types of tweets
that they have composed.

We consider a graph G = (V,E), where V is
the set of nodes (|V | = n) and E is the set of
edges. A denotes the adjacency matrix of G. We
assume that A is symmetric (Aij = Aji), and that
all nodes in G have self loops (Aii = 1). The sig-
nificance of these assumptions is explained in Kipf
and Welling (2017). Let D be the diagonal degree
matrix defined as Dii =

∑
j Aij , and F ∈ Rn×m
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be the input feature matrix that holds feature vec-
tors of length m for the nodes in G. We can now
recursively define the computation that takes place
at the ith convolutional layer of a k-layer GCN as:

O(i) = σ ( ÃO(i−1)W (i) )

with the computation at the first layer being:

O(1) = σ ( Ã F W (1) )

Here, σ denotes an activation function; Ã =
D−

1
2AD−

1
2 is the normalized adjacency matrix;

W (i) ∈ Rdi−1×di is the weight matrix of the ith

convolutional layer; O(i−1) ∈ Rn×di−1 represents
the output from the preceding convolutional layer,
where di is the number of hidden units in the ith

layer (note that d0 = m, i.e., the length of the in-
put feature vectors).

In our experiments, we apply a 2-layer GCN to
the extended graph.2 Specifically, our GCN per-
forms the following computation, yielding a soft-
max distribution over the 3 classes in the dataset
for each of the nodes:

O = softmax ( Ã ReLU ( Ã F W (1) )W (2))

We set the input feature vectors in F to be the
binary bag-of-words representations of the nodes
(following Kipf and Welling 2017); for author
nodes, these representations are constructed over
the entire set of their respective tweets. Note
that F is row-normalized prior to being fed to the
GCN. We set the number of hidden units in the
first convolutional layer to 200 in order to extract
200-dimensional embeddings for author nodes so
that they are directly comparable with those from
node2vec . The number of hidden units in the sec-
ond convolutional layer is set to 3 for the output
O ∈ Rn×3 of the GCN to be a softmax distribution
over the 3 classes in the data.

The GCN is trained by minimizing the cross-
entropy loss with respect to the labeled nodes of
the graph. Once the model is trained, we extract
200-dimensional embeddings E = Ã F W (1)

from the first layer (i.e., the layer’s output without
activation). This contains embeddings for author
nodes as well as tweet nodes. For our experiments
on author profiles, we make use of the former.

2Stacking more layers does not improve results on the val-
idation set further.

4.3 Classification methods

We experiment with five different supervised clas-
sification methods for tweets in the dataset. The
first three (LR, LR+AUTH, LR+EXTD) serve as our
baselines,3 and the last two with GCNs4 are the
methods we propose.

LR. This method is adopted from Waseem and
Hovy (2016) wherein they train a logistic regres-
sion classifier on character n-grams (up to 4-
grams) of the tweets. Character n-grams have been
shown to be highly effective for abuse detection
due to their robustness to spelling variations.

LR + AUTH. This is the state of the art method
(Mishra et al., 2018a) for the dataset we are us-
ing. For each tweet, the profile of its author (gen-
erated by node2vec from the community graph) is
appended onto the tweet’s character n-gram repre-
sentation for training the LR classifier as above.

LR + EXTD. This method is identical to LR +
AUTH, except that we now run node2vec on the
extended graph to generate author profiles. Intu-
itively, since node2vec treats both author and tweet
nodes as the same and does not take into account
the labels of tweets, the author profiles generated
should exhibit the same properties as those gener-
ated from the community graph.

GCN. Here, we simply assign a label to each tweet
based on the highest score from the softmax distri-
bution provided by our GCN model for the (tweet)
nodes of the extended graph.

LR + GCN. Identical to LR + EXTD, except that
we replace the author profiles from node2vec with
those extracted by our GCN approach.

5 Experiments and results

5.1 Experimental setup

We run every method 10 times with random ini-
tializations and stratified train–test splits. Specif-
ically, in each run, the dataset is split into a
randomly-sampled train set (90%) and test set
(10%) with identical distributions of the 3 classes
in each. In methods involving our GCN, a small
part of the train set is held out as validation data
to prevent over-fitting using early-stopping regu-
larization. When training the GCN, we only have

3The implementations of the baselines are taken
from https://github.com/pushkarmishra/
AuthorProfilingAbuseDetection.

4The code we use for our GCN models can be found at
https://github.com/tkipf/gcn.
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Method Racism Sexism Overall
P R F1 P R F1 P R F1

LR 80.59 70.62 75.28 83.12 62.54 71.38 83.18 75.62 78.75
LR + AUTH 77.95 78.35 78.15 87.28 78.41 82.61 85.26 83.28 84.18
LR + EXTD 77.95 78.35 78.15 87.02 78.73 82.67 85.17 83.33 84.17

GCN† 74.12 64.95 69.23 82.48 82.22 82.35 81.90 79.42 80.56
LR + GCN† 79.08 79.90 79.49 88.24 80.95 84.44 86.23 84.73 85.42

Table 1: The baselines (LR, LR + AUTH/EXTD) vs. our GCN approaches (†) on the racism and sexism classes.
Overall shows the macro-averaged metrics computed over the 3 classes: sexism, racism, and clean.

labeled tweet nodes for those tweets in the ex-
tended graph that are part of the train set. Our
GCN is trained using the parameters from the orig-
inal paper (Kipf and Welling, 2017): Glorot ini-
tialization (Glorot and Bengio, 2010), ADAM opti-
mizer (Kingma and Ba, 2015) with a learning rate
of 0.01, dropout regularization (Srivastava et al.,
2014) rate of 0.5, 200 training epochs with an
early-stopping patience of 10 epochs.

5.2 Results and analysis

In Table 1, we report the mean precision, recall,
and F1 on the racism and sexism classes over
the 10 runs. We further report the mean macro-
averaged precision, recall, and F1 for each method
(‘Overall’) to investigate their overall performance
on the data. LR + GCN significantly (p < 0.05
on paired t-test) outperforms all other methods.
The author profiles from node2vec only capture
the structural and community information of the
authors; however, those from the GCN also take
into account the (abusive) nature of the tweets
composed by the authors. As a result, tweets like
“#MKR #mkr2015 Who is gonna win the peoples
choice?” that are misclassified as sexist by LR +
AUTH (because their author is surrounded by oth-
ers producing sexist tweets) are correctly classi-
fied as clean by LR + GCN.

GCN on its own achieves a high performance,
particularly on the sexism class where its perfor-
mance is typical of a community-based profil-
ing approach, i.e., high recall at the expense of
precision. However, on the racism class, its re-
call is hindered by the same factor that Mishra et
al. (2018a) highlighted for their node2vec-only
method, i.e., that racist tweets come from 5 unique
authors only who have also contributed sexist or
clean tweets. The racist activity of these authors is
therefore eclipsed, leading to misclassifications of
their tweets. LR + GCN alleviates this problem by
incorporating character n-gram representations of
the tweets, hence not relying solely on the linguis-

tic behavior of their authors.

Figure 1 shows the t-SNE (van der Maaten and
Hinton, 2008) visualizations of node2vec author
profiles from the community and extended graphs.
Both visualizations show that some authors be-
long to densely-connected communities while oth-
ers are part of more sparse ones. The results from
LR + AUTH and LR + EXTD have insignificant dif-
ferences, further confirming that their author pro-
files have similar properties. In essence, node2vec
is unable to gain anything more from the extended
graph than what it does from the community graph.

(a) Author profiles from the community graph

(b) Author profiles from the extended graph

Figure 1: Visualizations of the node2vec author profiles
from the community and extended graphs.

Figure 2 shows a t-SNE visualization of the au-
thor profiles generated using our GCN approach.
Red dots denote the authors who are abusive (sex-
ist or racist) according to our model (i.e., as per
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Figure 2: Visualization of the author profiles extracted
from our GCN. Red dots represent the authors who are
deemed abusive (racist or sexist) by the GCN.

the softmax outputs for the author nodes).5 The
red dots are mostly clustered in a small portion of
the visualization, which corroborates the notion of
homophily amongst abusive authors.

Despite the addition of improved author pro-
files, several abusive tweets remain misclassified.
As per our analysis, many of these tend to con-
tain URLs to abusive content but not the content it-
self, e.g., “@MENTION: Logic in the world of Is-
lam http://t.co/6nALv2HPc3” and “@MENTION
Yes. http://t.co/ixbt0uc7HN”. Since Twitter short-
ens all URLs into a standard format, there is no
indication of what they refer to. One possible
way to address this limitation could be to append
the content of the URL to the tweet; however this
can lead to misclassifications in cases where the
tweet is disagreeing with the URL. Another fac-
tor in misclassifications is the deliberate obfusca-
tion of words and phrases by authors in order to
evade detection, e.g., “Kat, a massive c*nt. The
biggest ever on #mkr #cuntandandre”. Mishra
et al. (2018b) demonstrate in their work that
character-based word composition models can be
useful in dealing with this aspect.

6 Conclusions

In this paper, we built on the work of Mishra et
al. (2018a) that introduces community-based pro-
filing of authors for abusive language detection.
We proposed an approach based on graph convo-
lutional networks to show that author profiles that
directly capture the linguistic behavior of authors
along with the structural traits of their community
significantly advance the current state of the art.

5Note that there are no such gold labels for authors in the
dataset itself.
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Abstract

Meaning conflation deficiency is one of the
main limiting factors of word representations
which, given their widespread use at the core
of many NLP systems, can lead to inaccu-
rate semantic understanding of the input text
and inevitably hamper the performance. Sense
representations target this problem. How-
ever, their potential impact has rarely been in-
vestigated in downstream NLP applications.
Through a set of experiments on a state-of-
the-art reverse dictionary system based on neu-
ral networks, we show that a simple adjust-
ment aimed at addressing the meaning con-
flation deficiency can lead to substantial im-
provements.

1 Meaning Conflation Deficiency

Words are often the most fine-grained meaning
bearing components of NLP systems. As a stan-
dard practise, particularly for neural models, the
input text is treated as a sequence of words and
each word in the sequence is represent with a
dense distributional representation (word embed-
ding). Importantly, this setting ignores the fact that
a word can be polysemous, i.e., it can take multi-
ple (possibly unrelated) meanings. Representing
a word with all its possible meanings as a sin-
gle point (vector) in the embedding space, the so-
called meaning conflation deficiency (Camacho-
Collados and Pilehvar, 2018), can hinder system’s
semantic effectiveness.

To address this deficiency, many techniques
have been put forward over the past few years,
the most prominent of which is sense repre-
sentation or multi-prototype embedding (Schütze,
1998; Reisinger and Mooney, 2010). However, as
a general trend, these representations are usually
evaluated either on generic benchmarks, such as
word similarity, or on sense-centered tasks such

as Word Sense Disambiguation, leaving their po-
tential impact on downstream word-based systems
unknown. In this paper, we provide an analy-
sis to highlight the importance of addressing the
meaning conflation deficiency. Specifically, we
show how distinguishing different meanings of a
word can facilitate a more accurate semantic un-
derstanding of a state-of-the-art reverse dictionary
system, reflected by substantial improvements in
recall and generalisation power.

2 Reverse Dictionary

Reverse dictionary, conceptual dictionary, or con-
cept lookup is the task of returning a word given
its description or definition (Brown and McNeill,
1966; Zock and Bilac, 2004). For example, given
“a crystal of snow”, the system has to return the
word snowflake. The task is closely related to
the “tip of the tongue” problem where an individ-
ual recalls some general features about a word but
cannot retrieve that from memory. Therefore, a re-
verse dictionary system can be particularly useful
to writers and translators when they cannot recall a
word in time or are unsure how to express an idea
they want to convey.

2.1 Evaluation framework

Our experiments are based on the reverse dictio-
nary model of Hill et al. (2016) which leverages a
standard neural architecture in order to map dictio-
nary definitions to representations of the words de-
fined by those definitions. Specifically, they pro-
posed two neural architectures for mapping the
definition of word t to its word embedding et.
Let Dt be the sequence of words in t’s definition,
i.e., Dt = {w1, w2, . . . , wn}, with their corre-
sponding embeddings {v1,v2, . . . ,vn}. The two
models differ in the way they process Dt. In the
bag-of-words (BoW) model, Dt is taken as a bag
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of words, i.e., the representation of the defini-
tion is encoded by adding the word embeddings
of all its content words, i.e.,

∑n
i=1 vi. The model

learns, using a fully-connected layer, a matrix for
transforming the encoded representation to the tar-
get word’s embedding et. The BoW model is
not sensitive to the order of words in Dt. This
might be crucial for an accurate semantic under-
standing. The Recurrent Neural Network (RNN)
model alleviates this issue by encoding the input
sequence using an LSTM architecture (Hochreiter
and Schmidhuber, 1997). Similarly to the BoW
model, a dense layer maps the encoded represen-
tation to the target word’s embedding.

In both cases, the goal is to map a given defini-
tion to the corresponding target word’s embedding
et, computed using Word2vec (Mikolov et al.,
2013) and independently from the training of the
main model. Two cost functions were tested: (1)
the cosine distance between the estimated point
in the target space (êt) and et, and (2) the rank
loss which contrast the choice of et with a random
choice for a randomly-selected word from the vo-
cabulary other than t.

The reverse dictionary system takes advantage
of a standard architecture which has proven ef-
fective in various NLP tasks. However, similarly
to many other word-based models, the system ig-
nores that the same word can have multiple (po-
tentially unrelated) meanings. In fact, it tries to
map multiple definitions, with different seman-
tics, to the same point in the target space. For in-
stance, the three semantically unrelated definitions
of crane: “lifts and moves heavy objects”, “large
long-necked wading bird”, and “a small constella-
tion in the southern hemisphere” will have similar
semantic interpretation by the system. This word-
level meaning conflation can hamper the ability of
the system in learning an accurate mapping func-
tion. In what follows in this paper, we will il-
lustrate how a simple sense level distinction can
facilitate a more accurate semantic understanding
for the reverse dictionary system, hence leading to
significant performance improvements.

2.2 Sense Integration

Let t be an ambiguous word with three meanings;
hence, three distinct definitionsDt1 , Dt2 , and Dt3 .
The original model of Hill et al. (2016) maps all
these definitions to et. We mitigate the mean-
ing conflation deficiency through a sense-specific

mapping function that obtains distinct interpre-
tations for individual definition, hence mapping
them to different points in the target space: st1 ,
st2 , and st3 . Specifically, in our experiments we
leveraged DeConf (Pilehvar and Collier, 2016).
DeConf is a WordNet-based sense representation
technique which receives a set of pre-trained word
embeddings and generates embeddings for indi-
vidual word senses in the same semantic space,
hence generating a combined space of words and
word senses.

DeConf performs a set of random walks on
WordNet’s semantic network and extracts for each
sense a set of sense biasing words Bs. A sense bi-
asing word for the ith meaning of a target word t is
a semantically related word to that specific sense
of the word (sti). For each word sense in WordNet
we obtain the corresponding Bs. Then, the embed-
ding for a specific word sense s is computed as:

s = || ew + α
∑

b∈Bs
exp(−δi) eb||, (1)

where δ is a decay parameter and ew is the embed-
ding of corresponding lemma of sense s. In our
experiments, as for word embeddings we used the
300-dimensional Word2vec embeddings, trained
on the Google News corpus.1 The same set was
used as input to DeConf. As a result of this pro-
cess, around 207K additional word senses were in-
troduced in the space for the 155K unique words
in WordNet 3.0.

2.2.1 Supersenses
It is widely acknowledged that sense distinctions
in WordNet inventory are too fine-grained for most
NLP applications (Hovy et al., 2013). For in-
stance, for the noun star, WordNet 3.0 lists eight
senses, among which two celestial body senses (as
an “astronomical object” and that “visible, as a
point of light, from the Earth”), and three person
senses (“skillful person”, “lead actor”, and “per-
forming artist”). This fine level of sense distinc-
tion is often more than that required by the tar-
get downstream application (Rüd et al., 2011; Sev-
eryn et al., 2013; Flekova and Gurevych, 2016).
In our experiments, we used WordNet’s lexicog-
rapher files (lexnames2) in order to reduce sense
granularity. Created by the curators of WordNet

1https://code.google.com/archive/p/
word2vec/

2https://wordnet.princeton.edu/man/
lexnames.5WN.html
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WN-seen WN-unseen Concept Mapping

top-10 top-100 top-10 top-100 top-10 top-100

Supersense
RNN

cosine 0.656 0.824 0.150 0.310 0.230 0.480
ranking 0.694 0.836 0.162 0.352 0.335 0.630

BoW
cosine 0.642 0.820 0.250 0.416 0.280 0.590
ranking 0.706 0.872 0.310 0.474 0.390 0.735

Sense
RNN

cosine 0.742 0.854 0.164 0.336 0.275 0.505
ranking 0.668 0.840 0.180 0.372 0.325 0.615

BoW
cosine 0.678 0.826 0.290 0.456 0.300 0.620
ranking 0.692 0.848 0.292 0.470 0.380 0.735

Word
RNN

cosine 0.462 0.652 0.056 0.162 0.215 0.400
ranking 0.534 0.728 0.086 0.188 0.190 0.475

BoW
cosine 0.446 0.652 0.136 0.264 0.175 0.465
ranking 0.562 0.740 0.160 0.292 0.320 0.600

Baseline - - 0.104 0.346 0.054 0.158 0.065 0.300

Table 1: Accuracy performance (@10/100) of the original (word-based) reverse dictionary system and its sense-
and supersense-based improvements on different datasets. See Section 2.1 for system configurations.

during its development, these files organize Word-
Net synsets into 45 groups (such as food, ani-
mal, event, and emotion) according to their syn-
tactic and logical properties. These groupings
are usually referred to as supersenses. Using su-
persenses, the celestial and person meanings of
star are grouped into two main groups. A super-
sense embedding ess in our experiments is sim-
ply computed as a normalized average (centroid)
of its contained sense embeddings, i.e., ess =
||∑s∈ss es||. This reduces the average number of
senses for polysemous words in WordNet from 2.9
to 1.8.

3 Experiments

We carried out evaluations on the three reverse
dictionary datasets created by Hill et al. (2016):
WordNet definitions and “single-sentence descrip-
tions” written for a set of frequent words (concept
mapping). They proposed two different versions
of the WordNet dataset: WN-seen, in which a test
instance is already observed during training, and
WN-unseen, in which test instances are excluded
from the training data. The former dataset is tar-
geted at evaluating the ability of the system to re-
call a previously encoded information.

We experimented with three variants of the re-
verse dictionary system: the original word-based
model and the two proposed sense-based variants,

based on WordNet senses and supersenses.3

Table 1 reports accuracy performance for four
different configurations of the system (BoW and
RNN definition composition and cosine and rank-
ing loss; cf. Section 2.1) on the three datasets. In
the last row, we also report results for the unsu-
pervised baseline of Hill et al. (2016) which adds
the embedding of words in the input definition and
finds the nearest embedding in the target space.

Results reported in the Table clearly highlight
that addressing the meaning conflation deficiency
in the system has led to significant performance
improvements (word vs. sense and supersense set-
tings). This is observed consistently across all the
three datasets and for both sense-based models.
The better semantic understanding of the system is
reflected by its better recall of seen test instances
(WN-seen) and better generalisation to unseen
and out-of-domain data (WN-unseen and concept
mapping). The absolute top-10 accuracy improve-
ments of the ranking-BoW supersense model over
the best corresponding word-based configurations
are: 14.4% (WN-seen), 15% (WN-unseen), and
7% (concept mapping).

Among the two proposed systems, supersenses
prove to be more effective, suggesting that the
fine-grained sense distinctions in WordNet might
not be necessary for an accurate reverse dic-

3The experiments are based on the implementation avail-
able at https://github.com/fh295/DefGen2.
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tionary mapping, corroborating previous findings
(Flekova and Gurevych, 2016). Our results are
also in line with the findings of Hill et al. (2016)
that the reverse dictionary system performs best
with the bag-of-words (BoW) input encoding and
the ranking loss. One of the fundamental dif-
ferences between the two input encodings lies in
their sensitiveness to order: RNNs are sensitive to
the order of words in a given sequence whereas
permuting words in the sequence does not alter
BoW’s encoding. Hill et al. (2016) suggested that
it is often possible to retrieve a concept even if the
words in its corresponding definition are shuffled.
This can partly explain the strikingly good relative
performance of the BoW model.

4 Analysis

During our analysis of system outputs, we ob-
served many examples in which the word-based
model was unable to retrieve an ambiguous word
since the definition was referring to one of its
less frequent meanings. For instance, the word
dressing might refer to different concepts such as
“getting dressed” or “savory dressing for salads”.
Having a conflated understanding of dressing, the
word-based model was unable to retrieve the salad
meaning.

dressing savory dressings for salads; basically of two
kinds: either the thin french or vinaigrette type or the
creamy mayonnaise type

word: mayonnaise, marinade, sauce
sense: dressing, mayonnaise, mayo
baseline: or, either, type

Other similar examples include infrequent
senses of party, defined as “an organization to gain
political power”, and partition, defined as “a ver-
tical structure that divides or separates”. In both
cases, the sense-based model improves the orig-
inal word-based one, in which the system is un-
able to retrieve the intended word. Numerous such
examples were observed during our analysis of
the results, highlighting the important limitation of
word-based models for their inherent bias towards
more frequent usages.

Moreover, as a side benefit, sense embeddings
provide parts of speech distinction, unlike com-
mon pre-trained word embeddings which conflate
all parts of speech to a single token. For instance,
the word-based model is unable to recall the nom-
inal bear because it has a conflated understanding

of the word which includes all its senses, particu-
larly the dominant verb meaning.4

bear massive plantigrade carnivorous or omnivorous
mammals with long shaggy coats and strong claws

word: critter, rabbit, squirrel, wolf
sense: bear, mustelid, bruin
baseline: carnivorous, omnivorous.

The same applies to the “open land” meaning of
common, which is a less frequent (nominal) mean-
ing of the word which is usually used as an adjec-
tive for concepts such as “ordinary” or “usual”.

common a piece of open land for recreational use in an
urban area

word: park, plaza, entryway, courtway
sense: park, green, common
baseline: for, area, in, recreational

Additionally, word embeddings are insensi-
tive to fine-grained semantic distinctions, such as
antonymy, due to their construction nature. How-
ever, the sense representations used in our ex-
periments (DeConf) were constructed by exploit-
ing the knowledge encoded in WordNet. Hence,
they benefit from the rich semantic and ontologi-
cal knowledge provided by the resource (such as
relation types). Some of the improvements can be
attributed to this property of sense embeddings.

unanticipated not anticipated

word: unavoidable, inevitable, plausible
sense: unforeseen, unanticipated, unpredicted
baseline: not, anticipated, expected

However, there are cases in which the word-
based model provided more accurate results. For
instance:

service work done by one person or group that benefits
another

word: service, caring
sense: organisation, dependant, programme

Our analysis showed that most of these er-
rors were due to fine-grained sense distinctions in
WordNet or obscure meanings. For instance, one
of the senses5 of organisation is semantically re-

4In our analysis, we found that improvements are mostly
due to addressing semantic conflation rather than ambiguities
in parts of speech.

5The 6th sense of organisation in WordNet 3.0, defined
as “the activity or result of distributing or disposing persons
or things properly or methodically”.
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lated (also close in WordNet’s graph) to the mean-
ing of service in the example. This would sug-
gest the need for more accurate sense representa-
tions and highlight the fact that the fine-granularity
of senses should be better adjusted to the under-
lying task. Moreover, it corroborates our finding
that the coarse-grained supersenses are more suit-
able in the task of reverse dictionary mapping. We
leave the experiments with other sense representa-
tion techniques to future work.

5 Related work

Sense representations address the meaning confla-
tion deficiency of their word-based counterparts
by computing distinct representations for individ-
ual meanings of words, usually referred to as word
senses. Sense distinctions might be given by an
external sense inventory, such as WordNet (Fell-
baum, 1998). An inventory-based sense represen-
tation technique exploits the knowledge encoded
in the resource to construct representations (Rothe
and Schütze, 2015; Jauhar et al., 2015; Pilehvar
and Collier, 2016). Alternatively, senses can be
automatically induced in an unsupervised manner
by analyzing the diversity of contexts in which
a word appears (Schütze, 1998; Reisinger and
Mooney, 2010; Huang et al., 2012; Neelakantan
et al., 2014; Guo et al., 2014; Šuster et al., 2016).

Regardless of how senses are obtained, the in-
tegration of sense representations into NLP sys-
tems is not a straightforward process. Hence, they
have often been evaluated on artificial tasks such
as word similarity. This is also due to lack of suit-
able evaluation benchmarks for sense representa-
tion techniques. Pilehvar and Camacho-Collados
(2019) recently proposed a dataset, The Word-in-
Context (WiC), which provides a challenging, yet
reliable, benchmark for the purpose.

Few attempts have been made at the integration
of sense representation into downstream applica-
tions. Li and Jurafsky (2015) experimented with
unsupervised sense representations in tasks such
as part-of-speech tagging and named entity recog-
nition, with mixed results. Also related to our
work are the proposals of Flekova and Gurevych
(2016) and Pilehvar et al. (2017) to disambiguate
the input text and replace word embeddings with
sense embeddings for the intended senses. Our re-
sults for supersenses corroborates the findings of
Pilehvar et al. (2017) who found reducing fine-
granularity of senses beneficial to some settings.

A more recent branch of research investigates
the construction of dynamic word embeddings that
can adapt according to the context in which they
appear (Peters et al., 2018; Devlin et al., 2018).
One of the objectives of this research has been
to bypass the integration difficulties of sense rep-
resentations into downstream models. These so-
called contextualised word embeddings can eas-
ily be replaced with conventional static word em-
beddings in neural-based NLP systems. This in-
tegration has proven beneficial to a wide range
of NLP applications. Pilehvar and Camacho-
Collados (2019) carried out an analysis on the
sense distinguishing capability of contextualised
embeddings, showing that, despite their successful
application to downstream applications, these em-
beddings are not very powerful in capturing dis-
tinct meanings of words.

6 Conclusions

We provided an analysis on the impact of address-
ing the meaning conflation deficiency of word em-
beddings on the performance of a downstream
NLP application, i.e., reverse dictionary mapping.
Through a set of experiments we showed that a
simple migration from words to senses can sig-
nificantly improve the ability of the system in se-
mantic understanding, leading to consistent per-
formance boost. In future work, we plan to eval-
uate sense integration in other NLP applications,
such as Machine Translation, in the light of (Liu
et al., 2018), and question answering.
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Abstract

Generating from Abstract Meaning Represen-
tation (AMR) is an underspecified problem, as
many syntactic decisions are not constrained
by the semantic graph. To explicitly account
for this underspecification, we break down
generating from AMR into two steps: first
generate a syntactic structure, and then gen-
erate the surface form. We show that decom-
posing the generation process this way leads
to state-of-the-art single model performance
generating from AMR without additional un-
labelled data. We also demonstrate that we can
generate meaning-preserving syntactic para-
phrases of the same AMR graph, as judged by
humans.

1 Introduction

Abstract Meaning Representation (AMR) (Ba-
narescu et al., 2013) is a semantic annotation
framework which abstracts away from the surface
form of text to capture the core ‘who did what
to whom’ structure. As a result, generating from
AMR is underspecified (see Figure 1 for an exam-
ple). Single-step approaches to AMR generation
(Flanigan et al., 2016; Konstas et al., 2017; Song
et al., 2016, 2017) therefore have to decide the
syntax and surface form of the AMR realisation
in one go. We instead explicitly try and capture
this syntactic variation and factor the generation
process through a syntactic representation (Walker
et al., 2001; Dušek and Jurcicek, 2016; Gardent
and Perez-Beltrachini, 2017; Currey and Heafield,
2018).

First, we generate a delexicalised constituency
structure from the AMR graph using a syntax
model. Then, we fill out the constituency structure
with the semantic content in the AMR graph using
a lexicalisation model to generate the final surface
form. Breaking down the AMR generation pro-
cess this way provides us with several advantages:

we disentangle the variance caused by the choice
of syntax from that caused by the choice of words.
We can therefore realise the same AMR graph
with a variety of syntactic structures by sampling
from the syntax model, and deterministically de-
coding using the lexicalisation model. We hypoth-
esise that this generates better paraphrases of the
reference realisation than sampling from a single-
step model.

We linearise both the AMR graphs (Konstas
et al., 2017) and constituency trees (Vinyals et al.,
2015b) to allow us to use sequence-to-sequence
models (Sutskever et al., 2014; Bahdanau et al.,
2015) for the syntax and lexicalisation models.
Further, as the AMR dataset is relatively small, we
have issues with data sparsity causing poor param-
eter estimation for rarely seen words. We deal with
this by anonymizing named entities, and including
a copy mechanism (Vinyals et al., 2015a; See et al.,
2017; Song et al., 2018) into our decoder, which
allows open-vocabulary token generation.

We show that factorising the generation process
in this way leads to improvements in AMR genera-
tion, setting a new state of the art for single-model
AMR generation performance training only on la-
belled data. We also verify our diverse generation
hypothesis with a human annotation study.

2 Data

Abstract Meaning Repreentation Abstract
Meaning Representation is a semantic annotation
formalism which represents the meaning of an
English utterance as a rooted directed acyclic
graph. Nodes in the graph represent entities,
events, properties and states mentioned in the
text, while leaves of the graph label the nodes
with concepts (which do not have to be aligned to
spans in the text). Re-entrant nodes correspond to
coreferent entities. Edges in the graph represent
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(g / give-01
:ARG0 (i / I)
:ARG1 (b / ball)
:ARG2 (d / dog))

give :arg0 i :arg1 ball :arg2 dog

I [gave]VP [the dog]NP [a ball]NP
I [gave]VP [the ball]NP [to a dog]PP

Figure 1: An example AMR graph, with variable
names and verb senses, followed by the input to our
system after preprocessing, and finally two sample re-
alisations different in syntax.

relations between entities in the text. See Figure
1 for an example of an AMR graph, together with
sample realisations.

Konstas et al. (2017) outline a set of prepro-
cessing procedures for AMR graphs to both ren-
der them suitable for sequence-to-sequence learn-
ing and to ameliorate data sparsity; we fol-
low the same pipeline. We train our mod-
els on the two most recent AMR releases.
LDC2017T10 has roughly 36k training sentences,
while LDC2015E86 is about half this size. Both
share dev and test sets, facilitating comparison.

Constituency syntax While there are many syn-
tactic annotation formalisms, we use delexicalised
Penn treebank-style constituency trees to represent
syntax. Constituency trees have the advantage of
a well-defined linearization order compared to de-
pendency trees. Further, constituency trees may be
easier to realise, as they effectively correspond to
a bracketing of the surface form.

Unfortunately, AMR annotated data does not
come with syntactic annotation. We therefore
parse the training and dev splits of both corpora
with the Stanford parser (Manning et al., 2014) to
provide silver-standard reference parse trees. We
then delexicalise the parse trees by trimming the
trees of the surface words; after this stage, the
leaves of the tree are the preterminal POS tags. Af-
ter this, we linearise the delexicalised constituency
trees with depth-first traversal, following Vinyals
et al. (2015b).

3 Model implementation and training

3.1 Model details

We wish to estimate P (Y,Z|X), the joint proba-
bility of a parse Y and surface form Z given an
AMR graph X . We model this in two parts, using

the chain rule to decompose the joint distribution.
The first model, which we call the syntax model,
approximates P (Y |X), the probability of a par-
ticular syntactic structure for a meaning represen-
tation. The second is P (Z|X,Y ), the lexicalisa-
tion model. This calculates the probability of a
surface realisation given a parse tree and an AMR
graph. We implement both as recurrent sequence-
to-sequence models.

As we are able to linearise both the AMR graph
and the parse tree, we use LSTMs (Hochreiter and
Schmidhuber, 1997) both as the encoder and the
decoder of our seq2seq models. Given an input se-
quence X1, . . . , Xn, which can either be an AMR
graph or a parse tree, we first embed the tokens
to obtain a dense vector representation of each to-
ken x1, . . . , xn. Then we feed this into a stacked
bidirectional LSTM encoder to obtain contextu-
alised representations of each input token ci. As
far as possible, we share parameters between our
two models. Concretely, this means that the syntax
model uses the same AMR and parse embeddings,
and AMR encoder, as the lexicalisation model. We
find that this speeds up model inference, as we
only have to encode the AMR sequence once for
both models. Further, it regularises the joint model
by reducing the number of parameters.

In our decoder, we use the dot-product formula-
tion of attention (Luong et al., 2015): the attention
potentials ai at timestep t are given by

ai = hTt−1Wattci

where ht−1 is the decoder hidden state at the pre-
vious timestep, and ci is the context representation
at position i given by the encoder. The attention
weight wi is then given by a softmax over the at-
tention potentials, and the overall context repre-
sentation st is given by

∑
wici. The syntax model

only attends over the input AMR graph; the lin-
earisation model attends over both the input AMR
and syntax tree independently, and the resulting
context representation st is given by the concate-
nation of the AMR context representation and the
syntax tree context representation (Libovický and
Helcl, 2017).

We use st to augment the input to the LSTM:
ỹt = Win tanh([yt; st]). Then the LSTM hidden
and cell state are updated according to the LSTM
equations: ht, ct = LSTM(ht−1, ct−1, ỹt). Fi-
nally, we again concatenate st to ht before calcu-
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lating the logits over the distribution of tokens:

h̃t = tanh(Wout[ht; st]) (1)

p(yt|y<t) = softmax(Wh̃t) (2)

For the syntax model, we further constrain the de-
coder to only produce valid parse trees; as we
build the parse tree left-to-right according to a
depth-first traversal, the permissible actions at any
stage are to open a new constituent, produce a ter-
minal (i.e. a POS tag), or close the currently open
constituent. We implement this constraint by set-
ting the logits of all impermissible actions to neg-
ative infinity before taking the softmax. We find
that this improves both training speed and final
model performance, as we imbue the decoder with
an intrinsic bias towards producing well-formed
parse trees.

3.2 Generation with a copy mechanism
Despite the preprocessing procedures referred to
in Section 2, we found that the lexicalisation
model still had trouble with out-of-vocabulary
words, due to the small size of the training cor-
pus. This led to poor vocabulary coverage on the
unseen test portions of the dataset. On closer in-
spection, many out-of-vocabulary words in the dev
split are open-class nouns and verbs, which corre-
spond to concept nodes in the AMR graph. We
therefore incorporate a copy mechanism (Vinyals
et al., 2015a; See et al., 2017) into our lexicalisa-
tion model to make use of these alignments.

We implement this by decomposing the word
generation probability into a weighted sum of two
terms. One is the vocabulary generation term.
This models the probability of generating the next
token from the model vocabulary, and is calculated
in the same way as the base model. The other is
a copy term, which calculates the probability of
generating the next token by copying a token from
the input. This uses the attention distribution over
the input tokens calculated in the decoder to decide
which input token to copy. The weighting between
these two terms is calculated as a function of the
current decoder input token, the decoder hidden
state, and the AMR and parse context vectors. To
sum up, the per-word generation probability in the
decoder is given by

p(yt|y<t) = (1− θt)plex(yt|y<t) + θt
∑

i:Xi=yt

wi

(3)
where plex(yt|y<t) is as in Equation 2 and wi is
the attention weight on the input token Xi. θ is

the weighting between the generation term and the
copy term: this is implemented as a 2-layer MLP.

3.3 Model training procedures
The AMR training corpus, together with the au-
tomatically derived parse trees, give us aligned
triples of AMR graph, parse tree and realisa-
tion. We train our model to minimise the sum of
the parse negative log-likelihood from the syntax
model and the text negative log-likelihood from
the lexicalisation model. We use the ADAM op-
timizer (Kingma and Ba, 2015) with batch size 40
for 200 epochs. We evaluate model BLEU score
on the dev set during training, and whenever this
did not increase after 5 epochs, we multiplied the
learning rate by 0.8. We select the model with the
highest dev BLEU score during training as our fi-
nal model.

We apply layer normalization (Ba et al., 2016)
to all matrix multiplications inside our network,
including in the LSTM cell, and drop out all non-
recurrent connections with probability 0.5 (Srivas-
tava et al., 2014). We also drop out recurrent con-
nections in both encoder and decoder LSTMs with
probability 0.3, tying the mask across timesteps
as suggested by Gal and Ghahramani (2016). All
model hidden states are size 500, and token em-
beddings are size 300. Word embeddings are ini-
tialised with pretrained word2vec embeddings
(Mikolov et al., 2013). We replace words with
count 1 in the training corpus with the UNK to-
ken with probability 0.5, and replace POS tags in
the parse tree and AMR concepts with the UNK
token with probability 0.1 regardless of count.

Decoding from our model During test time, we
would like to estimate

argmax
Z

∑

Y

P (Z, Y |X) (4)

the most likely text realisation of an AMR,
marginalising out over the possible parses. To
do this, we heuristically find the n best parses
Y1, . . . , Yn from the syntax model, generate a re-
alisation Zi for each parse Yi, and take the highest
scoring parse-realisation pair as the model output.

We use beam search with width 2 for both steps,
removing complete hypotheses from the active
beam and appending them to a k-best list. We
terminate search after a predetermined number of
steps, or if there are no active beam items left. Af-
ter termination, if k > n, we return the top n items
of the k-best list; otherwise we return additional
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Model Unlabelled F1 Labelled F1

Text-to-parse 87.5 85.8
AMR-to-parse 60.4 54.8
Unconditional 38.5 31.7

Table 1: Parsing scores on LDC2017T10 dev set.

Model # good realisations

Syntax-aware model 1.52
Baseline s2s 1.19

Table 2: Average number of acceptable realisations out
of 3. The difference is significant with p < 0.001.

items from the beam. In our experiments, we find
that considering realisations of the 2 best parses
(i.e. setting n = 2 above) gives the highest BLEU
score on the dev set.

4 Experiment 1: AMR and syntax

We first investigate how much information AMR
contains about possible syntactic realisations. We
train two seq2seq models of the above architecture
to predict the delexicalised constituency tree of an
example given either the AMR graph or the text.
We then evaluate both models on labelled and un-
labelled F1 score on the dev split of the corpus.
As neither model is guaranteed to produce trees
with the right number of terminals, we first run
an insert/delete aligner between the predicted and
reference terminals (i.e. POS tags) before calcu-
lating span F1s. We also report the results of run-
ning our aligner on the most probable parse tree
as estimated by an unconditional LSTM as a base-
line both to control for our aligner and also to see
how much extra signal is in the AMR graph. The
results in Table 1 show that predicting a syntac-
tic structure from an AMR graph is a much harder
task than predicting from the text, but there is in-
formation in the AMR graph to improve over a
blind baseline.

5 Experiment 2: Generating natural
language from AMR

Table 3 shows the results of our model on the
AMR generation task. We evaluate using BLEU
score (Papineni et al., 2002) against the reference
realisations. As a baseline, we train a straight
AMR-to-text model with the same architecture as
above to control for the extra regularisation in our
model compared to previous work. Our results

Model Dev BLEU Test BLEU

Trained on LDC2017T10
Our model 26.1 26.8
Our model + oracle parse 57.5 -
Baseline s2s + copy 23.7 23.5
Beck et al. (2018) - 23.3
Trained on LDC2015E86
Our model 23.6 23.5
Our model + oracle parse 53.1 -
Konstas et al. (2017) 21.7 22.0
Song et al. (2018) 22.8 23.3
Trained on LDC2015E86 or earlier + additional unlabelled data
Song et al. (2018) - 33.0
Konstas et al. (2017) 33.1 33.8
Pourdamghani et al. (2016) 27.2 26.9
Song et al. (2017) 25.2 25.6

Table 3: BLEU results for generation.

show that adding syntax into the model dramat-
ically boosts performance, resulting in state-of-
the-art single model performance on both datasets
without using external training data.

As an oracle experiment, we also generate from
the realisation model conditioned on the ground
truth parse. The outstanding result here – BLEU
scores in the 50s – demonstrates that being able to
predict the gold reference parse tree is a bottleneck
in the performance of our model. However, given
the inherent difficulty of predicting a single syntax
realisation (cf. Section 4), we suspect that there is
an intrinsic limit to how well generating from an
AMR graph can replicate the reference realisation.

We further note that we do not use models tai-
lored to graph-structured data or character-level
features as in Song et al. (2018); Beck et al.
(2018), or additional unlabelled data to perform
semi-supervised learning (Konstas et al., 2017).
We believe that we can improve our results even
further if we use these techniques.

6 Experiment 3: Generating varied
realisations

Our model explicitly disentangles variation caused
by syntax choice from that caused by lexical
choice. This means that we can generate diverse
realisations of the same AMR graph by sampling
from the syntax model and deterministically de-
coding from the realisation model. We hypothe-
sise that this procedure generates more meaning-
preserving realisations than just sampling from a
straight AMR-to-text model, which can result in
incoherent output (Cao and Clark, 2017).

We selected the first 50 AMR graphs in the dev
set on linearised length between 15 and 40 with
coherent reference realisations and generated 5
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different realisations with our joint model and our
baseline model. For our joint model, we first sam-
pled 3 parse structures from the syntax model with
temperature 0.3. This means we divide the per-
timestep logits of the syntax decoder by 0.3; this
serves to sharpen the outputs of the syntax model
and constrains the sampling process to produce
relatively high-probability syntactic structures for
the given AMR. Then, we realised each parse de-
terministically with the lexicalisation model. For
the baseline model, we sample 3 realisations from
the decoder with the same temperature. This gave
us 100 examples in total.

We then crowdsourced acceptability judgments
for each example from 100 annotators: we showed
the reference realisation of an AMR graph, to-
gether with model realisations, and asked each
annotator to mark all the grammatical realisa-
tions which have the same meaning as the refer-
ence realisation. Each annotator was presented
30 examples selected randomly. Our results in
Table 2 show that the joint model can generate
more meaning-preserving realisations compared
to a syntax-agnostic baseline. This shows the util-
ity of separating out syntactic and lexical varia-
tion: we model explicitly meaning-preserving in-
variances, and can therefore generate better para-
phrases.

7 Conclusions and further work

We present an AMR generation model that factors
the generation process through a syntactic deci-
sion, and show that this leads to improved AMR
generation performance. In addition, we show that
separating the syntactic decisions from the lexi-
calisation decisions allows the model to generate
higher quality paraphrases of a given AMR graph.

In future work, we would like to integrate a se-
mantic parser into our model (Yin et al., 2018).
Annotating data with AMR is expensive, and ex-
isting AMR treebanks are small. By integrating
a component which parses into AMR into our
model, we can do semi-supervised learning on
plentiful unannotated natural language sentences,
and improve our AMR generation performance
even further. In addition, we would be able to gen-
erate text-to-text paraphrases by parsing into AMR
first and then carrying out the paraphrase genera-
tion procedure described in this paper (Iyyer et al.,
2018). This opens up scope for data augmentation
for downstream NLP tasks, such as machine trans-

lation.
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Jindřich Libovický and Jindřich Helcl. 2017. Attention
strategies for multi-source sequence-to-sequence
learning. In Proceedings of the 55th Annual Meet-
ing of the Association for Computational Linguis-
tics (Volume 2: Short Papers), pages 196–202, Van-
couver, Canada. Association for Computational Lin-
guistics.

Thang Luong, Hieu Pham, and Christopher D. Man-
ning. 2015. Effective approaches to attention-based
neural machine translation. In Proceedings of the
2015 Conference on Empirical Methods in Natu-
ral Language Processing, pages 1412–1421, Lis-
bon, Portugal. Association for Computational Lin-
guistics.

Christopher D. Manning, Mihai Surdeanu, John Bauer,
Jenny Finkel, Steven J. Bethard, and David Mc-
Closky. 2014. The Stanford CoreNLP natural lan-
guage processing toolkit. In Association for Compu-
tational Linguistics (ACL) System Demonstrations,
pages 55–60.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Cor-
rado, and Jeff Dean. 2013. Distributed representa-
tions of words and phrases and their composition-
ality. In C. J. C. Burges, L. Bottou, M. Welling,

Z. Ghahramani, and K. Q. Weinberger, editors, Ad-
vances in Neural Information Processing Systems
26, pages 3111–3119. Curran Associates, Inc.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic eval-
uation of machine translation. In Proceedings of
40th Annual Meeting of the Association for Com-
putational Linguistics, pages 311–318, Philadelphia,
Pennsylvania, USA. Association for Computational
Linguistics.

Nima Pourdamghani, Kevin Knight, and Ulf Her-
mjakob. 2016. Generating english from abstract
meaning representations. In Proceedings of the 9th
International Natural Language Generation confer-
ence, pages 21–25, Edinburgh, UK. Association for
Computational Linguistics.

Abigail See, Peter J. Liu, and Christopher D. Manning.
2017. Get to the point: Summarization with pointer-
generator networks. In Proceedings of the 55th An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 1073–
1083. Association for Computational Linguistics.

Linfeng Song, Xiaochang Peng, Yue Zhang, Zhiguo
Wang, and Daniel Gildea. 2017. Amr-to-text gener-
ation with synchronous node replacement grammar.
In Proceedings of the 55th Annual Meeting of the
Association for Computational Linguistics (Volume
2: Short Papers), pages 7–13. Association for Com-
putational Linguistics.

Linfeng Song, Yue Zhang, Xiaochang Peng, Zhiguo
Wang, and Daniel Gildea. 2016. Amr-to-text gener-
ation as a traveling salesman problem. In Proceed-
ings of the 2016 Conference on Empirical Methods
in Natural Language Processing, pages 2084–2089.
Association for Computational Linguistics.

Linfeng Song, Yue Zhang, Zhiguo Wang, and Daniel
Gildea. 2018. A graph-to-sequence model for amr-
to-text generation. In Proceedings of the 56th An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 1616–
1626. Association for Computational Linguistics.

Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky,
Ilya Sutskever, and Ruslan Salakhutdinov. 2014.
Dropout: A simple way to prevent neural networks
from overfitting. The Journal of Machine Learning
Research, 15(1):1929–1958.

Ilya Sutskever, Oriol Vinyals, and Quoc V Le. 2014.
Sequence to sequence learning with neural net-
works. In Z. Ghahramani, M. Welling, C. Cortes,
N. D. Lawrence, and K. Q. Weinberger, editors, Ad-
vances in Neural Information Processing Systems
27, pages 3104–3112. Curran Associates, Inc.

Oriol Vinyals, Meire Fortunato, and Navdeep Jaitly.
2015a. Pointer networks. In C. Cortes, N. D.
Lawrence, D. D. Lee, M. Sugiyama, and R. Garnett,
editors, Advances in Neural Information Processing

2162



Systems 28, pages 2692–2700. Curran Associates,
Inc.

Oriol Vinyals, Łukasz Kaiser, Terry Koo, Slav Petrov,
Ilya Sutskever, and Geoffrey Hinton. 2015b. Gram-
mar as a foreign language. In C. Cortes, N. D.
Lawrence, D. D. Lee, M. Sugiyama, and R. Garnett,
editors, Advances in Neural Information Processing
Systems 28, pages 2773–2781. Curran Associates,
Inc.

Marilyn A. Walker, Owen Rambow, and Monica Ro-
gati. 2001. Spot: A trainable sentence planner. In
Second Meeting of the North American Chapter of
the Association for Computational Linguistics.

Pengcheng Yin, Chunting Zhou, Junxian He, and Gra-
ham Neubig. 2018. Structvae: Tree-structured latent
variable models for semi-supervised semantic pars-
ing. In Proceedings of the 56th Annual Meeting of
the Association for Computational Linguistics (Vol-
ume 1: Long Papers), pages 754–765, Melbourne,
Australia. Association for Computational Linguis-
tics.

2163



Proceedings of NAACL-HLT 2019, pages 2164–2170
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

A Crowdsourced Frame Disambiguation Corpus with Ambiguity

Anca Dumitrache
FD Mediagroep,

Vrije Universiteit Amsterdam
Netherlands

anca.dmtrch@gmail.com

Lora Aroyo
Google
USA

l.m.aroyo@gmail.com

Chris Welty
Google
USA

cawelty@gmail.com

Abstract

We present a resource for the task of FrameNet
semantic frame disambiguation of over 5,000
word-sentence pairs from the Wikipedia cor-
pus. The annotations were collected using
a novel crowdsourcing approach with mul-
tiple workers per sentence to capture inter-
annotator disagreement. In contrast to the
typical approach of attributing the best single
frame to each word, we provide a list of frames
with disagreement-based scores that express
the confidence with which each frame applies
to the word. This is based on the idea that
inter-annotator disagreement is at least partly
caused by ambiguity that is inherent to the text
and frames. We have found many examples
where the semantics of individual frames over-
lap sufficiently to make them acceptable alter-
natives for interpreting a sentence. We have
argued that ignoring this ambiguity creates an
overly arbitrary target for training and eval-
uating natural language processing systems -
if humans cannot agree, why would we ex-
pect the correct answer from a machine to be
any different? To process this data we also
utilized an expanded lemma-set provided by
the Framester system, which merges FN with
WordNet to enhance coverage. Our dataset
includes annotations of 1,000 sentence-word
pairs whose lemmas are not part of FN. Finally
we present metrics for evaluating frame disam-
biguation systems that account for ambiguity.

1 Introduction

Crowdsourcing has been a popular method to col-
lect corpora for a variety of natural language pro-
cessing tasks (Snow et al., 2008), although one
of its downsides is the crowd’s lack of domain
knowledge that is helpful in solving some tasks.
Semantic frame disambiguation is an example of
a complex natural language processing task that
is usually performed by linguistic experts, sub-
jected to strict annotation guidelines and quality

control (Baker, 2012). The theory of frame se-
mantics (J Fillmore, 1982) defines a frame as an
abstract representation of a word sense, describing
a type of entity, relation, or event, together with
the associated roles implied by the frame. The
FrameNet (FN) corpus (Baker et al., 1998) is a col-
lection of semantic frames, together with a corpus
of documents annotated with these frames. Simi-
larly to word-sense disambiguation, frame disam-
biguation is the task of obtaining the correct frame
for each word, since many words have multiple
possible meanings.

Using domain experts for frame disambigua-
tion is expensive and time consuming, resulting in
small corpora for this task that do not scale well
for modern machine learning methods – FN ver-
sion 1.7, the latest one at the time of writing, con-
tains only about 10,000 sentences annotated with
frames. Furthermore, only using one expert to per-
form the annotation makes it difficult to capture
any diversity of perspectives.

There have been a number of small-scale at-
tempts at using crowdsourcing for frame disam-
biguation in sentences, showing that the crowd
has comparable performance to the FN domain ex-
perts (Hong and Baker, 2011), and that the crowd
can be used to correct wrong examples that have
been collected automatically (Pavlick et al., 2015).
Crowd performance can be improved by combin-
ing frame role identification with disambiguation
(Fossati et al., 2013), or by asking crowd workers
to give each other feedback and then letting them
change their answer (Chang et al., 2015). Crowd-
sourcing has also been useful to identify the ambi-
guity in frame disambiguation (Jurgens, 2013).

Previously, we have shown (Dumitrache et al.,
2018a) that while the crowd and FN expert mostly
agree over frame disambiguation, disagreement
cases are often caused by ambiguity, such as vague
or overlapping frame definitions, or incomplete
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information in the sentence. Because of these
issues with the input data, the approach of se-
lecting one single correct frame for every word,
and ignoring alternative interpretations, often re-
sults in arbitrary, incomplete ground truth cor-
pora. In order to aggregate annotated data while
preserving disagreement, we use the CrowdTruth
method1 (Aroyo and Welty, 2014), which encour-
ages using multiple crowd annotators to perform
the same work, and processes the disagreement
between them to signal low quality workers, sen-
tences, and frames.

This paper presents a crowdsourced FN frame
disambiguation corpus of 5,042 sentence-word
pairs (which has since grown to over 9,000 since
the submission of this paper). More than 1,000
of these are lexical units (LUs) not part of FN.
To our knowledge, it is the largest corpus of this
type outside of FN. In addition, we applied the
CrowdTruth method, in which each sentence and
lexical item is accompanied by a list of mul-
tiple frames with scores that express the confi-
dence with which each frame applies to the word.
This allows us to demonstrate that ambiguity is a
prominent feature of frame disambiguation, with
many cases where more than one possible frame
can apply to the same word. Finally, we present an
evaluation of several frame disambiguation mod-
els using evaluation metrics that leverage the mul-
tiple answers and their confidence scores, and
show that even a model that always predicts the
top crowd answer will not always have the best
performance.

2 Corpus Collection & Analysis

2.1 Data Preprocessing

Our corpus consists of 5,042 candidate word-
sentence pairs from Wikipedia (which has since
grown to over 9,000 since the submission of this
paper) and a candidate list of frames for the word,
with 742 unique frames and 1,705 unique lexical
units (LUs). The sentences have been randomly
selected, based on these criteria:

• The candidate word has no more than 25 can-
didate frames, to not overwhelm the annota-
tors.

• The part of speech of the word is a verb.

1http://crowdtruth.org

• The distribution of candidate frames was op-
timized for maximum diversity using a greedy
approach.

To gather the candidate frames for each word,
we gathered the candidate frames associated with
the LU from FN1.7. Next we completed the
candidate list using Framester (Gangemi et al.,
2016), which maps FN semantic frames to syn-
onym sets from WordNet (Miller, 1995). The sen-
tences were processed with tokenization, sentence
splitting, lemmatization and part-of-speech tag-
ging. Then each word with a frame attached to it
was matched with all of its possible synonym sets
from WordNet, while making sure that the part-of-
speech constraint of the synonym set is fulfilled.
Using the WordNet mapping, we constructed the
list of additional candidate frames for each word.
Framester disambiguation used release 1.5 of FN,
and some frames changed names in version 1.7,
so we manually mapped these frames from FS to
their latest version. Framester disambiguation was
also used to collect a subset of our corpus consist-
ing of 1,000 sentence-word pairs with LUs that are
not part of the FN corpus. For simplicity, we refer
to the sentence-word pairs as sentences in the rest
of the paper.

2.2 Crowdsourcing Setup

We ran the task on Amazon Mechanical Turk,
where the workers were asked to select all frames
that fit the sense of the highlighted word in a sen-
tence from the multiple choice candidate list, or
that none of the frames is correct. We used 15
workers/sentence that were paid $0.05 for each
judgment, and a total cost of $1.35 per sentence
(after factoring in the additional AMT costs).2

To aggregate the results of the crowd while also
capturing inter-annotator disagreement, we use the
CrowdTruth metrics3 (Dumitrache et al., 2018b),
replicating the setup from our previous work (Du-
mitrache et al., 2018a). The choice of frames of
one worker over one sentence are aggregated into
a worker vector – a binary vector with n+1 com-
ponents, where n is the number of frames shown
together with the sentence, where the decision to
pick each of the frames (or none) corresponds to
a component in the vector. The vectors are used
to calculate quality scores for workers, sentences

2https://mturk.com/
3https://github.com/CrowdTruth/

CrowdTruth-core
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# SENTENCE SQS FRAMES (FSS)
1 Domestication of plants has, over the centuries improved disease

resistance.
0.652 improvement or decline (0.823),

cause to make progress (0.683)
2 He is the 5th of 8 male players in history to achieve this. 0.626 accomplishment (0.764),

successful action (0.709)
3 Albertus Magnus, a Dominican monk, commented on the opera-

tions and theories of alchemical authorities.
0.511 communication (0.522),

statement (0.703)
4 He slices at Hector’s armor, throwing him off guard and spinning

him around.
0.319 part piece (0.499), cause harm (0.4), cutting

(0.394), attack (0.254), hit target (0.227)
5 Another 46 steps remain to climb in order to reach the top, the

“terrasse”, from where one can enjoy a panoramic view of Paris.
0.308 left to do (0.497), remainder (0.478), state continue

(0.319), existence (0.155)
6 Borzoi males frequently weigh more. 0.283 assessing (0.421), dimension (0.402),

importance (0.128)
7 The dance includes bending and straightening of the knee giving

it a touch of Cuban motion.
0.24 reshaping (0.495), arranging (0.356), body move-

ment (0.298), cause motion (0.249)

Table 1: Example sentences with disagreement over the frame annotations (candidate word in bold).

and frames. Although we make all quality scores
available as part of the corpus, in this paper we
focus on:

• frame-sentence score (FSS): the degree
with which a frame matches the sense of the
word in the sentence. It is the ratio of workers
that picked the frame to all the workers that
read the sentence, weighted by the worker
quality. A high FSS means the frame is
clearly expressed in a sentence.

• sentence quality (SQS): the overall worker
agreement over one sentence. It is the av-
erage cosine similarity over all worker vec-
tors for one sentence, weighted by the worker
quality and frame quality. A high SQS indi-
cates a clear sentence.

The aggregated crowdsourcing results and the
FN 1.5 to 1.7 mapping table are available online.4

2.3 Ambiguity in the Corpus

An analysis of the corpus found many examples of
inter-annotator disagreement, of which a few ex-
amples are shown in Table 1. For 720 sentences, a
majority of the workers picked at least 2 frames
(examples 1-3 in Table 1). And for 1,514 sen-
tences, no one frame has been picked by a major-
ity of the workers (examples 4-7 in Table 1). Dis-
agreement is also more prominent in the sentences
where the LU is not a part of FN (Figure 1).

The disagreement comes from a variety of
causes: a parent-child relation between the frames
(statement and communication in #3), an overlap
in the definition of the frames (accomplishment

4https://github.com/CrowdTruth/
FrameDisambiguation

and successful action in #2), the meaning of the
word is expressed by a composition of frames (in
#7, “straightening of the knee” is a combination
of reshaping the form of the knee, arranging the
knee in the right position, and body movement),
and combinations of all of these reasons (in #4,
“slices” is a combination of part piece and cause
harm, and the other frames are their children).
More example sentences for each type of disagree-
ment are available in the appendix. The sentences
themselves are not difficult to understand, and it
can be argued that all of them have one frame that
applies the best for the word. The goal of this cor-
pus is to show that next to this best frame for the
word, there are other frames that apply to a lesser
degree, or capture a different part of the meaning.
When evaluating a model for frame disambigua-
tion, it seems unfair to penalize misclassifications
of frames that still apply to the word, but with less
clarity, in the same way we would penalize a frame
that captures a wrong meaning. Also, we argue
that models should take into account that annota-
tors do not agree over some examples, and treat
them differently than clear expressions of frames.
Disagreement can also be caused by worker mis-
takes (in #6, dimension refers to the size of the
object, not the act of measuring the size). While
we try to mitigate for this by weighing confidence
scores with the worker quality, the mistakes still
appear in the corpus. This type of disagreement
could be useful in future work to identify exam-
ples that workers need to be trained on.

3 Evaluating Frame Disambiguation

3.1 Systems Tested
As an example usage of our corpus, we used it to
evaluate these frame disambiguation models:
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Figure 1: Histogram of SQS values - the quality scores
in sentences where the LU is not in FN skew lower.

1. OS: The Open-Sesame (Swayamdipta et al.,
2017) classifier, pre-trained on the FN corpus
(release 1.7). Given a word-sentence pair, OS
uses a BiLSTM model with a softmax final
layer to predict a single frame for the word.
If the LU is not in FN, it cannot make a pre-
diction.

2. OS+: We modified the OS classifier to per-
form multi-label classification. To calculate
the confidence score for candidate frame f ,
we removed the softmax layer and passed the
output of the BiLSTM model ν(f) through
the following transformation: c(f) = [1 +
tanh ν(f)]/2. This gave a score c(f) ∈ [0, 1]
expressing the confidence that frame f is ex-
pressed in the sentence.

3. FS: Framester includes a tool for rule-based
multi-class multi-label frame disambigua-
tion (Gangemi et al., 2016). While for the
dataset pre-processing (Sec. 2) we considered
the frames for all synsets a word is part of,
FS performs an additional word-sense disam-
biguation step to return a more precise list of
frames. We used the tool with profile T as it
was shown to have the overall better perfor-
mance. FS can only predict FN frames from
the 1.5 release, which is missing 202 frames
from version 1.7.

While OS+ produces confidence scores, the
other methods produce binary labels for each
frame-sentence pair. These models do not
have state-of-the-art performance (Hermann et al.,
2014; FitzGerald et al., 2015), we picked them be-
cause they were accessible and allowed testing on
a novel corpus. Finally, we evaluate the quality
of the TC corpus, containing only the top frame
picked by the crowd for every sentence. This test
shows what is the best possible performance over
our corpus that can be expected from a system
such as OS that selects a single frame per sentence.
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Figure 2: Baselines evaluation results.

EVAL. METRIC OS OS+ FS TC
Kendall’s τ AUC 0.339 0.477 0.279 0.466

R- Kendall’s τ w-avg 0.362 0.497 0.3 0.48
SET Cos Sim AUC 0.57 0.685 0.518 0.818

Cos Sim w-avg 0.608 0.717 0.545 0.854
Kendall’s τ AUC 0.269 0.379 0.253 0.491

F- Kendall’s τ w-avg 0.307 0.421 0.284 0.501
SET Cos Sim AUC 0.453 0.544 0.511 0.810

Cos Sim w-avg 0.515 0.607 0.539 0.849

Table 2: Aggregated evaluation results.

3.2 Evaluation Metrics & Results
Instead of traditional evaluation metrics that re-
quire binary labels, we propose an evaluation
methodology that is able to consider multiple can-
didate frames for each sentence and their quality
scores. We use Kendall’s τ list ranking coeffi-
cient (Kendall, 1938) and cosine similarity to cal-
culate the distance between the list of frames pro-
duced by the crowd labeled with the FSS, and
the frames predicted by the baselines in each sen-
tence. Whereas Kendall’s τ only accounts for the
ranking of theFSS for each frame, cosine similar-
ity uses the actual FSS values in the calculation
of the similarity. Both metrics compute a score
per sentence (Kendall’s τ ∈ [−1, 1], and cosine
similarity ∈ [0, 1]). Using these metrics, we pro-
duce two aggregate statistics over our test corpus:
(1) the area-under-curve (AUC) for each metric,
normalized by the corpus size, and (2) the SQS-
weighted average of each metric (w−avg), which
also accounts for the ambiguity of the sentence as
expressed by the SQS. We evaluate on two ver-
sions of the corpus: (1) the restricted set (R-SET)
of 4,000 sentences with LUs from the FN corpus,
and (2) the full set (F-SET) of 5,042 sentences.

The results (Figure 2 & Table 2) show that OS+
performs best out of all the models, even taking
into account sentences with LUs not in FN for
which OS+ cannot disambiguate. FS performs the
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worst out of all models on R-SET, because it can-
not find newly added frames from the latest FN re-
lease, but improves on the F-SET (FS can find can-
didate frames for LUs not in FN). The scores on
the F-SET were lower for all baselines, suggest-
ing that sentences with LUs not in FN are more
difficult to classify – this could be because FN is
missing frames that can express the full meaning
of these LUs. TC has a good performance, but
is far from being unbeatable – when measuring
Kendall’s τ over the R-SET, OS+ performs better
than TC.

4 Conclusions

We described a FrameNet frame disambiguation
resource of 5,042 sentence-word pairs, and 1,000
LUs that are new to FN – the largest corpus of
this type outside of FN. Since the submission of
this paper, the corpus has grown to over 9,000
sentence-word pairs. We also provide confidence
scores for each candidate frame that are based
on inter-worker disagreement. We made a case
for this kind of disagreement reflecting genuine
cases of ambiguity in FrameNet frames, caused
by: child-parent relations between frames, frames
with overlapping definitions, or compositions of
frames making up the meaning of a word. The
evaluation method we proposed uses the scores
for multiple frames, and is thus able to differen-
tiate between frames that still apply to the word,
but with less clarity, and frames that capture the
wrong meaning. Our goal was to build a resource
that recognizes different levels of ambiguity in the
expression of the frames in the text, and allows a
more fair evaluation of performance of frame dis-
ambiguation systems.
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land, July 5-8, 2018., pages 12–20. AAAI Press.

Anca Dumitrache, Oana Inel, Lora Aroyo, Benjamin
Timmermans, and Chris Welty. 2018b. CrowdTruth
2.0: Quality Metrics for Crowdsourcing with Dis-
agreement. arXiv preprint arXiv:1808.06080.

Nicholas FitzGerald, Oscar Täckström, Kuzman
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A Ambiguity Examples in the Corpus

# SENTENCE SQS FRAMES (FSS)
1 These Articles have historically shaped and continue to direct the ethos of the

Communion.
0.795 activity ongoing (0.862)

process continue (0.86)
2 “A Modest Proposal” is included in many literature programs as an example

of early modern western satire.
0.771 inclusion (0.89)

cause to be included (0.813)
3 The states often failed to meet these requests in full, leaving both Congress

and the Continental Army chronically short of money.
0.628 endeavor failure (0.826)

success or failure (0.8)
4 This is a chart of trend of nominal gross domestic product of Angola at market

prices using International Monetary Fund data.
0.598 using resource (0.831)

using (0.554)
tool purpose (0.336)

5 The Asian tigers have now all received developed country status, having the
highest GDP per capita in Asia.

0.504 receiving (0.751)
getting (0.556)

6 MasterCard has released Global Destination Cities Index 2013 with 10 of 20
are dominated by Asia and Pacific Region Cities.

0.467 dominate situation (0.638)
dominate competitor (0.579)
being in control (0.327)

Table 3: Ambiguity because of parent-child relation between frames.

# SENTENCE SQS FRAMES (FSS)
1 Kournikova then withdrew from several events due to continuing problems

with her left foot and did not return until Leipzig.
0.725 withdraw from participation

(0.955), removing (0.61)
2 Some aikido organizations use belts to distinguish practitioners’ grades. 0.68 differentiation (0.867)

distinctiveness (0.703)
3 Since then, it has focused on improving relationships with Western countries,

cultivating links with other Portuguese-speaking countries, and asserting its
own national interests in Central Africa.

0.654 improvement or decline (0.787)
cause to make progress (0.732)

4 To emphasize the validity of the Levites’ claim to the offerings and tithes of
the Israelites, Moses collected a rod from the leaders of each tribe in Israel and
laid the twelve rods over night in the tent of meeting.

0.65 emphasizing (0.764)
convey importance (0.638)

5 He not only had enough food from his subjects to maintain his military, but
the taxes collected from traders and merchants added to his coffers sufficiently
to fund his continuous wars.

0.453 cause to continue (0.7)
activity ongoing (0.602)

6 He spent the later part of his life in the United States, living in Los Angeles
from 1937 until his death.

0.29 taking time (0.41)
expend resource (0.365)

Table 4: Ambiguity because of overlapping frame definitions.
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# SENTENCE SQS FRAMES (FSS)
1 These writings lack the mystical, philosophical elements of alchemy, but do

contain the works of Bolus of Mendes (or Pseudo-Democritus), which aligned
these recipes with theoretical knowledge of astrology and the classical ele-
ments.

0.284 arranging (0.474)
adjusting (0.4)
assessing (0.298)
compatibility (0.254)
undergo change (0.169)

2 However, commercial application of this fact has challenges in circumvent-
ing the passivating oxide layer, which inhibits the reaction, and in storing the
energy required to regenerate the aluminium metal.

0.239 dodging (0.477)
compliance (0.248)
surpassing (0.204)
no frame (0.148)

3 This had the effect of inculcating the principle of “Lex orandi, lex credendi”
(Latin loosely translated as ’the law of praying [is] the law of believing’) as
the foundation of Anglican identity and confession.

0.201 education teaching (0.384)
communication (0.35)
no frame (0.153)

4 Legal segregation ended in the states in 1964, but Jim Crow customs often
continued until specifically challenged in court.

0.172 difficulty (0.372)
competition (0.283)
taking sides (0.257)
communication (0.154)

5 When Washington’s army arrived outside Yorktown, Cornwallis prematurely
abandoned his outer position, hastening his subsequent defeat.

0.134 speed description (0.39)
assistance (0.209)
self motion (0.165)
travel (0.16)
causation (0.124)

Table 5: Ambiguity because the meaning of the word is expressed by a composition of frames.
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Abstract

Several datasets have recently been con-
structed to expose brittleness in models trained
on existing benchmarks. While model perfor-
mance on these challenge datasets is signifi-
cantly lower compared to the original bench-
mark, it is unclear what particular weaknesses
they reveal. For example, a challenge dataset
may be difficult because it targets phenomena
that current models cannot capture, or because
it simply exploits blind spots in a model’s spe-
cific training set. We introduce inoculation by
fine-tuning, a new analysis method for study-
ing challenge datasets by exposing models (the
metaphorical patient) to a small amount of
data from the challenge dataset (a metaphor-
ical pathogen) and assessing how well they
can adapt. We apply our method to analyze
the NLI “stress tests” (Naik et al., 2018) and
the Adversarial SQuAD dataset (Jia and Liang,
2017). We show that after slight exposure,
some of these datasets are no longer challeng-
ing, while others remain difficult. Our results
indicate that failures on challenge datasets
may lead to very different conclusions about
models, training datasets, and the challenge
datasets themselves.

1 Introduction

NLP research progresses through the construction
of dataset-benchmarks and the development of
systems whose performance on them can be fairly
compared. A recent pattern involves challenges to
benchmarks:1 manipulations to input data that re-
sult in severe degradation of system performance,
but not human performance. These challenges
have been used as evidence that current systems
are brittle (Belinkov and Bisk, 2018; Mudrakarta
et al., 2018; Zhao et al., 2018; Glockner et al.,
2018; Ebrahimi et al., 2018; Ribeiro et al., 2018,

1Often referred to as “adversarial datasets” or “attacks”.

Figure 1: An illustration of the standard challenge eval-
uation procedure (e.g., Jia and Liang, 2017) and our
proposed analysis method. “Original” refers to the a
standard dataset (e.g., SQuAD) and “Challenge” refers
to the challenge dataset (e.g., Adversarial SQuAD).
Outcomes are discussed in Section 2.

inter alia). For instance, Naik et al. (2018) gen-
erated natural language inference challenge data
by applying simple textual transformations to ex-
isting examples from MultiNLI (Williams et al.,
2018) and SNLI (Bowman et al., 2015). Similarly,
Jia and Liang (2017) built an adversarial evalua-
tion dataset for reading comprehension based on
SQuAD (Rajpurkar et al., 2016).

What should we conclude when a system fails
on a challenge dataset? In some cases, a challenge
might exploit blind spots in the design of the origi-
nal dataset (dataset weakness). In others, the chal-
lenge might expose an inherent inability of a par-
ticular model family to handle certain natural lan-
guage phenomena (model weakness). These are,
of course, not mutually exclusive.

We introduce inoculation by fine-tuning, a
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new method for analyzing the effects of challenge
datasets (Figure 1).2 Given a model trained on the
original dataset, we expose it to a small number
of examples from the challenge dataset, allowing
learning to continue. To the extent that the weak-
ness lies with the original dataset, then the inocu-
lated model will perform well on both the original
and challenge held-out data (Outcome 1 in Fig-
ure 1). If the weakness lies with the model, then
inoculation will prove ineffective and the model’s
performance will remain unchanged (Outcome 2).

Inoculation can also decrease a model’s perfor-
mance on the original dataset (Outcome 3). This
case is not as clear as the first two, and could result
from systematic differences between the original
and challenge datasets, due to, e.g., predictive ar-
tifacts in either dataset (Gururangan et al., 2018).

We apply our method to analyze six challenge
datasets: the word overlap, negation, spelling er-
rors, length mismatch and numerical reasoning
NLI challenge datasets proposed by Naik et al.
(2018), as well as the Adversarial SQuAD reading
comprehension challenge dataset (Jia and Liang,
2017). We analyze NLI datasets with the ESIM
(Chen et al., 2017) and the decomposable attention
(Parikh et al., 2016) models, and reading compre-
hension with the BiDAF (Seo et al., 2017) and the
QANet (Yu et al., 2018) models.

By fine-tuning on, in some cases, as few as 100
examples, both NLI models are able to recover al-
most the entire performance gap on both the word
overlap and negation challenge datasets (Outcome
1). In contrast, both models struggle to adapt to
the spelling error and length mismatch challenge
datasets (Outcome 2). On the numerical reasoning
challenge dataset, both models close all of the gap
using a small number of samples, but at the ex-
pense of performance on the original dataset (Out-
come 3). For Adversarial SQuAD, BiDAF closes
60% of the gap with minimal fine-tuning, but suf-
fers a 7% decrease in original test set performance
(Outcome 3). QANet shows similar trends.

Our proposed analysis is broadly applicable,
easy to perform, and task-agnostic. By gaining
a better understanding of how challenge datasets
stress models, we can better tease apart limitations
of datasets and limitations of models.

2Inoculation evokes the idea that treatable diseases have
different implications (for society and for the patient) than
untreatable ones. We differentiate the abstract process of in-
oculation from our way of executing it (fine-tuning) since it
is easy to imagine alternative ways to inoculate a model.

2 Inoculation by Fine-Tuning

Our method assumes access to an original dataset
divided into training and test portions, as well as
a challenge dataset, divided into a (small) train-
ing set3 and a test set. After training on the orig-
inal (training) data, we measure system perfor-
mance on both test sets. We assume the usual
observation—a generalization gap with consider-
ably lower performance on the challenge test set.

We then proceed to fine-tune the model on the
challenge training data, i.e., continuing to train the
pre-trained model on the new data until develop-
ment performance on the original development set
has not improved for five epochs.4 Finally, we
measure performance of the inoculated model on
both the original and challenge test sets. Three
clear outcomes of interest are:5

Outcome 1 The gap closes, i.e., the inoculated
system retains its (high) performance on the origi-
nal test set and performs as well (or nearly so) on
the challenge test set. This case suggests that the
challenge dataset did not reveal a weakness in the
model family. Instead, the challenge has likely re-
vealed a lack of diversity in the original dataset.

Outcome 2 Performance on both test sets is
unchanged. This indicates that the challenge
dataset has revealed a fundamental weakness of
the model; it is unable to adapt to the challenge
data distribution, even with some exposure.

Outcome 3 Inoculation damages performance
on the original test set (regardless of improvement
on the challenge test set). The main difference be-
tween Outcome 3 and Outcomes 1 and 2 is that
here, by fine-tuning, the model is shifting towards
a challenge distribution that somehow contradicts
the original distribution. This could result from,
e.g., a different label distribution between both
datasets, or annotation artifacts that exist in one
dataset but not in the other (see Sections 3.2, 3.3).

3 Not all Challenge Datasets are Alike

To demonstrate the utility of our method, we ap-
ply it to analyze the NLI stress tests (Naik et al.,

3The exact amount of challenge data used for fine-tuning
might affect our conclusions, so we consider different sizes
of the “vaccine” in our experiments.

4The use of the original development set is meant to both
prevent us from using more challenge data and verify that the
learner does not completely forget the original dataset.

5The outcome may also lie between these extremes, ne-
cessitating deeper analysis.
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Category Premise Hypothesis

Word Overlap Possibly no other country has had such a turbu-
lent history.

The country’s history has been turbulent and true
is true.

Negation Possibly no other country has had such a turbu-
lent history.

The country’s history has been turbulent and
false is not true.

Spelling Errors Fix the engine, Dave Hanson, he called. Hanson received ordets not to fix teh engine.

Length Mismatch Possibly no other country has had such a turbu-
lent history and true is true and true is true and
true is true and true is true and true is true.

The countrys history has been turbulent.

Numerical Reasoning Tim has 350 pounds of cement in 100, 50, and
25 pound bags.

Tim has less than 750 pounds of cement in 100,
50, and 25 pound bags.

Table 1: Examples from each of the NLI challenge datasets analyzed, a subset of a broader suite of NLI stress tests
proposed by Naik et al. (2018). Boldface denotes perturbations to original MultiNLI examples. Figure contents
reproduced from Naik et al. (2018).

Article: Super Bowl 50
Paragraph: Peyton Manning became the first quarter-
back ever to lead two different teams to multiple Super
Bowls. He is also the oldest quarterback ever to play
in a Super Bowl at age 39. The past record was held
by John Elway, who led the Broncos to victory in Super
Bowl XXXIII at age 38 and is currently Denver’s Execu-
tive Vice President of Football Operations and General
Manager. Quarterback Jeff Dean had jersey number 37
in Champ Bowl XXXIV.
Question: What is the name of the quarterback who was
38 in Super Bowl XXXIII?

Figure 2: An example from the Adversarial SQuAD
dataset, with the distractor sentence in blue. Figure re-
produced from Jia and Liang (2017).

2018) and the Adversarial SQuAD dataset (Jia and
Liang, 2017). We fine-tune models on a varying
number of examples from the challenge dataset
training split in order to study whether our method
is sensitive to the level of exposure.6 Our results
demonstrate that different challenge datasets lead
to different outcomes. We release code for repro-
ducing our results.7

3.1 Datasets

We briefly describe the analyzed datasets, but refer
readers to the original publications for details.

NLI Stress Tests Naik et al. (2018) proposed six
automatically-constructed “stress tests”, each fo-
cusing on a different weakness of NLI systems.
We analyze five of these stress tests (Table 1).8

6See Appendix A for experimental process details.
7http://nelsonliu.me/papers/

inoculation-by-finetuning
8The remaining challenge dataset—antonym—is briefly

discussed in Section 3.3.

The word overlap challenge dataset is designed
to exploit models’ sensitivity to high lexical over-
lap in the premise and hypothesis by appending
the tautology “and true is true” to the hypothe-
sis. The negation challenge dataset is based on
the observation that negation words (e.g., “no”,
“not”) cause the model to classify neutral or en-
tailed statements as contradiction. In this dataset,
the tautology “and false is not true” is appended
to the hypothesis sentence. The spelling errors
challenge dataset is designed to evaluate model ro-
bustness to noisy data in the form of misspellings.
The length mismatch challenge dataset is de-
signed to exploit models’ inability to handle ex-
amples with much longer premises than hypothe-
ses. In this dataset, the tautology “and true is
true” is appended five times to the end of the
premise. Lastly, the numerical reasoning chal-
lenge dataset is designed to test models’ ability
to perform algebraic calculations, by introducing
premise-hypothesis pairs containing numerical ex-
pressions.

We analyze these challenge datasets using two
models, both trained on the MultiNLI dataset:9 the
ESIM model (Chen et al., 2017) and the decom-
posable attention model (DA; Parikh et al., 2016).

To better address the spelling errors challenge
dataset, we also train a character-sensitive version
of the ESIM model. We concatenate the word rep-
resentations with the 50-dimensional hidden states

9MultiNLI has domain-matched and mismatched devel-
opment data, so we train separate “matched” and “mis-
matched” models that each use the corresponding develop-
ment set for learning rate scheduling and early stopping. We
observe similar results in both cases, so we focus on the mod-
els trained on “matched” data. See Appendix B for mis-
matched results.
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Figure 3: Inoculation by fine-tuning results. (a–e): NLI accuracy for the ESIM and decomposable attention (DA)
models. (f): Reading comprehension F1 scores for the BiDAF and QANet models.
Fine-tuning on a small number of word overlap (a) and negation (b) examples erases the performance gap (Outcome
1). Fine-tuning does not yield significant improvement on spelling errors (c) and length mismatch (d), but does not
degrade original performance either (Outcome 2). Fine-tuning on numerical reasoning (e) closes the gap entirely,
but also reduces performance on the original dataset (Outcome 3). On Adversarial SQuAD (f), around 60% of the
performance gap is closed after fine-tuning, though performance on the original dataset decreases (Outcome 3).
On each challenge dataset, we observe similar trends between different models.

produced by running each token through a charac-
ter bidirectional GRU (Cho et al., 2014).

Adversarial SQuAD Jia and Liang (2017) cre-
ated a challenge dataset for reading comprehen-
sion by appending automatically-generated dis-
tractor sentences to SQuAD passages. The ap-
pended distractor sentences are crafted to look
similar to the question while not contradicting the
correct answer or misleading humans (Figure 2).
The authors released model-independent Adver-
sarial SQuAD examples, which we analyze. For
our analysis, we use the BiDAF model (Seo et al.,
2017) and the QANet model (Yu et al., 2018).

3.2 Results
We refer to difference between a model’s pre-
inoculation performance on the original test set
and the challenge test set as the performance gap.

NLI Stress Tests Figure 3 presents NLI accu-
racy for the ESIM and DA models on the word
overlap, negation, spelling errors, length mis-

match and numerical reasoning challenge datasets
after fine-tuning on a varying number of challenge
examples.

For the word overlap and negation challenge
datasets, both ESIM and DA quickly close the
performance gap when fine-tuning (Outcome 1).
For instance, on both of the aforementioned chal-
lenge datasets, ESIM requires only 100 exam-
ples to close over 90% of the performance gap
while maintaining high performance on the orig-
inal dataset. Since these performance gaps are
closed after seeing a few challenge dataset exam-
ples (< 0.03% of the original MultiNLI training
dataset), these challenges are likely difficult be-
cause they exploit easily-recoverable gaps in the
models’ training dataset rather than highlighting
their inability to capture semantic phenomena.

In contrast, on spelling errors and length mis-
match, fine-tuning does not allow either model
to close a substantial portion of the performance
gap, while performance on the original dataset
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is unaffected (Outcome 2).10 Interestingly, the
character-aware ESIM model trained on spelling
errors shows a similar trend, suggesting that the
this challenge set is highlighting a weakness of
ESIM that goes beyond the word representation.

On numerical reasoning, the entire gap is closed
by fine-tuning ESIM on 100 examples, or DA on
750 examples. However, both models’ original
dataset performance substantially decreases (Out-
come 3; see discussion in Section 3.3).

Adversarial SQuAD Figure 3(f) shows BiDAF
and QANet results after fine-tuning on a varying
number of challenge samples.

Fine-tuning BiDAF on only 400 challenge ex-
amples closes more than 60% of the performance
gap, but also results in substantial performance
loss on the original SQuAD development set; fine-
tuning QANet yields the same trend (Outcome 3).
In this case, the model likely takes advantage of
the fact that the adversarial distractor sentence is
always concatenated to the end of the paragraph.11

3.3 Discussion

Explaining the Numerical Reasoning Results
The relative ease with which the ESIM model
overcomes the numerical reasoning challenge
seems to contradict the findings of Naik et al.
(2018), who observed that “the model is unable
to perform reasoning involving numbers or quan-
tifiers . . . ”. Indeed, it seems unlikely that a model
will learn to perform algebraic numerical reason-
ing based on as few as 50 NLI examples.

However, a closer look at this dataset provides a
potential explanation for this finding. The dataset
was constructed such that a simple 3-rule base-
line is able to surpass 80% on the task (see Ap-
pendix C). For instance, 35% of the dataset exam-
ples contain the phrase “more than” or “less than”
in their hypothesis, and 95% of these have the la-
bel “neutral”. As a result, learning a handful of
these rules is sufficient for achieving high perfor-
mance on this challenge dataset.

This observation highlights a key property of
Outcome 3: challenge datasets that are easily re-
coverable by our method, at the expense of perfor-

10The length mismatch dataset is not particularly challeng-
ing for the ESIM model: its untuned performance on the chal-
lenge set is only 2.5% lower than its original performance.
Nonetheless, this gap remains fixed even after fine-tuning

11Indeed, Jia and Liang (2017) show that models trained
on Adversarial SQuAD are able to overcome the adversary
by simply learning to ignore the last sentence of the passage.

mance on the original dataset, are likely not test-
ing the full breadth of a linguistic phenomenon but
rather a specific aspect of it.

Limitations of Our Method Our inoculation
method assumes a somewhat balanced label dis-
tribution in the challenge dataset training portion.
If a challenge dataset is highly skewed to a specific
label, fine-tuning will result in simply learning to
predict the majority label; such a model would
achieve high performance on the challenge dataset
and low performance on the original dataset (Out-
come 3). For such datasets, the result of our
method is not very informative.12 Nonetheless, as
in the numerical reasoning case discussed above,
this lack of diversity signals a somewhat limited
phenomenon captured by the challenge dataset.

4 Conclusion

We presented a method for studying why chal-
lenge datasets are difficult for models. Our method
fine-tunes models on a small number of challenge
dataset examples. This analysis yields insights
into models, their training datasets, and the chal-
lenge datasets themselves. We applied our method
to analyze the challenge datasets of Naik et al.
(2018) and Jia and Liang (2017). Our results in-
dicate that some of these challenge datasets break
models by exploiting blind spots in their training
data, while others may challenge more fundamen-
tal weaknesses of model families.
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2018. Stress test evaluation for natural language in-
ference. In Proc. of COLING.
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Appendices
A Experimental Setup Details

Generating challenge training sets When
varying the size of the challenge dataset train split
used for fine-tuning, we subsample inclusively.
For example, the dataset used for fine-tuning on
5 examples is a subset of the dataset used for
fine-tuning on 100 examples, which is a subset of
the dataset used for fine-tuning on 1000 examples.

The word overlap, negation, spelling errors and
length mismatch NLI challenge datasets, as well
as Adversarial SQuAD, include splits for training
and evaluation. To generate the datasets used for
fine-tuning, we subsample 1000 random examples
from each of the challenge dataset train splits.13

The evaluation splits are used as-is.
The numerical reasoning NLI challenge dataset

is unsplit. As a result, we generate the datasets
used for fine-tuning by subsampling 1000 ran-
dom examples from the entirety of the challenge
dataset, and use the remaining examples for eval-
uation.

Experimental details To train the ESIM model
of Chen et al. (2017), the decomposable attention
model of Parikh et al. (2016), the BiDAF model of
Seo et al. (2017), and the QANet model of Yu et al.
(2018), we use the implementations in AllenNLP
(Gardner et al., 2018). The models are trained with
the same hyperparameters as described in their re-
spective papers.

For each training dataset size, we tune the learn-
ing rate on the original development set accuracy;
the learning rate is halved whenever validation
performance (F1 for SQuAD, accuracy for NLI)
does not improve, and we employ early stopping
with a patience of 5. This ensures that we are not
implicitly using additional challenge dataset ex-
amples. For each model and amount of challenge
dataset examples used for fine-tuning, the reported
challenge dataset performance is the performance
of the learning rate configuration that yields the
best challenge dataset performance. We leave all
other hyperparameters (such as the batch size and
choice of optimizer) unchanged from the model’s
original training procedure.

For the Adversarial SQuAD experiments, we
experiment with learning rates of 0.00001, 0.0001,

13For Adversarial SQuAD, we subsample from distinct
passages.

0.001 and 0.01. For the NLI stress test ex-
periments, we experiment with learning rates of
0.000001, 0.00001, 0.0001, 0.0004, 0.001, and
0.01.

We use AllenNLP to run our fine-tuning exper-
iments.
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B MultiNLI Mismatched Stress Test Results

(a) Word Overlap (b) Negation
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(a) Performance of the ESIM and DA models after
fine-tuning on a variable number of word overlap chal-
lenge dataset examples generated from the MultiNLI mis-
matched development set.
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(b) Performance of the ESIM and DA models after fine-
tuning on a variable number of negation challenge dataset
examples generated from the MultiNLI mismatched de-
velopment set.

(c) Spelling Errors (d) Length Mismatch
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(c) Performance of the ESIM (with and without an ad-
ditional character-level component) and DA models after
fine-tuning on a variable number of spelling error chal-
lenge dataset examples generated from the MultiNLI mis-
matched development set.
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(d) Performance of the ESIM and DA models after fine-
tuning on a variable number of length mismatch chal-
lenge dataset examples generated from the MultiNLI mis-
matched development set.

(e) Numerical Reasoning
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(e) Performance of the ESIM and DA models (where the
mismatched development set was used during training to
control learning rate scheduling and early stopping) after
fine-tuning on a variable number of numerical reasoning
challenge dataset examples.
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C Three Simple Rules for the Numerical
Reasoning Dataset

The numerical reasoning dataset of Naik et al.
(2018) has 7,596 examples in total, with 2,532 in
each of the “entailment”, “neutral”, and “contra-
diction” categories. With only three rules, we can
correctly classify around 82% of the examples.

1,235 examples (out of the 7,596 in total) can
be correctly labeled as contradiction with the rule:
“more than” or “less than” do not appear in the
premise or the hypothesis.

2,664 examples (out of the 6,361 examples left
to be considered) contain “more than” or “less
than” in the hypothesis. Of these 2,664 exam-
ples, 2,532 have the label “neutral”, 66 have the
label “entailment”, and 66 have the label “con-
tradiction”. So, if the hypothesis contains “more
than” or “less than”, we predict “neutral”. This
rule leads us to correctly classify 2,532 examples
and incorrectly classify 132 examples.

Finally, we have 3,697 examples to be consid-
ered. All 3,697 of these examples have “more
than” or “less than” in the premise. 2,466 of these
examples are labeled “entailment”, while 1,231
are labeled “contradicion”. By assigning the label
“entailment” to examples that contain “more than”
or “less than” in their premise, we correctly clas-
sify 2,446 examples and incorrectly classify 1,231
examples.

In total, these three rules result in correct predic-
tions on 6,233 examples out of 7,596 (82.05%).
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Abstract

In this paper, we introduce an embedding
model, named CapsE, exploring a capsule net-
work to model relationship triples (subject, re-
lation, object). Our CapsE represents each
triple as a 3-column matrix where each col-
umn vector represents the embedding of an
element in the triple. This 3-column matrix
is then fed to a convolution layer where mul-
tiple filters are operated to generate different
feature maps. These feature maps are recon-
structed into corresponding capsules which are
then routed to another capsule to produce a
continuous vector. The length of this vector
is used to measure the plausibility score of
the triple. Our proposed CapsE obtains better
performance than previous state-of-the-art em-
bedding models for knowledge graph comple-
tion on two benchmark datasets WN18RR and
FB15k-237, and outperforms strong search
personalization baselines on SEARCH17.

1 Introduction

Knowledge graphs (KGs) containing relationship
triples (subject, relation, object), denoted as (s,
r, o), are the useful resources for many NLP and
especially information retrieval applications such
as semantic search and question answering (Wang
et al., 2017). However, large knowledge graphs,
even containing billions of triples, are still incom-
plete, i.e., missing a lot of valid triples (West et al.,
2014). Therefore, much research efforts have fo-
cused on the knowledge graph completion task
which aims to predict missing triples in KGs, i.e.,
predicting whether a triple not in KGs is likely to
be valid or not (Bordes et al., 2011, 2013; Socher
et al., 2013). To this end, many embedding models
have been proposed to learn vector representations
for entities (i.e., subject/head entity and object/tail
entity) and relations in KGs, and obtained state-
of-the-art results as summarized by Nickel et al.

(2016a) and Nguyen (2017). These embedding
models score triples (s, r, o), such that valid triples
have higher plausibility scores than invalid ones
(Bordes et al., 2011, 2013; Socher et al., 2013).
For example, in the context of KGs, the score for
(Melbourne, cityOf, Australia) is higher than the
score for (Melbourne, cityOf, United Kingdom).

Triple modeling is applied not only to the KG
completion, but also for other tasks which can
be formulated as a triple-based prediction prob-
lem. An example is in search personalization, one
would aim to tailor search results to each spe-
cific user based on the user’s personal interests
and preferences (Teevan et al., 2005, 2009; Ben-
nett et al., 2012; Harvey et al., 2013; Vu et al.,
2015, 2017). Here the triples can be formulated as
(submitted query, user profile, returned document)
and used to re-rank documents returned to a user
given an input query, by employing an existing KG
embedding method such as TransE (Bordes et al.,
2013), as proposed by Vu et al. (2017). Previous
studies have shown the effectiveness of modeling
triple for either KG completion or search person-
alization. However, there has been no single study
investigating the performance on both tasks.

Conventional embedding models, such as
TransE (Bordes et al., 2013), DISTMULT (Yang
et al., 2015) and ComplEx (Trouillon et al., 2016),
use addition, subtraction or simple multiplication
operators, thus only capture the linear relation-
ships between entities. Recent research has raised
interest in applying deep neural networks to triple-
based prediction problems. For example, Nguyen
et al. (2018) proposed ConvKB—a convolutional
neural network (CNN)-based model for KG com-
pletion and achieved state-of-the-art results. Most
of KG embedding models are constructed to mod-
eling entries at the same dimension of the given
triple, where presumably each dimension captures
some relation-specific attribute of entities. To the
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best of our knowledge, however, none of the exist-
ing models has a “deep” architecture for modeling
the entries in a triple at the same dimension.

Sabour et al. (2017) introduced capsule net-
works (CapsNet) that employ capsules (i.e., each
capsule is a group of neurons) to capture entities in
images and then uses a routing process to specify
connections from capsules in a layer to those in
the next layer. Hence CapsNet could encode the
intrinsic spatial relationship between a part and a
whole constituting viewpoint invariant knowledge
that automatically generalizes to novel viewpoints.
Each capsule accounts for capturing variations of
an object or object part in the image, which can be
efficiently visualized. Our high-level hypothesis
is that embedding entries at the same dimension
of the triple also have these variations, although it
is not straightforward to be visually examined.

To that end, we introduce CapsE to explore a
novel application of CapsNet on triple-based data
for two problems: KG completion and search per-
sonalization. Different from the traditional mod-
eling design of CapsNet where capsules are con-
structed by splitting feature maps, we use capsules
to model the entries at the same dimension in the
entity and relation embeddings. In our CapsE, vs,
vr and vo are unique k-dimensional embeddings
of s, r and o, respectively. The embedding triple
[vs, vr, vo] of (s, r, o) is fed to the convolution
layer where multiple filters of the same 1×3 shape
are repeatedly operated over every row of the ma-
trix to produce k-dimensional feature maps. En-
tries at the same dimension from all feature maps
are then encapsulated into a capsule. Thus, each
capsule can encode many characteristics in the
embedding triple to represent the entries at the
corresponding dimension. These capsules are then
routed to another capsule which outputs a contin-
uous vector whose length is used as a score for the
triple. Finally, this score is used to predict whether
the triple (s, r, o) is valid or not.

In summary, our main contributions from this
paper are as follows:
•We propose an embedding model CapsE using

the capsule network (Sabour et al., 2017) for mod-
eling relationship triples. To our best of knowl-
edge, our work is the first consideration of explor-
ing the capsule network to knowledge graph com-
pletion and search personalization.
• We evaluate our CapsE for knowledge graph

completion on two benchmark datasets WN18RR

(Dettmers et al., 2018) and FB15k-237 (Toutanova
and Chen, 2015). CapsE obtains the best mean
rank on WN18RR and the highest mean reciprocal
rank and highest Hits@10 on FB15k-237.
•We restate the prospective strategy of expand-

ing the triple embedding models to improve the
ranking quality of the search personalization sys-
tems. We adapt our model to search personaliza-
tion and evaluate on SEARCH17 (Vu et al., 2017)
– a dataset of the web search query logs. Ex-
perimental results show that our CapsE achieves
the new state-of-the-art results with significant im-
provements over strong baselines.

2 The proposed CapsE

Let G be a collection of valid factual triples in the
form of (subject, relation, object) denoted as (s, r,
o). Embedding models aim to define a score func-
tion giving a score for each triple, such that valid
triples receive higher scores than invalid triples.

We denote vs, vr and vo as the k-dimensional
embeddings of s, r and o, respectively. In our
proposed CapsE, we follow Nguyen et al. (2018)
to view each embedding triple [vs, vr, vo] as a
matrix A = [vs,vr,vo] ∈ Rk×3, and denote
Ai,: ∈ R1×3 as the i-th row of A. We use a filter
ω ∈ R1×3 operated on the convolution layer. This
filter ω is repeatedly operated over every row of
A to generate a feature map q = [q1, q2, ..., qk] ∈
Rk, in which qi = g (ω ·Ai,: + b) where · de-
notes a dot product, b ∈ R is a bias term and g
is a non-linear activation function such as ReLU.
Our model uses multiple filters ∈ R1×3 to gener-
ate feature maps. We denote Ω as the set of fil-
ters and N =| Ω | as the number of filters, thus
we have N k-dimensional feature maps, for which
each feature map can capture one single character-
istic among entries at the same dimension.

We build our CapsE with two single capsule
layers for a simplified architecture. In the first
layer, we construct k capsules, wherein entries at
the same dimension from all feature maps are en-
capsulated into a corresponding capsule. There-
fore, each capsule can capture many characteris-
tics among the entries at the corresponding dimen-
sion in the embedding triple. These characteris-
tics are generalized into one capsule in the second
layer which produces a vector output whose length
is used as the score for the triple.

The first capsule layer consists of k capsules, for
which each capsule i ∈ {1, 2, ..., k} has a vector
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Figure 1: An example illustration of our CapsE with k = 4, N = 5, and d = 2.

output ui ∈ RN×1. Vector outputs ui are mul-
tiplied by weight matrices Wi ∈ Rd×N to pro-
duce vectors ûi ∈ Rd×1 which are summed to
produce a vector input s ∈ Rd×1 to the capsule
in the second layer. The capsule then performs the
non-linear squashing function to produce a vector
output e ∈ Rd×1:

e = squash (s) ; s =
∑

i

ciûi ; ûi = Wiui

where squash (s) = ‖s‖2
1+‖s‖2

s
‖s‖ , and ci are cou-

pling coefficients determined by the routing pro-
cess as presented in Algorithm 1. Because there
is one capsule in the second layer, we make only
one difference in the routing process proposed
by Sabour et al. (2017), for which we apply the
softmax in a direction from all capsules in the pre-
vious layer to each of capsules in the next layer.1

for all capsule i ∈ the first layer do
bi ← 0

for iteration = 1, 2, ..., m do
c← softmax (b)

s←∑
i ciûi

e = squash (s)

for all capsule i ∈ the first layer do
bi ← bi + ûi · e

Algorithm 1: The routing process is extended

from Sabour et al. (2017).

1The softmax in the original routing process proposed
by Sabour et al. (2017) is applied in another direction from
each of capsules in the previous layer to all capsules in the
next layer.

We illustrate our proposed model in Figure 1
where embedding size: k = 4, the number of fil-
ters: N = 5, the number of neurons within the
capsules in the first layer is equal to N, and the
number of neurons within the capsule in the sec-
ond layer: d = 2. The length of the vector output
e is used as the score for the input triple.

Formally, we define the score function f for the
triple (s, r, o) as follows:

f (s, r, o) = ‖capsnet (g ([vs,vr,vo] ∗Ω)) ‖
where the set of filters Ω is shared parameters
in the convolution layer; ∗ denotes a convolution
operator; and capsnet denotes a capsule network
operator. We use the Adam optimizer (Kingma
and Ba, 2014) to train CapsE by minimizing the
loss function (Trouillon et al., 2016; Nguyen et al.,
2018) as follows:

L =
∑

(s,r,o)∈{G∪G′}
log
(
1 + exp

(
−t(s,r,o) · f (s, r, o)

))

in which, t(s,r,o) =
{

1 for (s, r, o) ∈ G
−1 for (s, r, o) ∈ G′

here G and G′ are collections of valid and invalid
triples, respectively. G′ is generated by corrupting
valid triples in G.

3 Knowledge graph completion
evaluation

In the knowledge graph completion task (Bordes
et al., 2013), the goal is to predict a missing entity
given a relation and another entity, i.e, inferring a
head entity s given (r, o) or inferring a tail entity
o given (s, r). The results are calculated based on
ranking the scores produced by the score function
f on test triples.
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3.1 Experimental setup
Datasets: We use two recent benchmark datasets
WN18RR (Dettmers et al., 2018) and FB15k-237
(Toutanova and Chen, 2015). These two datasets
are created to avoid reversible relation problems,
thus the prediction task becomes more realistic
and hence more challenging (Toutanova and Chen,
2015). Table 1 presents the statistics of WN18RR
and FB15k-237.

Dataset #E #R #Triples in train/valid/test
WN18RR 40,943 11 86,835 3,034 3,134
FB15k-237 14,541 237 272,115 17,535 20,466

Table 1: Statistics of the experimental datasets. #E is
the number of entities. #R is the number of relations.

Evaluation protocol: Following Bordes et al.
(2013), for each valid test triple (s, r, o), we re-
place either s or o by each of all other entities to
create a set of corrupted triples. We use the “Fil-
tered” setting protocol (Bordes et al., 2013), i.e.,
not taking any corrupted triples that appear in the
KG into accounts. We rank the valid test triple
and corrupted triples in descending order of their
scores. We employ evaluation metrics: mean rank
(MR), mean reciprocal rank (MRR) and Hits@10
(i.e., the proportion of the valid test triples ranking
in top 10 predictions). Lower MR, higher MRR or
higher Hits@10 indicate better performance. Final
scores on the test set are reported for the model ob-
taining the highest Hits@10 on the validation set.
Training protocol: We use the common Bernoulli
strategy (Wang et al., 2014; Lin et al., 2015b)
when sampling invalid triples. For WN18RR, Pin-
ter and Eisenstein (2018)2 found a strong evidence
to support the necessity of a WordNet-related se-
mantic setup, in which they averaged pre-trained
word embeddings for word surface forms within
the WordNet to create synset embeddings, and
then used these synset embeddings to initialize en-
tity embeddings for training their TransE associa-
tion model. We follow this evidence in using the
pre-trained 100-dimensional Glove word embed-
dings (Pennington et al., 2014) to train a TransE
model on WN18RR.

2Pinter and Eisenstein (2018) considered WN18RR and
evaluated their M3GM model only for 7 relations as they em-
ployed the inverse rule model (Dettmers et al., 2018) for 4
remaining symmetric relations. Regarding a fair comparison
to other models, we use the M3GM implementation released
by Pinter and Eisenstein (2018) to re-train and re-evaluate
the M3GM model for all 11 relations. We thank Pinter and
Eisenstein (2018) for their assistance running their code.

We employ the TransE and ConvKB implemen-
tations provided by Nguyen et al. (2016b) and
Nguyen et al. (2018). For ConvKB, we use a new
process of training up to 100 epochs and monitor
the Hits@10 score after every 10 training epochs
to choose optimal hyper-parameters with the
Adam initial learning rate in {1e−5, 5e−5, 1e−4}
and the number of filters N in {50, 100, 200, 400}.
We obtain the highest Hits@10 scores on the vali-
dation set when using N= 400 and the initial learn-
ing rate 5e−5 on WN18RR; and N= 100 and the
initial learning rate 1e−5 on FB15k-237.

Like in ConvKB, we use the same pre-trained
entity and relation embeddings produced by
TransE to initialize entity and relation embeddings
in our CapsE for both WN18RR and FB15k-237
(k = 100). We set the batch size to 128, the num-
ber of neurons within the capsule in the second
capsule layer to 10 (d = 10), and the number of it-
erations in the routing algorithm m in {1, 3, 5, 7}.
We run CapsE up to 50 epochs and monitor the
Hits@10 score after each 10 training epochs to
choose optimal hyper-parameters. The highest
Hits@10 scores for our CapsE on the validation
set are obtained when using m = 1, N = 400 and
the initial learning rate at 1e−5 on WN18RR; and
m = 1, N = 50 and the initial learning rate at
1e−4 on FB15k-237.

3.2 Main experimental results

Table 2 compares the experimental results of
our CapsE with previous state-of-the-art pub-
lished results, using the same evaluation proto-
col. Our CapsE performs better than its closely
related CNN-based model ConvKB on both ex-
perimental datasets (except Hits@10 on WN18RR
and MR on FB15k-237), especially on FB15k-
237 where our CapsE gains significant improve-
ments of 0.523 − 0.418 = 0.105 in MRR
(which is about 25.1% relative improvement), and
59.3% − 53.2% = 6.1% absolute improvement
in Hits@10. Table 2 also shows that our CapsE
obtains the best MR score on WN18RR and the
highest MRR and Hits@10 scores on FB15k-237.

Following Bordes et al. (2013), for each relation
r in FB15k-237, we calculate the averaged num-
ber ηs of head entities per tail entity and the aver-
aged number ηo of tail entities per head entity. If
ηs <1.5 and ηo <1.5, r is categorized one-to-one
(1-1). If ηs <1.5 and ηo ≥1.5, r is categorized
one-to-many (1-M). If ηs ≥1.5 and ηo <1.5, r is
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Method WN18RR FB15k-237
MR MRR H@10 MR MRR H@10

DISTMULT (Yang et al., 2015) 5110 0.425 49.1 254 0.241 41.9
ComplEx (Trouillon et al., 2016) 5261 0.444 50.7 339 0.247 42.8
ConvE (Dettmers et al., 2018) 4187 0.433 51.5 244 0.325 50.1
KBGAN (Cai and Wang, 2018) – 0.213 48.1 – 0.278 45.8
M3GM (Pinter and Eisenstein, 2018) 1864 0.311 53.3 – – –
TransE (Bordes et al., 2013) 743? 0.245? 56.0? 347 0.294 46.5
ConvKB (Nguyen et al., 2018) 763? 0.253? 56.7? 254? 0.418? 53.2?

Our CapsE 719 0.415 56.0 303 0.523 59.3

Table 2: Experimental results on the WN18RR and FB15k-237 test sets. Hits@10 (H@10) is reported in %.
Results of DISTMULT, ComplEx and ConvE are taken from Dettmers et al. (2018). Results of TransE on FB15k-
237 are taken from Nguyen et al. (2018). Our CapsE Hits@1 scores are 33.7% on WN18RR and 48.9% on
FB15k-237. Formulas of MRR and Hits@1 show a strong correlation, so using Hits@1 does not really reveal any
additional information for this task. The best score is in bold, while the second best score is in underline. ? denotes
our new results for TransE and ConvKB, which are better than those published by Nguyen et al. (2018).
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Figure 2: Hits@10 (in %) and MRR on the FB15k-237 test set w.r.t each relation category.
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Figure 3: Hits@10 and MRR on the WN18RR test set w.r.t each relation. The right y-axis is the percentage of
triples corresponding to relations.

categorized many-to-one (M-1). If ηs ≥1.5 and
ηo ≥1.5, r is categorized many-to-many (M-M).
As a result, 17, 26, 81 and 113 relations are la-
belled 1-1, 1-M, M-1 and M-M, respectively. And
0.9%, 6.3%, 20.5% and 72.3% of the test triples in
FB15k-237 contain 1-1, 1-M, M-1 and M-M rela-
tions, respectively.

Figure 2 shows the Hits@10 and MRR results
for predicting head and tail entities w.r.t each rela-
tion category on FB15k-237. CapsE works better
than ConvKB in predicting entities on the “side
M” of triples (e.g., predicting head entities in M-1

and M-M; and predicting tail entities in 1-M and
M-M), while ConvKB performs better than CapsE
in predicting entities on the “side 1” of triples (i.e.,
predicting head entities in 1-1 and 1-M; and pre-
dicting tail entities in 1-1 and M-1).

Figure 3 shows the Hits@10 and MRR
scores w.r.t each relation on WN18RR.
also see, similar to, verb group and
derivationally related form are symmet-
ric relations which can be considered as M-M
relations. Our CapsE also performs better than
ConvKB on these 4 M-M relations. Thus, results
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m 10 20 30 40 50
1 48.37 52.60 53.14 53.33 53.21
3 47.78 52.34 52.93 52.99 52.86
5 47.03 52.25 45.80 45.99 45.76
7 40.46 45.36 45.79 45.85 45.93

Table 3: Hits@10 on the WN18RR validation set with
N = 50 and the initial learning rate at 1e−5 w.r.t each
number of iterations in the routing algorithm m and
each 10 training epochs.

shown in Figures 2 and 3 are consistent. These
also imply that our CapsE would be a potential
candidate for applications which contain many
M-M relations such as search personalization.

We see that the length and orientation of each
capsule in the first layer can also help to model
the important entries in the corresponding dimen-
sion, thus CapsE can work well on the “side M”
of triples where entities often appear less fre-
quently than others appearing in the “side 1” of
triples. Additionally, existing models such as
DISTMULT, ComplEx and ConvE can perform
well for entities with high frequency, but may not
for rare entities with low frequency. These are rea-
sons why our CapsE can be considered as the best
one on FB15k-237 and it outperforms most exist-
ing models on WN18RR.

Effects of routing iterations: We study how
the number of routing iterations affect the per-
formance. Table 3 shows the Hits@10 scores on
the WN18RR validation set for a comparison w.r.t
each number value of the routing iterations and
epochs with the number of filters N = 50 and
the Adam initial learning rate at 1e−5. We see
that the best performance for each setup over each
10 epochs is obtained by setting the number m of
routing iterations to 1. This indicates the opposite
side for knowledge graphs compared to images. In
the image classification task, setting the numberm
of iterations in the routing process higher than 1
helps to capture the relative positions of entities in
an image (e.g., eyes, nose and mouth) properly. In
contrast, this property from images may be only
right for the 1-1 relations, but not for the 1-M, M-
1 and M-M relations in the KGs because of the
high variant of each relation type (e.g., symmetric
relations) among different entities.

4 Search personalization application

Given a user, a submitted query and the documents
returned by a search system for that query, our

approach is to re-rank the returned documents so
that the more relevant documents should be ranked
higher. Following Vu et al. (2017), we represent
the relationship between the submitted query, the
user and the returned document as a (s, r, o)-like
triple (query, user, document). The triple captures
how much interest a user puts on a document given
a query. Thus, we can evaluate the effectiveness of
our CapsE for the search personalization task.

4.1 Experimental setup
Dataset: We use the SEARCH17 dataset (Vu
et al., 2017) of query logs of 106 users collected
by a large-scale web search engine. A log en-
tity consists of a user identifier, a query, top-
10 ranked documents returned by the search en-
gine and clicked documents along with the user’s
dwell time. Vu et al. (2017) constructed short-term
(session-based) user profiles and used the profiles
to personalize the returned results. They then em-
ployed the SAT criteria (Fox et al., 2005) to iden-
tify whether a returned document is relevant from
the query logs as either a clicked document with a
dwell time of at least 30 seconds or the last clicked
document in a search session (i.e., a SAT click).
After that, they assigned a relevant label to a re-
turned document if it is a SAT click and also as-
signed irrelevant labels to the remaining top-10
documents. The rank position of the relevant la-
beled documents is used as the ground truth to
evaluate the search performance before and after
re-ranking.

The dataset was uniformly split into the train-
ing, validation and test sets. This split is for the
purpose of using historical data in the training set
to predict new data in the test set (Vu et al., 2017).
The training, validation and test sets consist of
5,658, 1,184 and 1,210 relevant (i.e., valid) triples;
and 40,239, 7,882 and 8,540 irrelevant (i.e., in-
valid) triples, respectively.
Evaluation protocol: Our CapsE is used to re-
rank the original list of documents returned by a
search engine as follows: (i) We train our model
and employ the trained model to calculate the
score for each (s, r, o) triple. (ii) We then sort
the scores in the descending order to obtain a
new ranked list. To evaluate the performance of
our proposed model, we use two standard evalu-
ation metrics: mean reciprocal rank (MRR) and
Hits@1.3 For each metric, the higher value indi-

3We re-rank the list of top-10 documents returned by the
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cates better ranking performance.
We compare CapsE with the following base-

lines using the same experimental setup: (1) SE:
The original rank is returned by the search en-
gine. (2) CI (Teevan et al., 2011): This baseline
uses a personalized navigation method based on
previously clicking returned documents. (3) SP
(Bennett et al., 2012; Vu et al., 2015): A search
personalization method makes use of the session-
based user profiles. (4) Following Vu et al. (2017),
we use TransE as a strong baseline model for the
search personalization task. Previous work shows
that the well-known embedding model TransE, de-
spite its simplicity, obtains very competitive re-
sults for the knowledge graph completion (Lin
et al., 2015a; Nickel et al., 2016b; Trouillon et al.,
2016; Nguyen et al., 2016a, 2018). (5) The CNN-
based model ConvKB is the most closely related
model to our CapsE.
Embedding initialization: We follow Vu et al.
(2017) to initialize user profile, query and doc-
ument embeddings for the baselines TransE and
ConvKB, and our CapsE.

We train a LDA topic model (Blei et al., 2003)
with 200 topics only on the relevant documents
(i.e., SAT clicks) extracted from the query logs.
We then use the trained LDA model to infer the
probability distribution over topics for every re-
turned document. We use the topic proportion vec-
tor of each document as its document embedding
(i.e. k = 200). In particular, the zth element
(z = 1, 2, ..., k) of the vector embedding for doc-
ument d is: vd,z = P(z | d) where P(z | d) is the
probability of the topic z given the document d.

We also represent each query by a probabil-
ity distribution vector over topics. Let Dq =
{d1, d2, ..., dn} be the set of top n ranked docu-
ments returned for a query q (here, n = 10). The
zth element of the vector embedding for query
q is defined as in (Vu et al., 2017): vq,z =∑n

i=1 λiP(z | di), where λi = δi−1∑n
j=1 δ

j−1 is the
exponential decay function of i which is the rank
of di in Dq. And δ is the decay hyper-parameter
(0 < δ < 1). Following Vu et al. (2017), we use
δ = 0.8. Note that if we learn query and document
embeddings during training, the models will over-
fit to the data and will not work for new queries
and documents. Thus, after the initialization pro-
cess, we fix (i.e., not updating) query and docu-
ment embeddings during training for TransE, Con-

search engine, so Hits@10 scores are same for all models.

vKB and CapsE.
In addition, as mentioned by Bennett et al.

(2012), the more recently clicked document ex-
presses more about the user current search inter-
est. Hence, we make use of the user clicked docu-
ments in the training set with the temporal weight-
ing scheme proposed by Vu et al. (2015) to initial-
ize user profile embeddings for the three embed-
ding models.
Hyper-parameter tuning: For our CapsE model,
we set batch size to 128, and also the number of
neurons within the capsule in the second capsule
layer to 10 (d = 10). The number of iterations in
the routing algorithm is set to 1 (m = 1). For
the training model, we use the Adam optimizer
with the initial learning rate ∈ {5e−6, 1e−5, 5e−5,
1e−4, 5e−4}. We also use ReLU as the activa-
tion function g. We select the number of filters
N ∈ {50, 100, 200, 400, 500}. We run the model
up to 200 epochs and perform a grid search to
choose optimal hyper-parameters on the validation
set. We monitor the MRR score after each training
epoch and obtain the highest MRR score on the
validation set when using N = 400 and the initial
learning rate at 5e−5.

We employ the TransE and ConvKB implemen-
tations provided by Nguyen et al. (2016b) and
Nguyen et al. (2018) and then follow their train-
ing protocols to tune hyper-parameters for TransE
and ConvKB, respectively. We also monitor the
MRR score after each training epoch and attain the
highest MRR score on the validation set when us-
ing margin = 5, l1-norm and SGD learning rate at
5e−3 for TransE; and N = 500 and the Adam ini-
tial learning rate at 5e−4 for ConvKB.

4.2 Main results

Table 4 presents the experimental results of the
baselines and our model. Embedding models
TranE, ConvKB and CapsE produce better rank-
ing performances than traditional learning-to-rank
search personalization models CI and SP. This in-
dicates a prospective strategy of expanding the
triple embedding models to improve the ranking
quality of the search personalization systems. In
particular, our MRR and Hits@1 scores are higher
than those of TransE (with relative improvements
of 14.5% and 22% over TransE, respectively).
Specifically, our CapsE achieves the highest per-
formances in both MRR and Hits@1 (our im-
provements over all five baselines are statistically
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Method MRR H@1
SE [?] 0.559 38.5
CI [?] 0.597 41.6
SP [?] 0.631 45.2
TransE [?] 0.645 48.1
TransE (ours) 0.669 50.9
ConvKB 0.750+12.1% 59.9+17.7%

Our CapsE 0.766+14.5% 62.1+22.0%

Table 4: Experimental results on the test set. [?] de-
notes the results reported in (Vu et al., 2017). Hits@1
(H@1) is reported in %. In information retrieval,
Hits@1 is also referred to as P@1. The subscripts de-
note the relative improvement over our TransE results.
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Figure 4: Learning curves on the validation set with the
initial learning rate at 5e−5.

significant with p < 0.05 using the paired t-test).
To illustrate our training progress, we plot per-

formances of CapsE on the validation set over
epochs in Figure 4. We observe that the perfor-
mance is improved with the increase in the num-
ber of filters since capsules can encode more use-
ful properties for a large embedding size.

5 Related work

Other transition-based models extend TransE to
additionally use projection vectors or matrices to
translate embeddings of s and o into the vector
space of r, such as: TransH (Wang et al., 2014),
TransR (Lin et al., 2015b), TransD (Ji et al., 2015)
and STransE (Nguyen et al., 2016b). Furthermore,
DISTMULT (Yang et al., 2015) and ComplEx
(Trouillon et al., 2016) use a tri-linear dot prod-
uct to compute the score for each triple. More-
over, ConvKB (Nguyen et al., 2018) applies con-
volutional neural network, in which feature maps
are concatenated into a single feature vector which
is then computed with a weight vector via a dot

product to produce the score for the input triple.
ConvKB is the most closely related model to our
CapsE. See an overview of embedding models for
KG completion in (Nguyen, 2017).

For search tasks, unlike classical methods, per-
sonalized search systems utilize the historical in-
teractions between the user and the search system,
such as submitted queries and clicked documents
to tailor returned results to the need of that user
(Teevan et al., 2005, 2009). That historical infor-
mation can be used to build the user profile, which
is crucial to an effective search personalization
system. Widely used approaches consist of two
separated steps: (1) building the user profile from
the interactions between the user and the search
system; and then (2) learning a ranking function
to re-rank the search results using the user profile
(Bennett et al., 2012; White et al., 2013; Harvey
et al., 2013; Vu et al., 2015). The general goal is
to re-rank the documents returned by the search
system in such a way that the more relevant doc-
uments are ranked higher. In this case, apart from
the user profile, dozens of other features have been
proposed as the input of a learning-to-rank algo-
rithm (Bennett et al., 2012; White et al., 2013).
Alternatively, Vu et al. (2017) modeled the po-
tential user-oriented relationship between the sub-
mitted query and the returned document by apply-
ing TransE to reward higher scores for more rele-
vant documents (e.g., clicked documents). They
achieved better performances than the standard
ranker as well as competitive search personaliza-
tion baselines (Teevan et al., 2011; Bennett et al.,
2012; Vu et al., 2015).

6 Conclusion

We propose CapsE—a novel embedding model
using the capsule network to model relationship
triples for knowledge graph completion and search
personalization. Experimental results show that
our CapsE outperforms other state-of-the-art mod-
els on two benchmark datasets WN18RR and
FB15k-237 for the knowledge graph completion.
We then show the effectiveness of our CapsE for
the search personalization, in which CapsE out-
performs the competitive baselines on the dataset
SEARCH17 of the web search query logs. In ad-
dition, our CapsE is capable to effectively model
many-to-many relationships. Our code is available
at: https://github.com/daiquocnguyen/CapsE.
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Abstract

For many structured learning tasks, the data
annotation process is complex and costly. Ex-
isting annotation schemes usually aim at ac-
quiring completely annotated structures, under
the common perception that partial structures
are of low quality and could hurt the learn-
ing process. This paper questions this common
perception, motivated by the fact that struc-
tures consist of interdependent sets of vari-
ables. Thus, given a fixed budget, partly an-
notating each structure may provide the same
level of supervision, while allowing for more
structures to be annotated. We provide an in-
formation theoretic formulation for this per-
spective and use it, in the context of three di-
verse structured learning tasks, to show that
learning from partial structures can sometimes
outperform learning from complete ones. Our
findings may provide important insights into
structured data annotation schemes and could
support progress in learning protocols for
structured tasks.

1 Introduction

Many machine learning tasks require structured
outputs, and the goal is to assign values to a set of
variables coherently. Specifically, the variables in
a structure need to satisfy some global properties
required by the task. An important implication is
that once some variables are determined, the val-
ues taken by other variables are constrained. For
instance, in the temporal relation extraction prob-
lem in Fig. 1a, if met happened before leaving and
leaving happened on Thursday, then we know that
met must either be before Thursday (“met (1)”) or
has to happen on Thursday, too (“met (2)”) (Ning
et al., 2018a). Similarly, in the semantic frame of
the predicate gave (Kingsbury and Palmer, 2002)
in Fig. 1b, if the boy is ARG0 (short for argu-
ment 0), then it rules out the possibility of a frog

met (2) leavingmet (1)

Thursday

Time

I met with him before leaving for Paris 
on Thursday.

(a)

The boy gave a frog to the girl.
Arg0 Arg0 Arg0

PREDICATE(b)

! FOREHEAD
! LEFT_EYE

! TORSO
!

(c)

NECK

Before

Be_Included

Figure 1: Due to the inherent structural constraints
of each task, individual instances therein put restric-
tions on others. (a) The temporal relation between
met and Thursday has to be BEFORE (“met (1)”) or
BE INCLUDED (“met (2)”). (b) The argument roles
of a frog and to the girl cannot be ARG0 anymore.
(c) Given the position of the cat’s FOREHEAD and
LEFT EYE, a rough estimate of its NECK can be the
red solid box rather than the blue dashed box.

or to the girl taking the same role. Figure 1c fur-
ther shows an example of part-labeling of images
(Choi et al., 2018); given the position of FORE-
HEAD and LEFT EYE of the cat in the picture,
we roughly know that its NECK should be some-
where in the red solid box, while the blue dashed
box is likely to be wrong.

Data annotation for these structured tasks is
complex and costly, thus requiring one to make
the most of a given budget. This issue has been
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investigated for decades from the perspective of
active learning for classification tasks (Angluin,
1988; Atlas et al., 1990; Lewis and Gale, 1994)
and for structured tasks (Roth and Small, 2006a,b,
2008; Hu et al., 2019). While active learning aims
at selecting the next structure to label, we try to
investigate, from a different perspective, whether
we should annotate each structure completely or
partially. Conventional annotation schemes typi-
cally require complete structures, under the com-
mon perception that partial annotation could ad-
versely affect the performance of the learning al-
gorithm. But note that partial annotations will
allow for more structures to be annotated (see
Fig. 2). Therefore, a fair comparison should be
done while maintaining a fixed annotation bud-
get, which was not done before. Moreover, even
if partial annotation leads to comparable learning
performance to conventional complete schemes, it
provides more flexibility in data annotation.

Another potential benefit of partial annotation is
that it imposes constraints on the remaining parts
of a structure. As illustrated by Fig. 1, with par-
tial annotations, we already have some knowledge
about the unannotated parts. Therefore, further an-
notations of these variables may use the available
budget less efficiently; this effect was first dis-
cussed in Ning et al. (2018c). Motivated by the
observations in Figs. 1-2, we think it is impor-
tant to study partialness systematically, before we
hastily assume that completeness should always be
favored in data collection.

To study whether the above benefits of par-
tialness can offset its weakness for learning, our
first contribution is the proposal of early stop-
ping partial annotation (ESPA) scheme, which
randomly picks up instances to label in the be-
ginning, and stops before a structure is completed.
We do not claim that ESPA should always be pre-
ferred; instead, it serves as an alternative to con-
ventional, complete annotation schemes that we
should keep in mind, because, as we show later,
it can be comparable to (and sometimes even bet-
ter than) complete annotation schemes. ESPA is
straightforward to implement even in crowdsourc-
ing; instances to annotate can be selected offline
and distributed to crowdsourcers; this can be con-
trasted with the difficulties of implementing active
learning protocols in these settings (Ambati et al.,
2010; Laws et al., 2011). We think that ESPA is a
good representative for a systematic study of par-

tialness.

(a) Complete (b) Partial

Figure 2: If we need training data for a graph labeling
task (assuming the gold values for the nodes are given)
and our annotation budget allows us to annotate, for
instance, 10 edges in total, we could (a) completely an-
notate one graph (and then we run out of budget), or (b)
partially annotate two graphs.

Our second contribution is the development of
an information theoretic formulation to explain the
benefit of ESPA (Sec. 2), which we further demon-
strate via three structured learning tasks in Sec. 4:
temporal relation (TempRel) extraction (UzZaman
et al., 2013), semantic role classification (SRC),1

and shallow parsing (Tjong Kim Sang and Buch-
holz, 2000). These tasks are chosen because they
each represent a wide spectrum of structures that
we will detail later. As a byproduct, we extend
constraint-driven learning (CoDL) (Chang et al.,
2007) to cope with partially annotated structures
(Sec. 3); we call the algorithm Structured Self-
learning with Partial ANnotations (SSPAN) to dis-
tinguish it from CoDL.2

We believe in the importance of work in this
direction. First, partialness is inevitable in prac-
tice, either by mistake or by choice, so our the-
oretical analysis can provide unique insight into
understanding partialness. Second, it opens up op-
portunities for new annotation schemes. Instead of
considering partial annotations as a compromise,
we can in fact annotate partial data intentionally,
allowing us to design favorable guidelines and
collect more important annotations at a cheaper
price. Many recent datasets that were collected via
crowdsourcing are already partial, and this paper
provides some theoretical foundations for them.
Furthermore, the setting described here addresses
natural scenarios where only partial, indirect su-
pervision is available, as in Incidental Supervision

1A subtask of semantic role labeling (SRL) (Palmer et al.,
2010) that only classifies the role of an argument.

2There has been many works on learning from partial an-
notations, which we review in Sec. 3. SSPAN is only an ex-
perimental choice in demonstrating ESPA. Whether SSPAN
is better than other algorithms is out of the scope here, and a
better algorithm for ESPA will only strengthen the claims in
this paper.
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(Roth, 2017), and this paper begins to provide the-
oretical understanding for this paradigm, too. Fur-
ther discussions can be found in Sec. 5.

It is important to clarify that we assume uniform
cost over individual annotations (that is, all edges
in Fig. 2 cost equally), often the default setting in
crowdsourcing. We realize that the annotation dif-
ficulty can vary a lot in practice, sometimes incur-
ring different costs. To address this issue, we ran-
domly select instances to label so that on average,
the cost is uniform. We agree that, even with this
randomness, there could still be situations where
the assumption does not hold, but we leave it for
future studies, possibly in the context of active
learning schemes.

2 ESPA: Early Stopping Partial
Annotation

In this section, we study whether the effect demon-
strated by the examples in Fig. 1 exists in general.
First, we formally define structure and annotation.

Definition 1. A structure of size d is a vector
of random variables (RV) Y = [Y1, . . . , Yd] 2
C(Ld), where L = {`1, . . . , `|L|} is the label set
for each variable and C(Ld) ✓ Ld represents the
constraints imposed by this type of structure.

It is necessary to model a structure as a set
of random variables because when it is not com-
pletely annotated, there is still uncertainty in the
annotation assignment. To study partial annota-
tions, we introduce the following:

Definition 2. A k-step annotation (0  k  d) is a
vector of RVs Ak = [Ak,1, . . . , Ak,d] 2 (L [ u)d

where u is a special character for null, such that

dX

i=1

1(Ak,i 6= u) = k, (1)

P (Y|Ak = ak) = P (Y|Yj = ak,j , j 2 J ) , (2)

where J is the set of indices that ak,j 6= u.

Eq. (1) means that, in total, k variables are al-
ready annotated at step k. Obviously, A0 means
that no variables are labeled, and Ad means that
all variables in Y are determined. Ak is what we
call a k-step ESPA, so hereafter we use k/d to rep-
resent annotation completeness. Eq. (2) assumes
no annotation mistakes, so if the i-th variable is
labeled, then Yi must be the same as Ak,i.

To measure the theoretical benefit of Ak, we
propose the following quantity

Ik = log |C(Ld)| � E [log f(ak)] (3)

for k = 0, . . . , d, where f(ak) = |{y 2 C(Ld) :
P (y|ak) > 0}| is the total number of structures in
C(Ld) that are still valid given Ak = ak. Since
we assume that the labeled variables in Ak are se-
lected uniformly randomly, E [·] is simply the av-
erage of log f(ak). When k = 0, f(ak) ⌘ C(Ld)
and I0 ⌘ 0; as k increases, Ik increases since the
structure has more and more variables labeled; fi-
nally, when k = d, the structure is fully deter-
mined and Id ⌘ log |C(Ld)|. The first-order finite
difference, Ik� Ik�1, is the benefit brought by an-
notating an additional variable at step k; if Ik is
concave (i.e., a decaying Ik � Ik�1), the benefit
from a new annotation attenuates, suggesting the
potential benefit of the ESPA strategy.

In an extreme case where the structure is so
strong that it requires all individual variables to
share the same label, then labeling any variable
is sufficient for determining the entire structure.
Intuitively, we do not need to annotate more than
one variable. Our Ik quantity can support this in-
tuition: The structural constraint, C(Ld), contains
only |L| elements: {[`i, `i, . . . , `i]}|L|

i=1, so I0 = 0,
and I1 = · · · = Id = log |L|. Since Ik does not in-
crease at all when k >= 1, we should adopt first-
step annotation A1. Another extreme case is that
of a trivial structure that has no constraints (i.e.,
C(Yd) = Yd). The annotation of all variables are
independent and we gain no advantage from skip-
ping any variables. This intuition can be supported
by our Ik analysis as well: Since Ik = k log |L|,
8k = 0, 1, . . . , d, Ik is linear and all steps con-
tribute equally to improving Ik by log |L|; there-
fore ESPA is not necessary.

Real-world structures are often not as trivial as
the two extreme cases above, but Ik can still serve
as a guideline to help determine whether it is ben-
eficial to use ESPA. We next discuss three diverse
types of structures and how to obtain Ik for them.

Example 1. The ranking problem is an impor-
tant machine learning task and often depends on
pairwise comparisons, for which the label set is
L = {<, >}. For a ranking problem with n items,
there are d = n(n�1)/2 pairwise comparisons in
total. Its structure is a chain following the transi-
tivity constraints, i.e., if A < B and B < C, then
A < C.
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Figure 3: The mutual information between the chain
structure and its k-step ESPA, Ik, is concave, suggest-
ing possible benefit of using ESPA. In the simulation,
there are n = 10 items in the chain and thus d = 45
pairs, k of which are labeled. The values of Ik’s, as de-
fined by Eq. (3), were obtained through averaging 1000
experiments. We use base-2 logarithm and the unit on
y-axis is thus “bit”.

A k-step ESPA Ak for a chain means that only
k (out of d) pairs are compared and labeled, re-
sulting in a directed acyclic graph (DAG). In this
case, f(ak) is actually counting the number of lin-
ear extensions of the DAG, which is known to be
#P-complete (Brightwell and Winkler, 1991), so
we do not have a closed-form solution to Ik. In
practice, however, we can use the Kahn’s algo-
rithm and backtracking to simulate with a rela-
tively small n, as shown by Fig. 3, where n = 10
and Ik was obtained through averaging 1000 ran-
dom simulations. Ik is concave, as reflected by the
downward shape of Ik � Ik�1. Therefore, new an-
notations are less and less efficient for the chain
structure, suggesting the usage of ESPA.

Example 2. The general assignment problem re-
quires assigning d agents to d0 tasks such that the
agent nodes and the task nodes form a bipartite
graph (without loss of generality, assume d  d0).
That is, an agent can handle exactly one task, and
each task can only be handled by at most one
agent. Then from the agents’ point of view, the la-
bel set for each of them is L = {1, 2, . . . , d0}, de-
noting the task assigned to the agent.

A k-step ESPA Ak for this problem means

that k agents are already assigned with tasks,
and f(ak) is to count the valid assignments
of the remaining tasks to the remaining d � k
agents, to which we have closed-form solutions:
f(ak) = (d0�k)!

(d0�d)! , 8ak. According to Eq. (3), Ik =

log d0!
(d0�k)! regardless of d or the distribution of

Ak, and is concave (Fig. 4 shows an example of
it when d = 4, d0 = 10).

Example 3. Sequence tagging is an important
NLP problem, where the tags of tokens are inter-
dependent. Take chunking as an example. A basic
scheme is for each token to choose from three la-
bels, B(egin), I(nside), and O(utside), to represent
text chunks in a sentence. That is, L = {B, I, O}.
Obviously, O cannot be immediately followed by I.

Let d be the number of tokens in a sentence. A
k-step ESPA Ak for chunking means that k tokens
are already labeled by B/I/O, and f(ak) counts the
valid BIO sequences that do not violate those ex-
isting annotations. Again, as far as we know, there
is no closed-form solution to f(ak) and Ik, but
in practice, we can use dynamic programming to
obtain f(ak) and then Ik using Eq. (3). We set
d = 10 and show Ik � Ik�1 for this task in Fig. 4,
where we observe the same effect we see in previ-
ous examples: The benefit provided by labeling a
new token in the structure attenuates.

Interestingly, based on Fig. 4, we find that the
slope of Ik�Ik�1 may be a good measure of the
“tightness” or “strength” of a structure. When
there is no structure at all, the curve is flat (black).
The BIO structure is intuitively simple, and it in-
deed has the flattest slope among the three struc-
tured tasks (purple). When the structure is a chain,
the level of uncertainty goes down rapidly with ev-
ery single annotation (think of standard sorting al-
gorithms); the constraint is intuitively strong and
in Fig. 4, it indeed has a steep slope (blue).

Finally, we want to emphasize that the defi-
nition of Ik in Eq. (3) is in fact backed by in-
formation theory. When we do not have prior in-
formation about Y, we can assume that Y follows
a uniform distribution over C(Ld). Then, Ik is es-
sentially the mutual information between structure
Y and annotation Ak, I(Y;Ak):

I(Y;Ak) = H(Y)�H(Y|Ak)

= log |C(Ld)| � E [H(Y|Ak = ak)]

= log |C(Ld)| � E [log f(ak)] ,

where H(·) is the entropy function. This is an im-
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portant discovery, since it points out a new way to
view a structure and its annotations. It may be use-
ful for studying active learning methods for struc-
tured tasks, and other annotation phenomena such
as noisy annotations. The usage of mutual infor-
mation also aligns well with the information bot-
tleneck framework (Shamir et al., 2010; Shwartz-
Ziv and Tishby, 2017; Yu and Principe, 2018), al-
though a more recent paper challenges the inter-
pretation of information bottleneck (Saxe et al.,
2018).

Figure 4: The Ik � Ik�1 curves from several different
structures. The curves are shifted to almost the same
starting point for better visualization, so the Y-Axis
grid is not shown. The curve for “Chain” was obtained
via simulations, and the other curves all have closed-
form formulations.

3 Learning from Partial Structures

So far, we have been advocating the ESPA strat-
egy to maximize the information we can get from
a fixed budget. Since early stopping leads to par-
tial annotations, one missing component before
we can benefit from it is an approach to learn-
ing from partial structures. In this study, we as-
sume the existence of a relatively small but com-
plete dataset that can provide a good initializa-
tion for learning from a partial dataset, which is
very similar to semi-supervised learning (SSL).
SSL, in its most standard form, studies the com-
bined usage of a labeled set T = {(xi, yi)}i

and an unlabeled set U = {xj}j , where the x’s
are instances and y’s are the corresponding la-
bels. SSL gains information about p(x) through U ,
which may improve the estimation of p(y|x). Spe-
cific algorithms range from self-training (Scud-

der, 1965; Yarowsky, 1995), co-training (Blum
and Mitchell, 1998), generative models (Nigam
et al., 2000), to transductive SVM (Joachims,
1999) etc., among which one of the most ba-
sic algorithms is Expectation-Maximization (EM)
(Dempster et al., 1977). By treating them as hid-
den variables, EM “marginalizes” out the missing
labels of U via expectation (i.e., soft EM) or maxi-
mization (i.e., hard EM). For structured ML tasks,
soft and hard EMs turn into posterior regulariza-
tion (PR) (Ganchev et al., 2010) and constraint-
driven learning (CoDL) (Chang et al., 2007), re-
spectively.

Unlike unlabeled data, the partially annotated
structures caused by early stopping urge us to gain
information not only about p(x), but also from
their labeled parts. There have been many existing
work along this line (Tsuboi et al., 2008; Fernan-
des and Brefeld, 2011; Hovy and Hovy, 2012; Lou
and Hamprecht, 2012), but in this paper, we de-
cide to extend CoDL to cope with partial annota-
tions due to two reasons. First, CoDL, which itself
can be viewed as an extension of self-training to
structured learning, is a wrapper algorithm having
wide applications. Second, as its name suggests,
CoDL learns from U by guidance of constraints,
so partial annotations in U are technically easy to
be added as extra equality constraints.

Algorithm 1 describes our Structured Self-
learning with Partial ANnotations (SSPAN) al-
gorithm that learns a model H. The same as
CoDL, SSPAN is a wrapper algorithm requir-
ing two components: LEARN and INFERENCE.
LEARN attempts to estimate the local decision
function for each individual instance regardless
of the global constraints, while INFERENCE takes
those local decisions and performs a global infer-
ence. Lines 3-9 are the procedure of self-training,
which iteratively completes the missing annota-
tions in P and learns from both T and the com-
pleted version of P (i.e., P̃).3 Line 6 requires that
the inference follows the structural constraints in-
herently in the task, turning the algorithm into
CoDL; Line 7 enforces those partial annotations in
ai, further turning it into SSPAN. In practice, IN-
FERENCE can be realized by the Viterbi or beam
search algorithm in sequence tagging, or more
generally, by Integer Linear Programming (ILP)

3Line 9 can be interpreted in different ways, either as T [
P̃ (adopted in this work) or as a weighted combination of
LEARN(T ) and LEARN(P̃) (adopted by (Chang et al., 2007)).

2194



(Punyakanok et al., 2005); either way, the partial
constraints of Line 7 can be easily incorporated.

Algorithm 1: Structured Self-learning with
Partial Annotations (SSPAN)
Input: T = {(xi,yi)}N

i=1, P = {(xi,ai)}N+M
i=N+1

1 Initialize H = LEARN(T )
2 while convergence criteria not satisfied do
3 P̃ = ;
4 foreach (xi,ai) 2 P do
5 ŷi = INFERENCE(xi; H), such that
6 ⇧ ŷi 2 C(Yd)
7 ⇧ ŷi,j = ai,j , 8ai,j 6= u
8 P̃ = P̃ [ {(xi, ŷi)}
9 H = LEARN(T + P̃)

10 return H

4 Experiment

In Sec. 2, we argued from an information theoretic
view that ESPA is beneficial for structured tasks if
we have a fixed annotation resource. We then pro-
posed SSPAN in Sec. 3 to learn from the resulting
partial structures. However, on one hand, there is
still a gap between the Ik analysis and the actual
system performance; on the other hand, whether
the benefit can be realized in practice also depends
on how effective the algorithm exploits partial an-
notations. Therefore, it remains to be seen how
ESPA works in practice. Here we use three NLP
tasks: temporal relation (TempRel) extraction, se-
mantic role classification (SRC), and shallow pars-
ing, analogous to the chain, assignment, and BIO
structures, respectively.

For all tasks, we compare the following two
schemes in Fig. 5, where we use graph struc-
tures for demonstration. Initially, we have a rel-
atively small but complete dataset T0, an unan-
notated dataset U0, and some budget to annotate
U0. The conventional scheme I, also our baseline
here, is to annotate each structure completely be-
fore randomly picking up the next one. Due to
the limited budget, some U0 remain untouched
(denoted by U ). The proposed scheme II adopts
ESPA so that all structures at hand are annotated
but only partially. For fair comparisons, we use
CoDL to incorporate U into scheme I as well.
Finally, the systems trained on the dataset from
I/II via CoDL/SSPAN are evaluated on unseen but
complete testset Ttest. Note that because ESPA is

a new annotation scheme, there exists no dataset
collected this way. We use existing complete
datasets and randomly throw out some annotations
to mimic ESPA in the following. Due to the ran-
domness in selecting which structures/instances to
keep in scheme I/II, we repeat the whole process
multiple times and report the mean F1. The bud-
get, defined as the total number of individual in-
stances that can be annotated, ranges from 10% to
100% with a stepsize of 10%, where x% means
x% of all instances in U0 can be annotated.

(I) Complete (II) ESPA
!"

same budget same budget

!# $ % %

Training Phase

!&'(&

Testing Phase

CoDL: !", !# and $ SSPAN: !" and %

$" $"

Figure 5: The two annotation schemes we compare
in Sec. 4. T , P , and U denote complete, partial, and
empty structures, respectively. Both schemes start with
a complete and relatively small dataset and an unanno-
tated dataset (green). (I) Conventional complete anno-
tation scheme (blue). (II) The proposed ESPA scheme
(red). Finally, they are tested on an unseen and com-
plete dataset (black).

4.1 Temporal Relation Extraction

Temporal relations (TempRel) are a type of im-
portant relations representing the temporal order-
ing of events described by natural language text.
That is to answer questions like which event hap-
pens earlier or later in time (see Fig. 1a). Since
time is physically one-dimensional, if A is before
B and B is also before C, then A must be before
C. In practice, the label set for TempRels can be
more complex, e.g., with labels such as SIMULTA-
NEOUS and VAGUE, but the structure can still be
represented by transitivity constraints (see Table 1
of (Ning et al., 2018a)), which can be viewed as
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an analogy of the chain structure in Example 1.
To avoid missing relations, annotators are re-

quired to exhaustively label every pair of events
in a document (i.e., the complete annotation
scheme), so it is necessary to study ESPA in
this context. Here we adopt the MATRES dataset
(Ning et al., 2018b) for its better inter-annotator
agreement and relatively large size.

Specifically, we use 35 documents as T0 (the
TimeBank-Dense section,4 147 documents as U0

(the TimeBank section minus those documents in
T0), and the Platinum section (a benchmark testset
of 20 documents with 1K TempRels) as Ttest. Note
that both schemes I and II are mimicked by down-
sampling the original annotations in MATRES,
where the budget is defined as the total number
of TempRels that are kept. Following CogComp-
Time (Ning et al., 2018d), we choose the same fea-
tures and sparse-averaged perceptron algorithm as
the LEARN component and ILP as INFERENCE for
SSPAN.

4.2 Semantic Role Classification (SRC)

Semantic role labeling (SRL) is to represent the
semantic meanings of language and answer ques-
tions like Who did What to Whom and When,
Where, How (Palmer et al., 2010). Semantic Role
Classification (SRC) is a subtask of SRL, which
assumes gold predicates and argument chunks and
only classifies the semantic role of each argument.
We use the Verb SRL dataset provided by the
CoNLL-2005 shared task (Carreras and Màrquez,
2005), where the semantic roles include num-
bered arguments, e.g., ARG0 and ARG1, and argu-
ment modifiers, e.g., location (AM-LOC), tempo-
ral (AM-TMP), and manner (AM-MNR) (see Prop-
Bank (Kingsbury and Palmer, 2002)). The struc-
tural constraints for SRC is that each argument can
be assigned to exactly one semantic role, and the
same role cannot appear twice for a single verb, so
SRC is an assignment problem as in Example 2.

Specifically, we use the Wall Street Journal
(WSJ) part of Penn TreeBank III (Marcus et al.,
1993). We randomly select 700 sentences from the
Sec. 24 of WSJ, among which 100 sentences as T0

and 600 sentences as U0. Our Ttest is 5700 sen-
tences (about 40K arguments) from Secs. 00, 01,
23. The budget here is defined as the total num-

4The original TimeBank-Dense section contains 36 docu-
ments, but in collecting MATRES, one of the documents was
filtered out because it contained no TempRels between main-
axis events.

ber of the arguments. We adopt the SRL system
in CogCompNLP (Khashabi et al., 2018) and uses
the sparse averaged perceptron as LEARN and ILP
as INFERENCE.

4.3 Shallow Parsing

Shallow parsing, also referred as chunking, is a
fundamental NLP task to identify constituents in a
sentence, such as noun phrases (NP), verb phrases
(VP), and adjective phrases (ADJP), which can be
viewed as extending the standard BIO structure in
Example 3 with different chunk types: B-NP, I-NP,
B-VP, I-VP, B-ADJP, I-ADJP, . . . , O.

We use the chunking dataset provided by the
CoNLL-2000 shared task (Tjong Kim Sang and
Buchholz, 2000). Specifically, we use 2K tokens’
annotations as T0, 14K tokens as U0, and the
benchmark testset (25K tokens) as Ttest. The bud-
get here is defined as the total number of tokens’
BIO labels. The algorithm we use here is the chun-
ker provided in CogCompNLP, where the LEARN

component is the sparse averaged perceptron and
the INFERENCE is described in (Punyakanok and
Roth, 2001).

4.4 Results

We compare the F1 performances of all three tasks
in Fig. 6, averaged from 50 experiments with dif-
ferent randomizations. As the budget increases,
the system F1 increases for both schemes I and II
in all three tasks, which confirms the capability of
the proposed SSPAN framework to learn from par-
tial structures. When the budget is 100% (i.e., the
entire U0 is annotated), schemes I and II have neg-
ligible differences; when the budget is not large
enough to cover the entire U0, scheme II is consis-
tently better than I in all tasks, which follows our
expectations based on the Ik analysis. The strict
improvement for all budget ratios indicates that the
observation is definitely not by chance.

Figure 7 further compares the improvement
from I to II across tasks. When the budget goes
down from 100%, the advantage of ESPA is more
prominent; but when the budget is too low, the
quality of P̃ degrades and hurts the performance
of SSPAN, leading to roughly hill-shaped curves
in Fig. 7. We have also conjectured based on
Fig. 4 that the structure strength goes up from BIO
chunks, to bipartite graphs, and to chains; interest-
ingly, the improvement brought by ESPA is con-
sistent with this order.
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(a) Temporal Relation Extraction
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(b) SRC
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(c) Shallow Parsing

Figure 6: Comparison of the baseline, complete annotation scheme and the proposed ESPA scheme (See I & II
in Fig. 5) under three structured learning tasks (note the scale difference). Each F1 value is the average of 50
experiments, and each curve is based on corresponding F1 values smoothed by Savitzky-Golay filters. We can see
that scheme II is consistently better than scheme I. Per the Wilcoxon rank-sum test, the significance levels at each
given budget are shown on the x-axes, where + and ++ mean p < 5% and p < 1%, respectively.

Admittedly, the improvement, albeit statisti-
cally significant, is small, but it does not dimin-
ish the contribution of this paper: Our goal is
to remind people that the ESPA scheme (or more
generally, partialness) is, at the least, comparable
to (or sometimes even better than) complete an-
notation schemes. Also, the comparison here is in
fact unfair to the partial scheme II, because we as-
sume equal cost for both schemes, although it of-
ten costs less in a partial scheme as a large prob-
lem is decomposed into smaller parts. Therefore,
the results shown here implies that the informa-
tion theoretical benefit of partialness can possibly
offset its disadvantages for learning.

Figure 7: The improvement of F1 brought by ESPA for
each task in Fig. 6. Note that we conjectured earlier
in Fig. 4 that the BIO structure is the weakest among
the three, which is consistent with the fact that shallow
parsing benefits the least from ESPA.

5 Dicussion and Conclusion

In this paper, we investigate a less studied, yet
important question for structured learning: Given
a limited annotation budget (either in time or
money), which strategy is better, completely an-

notating each structure until the budget runs out,
or annotating more structures at the cost of leav-
ing some of them partially annotated? Neubig
and Mori (2010) investigated this issue specifi-
cally in annotating word boundaries and pronunci-
ations for Japanese. Instead of annotating full sen-
tences, they proposed to annotate only some words
in a sentence (i.e., partially) that can be chosen
heuristically (e.g., skip those that we have seen or
those low frequency words). Conceptually, Neu-
big and Mori (2010) is an active learning work,
with the understanding that if the order of annota-
tion is deliberately designed, better learning can be
achieved. The current paper addresses the problem
from a different angle: Even without active learn-
ing, can we still answer the question above?

The observation driving our questions is that
when annotating a particular structure, the labels
of the yet to be labeled variables may already
be constrained by previous annotations and carry
less information than those in a totally new struc-
ture. Therefore, we systematically study the ESPA
scheme – stop annotating a given structure before
it is completed and continue annotating another
new structure.

An important notion is annotation cost.
Throughout the paper we have an ideal assump-
tion that the cost is linear in the total number
of annotations, but in practice the case can be
more complicated. First, the actual cost of each
individual annotation may vary across different
instances. We try to eliminate this issue by en-
forcing random selection of annotation instances,
rather than allowing the annotators to select
arbitrarily by themselves. This strategy may be
useful in practice as well, to avoid people only
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annotating easy cases. Second, even if we only
require labeling partial structures, it is likely
that the annotator still needs to comprehend the
entire structure, incurring additional cost (usually
in terms of time). This issue, however, is not
addressed in this paper.

Using this definition of cost, we provide a the-
oretical analysis for ESPA based on the mutual
information between target structures and anno-
tation processes. We show that for structures like
chains, bipartite graphs, and BIO chunks, the in-
formation brought by an extra annotation atten-
uates as the annotation of the structure is more
complete, suggesting to stop early and move to
a new structure (although it still remains unclear
when it is optimal to stop). This analysis is further
supported by experiments on temporal relation ex-
traction, semantic role classification, and shallow
parsing, three tasks analogous to the three struc-
tures analyzed earlier, respectively. The ratio of
the attenuation curve as in Fig. 4 is also shown
to be an actionable metric to quantify the strength
of a type of structure, which can be useful in var-
ious analysis, including judging whether ESPA is
worthwhile for a particular task. For example, a
more detailed Ik-based analysis for SRC shows
that predicates with more arguments are stronger
structures than those with fewer arguments; we
have investigated ESPA on those with more than 6
arguments and indeed, observed much larger im-
provement in SRC. More details on this analysis
are put in the appendix.

We think that the findings in this paper are very
important. First, as far as we know, we are the first
to propose the mutual information analysis that
provides a unique view of structured annotation,
that of the reduction in the uncertainty of a target
of interest Y by another random variable/process.
From this perspective, signals that have non-zero
mutual information with Y can be viewed as “an-
notations”. These can be partially labeled struc-
tures (studied here), partial labels (restricting the
possible labels rather than determining a single
one as in e.g., Hu et al. (2019), noisy labels (e.g.,
generated by crowdsourcing or heuristic rules) or,
generally, other indirect supervision signals that
are correlated with Y. As we proposed, these can
be studied within our mutual information frame-
work as well. This paper thus provides a way to an-
alyze the benefit of general incidental supervision
signals (Roth, 2017)) and possibly even provides

guidance in selecting good incidental supervision
signals.

Second, the findings here open up opportunities
for new annotation schemes for structured learn-
ing. In the past, partially annotated training data
have been either a compromise when complete-
ness is infeasible (e.g., when ranking entries in gi-
gantic databases), or collected freely without hu-
man annotators (e.g., based on heuristic rules). If
we intentionally ask human annotators for partial
annotations, the annotation tasks can be more flex-
ible and potentially, cost even less. This is be-
cause annotating complex structures typically re-
quire certain expertise, and smaller tasks are of-
ten easier (Fernandes and Brefeld, 2011). It is
very likely that some complex annotation tasks re-
quire people to read dozens of pages of annota-
tion guidelines, but once decomposed into smaller
subtasks, even laymen can handle them. Annota-
tion schemes driven by crowdsourced question-
answering, known to provide only partial cover-
age are successful examples of this idea (He et al.,
2015; Michael et al., 2017). Therefore, this paper
is hopefully interesting to a broad audience.
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Abstract

In Community-based Question Answering
system(CQA), Answer Selection(AS) is a crit-
ical task, which focuses on finding a suit-
able answer within a list of candidate answers.
For neural network models, the key issue is
how to model the representations of QA text
pairs and calculate the interactions between
them. We propose a Sequential Attention
with Keyword Mask model(SAKM) for CQA
to imitate human reading behavior. Question
and answer text regard each other as context
within keyword-mask attention when encod-
ing the representations, and repeat multiple
times(hops) in a sequential style. So the QA
pairs capture features and information from
both question text and answer text, interact-
ing and improving vector representations it-
eratively through hops. The flexibility of the
model allows to extract meaningful keywords
from the sentences and enhance diverse mutual
information. We perform on answer selection
tasks and multi-level answer ranking tasks.
Experiment results demonstrate the superiority
of our proposed model on community-based
QA datasets.

1 Introduction

Answering selection(AS) is one of the most fun-
damental challenges in community-based question
answering(CQA) services. Given a question and a
list of candidate answers, its aim is to choose the
most matching one to the question. During this
process of matching questions and answer candi-
dates, how to encode the question and answer(QA)
into meaningful and semantic representations im-
pacts on the results directly.

Earlier conventional statistic methods are nor-
mally based on feature engineering and resource
toolkits. Though these methods are easy in im-
plementation, they require extra efforts and hand-
crafted features(Heilman and Smith, 2010; Ty-

moshenko and Moschitti, 2015). Recently, with
the development of neural network, deep learn-
ing based models attract much attention in vari-
ous tasks(Krizhevsky et al., 2012; Sutskever et al.,
2014). In question answering field, the convo-
lutional neural networks(CNNs)(Yu et al., 2014;
Hu et al., 2014; Severyn and Moschitti, 2015) and
recurrent neural networks(RNNs)(Wang and Ny-
berg, 2015; Feng et al., 2015) are widely employed
to convert the question and answer text into vec-
tors and define a feed-forward multi-layer percep-
tron to compute the interactions between them.
These models construct sentences in an end-to-
end fashion with less manual involvement. To
capture fine-grained features, on the one hand,
some works are concerned with matching QA
pairs relationship in a more complex and diverse
way, e.g., CNTN(Qiu and Huang, 2015) and MV-
LSTM(Wan et al., 2016). On the other hand, latent
representation models aim to jointly learn lexical
and semantic information from QA sentences and
influence the vector generation directly, e.g., atten-
tion mechanism(Bahdanau et al., 2015).

Attention mechanism learns attention weights
of each words pairs between QA sentences. Af-
terwards it can calculate the weighted sum of hid-
den states over all time steps(dos Santos et al.,
2016). This approach has shown promising re-
sults, while challenges still exist. For example,
questions and answers in CQA services are gen-
erally long sentences, as such it is still difficult
to compress all information into a fixed-length
vector. To solve this problem, Sha et al. (2018)
proposes co-attention view which brings improve-
ment, and Zhang et al. (2018) further proposes
a two-step attention to build dynamic question
vectors based on various answer words. These
kinds of methods usually require more parame-
ters to learn representations. More importantly,
when computing attention weights, every words
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in QA pairs are involved. This word-to-word pat-
tern takes meaningless noise into consideration,
such as informal language usage or text irrelevant
to the question. To alleviate this problem, Chen
et al. (2018) proposes a context-aligned model to
align phrase in QA relying on overlapped words
and Stanford Core NLP tools1. Inspired by co-
attention, we extend it to sequential style to learn
better representations and try to extract useful key-
words with less parameters and resource toolkits.

In this work, we propose a Sequential Atten-
tion with Keyword Mask(SAKM) model for an-
swer selection task. We encode sentences similar
to human reading behavior. When generating the
question, our model refers to the answer and com-
bines the mutual information. It is the same pro-
cessing for producing answer representations. So
when encoding a question, answer text is used as
context and vice versa. We term this co-attention
view as one “hop”. Afterwards we repeat this pro-
cess several times(hops) in a sequential style. As
such QA pairs review each other recurrently to re-
mind of mutual information and refine the sen-
tence representations to be more precise across
hops. Besides, the Keyword Mask modifies the at-
tention mechanism such that the attention is com-
puted over keywords instead of all words in the
QA pair. So only keywords in the long context are
extracted at each time step.

The contributions in this paper are three fold-
ers: 1) We extend attention mechanism to sequen-
tial structure, so the question and answer review
each other recurrently to improve the sentence rep-
resentations. 2) Different from standard soft at-
tention, we propose sequential attention with key-
word mask(SAKM) model. Besides, our model
focuses on the significant words and filters other
meaningless data. 3) We analyse the proposed
SAKM model not only on classical answer selec-
tion tasks and but also multi-level answer ranking
tasks. Experiment results show that our model
tends to encode more rich semantic representa-
tions with less parameters.

2 Related Work

In Community-based Question Answering(CQA)
services, since normally there exists a large num-
ber of question and answer pairs in repository, an-
swer selection(AS) is a critical task, which focuses

1https://stanfordnlp.github.io/
CoreNLP/

on finding a suitable answer within a list of can-
didate answers. As for traditional methods, fea-
ture engineering is a core work, but also a time-
consuming and laborious task. BM25(Robertson
et al., 1994) calculates relevance with item fre-
quency, while language models(Ponte and Croft,
2017; Zhai and Lafferty, 2004) use the maximum
likelihood of a word estimated from the ques-
tion. Translation-based language models(Jeon
et al., 2005; Xue et al., 2008) further improve.
Considering the syntactic structure, some prior
works(Heilman and Smith, 2010; Tymoshenko
and Moschitti, 2015) convert the sentence into a
tree structure by dependency parsing. Addition-
ally, linguistics resources such as WordNet are
utilized to enhance lexical features. Classifica-
tion models like chain Conditional Random Fields
have been used to match the questions and an-
swers(Kiritchenko et al., 2014).

Recently, neural network based models have
shown effectiveness in various fields, such as com-
puter vision(Krizhevsky et al., 2012) and natural
language processing(Kim, 2014). Different from
aforementioned approaches, deep neural architec-
tures(Hu et al., 2014; Wang and Nyberg, 2015)
map each word into an embedding space, and
compress the whole sentence into a low dimension
vector. Then a similarity function is defined to cal-
culate the interactions between QA pairs. Closer
vectors in the embedding space represent much
more relevant text.

To model fine-grained features, Qiu and Huang
(2015) combines CNN with neural tensor net-
work(NTN) to learn complex interactions between
QA pairs. But NTN increases a lot of parameters
and costs more runtime and memory. MV-LSTM
proposed by Wan et al. (2016) uses bi-direction
LSTM to generate a positional representation at
each time step. Subsequently these representa-
tions from questions and answers are fed into a
tensor layer. Shen et al. (2017) learns word repre-
sentations in an embedding space by a translation
matrix, and calculates relevance of each word pair
in QA to compute a similarity matrix. Then CNN
maps this matrix to a score scalar. Recently, (Tay
et al., 2018b) applies the hyperbolic distance func-
tion to model the relationship between QA.

Other latent representation models construct in-
teractions between QA when encoding sentences.
More mutual information is extracted to learn a
better latent representation. Miao et al. (2016) pro-
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Figure 1: The architecture of 3 hops SAKM model. For simplification, we omit the lines in Sentence Representa-
tion Layer of Question part.

poses neural variational inference network. Wang
et al. (2016) takes question context into consid-
eration in RNN cell of answer network with gate
mechanism. Yin et al. (2016) and dos Santos
et al. (2016) propose attention-based CNN mod-
els to add attention weight matrix between a QA
pair as a feature map. Additionally, Zhang et al.
(2017) extends attention weight matrix to 3D ten-
sor including more diverse information. Sha et al.
(2018) proves co-attention view can significantly
outperform the single attention. Further more,
Zhang et al. (2018) constructs two-step attention
to obtain question aware vectors based on various
words in an answer sentence.

3 Sequential Attention with Keyword
Mask Model

Given a question, which may contain one or more
clauses, it can be denoted as Q = (q1, q2, ..., qn).
Similarly, an answer can be denoted as A =
(a1, a2, ..., an). A+ and A− represent a positive
answer and a negative answer, respectively. Fig. 1
describes the overall architecture of the proposed
Sequential Attention with Keyword Mask(SAKM)
model(in this figure, we use three hops as illustra-
tion). We extend our network in a sequential style.
For each hop, a serial of stacked layers are con-
structed for the questions and the answers.

3.1 Embedding and Dropout

Firstly the questions and the answers need to be
fed into the embedding layer and each word in sen-
tences corresponds to an one-hot vector. Given a
look-up table, each word is converted into an em-
bedding space. The index of the low dimensional
vector in the look-up table is the same as one-hot
vector. We denote the embedding vectors of the
QA pairs as Qemb = (x1, x2, ..., xn) ∈ Rd×|Q|

and Aemb = (y1, y2, ..., yn) ∈ Rd×|A|, where d is
the embedding size, |Q| and |A| denote the length
of the question and answer respectively.

In order to mitigate the risk of overfitting, we
employ dropout layer to randomly ignore different
part of neurons in different hops during training.
This process learns better representations of local
regions and leads to better generalization during
testing.

3.2 Sequential Attention

Gated Recurrent Unit(GRU) To encode a sen-
tence into a single vector, we choose gated re-
current unit(Cho et al., 2014) and construct Q-
GRU and A-GRU for the questions and answers,
respectively. Given an input sentence S =
(s1, s2, ..., sn) ∈ Rd×|S|, GRU handles each word
recurrently and at time step t the operation is de-
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fined as follow:

rt = σ(Wrst + Urht−1 + br)

zt = σ(Wzst + Uzht−1 + bz)

ht = zt � ht−1 + (1− zt)� h̃t
(1)

where

h̃t = tanh (Whst + Uh(rt � ht−1) + bh) (2)

In the above equations, Wr, Wz , Wh ∈ Rm×d and
Ur, Uz , Uh ∈ Rm×m are parameters in the neu-
rons. m is the dimension size of the hidden states.
br, bz and bh ∈ Rm are bias. σ is sigmoid function
and � means element-wise product.

Figure 2: soft attention details.

Attention Mechanism During the GRU encod-
ing process, an attention mechanism helps to com-
bine context information with the current hidden
states. For the standard soft attention mecha-
nism(Bahdanau et al., 2015), as demonstrated in
Fig. 2, the hidden state at time t computes atten-
tion weights with all of the context hidden states,
and then obtains alignment scores after softmax
operation. This mechanism takes all of the words
in the context into consideration, while our model
expects to extract some keywords to the current
word and ignore other meaningless or noisy seg-
ments. The keyword mask relies on the attention
weights and reserves top percent of words to ac-
count for alignment scores. It can be formulated

as:

eij = vT tanh(Wa[hi; ĥj ])

emaskij = fmask top k(eij ,−inf)

aij =
exp(emaskij )

∑|S|
k=1 exp(e

mask
ik )

ĉi =

|S|∑

j=1

aij ĥj

ci = tanh(Wc[ĉi;hi])

(3)

where [; ] is the operator of concatenation, and
fmask top k denotes the function that the top per-
cent of values are reserved while others are
masked as value−inf . So these masked positions
in aij become 0 after softmax operation, which
represents no influence to the current hidden state
hi. Fig. 3 shows the details of this attention mech-
anism. We will discuss the keywords percentage
in more detail in Section 5.2.

Figure 3: keyword-mask attention details.

After obtaining the representation of hidden
neuron at time step t, we concat ci with next word
as input corresponding to the dotted line described
in Fig. 3. When the whole sentence is processed,
the final hidden output does not become represen-
tation directly because it loses much information
about the beginning of the sentence. Instead, av-
erage operation over all hidden outputs is taken to
produce the final representation.

Sequential Extension As shown in Fig. 1, A-
GRU regards the question sentences as context to
compute attention and representations. Likewise,
Q-GRU reviews the answer contents to tune the
representations. We extend this process in a se-
quential style to capture features and enhance in-
formation both from question text and answer text.
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All of the parameters across hops are shared. For
each hop, the vectors of QA pairs interact and im-
prove. Compared to single direction attention or
single hop attention, our model gets much more
flexibility. It is capable of updating the represen-
tations towards the correct direction with the guide
of a loss function and gradients across hops. We
rename the Eq. 3 as MaskAttention(), as such
the equations of the sequential extension is defined
as:

Qh =MaskAttention(Qhemb, A
h−1)

Ah =MaskAttention(Ahemb, Q
h)

(4)

where h is the current number of hop. The model
iteratively updates the joint representations of the
question and answer pair and obtains different out-
puts across hops.

Sentence Representation In the sentence
representation layer, Qhrepresentation and
Ahrepresentation denote the final representa-
tion outputs of QA pairs at the hop h. Since Qh

and Ah only contain the information extracted at
hop h, more meaningful content would be lost af-
ter more hops. But we expect to remember it from
the beginning hops. To convey more information
across hops, we do not simply take Qh and Ah

as the sentence representations. Instead, all of
the previous outputs from MaskAttention are
involved. They can be calculated as:

Qhrepresentation =
1

h

h∑

j=1

Qh

Ahrepresentation =
1

h

h∑

j=1

Ah

(5)

3.3 Similarity Calculation

Finally, we design a weighted loss strategy to com-
pute the relevance and the loss value between QA
pairs. For each hop, we have a pair of QA sentence
representations and pass them through a similarity
function described as:

sh(Q,A) =
Qhrepresentation

T
Ahrepresentation

||Qhrepresentation||2 · ||Ahrepresentation||2
(6)

where sh(Q,A) is the matching score between QA
pairs at hop h. || · ||2 means euclidean distance. As
for the loss function during training, given a ques-
tion, we use pair-wise margin-based ranking loss

for a triple (Q,A+, A−). Thus the mathematical
expression is:

Lh(Q,A+, A−) = max(0,m− (sh(Q,A+)

−sh(Q,A−)))
(7)

where m is the predefined margin.
Since we expect that vector representations gen-

erated from posterior hops are more precisely
than the ones produced from prior hops, relatively
small tolerance to the risk of matching incorrect
QA pairs is accepted for posterior hops. There-
fore, the loss values take increasing weights across
hops. We denote rh as loss weights. The objective
loss function can be defined as:

L(Q,A+, A−) =
H∑

h=1

rhL
h(Q,A+, A−) (8)

4 Experimental Study

In this section, we test the proposed model on clas-
sical answer selection task and also multi-level an-
swer ranking task to validate the model’s effective-
ness2.

4.1 Answer Selection

Dataset & Implementation Details In this task,
we use a community-based question answering
dataset YahooCQA provided by Tay et al. (2017).
It is an open-domain community forum, and the
dataset contains 142,627 QA pairs. Sentences in
YahooCQA are generally long and noisy. We fol-
low the preprocessing in their work without extra
process. Four negative answers are generated for
a question using Lucene. Table 1 demonstrates the
statistics of YahooCQA.

Dataset YahooCQA ZhihuCQA
# of Qns 50.1k / 6.2k / 6.2k 16k / 2k / 2k
# of Pairs 253k / 31.7k / 31.7k 80k / 10k / 10k

Table 1: Statistics of Datasets.

For our model, we tune the hidden size to 300,
and the numbers of GRU layers for modeling
questions and answers are both 1. Dropout is 0.5
and word embedding is pre-trained by skip-gram
model. For the Sequential Extension layer, the
number of hops is 3. For the Similarity Calcu-
lation, margin is 0.1 and weights for all hops are

2Our code is available at https://github.com/
sheep-for/question_answer_matching

2205



set as (0.2, 0.3, 0.5). Weights are set to constants
because we promise to put more weight on later
hops and keep reasonable tolerance for prior ones.
Batch size is 20. All of the parameters are opti-
mized by Back Propagation and Momentum.

Baselines We compare our model against
several advanced deep neural network models.
CNTN(Qiu and Huang, 2015), NTN-LSTM, HD-
LSTM(Tay et al., 2017) and HyperQA(Tay et al.,
2018b) are interaction focused methods, while
AP-CNN, AP-BiLSTM(dos Santos et al., 2016),
QRNN(Bradbury et al., 2017), CTRN(Tay et al.,
2018a) and two-step attention(Zhang et al., 2018)
are latent representation models. Additionally, we
choose two traditional methods Random Guess
and BM25(Robertson et al., 1994).

Evaluation Metrics For YahooCQA, we
use Precision@1(P@1) and Mean Reciprocal
Rank(MRR) to evaluate our model and the metrics
are defined as:

P@1 =
1

N

N∑

i=1

δ(r(A+) = 1)

MRR =
1

N

N∑

i=1

1

r(qi)

(9)

where δ is indicator function, N is the number of
all queries and r(qi) is the rank of the first correct
answer to question qi.

Model P@1 MRR
Random Guess 20.0% 45.7%
BM25 22.5% 49.3%
CNN 41.3% 63.2%
LSTM 46.5% 66.9%
CNTN 46.5% 63.2%
NTN-LSTM 54.5% 73.1%
AP-CNN 56.0% 72.6%
AP-BiLSTM 56.8% 73.1%
QRNN 57.3% 73.6%
HD-LSTM 55.7% 73.5%
CTRN 60.1% 75.5%
Two-step attention 62.2% 77.4%
HyperQA 68.3% 80.1%
SA 66.0% 79.2%
SAKM 69.3% 81.4%

Table 2: Experiment results on YahooCQA. SA is the
sequential attention baseline without keyword-mask
operation. SAKM is our sequential attention with key-
word mask model.

Experiment Results The results are shown in
Table 2. Firstly, it is observed that deep neu-
ral network models outperform traditional models.
Most latent representation models obtain better re-
sults than interaction focused models, indicating
that earlier interactions when encoding sentences
produces semantic vectors. Most importantly, the
proposed SAKM model achieves best results on
both P@1 and MRR. Our basic SA model outper-
forms two-step attention model by 3.8% in terms
of P@1 and 1.8% in terms of MRR, which shows
that our sequential extension structure is effective.
Furthermore, our SAKM model outperforms Hy-
perQA model by 1.0% in terms of P@1 and 1.3%
in terms of MRR. Since HyperQA is an interac-
tion focused model which adopts the hyperbolic
distance function to model the relevance between
QA. we can combine it with our SAKM to obtain
better performance in further study. The experi-
ment results agree with our intuition that extract-
ing meaningful keywords in attention mechanism
helps to generate more precise representations.

4.2 Multi-Level Answer Ranking

Relevant relationship in answer selection datasets
is binary, only including relevance and irrelevance.
However, in the real CQA applications, it is diffi-
cult to verify whether the answers are completely
correct or not. This scenario has caused a chal-
lenge called multi-level answer ranking(Liu et al.,
2018). These answers for one question are anno-
tated as several levels corresponding to the thumb-
up numbers.

Dataset & Implementation Details To test
the proposed model in multi-level answer ranking
task, we choose the dataset ZhihuCQA provided
by Liu et al. (2018). Zhihu3 is a popular and pro-
fessional Chinese QA community platform with
more than millions of users and QA pairs. Ta-
ble 1 describes the statistics of ZhihuCQA. For
each question, top five answers are selected and
ranked by the thumb-up numbers. We replace
margin based ranking loss with RankNet(Burges
et al., 2005).

In this task, we use the jieba4 toolkits for word
segmentation and tune the hidden size to 200, and
the numbers of GRU layers for modeling ques-
tions and answers are both 2. Other settings are
the same as YahooCQA.

3https://www.zhihu.com/
4https://github.com/fxsjy/jieba
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Baselines We compare our model against avail-
able advanced methods in (Liu et al., 2018). ARC-
II learns hierarchical pattern based on ARC-I(Hu
et al., 2014). Skip-Thoughts model(Kiros et al.,
2015) trains an encoder-decoder model to con-
struct sentence vectors. Attentive LSTM, ABCNN
and Compare-Aggregate(Wang and Jiang, 2017)
are attention-based models and Rewrite+Rank is
based on generative adversarial network.

Evaluation Metrics In this task, since the la-
bels for an answer are not binary, we choose
normalized discounted cumulative gain(NDCG)
and expected reciprocal rank(ERR) for evaluation.
(o1, o2, ..., oM ) denotes the predicted orders of an-
swers to a question. NDCG is defined as:

NDCG =
DCG

iDCG

DCG =

M∑

i=1

2oi − 1

log(1 + i)

(10)

where iDCG is the ideal DCG calculated from the
correct orders (l1, l2, ..., lM ). ERR is defined as:

ERR =

M∑

r=1

Rr
r

r−1∏

i=1

(1−Ri)

Ri =
2oi − 1

2om

(11)

where om is the maximum of degree values.

Model NDCG ERR
Random Guess 41.7% 30.3%
ARC-I 64.4% 56.4%
ARC-II 68.5% 58.8%
Skip-Thoughts 69.1% 60.1%
Attentive LSTM 71.4% 61.1%
ABCNN 72.5% 62.0%
Compare-Aggregate 74.8% 63.2%
Rewrite+Rank 77.2% 65.0%
SA 80.7% 68.2%
SAKM 81.0% 68.4%

Table 3: Experiment results on ZhihuCQA.

Experiment Results Table 3 reports the results
on ZhihuCQA. Similar to YahooCQA, attention-
based models perform better than other base-
lines. Our SA model outperforms Rewrite+Rank
by 3.6% in terms of NDCG and 3.2% in terms
of ERR. SAKM model achieves slightly improve-
ment compared to SA version. Results show that

on multi-level answer ranking task, our review
mechanism allows question and answer interac-
tion while encoding in a more fine-grain aspect
and leads to better performance.

5 Discussion and Analysis

In this section, we divide our discussion into three
parts, including the trade-off between information
transmission and avoidance of overfitting, the re-
lationship between sentence length and keyword
percentage, the advantages of our SAKM model.

5.1 Trade-off between Information
Transmission and Avoidance of
Overfitting

Our model processes QA text in a sequential style.
For the first hop, the original contents are fed as
inputs. Afterwards, the representations are up-
dated based on previous outputs across hops, thus
it is significant to convey rich mutual information.
Meanwhile, since the sentences are long and re-
dundant, it is necessary to avoid overfitting.

Information Transmission across Hops In or-
der to utilize context better, We propose sequential
style to refine the sentence vectors through mul-
tiple hops. When calculating the sentence rep-
resentations, we take the average over outputs of
all time steps instead of selecting the final hid-
den state, and get the final sentence representa-
tions based on all hops. Additionally, in embed-
ding layer we pretrain the word embeddings on
the corpus using word2vec(Mikolov et al., 2013).
To guide the vectors update in a correct direction
based on gradients, the loss function is calculated
over all hops, and puts more weight on later ones.

Avoidance of Overfitting There are some tricks
to reduce the risk of overfitting. Our model ex-
tracts some keywords according to the attention
weights, and applies dropout to ignore different
neurons in different hops. Besides, the GRU layer
is shallow and the number of hops is suitable.

5.2 Relationship between Sentence Length
and Keyword Percentage

In the attention mechanism, we use fmask top k to
reserve top percent of attention weights. In this
part, we propose two strategies to explore the rela-
tionship between the sentence length and keyword
percentage.

Fixed-Percentage: We set the number of key-
words based on the statistics of the dataset. Firstly,
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we count the lengths of all questions and answers
respectively, and then sort them in an ascending
order. We choose the value of the third quartile as
the number of keywords in a question, while the
value of the first quartile as the number of key-
words in an answer. This strategy allows us not to
calculate percentage according to various lengths
in the dataset. Our experiments empirically show
that it works well.

Variable-Percentage: The second strategy is to
compute the number of keywords for all sentences.

Question: Since the answers are produced based
on question sequences, the question generally con-
tains more meaningful information such as inquiry
type, inquiry main verb, topic and so on. We em-
pirically calculate the number of keywords k in a
question of length x as follow:

k = min(10 lnx, x) (12)

Answer: As for answers submitted by users
in community forum, there exists redundant con-
tents, typos errors, emoticon and other informal
language usage. Inspired by TF-IDF algorithm, in
our experiments, we propose a heuristics rule to
calculate the number of keywords k. The length
of an answer is denoted as x. For the first part, we
compute the Total-Length(TL) term as follow:

TL(x) = xblg xc (13)

where b·c is rounding down operation. TL value
increases monotonously with length of sentence.
For the second part, we compute the Inverse-
Noise-Frequency(INF) term as follow:

INF (x) =
1

lg 2x
(14)

This term represents the percent of the meaning-
ful words, which is an inverse proportion to noisy
words. Finally, the number of keywords k can be
obtained by multiplying these two terms.

k = min(TL(x) · INF (x), x) (15)

5.3 Advantages of SAKM model
Simplicity: Our SAKM model is simple but out-
performs on large CQA datasets. The network is
shallow and all of the parameters across hops are
shared. Our model is not complicated and has
less parameters than other mentioned neural net-
work models. Table 4 demonstrates the complex-
ity analysis of some models.

Our model is an end-to-end neural network, and
trained via back-propagation automatically. The
SAKM model could be an universal way to learn
sentence vectors effectively and integrated in other
larger neural network models. It could be a useful
tool in building neural architecture based represen-
tations for text sequences.

Model Complexity Parameters
AP-BiLSTM 4(md+ d2) + 4d2 1.08M
NTN 2dk + 2k + d2k 2.1M
CTRN 3kdm+ 2dh+ h 1.05M
Two-step 6md+ 10d2 + 12d2k 1.31M
SAKM (Our) 3(md+ d2) + 4d2 0.9M

Table 4: Complexity analysis on YahooCQA.m is em-
bedding size, k is the filter width, d is the output dimen-
sion and h is the size of full-connected layer.

Convergency: As the sentence representations
are tuned and improved across hops in one epoch,
it costs less epochs for our model to converge. In
our experiments, performance improve quickly in
first ten epochs.

Effectiveness: The QA pairs capture features
and information both from question text and
answer text, iteratively updating and improving
question and answer representations through hops.

At the test time, choosing the outputs of the
last hop from sentence representation layer as sen-
tence vectors can obtain better results on P@1 and
MRR, demonstrating the effectiveness of improve-
ment across hops. SAKM model outperforms SA
model by more than 3% on P@1 and 2% on MRR.
It proves that extracting keywords is significant
and necessary. Besides, even if we choose the first
hop of SA model, the gains are significant com-
pared to two-way attention model. It means that
our refinement procedure leads to better represen-
tations for all hops. Table 5 shows the details.

Representation P@1 MRR
SA hop 1 64.5% 78.2%
SA hop last 66.0% 79.2%
SA concat hops 65.7% 79.0%
SAKM hop 1 68.7% 81.0%
SAKM hop last 69.3% 81.4%
SAKM concat hops 69.2% 81.3%

Table 5: Experiment results on YahooCQA using vari-
ous representations. SAKM hop 1 denotes that SAKM
model tests with the sentence representations of the first
hop.
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(a) Visualization of SA at first hop (b) Visualization of SA at last hop (c) Visualization of SAKM at last hop

Figure 4: Attention Visualization.

Given a pair of QA as example. Q: How can
i get a list of glenville high school graduates in
clvevland ohio. A: Try google with the school
name locationor use classmatescom theres links
there for back dated yearbooks. Fig. 4 displays
the heatmap of the attention weights. We can ob-
serve that compared to the first hop of SA model,
the last hop puts more weights on phrase glenville
high school graduates in clvevland ohio. Further
more, the last hop of SAKM model focuses on
keywords how can, glenville high school gradu-
ates. It shows that the inquiry type words and topic
words achieve more attention. From this heatmap,
it indicates that our SAKM model is reasonable
and works well.

6 Conclusion

In this work, we propose a sequential attention
with keyword mask model for CQA. Our model
handles answer selection task similar to human
reading behavior. The questions and answers re-
view each other recurrently to improve the rep-
resentations. This proposed attention mechanism
focuses on some keywords and filters other mean-
ingless data. We evaluate our model on two tasks,
answering selection and multi-level answer rank-
ing. The experiment results demonstrate that our
model outperforms on CQA datasets and enhance
mutual information between QA pairs effectively.
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Abstract
This paper explores the problem of ranking
short social media posts with respect to user
queries using neural networks. Instead of start-
ing with a complex architecture, we proceed
from the bottom up and examine the effective-
ness of a simple, word-level Siamese architec-
ture augmented with attention-based mecha-
nisms for capturing semantic “soft” matches
between query and post tokens. Extensive
experiments on datasets from the TREC Mi-
croblog Tracks show that our simple models
not only achieve better effectiveness than ex-
isting approaches that are far more complex
or exploit a more diverse set of relevance sig-
nals, but are also much faster. Implemen-
tations of our samCNN (Simple Attention-
based Matching CNN) models are shared with
the community to support future work.1

1 Introduction

Despite a large body of work on neural rank-
ing models for “traditional” ad hoc retrieval over
web pages and newswire documents (Huang et al.,
2013; Shen et al., 2014; Guo et al., 2016; Xiong
et al., 2017; Mitra et al., 2017; Pang et al., 2017;
Dai et al., 2018; McDonald et al., 2018), there has
been surprisingly little work (Rao et al., 2017) on
applying neural networks to searching short social
media posts such as tweets on Twitter. Rao et al.
(2019) identified short document length, informal-
ity of language, and heterogeneous relevance sig-
nals as main challenges in relevance modeling,
and proposed the first neural model specifically
designed to handle these characteristics. Eval-
uation on a number of datasets from the TREC
Microblog Tracks demonstrates state-of-the-art ef-
fectiveness as well as the necessity of different
model components to capture a multitude of rel-
evance signals.

∗Work done at the University of Maryland, College Park.
1https://github.com/Impavidity/samCNN
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Figure 1: Our model architecture: a general sentence
encoder is applied on query and post embeddings to
generate gq and gp; an attention encoder is applied
on post embeddings to generate variable-length query-
aware features hi. These features are further aggre-
gated to yield v, which feeds into the final prediction.

In this paper, we also examine the problem of
modeling relevance for ranking short social me-
dia posts, but from a complementary perspective.
As Weissenborn et al. (2017) notes, most sys-
tems are built in a top-down process: authors pro-
pose a complex architecture and then validate de-
sign decisions with ablation experiments. How-
ever, such experiments often lack comparisons to
strong baselines, which raises the question as to
whether model complexity is empirically justified.
As an alternative, they advocate a bottom-up ap-
proach where architectural complexity is gradu-
ally increased. We adopt exactly such an ap-
proach, focused exclusively on word-level model-
ing. As shown in Figure 1, we examine variants of
a simple, generic architecture that has emerged as
“best practices” in the NLP community for tack-
ling modeling problems on two input sequences: a
Siamese CNN architecture for learning representa-
tions over both inputs (a query and a social media
post in our case), followed by fully-connected lay-
ers that produce a final relevance prediction (Sev-
eryn and Moschitti, 2015; He et al., 2016; Rao
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Figure 2: The Query-Aware Attention (QAtt) architecture on the left and the Position-Aware Attention (PAtt)
architecture on the right. In both, we construct F convolutional kernels for each query token (here, one kernel for
the query token ‘Evernote’ is visualized). In QAtt, the query token embedding is directly “injected” into the kernel
via element-wise product (blue dotted arrows). In PAtt, cosine similarity between the query token and tokens in
the post within the convolution window are used as attention weights in the kernel.

et al., 2016), which we refer to as a General Sen-
tence Encoder in Section 2.1. Further adopting
best practices, we incorporate query-aware convo-
lutions with an average aggregation layer in the
representation learning process.

Recently, a number of researchers (Conneau
et al., 2017; Mohammed et al., 2018) have started
to reexamine simple baselines and found them to
be highly competitive with the state of the art, es-
pecially with proper tuning. For example, the In-
ferSent approach (Conneau et al., 2017) uses a
simple BiLSTM with max pooling that achieves
quite impressive accuracy on several classifica-
tion benchmarks. Our contribution is along sim-
ilar lines, where we explore simple yet highly ef-
fective models for ranking social media posts, to
gain insights into query–post relevance matching
using standard neural architectures. Experiments
with TREC Microblog datasets show that our best
model not only achieves better effectiveness than
existing approaches that leverage more signals,
but also demonstrates 4× speedup in model train-
ing and inference compared to a recently-proposed
neural model.

2 Model

Our model comprises a representation learning
layer with convolutional encoders and another
simple aggregation layer. These architectural
components are described in detail below.

2.1 Representation Learning Layer

General Sentence Encoder: The general sen-
tence encoder uses a standard convolutional layer

with randomly initialized kernels to learn seman-
tic representations for text. More formally, given
query q and post p as sentence inputs, we first con-
vert them to embedding matrices Q and P through
an embedding lookup layer, where Q ∈ Rn×d and
P ∈ Rm×d, d is the dimension of embeddings,
and n and m are the number of tokens in q and
p, respectively. Then we apply a standard convo-
lution operation with kernel window size k over
the embedding matrix Q and P. The convolu-
tion operation is parameterized by a weight term
W ∈ RF×k×d and a bias term bw ∈ RF , where F
is the number of convolutional kernels. This gen-
erates semantic representation Oq ∈ Rn×F and
Op ∈ Rm×F , on which max pooling and an MLP
are applied to obtain query representation gq ∈ Rd

and post representation gp ∈ Rd.

The weakness of the kernels in the general
sentence encoder is that they do not incorporate
knowledge from the query when attempting to
capture feature patterns from the post. Inspired
by attention mechanisms (Bahdanau et al., 2014),
we propose two novel approaches to incorporate
query information when encoding the post repre-
sentation, which we introduce below.

Query-Aware Attention Encoder (QAtt): In
QAtt (Figure 2, left), for each query token, we
construct a token-specific convolutional kernel to
“inject” the query information. Unlike methods
that apply attention mechanisms after the sentence
representations are generated (Bahdanau et al.,
2014; Seo et al., 2016), our approach aims to
model the representation learning process jointly
with an attention mechanism.
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Formally, for each query token tq, the QAtt ker-
nel Wtq

QAtt is composed as follows:

W
tq
QAtt = U⊗Qtq (1)

where U ∈ RF×k×d represents trainable parame-
ters, Qtq is the embedding of token tq with size Rd

and W
tq
QAtt ∈ RF×k×d. The element-wise product

⊗ is applied between the token embedding Qtq

and the last dimension of kernel weights U. In
other words, we create F convolutional kernels
for each query token, where each kernel is “in-
jected” with the embedding of that query token via
element-wise product. Figure 2 (left) illustrates
one kernel for the query token ‘Evernote’, where
element-wise product is represented by blue dot-
ted arrows. When a QAtt token-specific kernel is
applied, a window slides across the post embed-
dings P and learns soft matches to each query to-
ken to generate query-aware representations.

On top of the QAtt kernels, we apply max-
pooling and an MLP to produce a set of post rep-
resentations {hi}, with each hi ∈ Rd standing for
the representation learned from query token tqi .
Position-Aware Attention Encoder (PAtt): In
the QAtt encoder, token-specific kernels learn soft
matches to the query. However, they still ignore
positional information when encoding the post se-
mantics, which has been shown to be effective
for sequence modeling (Gehring et al., 2017). To
overcome this limitation, we propose an alterna-
tive attention encoder that captures positional in-
formation through interactions between query em-
beddings and post embeddings.

Given a query token tq and the j-th position in
post p, we compute the interaction scores by tak-
ing the cosine similarity between the word embed-
dings of token tq and post tokens tpj:j+k−1

from
position j to j + k − 1:

Sj = [cos(tq, tpj ); ...; cos(tq, tpj+k−1
)] (2)

where Sj ∈ Rk×1 and k is the width of the convo-
lutional kernel we are learning. That is, for each
token in the post within the window, we compute
its cosine similarity with query token tq. We then
convert the similarity vector Sj into a matrix:

Ŝj = Sj · 1, Ŝj ∈ Rk×d (3)

where 1 ∈ R1×d with each element set to 1. Fi-
nally, the PAtt convolutional kernel for query to-
ken tq at the j-th position is constructed as:

W
tq ,j
PAtt = V ⊗ Ŝj (4)

where V ∈ RF×k×d represents the trainable pa-
rameters. The element-wise product ⊗ is applied
between the attention weights Ŝj and the last two
dimensions of kernel weights V.

Conceptually, this operation can be thought as
adding a soft attention weight (with values in the
range of [0, 1]) to each convolutional kernel, where
the weight is determined by the cosine similarity
between the token from the post and a particular
query token; since cosine similarity is a scalar, we
fill in the value in all d dimensions of the ker-
nel, where d is the size of the word embedding.
This is illustrated in Figure 2 (right), where we
show one kernel of width two for the query to-
ken ‘Evernote’. The brown (green) arrows capture
cosine similarity between the query token ‘Ever-
note’ and the first (second) token from the post in
the window. These values then serve as weights
in the kernels, shown as the hatched areas. Sim-
ilar to QAtt, the PAtt encoder with max-pooling
and an MLP generates a set of post representations
{hi}, with each hi standing for the representation
learned from query token tqi .

It is worth noting that both the QAtt and PAtt
encoders have no extra parameters over a gen-
eral sentence encoder. However, incorporating the
query-aware and position-aware information en-
ables more effective representation learning, as
our experiments show later. The QAtt and PAtt en-
coders can also be used as plug-in modules in any
standard convolutional architecture to learn query-
biased representations.

2.2 Aggregation Layer

After the representation layer, a set of vectors
{gq, gp, {hi}} is obtained. Because our model
yields different numbers of hi with queries of dif-
ferent lengths, further aggregation is needed to
output a global feature v. We directly average all
vectors v = 1

Nq

∑
hi as the aggregated feature,

where Nq is the length of the query.

2.3 Training

To obtain a final relevance score, the feature vec-
tors gq, gp, and v are concatenated and fed into
an MLP with ReLU activation for dimensionality
reduction to obtain o, followed by batch normal-
ization and fully-connected layer and softmax to
output the final prediction. The model is trained
end-to-end with a Stochastic Gradient Decent op-
timizer using negative log-likelihood loss.
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Year 2011 2012 2013 2014
# queries 49 60 60 55
# tweets 39,780 49,879 46,192 41,579
# relevant 1,940 4,298 3,405 6,812
%relevant 4.87 8.62 7.37 16.38

Table 1: Statistics of TREC MB 2011–2014 datasets.

Param Value Param Value
Embedding size 300 k 0.05
Hidden size 200 Final hidden size 100
Kernel number 250 Dropout ratio 0.5
Kernel size 2 Learning rate 0.03

Table 2: Hyperparameters for our models. GloVe (Pen-
nington et al., 2014) embeddings are used and fine-
tuned during training. Unknown words are initialized
from a uniform distribution [−k, k].

3 Experimental Setup

Datasets and Hyperparameters. Our models are
evaluated on four tweet test collections from the
TREC 2011–2014 Microblog (MB) Tracks (Ou-
nis et al., 2011; Soboroff et al., 2012; Lin and
Efron, 2013; Lin et al., 2014). Each dataset con-
tains around 50–60 queries; detailed statistics are
shown in Table 1. As with Rao et al. (2019), we
evaluated our models in a reranking task, where
the inputs are up to the top 1000 tweets retrieved
from “bag of words” ranking using query likeli-
hood (QL). We ran four-fold cross-validation split
by year (i.e., train on three years’ data, test on
one year’s data) and followed Rao et al. (2019)
for sampling validation sets. For metrics, we used
average precision (AP) and precision at rank 30
(P30). We conducted Fisher’s two-sided, paired
randomization tests (Smucker et al., 2007) to as-
sess statistical significance at p < 0.05. The best
model hyperparameters are shown in Table 2.

Baselines. On top of QL, RM3 (Abdul-Jaleel
et al., 2004) provides strong non-neural results us-
ing pseudo-relevance feedback. We also compared
against MP-HCNN (Rao et al., 2019), the first neu-
ral model that captures specific characteristics of
social media posts, which improves over many
previous neural models, e.g., K-NRM (Xiong
et al., 2017) and DUET (Mitra et al., 2017), by
a significant margin. To the best of our knowl-
edge, Rao et al. (2019) is the most effective neural
model to date. We compared against two variants
of MP-HCNN; MP-HCNN+QL includes a linear
interpolation with QL scores.

Figure 3: Per-query AP differences between PAtt and
QL on TREC 2013 (queries 111–170).

4 Results and Discussion

Table 3 shows the effectiveness of all variants
of our model, compared against previous results
copied from Rao et al. (2019). Model 1 illustrates
the effectiveness of the basic BiCNN model with
a kernel window size of two; combining different
window sizes (Kim, 2014) doesn’t yield any im-
provements. It appears that this model performs
worse than the QL baseline.

Comparing Model 2 to Model 1, we find
that query-aware kernels contribute significant im-
provements, achieving effectiveness comparable
to the QL baseline. With Model 3, which captures
positional information with the position-aware en-
coder, we obtain competitive effectiveness com-
pared to Model 8, the full MP-HCNN model that
includes interpolation with QL. Note that Model
8 leverages additional signals, including URL in-
formation, character-level encodings, and external
term features such as tf–idf. With Model 4, which
interpolates the position-aware encoder with QL,
we obtain state-of-the-art effectiveness.

Per-Query Analysis. In Figure 3, we show per-
query AP differences between the PAtt model and
the QL baseline on the TREC 2013 dataset. As
we can see, PAtt improves on most of the queries.
For the best-performing query 164 “lindsey vonn
sidelined”, we project the hidden states o into a
low-dimensional space using t-SNE (Maaten and
Hinton, 2008), shown in Figure 4. We observe
that with the basic BiCNN model (left), relevant
posts are scattered. With the addition of an at-
tention mechanism (either QAtt in the middle or
PAtt on the right), most of the relevant posts are
clustered together and separated from the non-
relevant posts. With PAtt, there appears to be
tighter clustering and better separation of the rele-
vant posts from the non-relevant posts, giving rise
to a better ranking. We confirmed similar behav-
ior in many queries, which illustrates the ability of
our position-aware attention encoder to learn bet-
ter query-biased representations compared to the
other two models.
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2011 2012 2013 2014
P30 AP P30 AP P30 AP P30 AP

Our Models
1 BiCNN 0.2129 0.1634 0.2028 0.1176 0.2367 0.1284 0.3788 0.2557
2 BiCNN+QAtt 0.39661 0.35861 0.39041 0.23761 0.48611 0.26961 0.63881 0.42261

3 BiCNN+PAtt 0.44691,2 0.41351,25 0.401715 0.24131,5 0.51671,25 0.28171,2 0.66421,2 0.43511,25

4 BiCNN+PAtt+QL 0.47351-3
5-7 0.43461-3

5,6 0.41641,2
5,6 0.25161-3

5 0.52561-3
5,6 0.29651-3

5 0.67521,2 0.45221-3
5,7

Existing Models
5 QL 0.40001 0.35761 0.33111 0.20911 0.44501 0.25321 0.61821 0.39241

6 RM3 0.42111 0.38241 0.34521 0.23421 0.47331 0.27661 0.63391 0.44801

7 MP-HCNN(+URL) 0.40751,2 0.38321,2 0.36891,5 0.23371,5 0.52221,25 0.28181,25 0.62971 0.43041

8 MP-HCNN(+URL)+QL 0.42931,25 0.40431,25,6 0.37911,56 0.24601,5 0.52941-3
5,6 0.28961,25 0.63941 0.44201,5

Table 3: Results of various models on the TREC Microblog Tracks datasets. Models 5–8 are copied from Rao
et al. (2019); note that MP-HCNN exploits URL information (+URL). Models with +QL include interpolation
with the QL baseline. BiCNN denotes our general sentence encoder architecture, with either query-aware attention
(QAtt) or position-aware attention (PAtt). Superscripts and subscripts indicate the row indexes for which a metric
difference is statistically significant at p < 0.05.

Figure 4: t-SNE visualizations of hidden states for the best-performing query 164 “lindsey vonn sidelined” from
the BiCNN (left), QAtt (middle), and PAtt (right). Black circle (grey cross) represents relevant (non-relevant) post.

Match Count
Oscars 28
snub 20
Affleck 25
Oscars snub 18
snub Affleck 15
Oscars Affleck 23
Oscars snub Affleck 13

Table 4: Matching patterns for the worst-performing
query 127 “Oscars snub Affleck”.

For the worst-performing query 125 “Oscars
snub Affleck”, the PAtt model lost 0.47 in AP
and 0.11 in P30. To diagnose what went wrong,
we sampled the top 30 posts ranked by the PAtt
model and counted the number of posts that con-
tain different combinations of the query terms in
Table 4. The PAtt model indeed captures matching
patterns, mostly on Oscars and Affleck. However,
from the relevance judgments we see that snub is
the dominant term in most relevant posts, while
Oscars is often expressed implicitly. For example,
QL assigns more weight to the term snub in the
relevant post “argo wins retributions for the snub

of ben affleck” because of the term’s rarity; in con-
trast, the position-aware encoder places emphasis
on the wrong query terms.

Model Performance. Finally, in terms of training
and inference speed, we compared the PAtt model
with MP-HCNN on a machine with a GeForce
GTX 1080 GPU (batch size: 300). In addition to
being more effective (as the above results show),
PAtt is also approximately 4× faster.

5 Conclusions

In this paper, we proposed two novel attention-
based convolutional encoders to incorporate
query-aware and position-aware information with
minimal additional model complexity. Results
show that our model is simpler, faster, and more
effective than previous neural models for search-
ing social media posts.
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and Grégoire Mesnil. 2014. Learning semantic rep-
resentations using convolutional neural networks for
web search. In WWW, pages 373–374.

Mark D. Smucker, James Allan, and Ben Carterette.
2007. A comparison of statistical significance tests
for information retrieval evaluation. In CIKM, pages
623–632.

Ian Soboroff, Iadh Ounis, Craig Macdonald, and
Jimmy Lin. 2012. Overview of the TREC-2012 Mi-
croblog Track. In TREC.

Dirk Weissenborn, Georg Wiese, and Laura Seiffe.
2017. Making neural QA as simple as possible but
not simpler. In CoNLL, pages 271–280.

Chenyan Xiong, Zhuyun Dai, Jamie Callan, Zhiyuan
Liu, and Russell Power. 2017. End-to-end neural
ad-hoc ranking with kernel pooling. In SIGIR, pages
55–64.

2217



Proceedings of NAACL-HLT 2019, pages 2218–2222
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

AttentiveChecker: A Bi-Directional Attention Flow Mechanism for Fact
Verification

T.Y.S.S.Santosh, Vishal G, Avirup Saha, Niloy Ganguly
Department of Computer Science and Engineering,

Indian Institute of Technology Kharagpur,
India

{santoshtyss, arsrivish2, saha.avirup}@gmail.com ,
niloy@cse.iitkgp.ac.in

Abstract
The recently released FEVER dataset pro-
vided benchmark results on a fact-checking
task in which given a factual claim, the sys-
tem must extract textual evidence (sets of sen-
tences from Wikipedia pages) that support or
refute the claim. In this paper, we present
a completely task-agnostic pipelined system,
AttentiveChecker, consisting of three homoge-
neous Bi-Directional Attention Flow (BIDAF)
networks, which are multi-layer hierarchical
networks that represent the context at different
levels of granularity. We are the first to ap-
ply to this task a bi-directional attention flow
mechanism to obtain a query-aware context
representation without early summarization.
AttentiveChecker can be used to perform doc-
ument retrieval, sentence selection, and claim
verification. Experiments on the FEVER
dataset indicate that AttentiveChecker is able
to achieve the state-of-the-art results on the
FEVER test set.

1 Introduction

The rising influence of fake news poses a clear
threat to ethical journalism and the future of
democracy. In order to tackle the sheer volume
of fake news produced, robust automatic tech-
niques to counter it need to be developed. To that
end, in order to facilitate researchers to develop
algorithms, a number of fact checking datasets
have been released in the recent past (Vlachos and
Riedel, 2014), (Wang, 2017), (Ferreira and Vla-
chos, 2016), (Pérez-Rosas et al., 2017), the 2017
Fake News Challenge (Pomerleau and Rao, 2017)
dataset, the dataset released against Triple Scor-
ing Task at the WSDM Cup 2017 (Heindorf et al.,
2017) etc.

However, none of these datasets provide manual
annotation for sentence or phrase-level evidence.
In this work, we experiment on the Fact Extrac-
tion and VERification (FEVER) dataset (Thorne

et al., 2018a), which is one of the first which
provides sentence-level annotations. (An Arabic
corpus (Baly et al., 2018) has been recently re-
leased.) A shared task corresponding to the dataset
was floated that required verification of an input
claim with potential evidence in a large database
of about 5 million Wikipedia documents, and also
provided a standardized benchmark setting which
enabled easy and fair comparison. Table 1 lists the
dataset splits and sizes.

Split Supports Refutes
NotEnough
Info

train 80,035 29,775 35,639
dev 3,333 3,333 3,333
test 3,333 3,333 3,333
reserved 6,666 6,666 6,666

Table 1: Statistics of claims in FEVER

Several attempts have been made to tackle the
task defined by FEVER, the most notable ones
being (Nie et al., 2018; Yoneda et al., 2018;
Hanselowski et al., 2018) which secured the 1st,
2nd and 3rd place on this shared task respectively
(Thorne et al., 2018b). Diverse methods were ap-
plied, mostly using task-specific features which al-
lowed them to beat the baseline given by (Thorne
et al., 2018a). In this paper, we propose a com-
pletely task-agnostic system, AttentiveChecker to
tackle the FEVER task.

AttentiveChecker is a pipelined system con-
sisting of three identical Bi-Directional Attention
Flow (BIDAF) networks, which are multi-layer
hierarchical networks that represent the context
at different levels of granularity. We use a bi-
directional attention flow mechanism where we al-
low the context vector at each step to flow to the
next layers in the BIDAF model. This helps to ob-
tain a query-aware context representation without
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early summarization. This is different from previ-
ously used attention layers employed in (Sordoni
et al., 2016), (Shen et al., 2017) where the query
and context are summarized into a single fea-
ture vector. AttentiveChecker achieves a FEVER
Score of 66.72 on the test set, which beats the 1st
ranked system (Nie et al., 2018) by more than 2
points.

2 Task Definition

The task can be described as verifying a claim us-
ing evidence from Wikipedia. The system must
label the claim as SUPPORTED or REFUTED
based on the evidence from Wikipedia or NotE-
noughInfo if there is not sufficient evidence to ei-
ther support or refute it. The system must also
extract textual evidence (a set of sentences from
Wikipedia pages) that support or refute the claim.
A prediction is said to be correct only if both
(a). the label is correct and (b). the predicted
evidence set (containing at most five sentences)
covers the annotated evidence set. The accuracy
in percentage of such predictions is called the
FEVER score. The overall task can be compart-
mentalized into three distinct subtasks: (i). identi-
fying relevant documents from Wikipedia (Docu-
ment Retrieval), (ii). selecting sentences forming
the evidence from the documents (Sentence Selec-
tion) and (iii). classifying the claim w.r.t. collected
evidence (Claim Verification).

2.1 Document Retrieval

For this sub-task, we provide the first sentence of
the document and the claim as the two input se-
quences to the BIDAF model which outputs the
probability of selecting the current document as
evidence. As the number of documents is huge,
we first reduce the search space by performing
keyword match with titles of Wikipedia pages i.e.
the document is selected if there is an exact match
between the title and a span of text in the input
claim. We use our BIDAF model to rank the cho-
sen documents in order of relevance. The top-k
documents based on their score are shortlisted for
the next level.

2.2 Sentence Selection

For this sub-task, we provide (i). each sentence
of the documents in the evidence set and (ii). the
claim as the two input sequences to the BIDAF
model which outputs the probability of select-

ing the current sentence as an evidential sentence.
Since the search space is already reduced by Doc-
ument Retrieval, we can directly traverse all the
sentences and compare them with the claim using
the BIDAF model. We rank all the sentences in
every document from the evidence set and choose
the top-k sentences.

2.3 Claim Verification

For this sub-task, we provide (i) the claim, and
(ii) all evidential sentences together with the cor-
responding document names (to address corefer-
ence issues) as the two input sequences to our
BIDAF model. The BIDAF model outputs the
scores for three labels, namely SUPPORTED, RE-
FUTED and NotEnoughInfo. Then the claim is la-
belled as the one with the highest score. Note that
in order to have fair comparison across methods,
the FEVER challenge limits the sentences in the
evidence to a maximum of five. Also in the test
set of FEVER data, the number of sentences pro-
viding evidence is at most five.

3 The BIDAF Model

In this section, we will describe the architecture of
the Bi-Directional Attention Flow (BIDAF) model
which constitutes the basic building block of At-
tentiveChecker. In each stage of the pipeline, the
BIDAF model takes two input sequences and out-
puts labels based on the particular sub-task being
performed. Let X and Y denote two input word
sequences of length m and n respectively. The
BIDAF model consists of four layers: (i). the em-
bedding layer takes raw text sequences X and Y
as input and encodes them into suitable vector se-
quences Â and B̂, (ii). the attention layer takes
Â and B̂ as input, computes the attention scores
of each sequence w.r.t. the other, and outputs two
attended sequences C and D, (iii). the modeling
layer takes C and D as input and outputs two fixed
size vectors Ĉ and D̂ which capture the semantic
similarity between the two sequences, and (iv). the
output layer takes Ĉ and D̂ as input and provides
the scores for the output labels. The layers are de-
scribed below in detail.
Embedding Layer: In the embedding layer the
input sequences are encoded at three levels of
granularity viz. character, word and context. We
obtain the character-level embedding of each word
using Convolutional Neural Networks (CNN) as
described in (Kim, 2014). For word level en-

2219



coding, we use pre-trained word vectors, to ob-
tain the word embedding of each word in the
input sequences. Corresponding to each word,
we output a vector concatenating the word level
and character level encoding. Let X′ denote the
sequence of concatenated vectors for the input
word sequence X. We use a Bi-directional Long
Short-Term Memory Network (BiLSTM) on X′,
to model the temporal interactions between words
within each sequence and thus obtain the contex-
tual embedding :

Â = BiLSTM(X′) ∈ Rd0×m

where Â denotes the sequence of all output vec-
tors of the BiLSTM. Similarly we get a sequence
B̂ ∈ Rd0×n for the sequence Y. Note that the
character-level embeddings obviate the need for
task-specific embeddings or features (e.g. those
used by (Nie et al., 2018) for claim verification),
as character-level embeddings can encode a far
more generalized set like numeric sequences,
misspellings, emoticons or other languages.
Attention Layer: Intuitively, the attention layer
give higher importance or weight to those parts of
a sequence which overlap with parts of the other
sequence. We compute attention for the two se-
quences Â and B̂ with respect to each other. Here
we compute attention in both directions: from
first sequence to second sequence and vice versa.
To achieve this we make use of a similarity matrix
S ∈ Rm×n where Sij indicates the similarity (or
attention score) between the ith word in the first
sequence and the jth word in the second sequence
and is computed by applying a linear mapping
after a single layer perceptron stage on the ith

column vector of the first sequence and the jth

column vector of the second sequence (Hermann
et al., 2015).

Sij = W1
ᵀ. tanh(W2.[Âi : B̂j ] + b) ∈ R

where W1, W2 indicate trainable weight matri-
ces, b indicates trainable bias matrix, Âi, B̂j indi-
cate ith column vector of Â and jth column vector
of B̂ respectively. : indicates vector concatena-
tion. The context vector for the ith word of the
sequence Â w.r.t. the sequence B̂ is given by

Ãi =
∑

j

αijB̂j ∈ Rd0

where αij = softmaxj(Sij) =
exp(Sij)∑n
j=1 exp(Sij)

.

Finally we obtain the attention vector sequence
for the sequence X as C ∈ Rd1×m by adding
ReLU after applying single layer perceptron to the
vector obtained by concatenating the ith column
vector of contextual embedding (Â) and ith col-
umn vector of context vectors (Ã):

Ci = max(0,W.[Âi : Ãi] + b) ∈ Rd1

where Ci, W, b indicate ith column vector of
C corresponding to the ith word of X, trainable
weight matrix, trainable bias matrix, respectively;
: indicates concatenation of vectors. Each column
vector of C can be considered as the Y-aware rep-
resentation of each word in the sequence X. The
above computation is repeated to obtain the con-
text vector B̃ and subsequently the attention vec-
tor sequence D ∈ Rd1×n for Y.
Modeling Layer: We apply bi-directional LSTM
to the obtained sequence C for X to obtain a new
sequence C̃

C̃ = BiLSTM(C) ∈ Rd2×m

and then take the concatenation of the fi-
nal forward and backward outputs of the BiL-
STM to obtain a fixed size vector representation

Ĉ =
←−̃
C1 :

−→̃
Cm ∈ R2d2 which captures the se-

mantic interaction between the two sequences be-
cause of the attention applied in the previous layer.
This is different from the embedding layer, which
captures the interaction among words of one se-
quence independent of the other sequence. Simi-
larly we get a sequence D̃ ∈ Rd2×n and a vector

D̂ =
←−̃
D1 :

−→̃
Dn ∈ R2d2 for Y.

Output Layer: To quantify the semantic similar-
ity between the two sequences, we apply the in-
verse exponential of the Manhattan distance (M)
as suggested in (Mueller and Thyagarajan, 2016)
to the representations obtained from the modeling
layer.

O =M(Ĉ, D̂) = exp(−||Ĉ − D̂||1)

Then O is fed to a single layer perceptron, to ob-
tain the required sub-task specific output. For doc-
ument retrieval and sentence selection, we have
one output neuron in the single layer perceptron
which indicates the probability of selecting the
current document or sentence as evidence, while
for claim verification, we have three output neu-
rons indicating the scores for three labels, namely
SUPPORTED, REFUTED and NotEnoughInfo.
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We note that although the output layer must nec-
essarily be sub-task specific (since the objective of
each subtask is different), however the difference
in architecture is only in the number of output neu-
rons.

4 Results

In this section we first present the results for the
full system and then the ablation results for each
stage of the pipeline.
Full Pipelined system: We evaluated our com-
plete system with all components on the test set by
setting k=5 for both document retrieval and sen-
tence selection. We found that the accuracy val-
ues obtained by AttentiveChecker (a). with the re-
quirement to provide correct sentences as evidence
(FEVER Score) and (b). without the requirement
to provide correct sentences as evidence (Label
Accuracy) for the SUPPORTED/REFUTED la-
bels are 66.72 and 69.98 respectively. Table 4
compares performance of AttentiveChecker with
two baselines (i). the FEVER baseline given by
(Thorne et al., 2018a) and (ii). NSMN (Nie et al.,
2018). We observe that AttentiveChecker per-
forms better than the baselines on the overall task.

Task Metric
FEVER
Base-
line

NSMN
Our
Sys-
tem

Full Sys-
tem

Label
Acc.

50.91 68.16 69.98

Full Sys-
tem

FEVER
Score

31.87 64.23 66.72

Table 2: Performance of AttentiveChecker on the test
set vis-a-vis the baseline systems for k=5.

NSMN (Nie et al., 2018) is a homogeneous
BiLSTM-based pipeline but still uses task-specific
features as input for claim verification. The
key difference in AttentiveChecker compared to
NSMN is the attention layer which we claim to
be a better way of matching corresponding parts
of the two sequences than the sequence alignment
which is done in the analogous ‘alignment layer’
of NSMN. This attention layer is the major reason
behind our improvement over NSMN and justifies
the name of our system.

We now present the ablation results for the indi-
vidual pipeline stages.
Document Retrieval & Sentence Selection: Ta-
ble 4 shows the performance of our document

retrieval and sentence selection systems on the
dev set for different values of k (no. of docu-
ments/sentences retrieved). We report the Oracle
Accuracy which is the upper bound of the FEVER
score assuming perfect downstream stages.

k
Oracle Acc. (Docu-
ment Retrieval)

Oracle Acc.
(Sentence
Selection)

3 93.30 82.37
5 94.05 88.23
7 94.15 88.24

Table 3: Performance of the retrieval systems on the
dev set for top-k retrieval using k = 3, k = 5, and k =7

Claim Verification: To understand how well At-
tentiveChecker performs in this sub-task, we per-
formed an oracle evaluation on the dev set by pro-
viding a gold standard evidence set and achieved
an accuracy of 90.63 (this has to be done with
k = 5 as per requirement of the shared task).
The ablation results are summarized in Table 4
for k=5 and compared with the baselines. We
observe that AttentiveChecker performs better in
most sub-tasks (except sentence selection where it
falls marginally short) compared to the baselines.

Task Metric
FEVER
Base-
line

NSMN
Our
Sys-
tem

Doc. Re-
trieval

Oracle
Acc.

70.20 92.42 94.05

Sent. Se-
lection

Oracle
Acc.

62.81 91.19∗ 88.23

Claim
Verif.

Oracle
Acc.

88.00 N/A 90.63

Table 4: Ablation results of pipeline stages on the dev
set vis-a-vis the baseline systems for k=5.
∗With Annealed Sampling. Score without it is 86.65.

5 Conclusion

We developed a homogeneous BIDAF model for
all three FEVER subtasks achieving the state-of-
the-art on the overall task. Our system is com-
pletely task-agnostic and can therefore be trans-
ferred to other similar tasks (e.g. exaggeration de-
tection) if need be. For the first time in this task,
we have used a query-aware bi-directional atten-
tion model that avoids early summarization. Al-
though the improvement in the FEVER Score ap-
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pears modest (2 points), it is still significant con-
sidering the hardness of the problem.
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Abstract

Scholars in inter-disciplinary fields like the
Digital Humanities are increasingly interested
in semantic annotation of specialized corpora.
Yet, under-resourced languages, imperfect or
noisily structured data, and user-specific clas-
sification tasks make it difficult to meet their
needs using off-the-shelf models. Manual an-
notation of large corpora from scratch, mean-
while, can be prohibitively expensive. Thus,
we propose an active learning solution for
named entity recognition, attempting to maxi-
mize a custom model’s improvement per addi-
tional unit of manual annotation. Our system
robustly handles any domain or user-defined
label set and requires no external resources,
enabling quality named entity recognition for
Humanities corpora where such resources are
not available. Evaluating on typologically dis-
parate languages and datasets, we reduce re-
quired annotation by 20-60% and greatly out-
perform a competitive active learning baseline.

1 Introduction

Reaping the benefits of recent advances in Named
Entity Recognition (NER) is challenging when
dealing with under-resourced languages, niche do-
mains, imperfect or noisily structured data, or
user-specific classification tasks. Scholars in inter-
disciplinary fields like the Digital Humanities
(DH) are increasingly interested in semantic an-
notation of specialized corpora that invoke many
of these challenges. Thus, such corpora cannot
easily be annotated automatically with blackbox,
off-the-shelf NER models. Manual annotation of
large corpora from scratch, meanwhile, can be
prohibitively costly. Successful DH initiatives like
the Pelagios Commons (Simon et al., 2016), which
collects geospatial data from historical sources,
often require extensive funding, relying on con-
siderable manual annotation (Simon et al., 2017).

To this end, we introduce the Humanities Entity
Recognizer (HER),1 a whitebox toolkit for build-
your-own NER models, freely available for public
use. HER robustly handles any domain and user-
defined label set, guiding users through an active
learning process whereby sentences are chosen for
manual annotation that are maximally informative
to the model. Informativeness is determined based
on novel interpretations of the uncertainty, repre-
sentativeness, and diversity criteria proposed by
Shen et al. (2004). In contrast to literature em-
phasizing the disproportionate or exclusive impor-
tance of uncertainty (Shen et al., 2017; Zhu et al.,
2008; Olsson, 2009), we observe significant im-
provements by integrating all three criteria.

In addition to a robust active learning based
NER toolkit, we also contribute a novel evalua-
tion framework. This inclusive framework con-
siders the accuracy with which an entire corpus is
annotated, regardless of which instances are an-
notated manually versus automatically, such that
no instance is held out when the active learn-
ing algorithm considers candidates for annotation.
The standard, exclusive evaluation framework, by
contrast, only measures the accuracy of the final
trained model’s predictions on a held out test set.
Thus, the inclusive framework is relevant to the
user who wants to annotate a finite corpus as fast
and as accurately as possible by any means neces-
sary, whereas the exclusive framework is relevant
to the user who wants to build an NER tool that
can generalize well to other corpora.

We conduct extensive experiments comparing
several combinations of active learning algorithms
and NER model architectures in both frame-
works across many typologically diverse lan-
guages and domains. The systematic differences
between inclusive and exclusive results demon-
strate that while deep NER model architectures

1github.com/alexerdmann/HER.

2223



(Lample et al., 2016) are highly preferable for
tagging held out sentences, shallow models (Laf-
ferty et al., 2001) perform better on sentences
that could have been chosen for manual annota-
tion but were not selected by the active learning
algorithm. We argue for the importance of con-
sidering both frameworks when evaluating an ac-
tive learning approach, as the intended application
determines which framework is more relevant and
thus, which model should be employed. Control-
ling for the NER model, HER’s active learning sen-
tence ranking component achieves significant im-
provement over a competitive baseline (Shen et al.,
2017). Because HER does not reference the infer-
ence model during sentence ranking, this provides
counter evidence to Lowell et al. (2018)’s hypoth-
esis that non-native active learning is suboptimal.

2 Related Work

The best known NER systems among humanists
are Stanford NER (Finkel et al., 2005), with pre-
trained models in several languages and an in-
terface for building new models, and among re-
searchers interested in NER for spatial research,
the Edinburgh Geoparser (Grover et al., 2010),
with fine grained NER for English. Erdmann
et al. (2016) and Sprugnoli (2018), among oth-
ers, have shown that such off-the-shelf models can
be substantially improved on DH-relevant data.
Work such as Smith and Crane (2001) and Simon
et al. (2016) represent a large community mining
such data for geospatial entities. Additional DH
work on NER concerns the impact of input data
structure and noisy optical character recognition
(Van Hooland et al., 2013; Kettunen et al., 2017).

Low Resource NER Language agnostic NER
is highly desirable, yet limited by the data avail-
able in the least resourced languages. Curran and
Clark (2003) demonstrate that careful feature en-
gineering can be typologically robust, though data
hungry neural architectures have achieved state-
of-the-art performance without feature engineer-
ing (Lample et al., 2016). To enable neural ar-
chitectures in low resource environments, many
approaches leverage external resources (Al-Rfou
et al., 2015). Cotterell and Duh (2017), for in-
stance, harvest silver annotations from structured
Wikipedia data and build models for typologically
diverse languages, though their approach is lim-
ited to specific domains and label sets. Lin and
Lu (2018) adapt well-resourced NER systems to

low resource target domains, given minimal anno-
tation and word embeddings in domain. Several
translation-based approaches leverage better re-
sourced languages by inducing lexical information
from multi-lingual resources (Bharadwaj et al.,
2016; Nguyen and Chiang, 2017; Xie et al., 2018).
In a slightly different vein, Shang et al. (2018) use
dictionaries as distant supervision to resolve entity
ambiguity. Unfortunately, external resources are
not always publicly available. It is in fact impossi-
ble to replicate many of the above studies without
a government contract and extensive knowledge of
linguistic resources, limiting their applicability to
many DH scenarios. Mayhew et al. (2017) suggest
manually building bilingual dictionaries when no
other translation resources are available to facili-
tate their method, though active learning provides
a more direct means of improving NER quality.

Active Learning Active learning seeks to max-
imize the performance of a model while mini-
mizing the manual annotation required to train it.
Shen et al. (2004) define three broad criteria for
determining which data will be most informative
to the model if annotated: uncertainty, where in-
stances which confuse the model are given prior-
ity; diversity, where instances that would expand
the model’s coverage are prioritized; and repre-
sentativeness, prioritizing instances that best ap-
proximate the true distribution over all instances.
Uncertainty-based approaches outperform other
single-criterion approaches, though many works,
primarily in Computer Vision, demonstrate that
considering diversity reduces repetitive training
examples and representativeness reduces outlier
sampling (Roy and McCallum, 2001; Zhu et al.,
2003; Settles and Craven, 2008; Zhu et al., 2008;
Olsson, 2009; Gu et al., 2014; He et al., 2014;
Yang et al., 2015; Wang et al., 2018b).

For active learning in NER, Shen et al. (2017)
propose the uncertainty-based metric maximized
normalized log-probability (MNLP). It priori-
tizes sentences based on the length normalized
log probability of the model’s predicted label se-
quence. To make neural active learning tractable,
they shift workload to lighter convolutional neu-
ral networks (CNN) and update weights after each
manual annotation batch instead of retraining from
scratch. They demonstrate state-of-the-art perfor-
mance with MNLP, though Lowell et al. (2018)
show its improvement above random sampling to
be less dramatic, as do our experiments. Low-
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Figure 1: High level HER system architecture. Unla-
beled sentences in U are manually labeled and moved
to L, enabling iterative updates of gazetteers, the NER
model, and the informativity ranking of sentences in U .

ell et al. (2018) compare calculating MNLP from
the native inference model and from a non-native
model with a separate architecture. They con-
clude that non-native models are ill-suited to ac-
tive learning, which our findings using more ro-
bust informativeness criteria contradict.

3 The Humanities Entity Recognizer

As illustrated in Figure 1, HER consists of three
components: (1) a human User who provides an
unlabeled corpus U at state 0 and annotates se-
lected sentences in state 1, thus moving them from
U to the labeled corpus L, (2) an active learn-
ing engine, Ranker, that ranks sentences from U
in state 2 for User to annotate based on how in-
formative they might be to (3), the NER model,
Tagger, to be trained on L in state 3.2

All states are linked by an interface that “white-
boxes” the process. It advises User on quali-
tative observations which might improve perfor-
mance by manually interacting withRanker, e.g.,
removing problematic gazetteer entries, or with
Tagger, e.g., forcing it to sample some known
minority labels. The contributions of the interface
will not be reflected in our human-out-of-the-loop
experiments on standard datasets, as these evalu-
ate only the contributions ofRanker and Tagger.
Thus, reported performances should be considered
a lower bound that can often be improved with
minimal human intervention.

2In our experiments, we assume no previous annotation or
pre-existing gazetteers at state 0, though, in practice, HER ro-
bustly leverages non-empty L0 and/or Gaz0 when available.

3.1 Ranking Sentences by Informativeness
At state 1 with i=0, User is prompted to an-
notate randomly ordered sentences until 50-100
named entities are labeled. We use a 200-sentence
seed for all experiments except that of Section
4.1, where an entity-sparse corpus requires a 300-
sentence seed. Such a small seed, often anno-
tated in less than 30 minutes, is sufficient to sup-
port Ranker’s Pre-Tag DeLex (PTDL) algorithm
in state 2. PTDL uses only shallow, fast Con-
ditional Random Fields (CRF) to avoid delaying
manual annotation. As demonstrated on a sam-
ple corpus in Figure 2, PTDL involves four sub-
tasks: pre-tagging, delexicalized tagging, vocabu-
lary weighting and sentence ranking.

Pre-tagging We naively and greedily pre-tag
U with binary entity–non-entity labels based on
gazetteer matches. Hence, every n-gram in U
matching a named entity from a gazetteer gets pre-
tagged as such unless it overlaps with a longer
named entity. State 2 cannot occur until the seed
has been annotated, soGaz will never be empty, as
entities are automatically extracted into gazetteers
after each annotation batch in state 1.

Delexicalized Tagging Upre−tagged is divided
into UNE , containing sentences with at least one
pre-tagged named entity, and its complement,
UnoNE . We train a trusted NER model (t) on L
and two biased models (b1 and b2) on L plus ran-
dom mutually exclusive halves of UNE . b1 and b2
are biased in that they use non-gold data (UNE)
exhibiting an exaggerated density of named en-
tities. Models are trained using only delexical-
ized features, which, unlike character n-grams
for example, do not directly reference the focal
word or its form. Many delexicalized features
are context-based, like preceding and following
words. Trained thus, models are less hampered by
the class imbalance problem (Japkowicz, 2000),
more likely to predict more named entities, and
more capable of determining which Out Of Vocab-
ulary (OOV) lexical items (in U but not L) make
good named entity candidates.

Vocabulary Weighting After tagging U with
delexicalized models, t, b1, and b2, OOVs are
scored by weighted frequency. Weights are sums
determined by which models tagged the OOV in
an entity at least once. t contributes 1 to the sum
and each biased model, 1

2 . OOVs not tagged by
any model recieve a negligible positive weight, ε.
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Figure 2: Step-by-step example outputs from ranking unlabeled sentences in a sample corpus with PTDL.

This motivates PTDL to target frequent OOVs after
exhausting OOVs more likely to be named entities.

Sentence Ranking As shown in Figure 2, sen-
tences in U are ranked by the sum of scores of
unique OOVs therein, normalized by the word
length of the sentence. OOVs occurring in higher
ranked sentences do not count toward this sum.

While typical active learning strategies for NER
rely on the inference model’s output probabili-
ties, these are noisy, especially given scarce an-
notation. Data-scarce models lexically memorize
training instances, yielding high precision at the
expense of recall. They struggle to model non-
lexical features more subtly correlated with en-
tity status but also more likely to occur on OOVs.
Hence, data-scarce models know what they know
but are somewhat equally perplexed by everything
else (Li et al., 2008). For this reason, uncertainty-
based active learners can suffer from problemati-
cally weak discriminative power in addition to re-
dundant and outlier-prone sampling.

By forcing reliance on delexicalized features
and biasing models toward recall, our three-
criteria approach identifies frequent (representa-
tiveness) OOV words (diversity) that are plausible
candidate members of named entities. These make
for better indicators of where the model may fail
(uncertainty) because named entities are minority
labels in NER and minority labels are challenging.

3.2 Sentence Tagging Architectures

User can stop iteratively annotating and re-
ranking U at any time to train a Tagger on L
to perform the full NER task on U (state 3).
L is combined with Tagger’s predictions on U
(Pred) to form PredL, from which an imperfect
gazetteer is extracted (PredGaz). User must in-
spect these to determine if additional annotation is
required. We explore three Tagger architectures:

CRF For tagging with Okazaki (2007)’s feature-
based CRF, Tagger first trains preliminary mod-
els on L, cross-validating on folds of the random
seed. Each model leverages a unique permuta-
tion drawn from a universal set of features. The
best performing feature set is used to train the fi-
nal model. Training and inference are fast, even
with preliminary cross-validation. In the exclu-
sive evaluation, CRF is the best tagger until about
40K tokens of training data are acquired. In the
inclusive evaluation, CRF’s tendency to overfit is
rewarded, as it outperforms both deep models re-
gardless of corpus size.

CNN-BiLSTM The near state-of-the-art archi-
tecture proposed by Shen et al. (2017) aims to re-
duce training with minimal harm to accuracy. It
leverages CNNs—as opposed to slower recurrent
networks—for character and word encoding, and
a bidirectional long short-term memory network
(BiLSTM) for tags. CNN-BiLSTM outperforms

2226



all other models in the exclusive evaluation for a
stretch of the learning curve between about 40K
tokens acquired and 125K. While faster than the
other deep model considered here, training time is
slower than the CRF and computationally costly.

BiLSTM-CRF The state-of-the-art BiLSTM-
CRF architecture of (Lample et al., 2016) projects
a sequence of word embeddings to a character
level BiLSTM which in turn projects into a CRF
at the tag level, with an additional hidden layer be-
tween the BiLSTM and CRF. In our experiments,
BiLSTM-CRF surpasses CNN-BiLSTM perfor-
mance once about 125K tokens are acquired.

3.3 HER in the Digital Humanities

HER was developed to benefit diverse DH projects.
It is currently facilitating three such ventures.

The Herodotos Project (u.osu.edu/
herodotos) aims at cataloguing ancient
ethnogroups and their interactions (Boeten,
2015; de Naegel, 2015). HER is used to iden-
tify such groups in Classical Greek and Latin
texts. Manually annotated data as well as a
trained NER tagger are freely available from
github.com/alexerdmann/Herodotos-
Project-Latin-NER-Tagger-
Annotation.

Artl@s artlas.huma-num.fr is a global
database of art historical catalogs from the 19th
and 20th centuries for the scholarly study of the
diffusion and globalization of art. HER serves as
a method for mining semi-structured texts char-
acterized by noisy OCR and recurrent patterns of
granular named entities.

Visualizing Medieval Places Wrisley (2017)
concerns the study of recurrent places found
within a mixed-genre corpus of digitized medieval
French texts. NER has heretofore been chal-
lenged by sparsity from the unstandardized or-
thography. The related Open Medieval French
project (github.com/OpenMedFr) benefits
from HER’s robust handling of sparsity, using the
system to create open data regarding people and
places referenced in medieval French texts.

4 Experiments

We now describe several experiments evaluating
HER’s performance on diverse corpora. When a
standard test set is available, we perform inclusive

evaluation on the combined train and dev sets and
evaluate exclusively on test. Otherwise, we only
evaluate inclusively. In both settings, we compare
multiple combinations of ranking systems and tag-
gers over a learning curve, reporting F1 exact
match accuracy of identified entities. In all fig-
ures, line dashing (contiguous, dashed, or dotted)
denotes inference model (CRF, BiLSTM-CRF, or
CNN-BiLSTM), whereas line accents (stars, cir-
cles, triangles, or squares) denotes active learning
method. Besides PTDL, we also consider a random
active learning method (RAND), MNLP, and Erd-
mann et al. (2016)’s CAP algorithm. Like PTDL,
CAP ranks sentences based on frequency weighted
OOVs, but calculates weights based on capitaliza-
tion patterns, prioritizing capitalized OOVs occur-
ring in non-sentence initial position.

Quantity of training data is reported as percent-
age of the entire corpus for inclusive evaluations,
and as tokens actively annotated (i.e., not counting
the random seed sentences) for exclusive evalua-
tions. For consistency, following seed annotation,
we always fetch additional annotation batches at
the following intervals, in tokens: 1K, 4K, 5K,
10K, 20K until we reach 100K total tokens, 50K
until 300K total, 100K until 500K total, and 250K
from there. For all experiments leveraging neural
taggers, we use freely available pretrained embed-
dings (Grave et al., 2018), except for Latin, where
we train fasttext (Bojanowski et al., 2017) em-
beddings on the Perseus (Smith et al., 2000) and
Latin Library collections with default parameters
(using pretrained embeddings yield small perfor-
mance boosts that decrease with additional train-
ing data). We conclude this section with a direct
comparison to the recently proposed active learn-
ing pipeline of Shen et al. (2017) and their MNLP

ranking algorithm.

4.1 Consistency of Non-deterministic Results
Because the active learning pipeline involves tak-
ing a random seed and many of the experiments on
larger corpora could not be averaged over several
runs, we first measure performance variation as a
function of ranking algorithm and quantity of an-
notation. Figure 3 displays our findings on a sam-
ple corpus of about 250K tokens3 in five diverse,
pre-1920 prose genres extracted from the FranText
corpus (www.frantext.fr) and annotated for

3HER considers sentence boundaries to be tokens, as this
helps users locate words, i.e., the line number will correspond
to token number when rendered in CoNLL format.
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Figure 3: ±1 standard deviation bands around the mean
performance of each sentence ranking algorithm using
the CRF tagger over 100 inclusive evaluations on our
FranText corpus.

geospatial entities. Our sample covers topics from
gastronomy to travel, exhibiting inconsistent en-
tity density characteristic of DH corpora.

Noise is much higher for the first few batches
of annotation, particularly due to the low recall of
data scarce models. Reluctant to generalize, they
behave more like look-up tables extracted from
the seed, exacerbating the effect of random seed
variation. After about 20K tokens annotated or
10% of the corpus, performance becomes much
more predictable. All algorithms start with about
a 5 point spread for ±1 standard deviation, with
means around 70 F, and all exhibit the diminishing
variation trend, though RAND does less so. Unlike
CAP and PTDL, subsequent annotation batches in
RAND are not predictable from previous annota-
tion batches. This results in a spread of 0.76 af-
ter annotating 12.33% of the corpus, whereas the
other algorithms are close to 0.4.

While we only tested variation on one corpus,
multiple runs on other corpora tended to reflect the
same diminishing variation trends despite marked
differences in entity granularity, density or corpus
size. Switching to the exclusive evaluation only
minimally increases variation. It was not feasible
to rigorously test variation using neural taggers,
though we note that they are somewhat more prone
to seed related noise which does not diminish as
rapidly as it does for CRF with more annotation.

In terms of performance, random annotation re-
quires one to label between 23% and 31% of the
corpus to achieve the performance of PTDL after
labeling just 12%. For this corpus, PTDL reduces

annotation time between 46% and 60%, requiring
only 32K tokens from annotators instead of 60-
80K. CAP’s competitiveness with PTDL is not sur-
prising given that French uses the capitalization
standards it is designed to exploit. Both algorithms
achieve 15% error reduction above RAND after the
first post-seed annotation batch (left edge of Fig-
ure 3), increasing monotonically to 55% error re-
duction after the fifth batch (right edge).

4.2 Inclusive Versus Exclusive Evaluation

Figure 4: Comparing shallow and deep learning archi-
tectures on inclusive and exclusive evaluations with the
CoNLL Spanish corpus.

Using the Spanish CoNLL corpus (Tjong
Kim Sang and De Meulder, 2003) with canoni-
cal train, dev, test splits, we examine the relation-
ship between evaluation framework, Ranker, and
Tagger in Figure 4.4 For the inclusive frame-
work, Ranker selects sentences from train+dev
for Tagger to train on, and the performance
is calculated over the combination of those se-

4Lample et al. (2016) achieve 85.75 F on the exclusive
evaluation, slightly beating our best BiLSTM-CRF models
which sacrifice some performance for speed, switching to
Adam optimization limited to 5 epochs.
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lected sentences (trivially all correct) and trained
Tagger’s predictions on the rest of train+dev. By
reporting results over a learning curve, this evalu-
ation framework is meaningful to the user whose
primary goal is to produce a finite annotated cor-
pus as efficiently and accurately as possible, a
frequent concern in DH. The standard exclusive
framework also gives Ranker access to train+dev
sentences, but calculates accuracy from Tagger’s
predictions on the held out test set. The exclu-
sive framework is thus more meaningful for future
users of Tagger who need the tool to generalize
to sentences outside of train+dev.

In the inclusive framework, regardless of corpus
size, BiLSTM-CRFs do not surpass CRFs until the
accuracy is so high that the distinction is negligi-
ble. Promoting overfitting by reducing dropout did
not significantly affect this result. In the exclusive
framework, BiLSTM-CRF surpasses CRF around
50K tokens annotated. This holds for all languages
and corpora we investigate, suggesting quantity of
data annotated is more predictive of exclusive per-
formance trends, whereas proportion of the corpus
annotated better predicts inclusive trends.

4.3 Typology, Granularity, and Corpus Size

We consider the effect of language typology, label
scheme granularity, and corpus size on inclusive
and exclusive evaluations of taggers and rankers.

4.3.1 Insights from German
We repeat our experiments from Section 4.2 on the
German NER corpus, GermEval (Benikova et al.,
2014), to determine how robust our findings are
to a larger corpus with finer label granularity and
different capitalization standards. Our results in
Figure 5 confirm many of our previous findings,
with BiLSTM-CRFs overtaking CRFs of the same
ranker after 50K tokens annotated on the exclu-
sive evaluation. Shallow CRFs again dominate
inclusively, and again, exclusive performance is
less predictable, though the contribution of PTDL

is more obvious.
GermEval contains over 520K tokens to Span-

ish CoNLL’s 321K, showing that deep models
are not just slower to overtake shallow models in
the inclusive evaluation, but they only asymptot-
ically approach shallow performance.5 Further-
more, the finer grained named entity distinctions

5Our evaluation is equivalent to metric 3 from the shared
task (Benikova et al., 2014), though our results are not com-
parable as we did not leverage nested labels.

Figure 5: A comparison of shallow and deep learn-
ing architectures on inclusive and exclusive evaluations
with the GermEval corpus.

in GermEval do not seem to affect our previ-
ous findings, but do cause BiLSTM-CRF to start
slowly, as the model does not begin training un-
til all possible labels manifest in the training set.
While this is merely an effect of programming
choices, it provides interesting insights. For in-
stance, BiLSTM-CRF CAP models consistently
start later than RAND which starts later than PTDL,
meaning that PTDL is doing well on the diver-
sity criteria, whereas CAP likely struggles because
it relies on English-like capitalization standards.
Since German capitalizes all nouns, CAP struggles
here, having to search through many capitalized
OOVs before finding named entities of each cat-
egory. By not considering uncapitalized OOVs
as named entity candidates, it can systematically
avoid entire labels which do not take capitaliza-
tion, such as dates. Thus, while PTDL performs
robustly on the GermEval dataset, CAP is only
weakly superior to RAND due to the weak corre-
lation between entity status and capitalization.
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4.3.2 Insights from Latin
Latin presents an opportunity to explore the im-
pact of capitalization on ranking algorithms more
thoroughly. Erdmann et al. (2016) selected their
Latin corpus because English capitalization stan-
dards had been imposed during digitization, mak-
ing CAP more likely to succeed. Figure 6 demon-
strates that it even marginally outperforms PTDL

on the corpus (left pane). However, capitaliz-
ing proper nouns is not a native attribute of Latin
orthography and is not available in all digitized
manuscripts, limiting the Latin texts in which CAP

will succeed. The right pane in Figure 6 demon-
strates this, as the same evaluation from the left
pane is repeated on a lower cased version of the
same corpus. The minuscule error reduction CAP

achieves over RAND in this environment is due
to its general preference for OOVs. Meanwhile,
despite suffering from weaker named entity sig-
nals without capitalization, PTDL still manages to
robustly identify what non-capitalization features
are relevant, maintaining 25% error reduction over
RAND. Finally, in German, where capitalization is
a weak signal of entity status, PTDL is similarly
better equipped to incorporate the weak signal, re-
ducing error twice as much as CAP. Interestingly,
PTDL performance in the lower cased Latin cor-
pus almost exactly matches RAND performance on
the capitalized version. This suggests the benefits
of PTDL are comparable to the benefits of having
English-like capitalization to mark entities.

4.3.3 Insights from Arabic
Unlike the other corpora, the news domain ANER
Arabic corpus (Benajiba and Rosso, 2007) fea-
tures rich templatic morphology, frequent lexical
ambiguity, and an orthography lacking capitaliza-
tion. Hence, not only will feature-based signals be
more subtle, but the gazetteer-based pre-tagging
component of PTDL will suffer from low preci-
sion, because Arabic is written in an abjad orthog-
raphy where short vowels among other characters
are seldom marked, making many words polyse-
mous. Even so, PTDL significantly outperforms
RAND, likely due to its ability to shift reliance
to contextual features better suited for newswire,
where formulaic expressions are often used to re-
fer to certain entity types.

While PTDL compares well to RAND, it does not
approach 100% accuracy after annotating 50% of
the corpus as in Section 4.3.2. Besides ambigu-
ity and lack of capitalization, this could be due to

a typological bias in our “universal” feature set.
Contiguous character n-grams, for example, will
not capture non-concatenative subword phenom-
ena. Going forward, we will investigate which
feature sets were most useful as a function of lan-
guage typology to identify gaps in our coverage.

4.4 Comparing to MNLP

Shen et al. (2017) and Lowell et al. (2018) eval-
uate the purely uncertainty-based MNLP active
NER system on English corpora, reporting starkly
different results. We address discrepancies and
test the robustness of their findings by comparing
MNLP to PTDL and RAND on the GermEval cor-
pus. Results are displayed in Figure 8, with shaded
regions corresponding to the range of performance
over multiple runs. To compare fairly, we use
the same CNN-BiLSTM tagger for all rankers and
iteratively update weights instead of re-training
from scratch after each annotation batch, as in
Shen et al. (2017). We report results on our
previously mentioned batch annotation schedule,
though results were comparable using the batch
schedule of Lowell et al. (2018). Shen et al. (2017)
claim iterative updating does not affect accuracy
significantly, though the best performing active
CNN-BiLSTM in Figure 8 lags a few points be-
hind the BiLSTM-CRF after 150K tokens anno-
tated, with that gap reaching nearly 5 F when train-
ing on the whole corpus. Meanwhile, a CNN-
BiLSTM trained from scratch on the whole corpus
scores only 1 F less than the BiLSTM-CRF.

While Lowell et al. (2018) report improve-
ment over RAND using MNLP when training on
0-10% of the corpus, we see little improvement
after about 2%, and even then, PTDL greatly
outperforms both. The relationship between the
PTDL curves in the exclusive evaluation shows
that CNN-BiLSTM is actually the optimal tag-
ging architecture for a brief window, overtaking
CRF around 30K tokens and staying in front of
BiLSTM-CRF until about 125K tokens.

5 Conclusion and Future Work

We have presented the HER toolkit and its novel
active learning algorithm, demonstrating robust
handling of typological diversity, niche domains,
and minority labels. The algorithm addresses the
weak discriminative power of uncertainty-based
models caused by class imbalance and precision
bias. We also argued for the relevance of in-
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Figure 6: Percent error reduction over RAND in three corpora exhibiting typologically distinct capitalization stan-
dards. Corpora are presented in descending order of the correlation of capitalization with named entity status.

Figure 7: Effect of PTDL in the ANER Arabic corpus.

clusive evaluations, demonstrating that a shallow
CRF tagger outperforms deep taggers on sen-
tences which the active learner could have se-
lected for training. The CRF’s tendency to over-
fit is rewarded in this case, as the selected sen-
tences are especially representative of the remain-
ing sentences to be tagged. When tagging held out
test sets, CRFs are only optimal until about 30K
training tokens are acquired, then CNN-BiLSTMs
are preferable until 125K tokens when BiLSTM-
CRFs become the best high resourced tagger.

In future work, we will investigate sources of
noise in performance to see if these are due to
gaps in the model, idiosyncrasies of corpora, or
both. Additionally, we will expand HER to model
hierarchically nested entity labels. Named entities
are often difficult to label deterministically, invit-
ing a problematic level of subjectivity, which is
of crucial interest in DH and should not be over-
simplified. We will consider strategies such as
Wang et al. (2018a)’s shift-reduced-based LSTM
architecture or Sohrab and Miwa (2018)’s method
of modeling the contexts of overlapping potential
named entity spans with bidirectional LSTM’s.

Figure 8: Inclusive and exclusive comparisons of the
MNLP and PTDL rankers on GermEval.
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Abstract
Learning to hash via generative models has be-
come a powerful paradigm for fast similarity
search in documents retrieval. To get binary
representation (i.e., hash codes), the discrete
distribution prior (i.e., Bernoulli Distribution)
is applied to train the variational autoencoder
(VAE). However, the discrete stochastic layer
is usually incompatible with the backpropaga-
tion in the training stage and thus causes a gra-
dient flow problem. In this paper, we propose
a method, Doc2hash, that solves the gradient
flow problem of the discrete stochastic layer
by using continuous relaxation on priors, and
trains the generative model in an end-to-end
manner to generate hash codes. In qualita-
tive and quantitative experiments, we show the
proposed model outperforms other state of the
art methods.

1 Introduction

A popular theme for deep learning is that of rep-
resentation learning, whose goal is to use exist-
ing data to learn a compact and meaningful repre-
sentation when building classifiers or other predic-
tors. Learning continuous representation has been
achieving a great success in various NLP tasks, in-
cluding text classification, word and sentence rep-
resentation (Mikolov et al., 2013; Le and Mikolov,
2014), yet learning discrete representation is po-
tentially more suitable for tasks we are interested
in such as learning to hash.

Hashing serves as a fast solution for similarity
search also called approximate nearest neighbor
search. In document retrieval, semantic hashing
is the strategy that turn the document into binary
codes (hash codes) which capture semantic infor-
mation. One can use a query (a document) to re-
trieve similar documents by calculating the ham-
ming distances between their hash codes. Given
the fast calculation process and the efficient stor-
age property (one modern PC can execute millions

Figure 1: The end-to-end semantic hashing frame-
work: Training the cycle x −→ z −→ x to ob-
tain the latent variables z. The one hot representa-
tion of discrete latent variables z has been relaxed to
{(0.05, 0.95), (0.92, 0.08), (0.99, 0.01)} by the tempt-
ing softmax. Hash codes zh = {1, 0, 0} is obtained via
taking the argmax of z. Y is the label/tag used in the
supervised hashing

of hamming distance computations in just a few
milliseconds). This semantic hashing strategy is
very attractive.

Inspired by the recent success of modeling
latent variables via generative models in solv-
ing various NLP problems (van den Oord et al.,
2017; Semeniuta et al., 2017; Bowman et al.,
2015), Some approaches obtain binary codes of
documents from a generative perspective via pa-
rameterizing models using neural networks and
stochastic optimization using gradient-based tech-
niques: (Chaidaroon and Fang, 2017) designed
a two-stage training procedures to generate hash
codes with variational autoencoder: (i) it first
infers continuous representations of text through
VAE with isotropic Gaussian distribution prior (ii)
Obtain hash codes via binarizing the continuous
representation of texts. Since the model parame-
ters are not learned in an end-to-end manner, the
two-stage training strategy may result in a subop-
timal local optima. (Shen et al., 2018) replaced
the Gaussian distribution prior with Bernoulli dis-
tribution prior so that the stochastic layer of the
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VAE can directly produce binary codes in the la-
tent space and train hash codes in an end-to-end
manner. Unfortunately, the Bernoulli stochastic
layer is non-differentiable. Although the Straight-
Through (ST) estimator is adapted to propa-
gate gradients where it skips the gradient of the
stochastic layer during backpropagation (Bengio
et al., 2013). The ST estimator is still a biased esti-
mator which introduces high-variance biased gra-
dients of objectives during the training.

In this paper, we propose a generative model
with a categorical distribution prior for semantic
hashing which learns binary codes of documents
in an end-to-end manner. To train the genera-
tive model, instead of using the ST estimator, we
use the Gumbel-Softmax trick to overcome the in-
ability by applying the re-parameterization trick
to discrete latent variables. There are two advan-
tages: 1) a nice parameterization for a discrete
(or categorical) distribution is given in terms of
the Gumbel distribution (the Gumbel trick); and
2) although the corresponding function is non-
continuous, it can be made continuous by ap-
plying using a continuous approximation that de-
pends on a temperature parameter. Therefore,
it produces low-variance biased gradients of the
stochastic layer in the backpropagation. Our ex-
periment shows our model achieves the state of the
art performance on three standard datasets for se-
mantic hashing.

2 Methodology

2.1 Discrete NVI Framework For Semantic
Hashing

In this section, we introduce the neural variational
inference (NVI) framework (Shen et al., 2018)
with discrete latent variables for semantic hashing
in detail. First, a generative model whose encod-
ing distribution and decoding distribution are de-
fined as p(z|x), p(x|z). We approximate these two
distributions by defining approximations qφ(z|x),
pθ(x|z) and model them as the inference (encod-
ing) network gφ(x) and the generative network
(decoding) gθ(z). x ∈ RV is the bag of word
representation of a document where V is vocab-
ulary size. Specially, the weight schema of bag
of words can be binary, TF, TFIDF. The infer-
ence network gφ(x) produces latent variables z
from x approximating the true posterior distribu-
tion p(z|x) as qφ(z|x). Then, the generative net-
work gθ(z) maps latent variable z back to x by

approximating p(z|x) as pθ(x|z). We model the
conditional probability over the word wi as soft-
max:

p(xi = wi|z) =
exp(wigθ(z))∑
V exp(wigθ(z))

(1)

where wi ∈ {0, 1}V is represented as an one-hot
vector indicating the i-th word in the total vocab-
ulary and the likelihood pθ(x|z) =

∏
i p(xi =

wi|z). Training the generative model that synthe-
sizes the observed data x, we can obtain the mean-
ingful latent variables z.

To learn discrete latent variables under the NVI
framework for semantic hashing, we cast z to be
the discrete random variables and assume a multi-
variate categorical prior on z: p(z) ∼ CatCatCat(π) =∏l
i I(z = k)πik, where πik is the k-th class prob-

ability on i-th component of parameters π. In this
way, the posterior distribution approximated by
the encoding network is constrained in the form of
qφ(z|x) = CatCatCat(h), where h = gφ(x) is the output
of the encoding network.

2.2 Variational Low Bound of Discrete
Latent Variable Training

To train the parameters θ, φ of the encoding net-
work qθ(z|x) and the decoding network pφ(x|z),
we maximize the variational low bound as same
as in the VAE framework (Kingma and Welling,
2013):

LELBO = Ez∼qφ(z|x)[log
qθ(x|z)p(z)
qφ(z|x)

] (2)

= Ez∼qφ(z|x)[log qθ(x|z)]−KL(qφ(z|x)||p(z))
(3)

the first term is the reconstruction loss, which en-
courages the decoder network to learn the map-
ping from latent variables z to the original doc-
ument x. The second term is Kullback-Leibler
(KL) divergence KL(qφ(z|x)||p(z))], which en-
courages the posterior distribution qφ(z|x) to be
close to the multivariate categorical prior p(z). we
can write the KL term in the following form:

KL(qφ(z|x)||p(z)) =
∑

i

∑

k

gikφ (x) log
gikφ (x)

πik
(4)

2.3 Gradients of Discrete Stochastic Layer
To evaluate Ez∼qφ(z|x), the reparameterization
trick is often employed to make the sampling pro-
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cess z ∼ qφ(z|x) compatible with backpropaga-
tion (Kingma and Welling, 2013). But sampling
from a discrete distribution using reparameteri-
zation tricks still has problem during backprop-
agation. Due to the sampling from the stochas-
tic layer usually incorporate hard threshold oper-
ators such as sign(.)sign(.)sign(.) and argmax(.)argmax(.)argmax(.) (Jang et al.,
2016; Maddison et al., 2016), the stochastic layer
becomes non-differentiable. In general, the so-
lution to this issue is using the Straight-Through
(ST) estimator where a biased path derivative es-
timator can be utilized even when z is not repa-
rameterizable as shown in Figure 2. For exam-
ple, NASH (Shen et al., 2018) passes the gradients
through the Bernoulli stochastic layer using ST es-
timator. Specifically, they do:

dL

dφ
=
dL

dz

dz

dgφ(x)

dgφ(x)

dφ
≈ dL

dz

dgφ(x)

dφ
(5)

where the ST estimator lets the gradients of the
stochastic layer dz

dgφ(x)
≈ 1. However, the ST

estimator is backpropagating with respect to the
sample-independent. It may cause discrepancies
between the forward and backward pass, and thus
lead to higher variance (Jang et al., 2016).

2.4 Continuous Relaxation of Discrete
Stochastic Layer

As mention above, we want to learn discrete La-
tent variables (hash codes) by maximizing the
variational low bound assuming a multivariate cat-
egorical prior. Supposed the output of the encod-
ing network, h = gφ(x), h ∈ Rl×2, represents the
parameters of the multivariate categorical poste-
rior q(z|x). We can use reparameterization trick
to draw samples of z from the categorical pos-
terior using Gumbel distribution (Gumbel, 1954;
Jang et al., 2016):

zi = argmax
k

(Gk + loghki ), k ∈ {0, 1} (6)

G1, G2 is drawn i.i.d. from Gumbel (0, 1) =
log(− log(U(0, 1)) where U is the uniform distri-
bution. We further represent zi as one-hot vector
with 2 dimensions:

zi = OneHot[argmax
k

(Gk + loghki )], k ∈ {0, 1}
(7)

discrete latent variables z can be seen as concate-
nation of l one-hot vectors.

In the forward pass, we sample z from the
stochastic discrete layer via Eq. 7. However, in

Figure 2: Gradients estimation in stochastic computa-
tion graphs (1) Gumbel-Softmax trick (2) The Straight-
Through estimator, used for Bernoulli discrete vari-
ables, skips stochastic node by approximating dz

dgφ
≈ 1

backpropagation, we cannot pass gradient through
the hard threshold operator, argmax, since it is
non-differentiable. The derivative of argmax is 0
everywhere except the boundary of state change,
where it is undefined. To end this, instead of em-
ploying ST estimator to skip gradients, we use the
tempting softmax as a continuous relaxation of the
argmax computation:

zi =
exp((Gk + log hki )/γ)∑
k exp((Gk + log hki )/γ)

, k ∈ {0, 1} (8)

This relaxation approximates the exactly discrete
argmax computation as temperature parameter
γ −→ 0 yet keeps the relative order of (Gk +
log hki ). similar relaxation techniques have been
introduced as the Gumbel-Softmax trick in (Jang
et al., 2016; Maddison et al., 2016). Since Eq. 8 is
differentiable, we can train the generative model in
an end-to-end way via stochastic gradient descent
to get the discrete latent variables (hash codes).
The whole framework is summarized in the Fig-
ure 1 and the difference against the ST estimator
is exemplified in the Figure 2.

2.5 Supervised Hashing

We extend our method to the supervised setting,
where the mapping from latent variables z to the
label y is learned, here parameterized by a two-
layer multilayer perceptron (MLP) followed by a
fully-connected softmax layer. To balance maxi-
mizing the variational lower bound and minimiz-
ing the discriminative loss, the following joint
training objective is employed:

L = −LELBO(θ, φ,xxx) + αLdis(η,zzz, y) (9)

where η refers to parameters of the MLP classi-
fier and α controls the relative weight between the
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variational lower bound (LELBO) and the discrim-
inative loss (Ldis). We assume a general multi-
label classification setting where each document
could have multiple labels/tags. P (yj |f(zzz; η)) can
be modeled by the logistic function defined as:

P (yj |f(zzz, η)) =
1

1 + exp(−yTj ηjzzz)
(10)

3 Experiment

3.1 Baseline and Setting

Unsupervised Hashing
Model 8bits 16bits 32bits 64bits 128bits
LSH 0.4388 0.4393 0.4514 0.4553 0.4773
S-RBM 0.4846 0.5108 0.5166 0.5190 0.5137
SpH 0.5807 0.6055 0.6281 0.6143 0.5891
STH 0.3723 0.3947 0.4105 0.4181 0.4123
VDSH 0.4330 0.6853 0.7108 0.4410 0.5847
NASH-DN 0.6358 0.6956 0.7327 0.7010 0.6325
Doc2hash 0.6965 0.7224 0.7473 0.7532 0.7595

Supervised Hashing
Model 8bits 16bits 32bits 64bits 128bits
KSH 0.6608 0.6842 0.7047 0.7175 0.7243
SHTTM 0.6299 0.6571 0.6485 0.6893 0.6474
VDSH-SP 0.7498 0.7798 0.7891 0.7888 0.7970
NASH-DN-S 0.7438 0.7946 0.7987 0.801 0.8139
Doc2hash-S 0.8140 0.8472 0.8490 0.8492 0.8439

Table 1: Precision of the top 100 retrieved documents
on TMC dataset.

Unsupervised Hashing
Model 8bits 16bits 32bits 64bits 128bits
LSH 0.2802 0.3215 0.3862 0.4667 0.5194
S-RBM 0.5113 0.5740 0.6154 0.6177 0.6452
SpH 0.6080 0.6340 0.6513 0.6290 0.6045
STH 0.6616 0.7351 0.7554 0.7350 0.6986
VDSH 0.6859 0.7165 0.7753 0.7456 0.7318
NASH-DN 0.7470 0.8013 0.8418 0.8297 0.7924
Doc2hash 0.7543 0.8102 0.8487 0.8361 0.8344

Supervised Hashing
Model 8bits 16bits 32bits 64bits 128bits
KSH 0.7840 0.8376 0.8480 0.8537 0.8620
SHTTM 0.7992 0.8520 0.8323 0.8271 .8150
VDSH-SP 0.8890 0.9326 0.9283 0.9286 0.9395
NASH-DN-S 0.9214 0.9327 0.9455 0.9589 0.9502
Doc2hash-S 0.9134 0.9338 0.9557 0.9602 0.9598

Table 2: Precision of the top 100 retrieved documents
on Reuters dataset.

We evaluate the proposed method named
Doc2hash in both supervised and unsupervised
setting for semantic hashing. For unsuper-
vised task, these baselines are selected: Local-
ity Sensitive Hashing (LSH) (Datar et al., 2004),
Stack Restricted Boltzmann Machines (Salakhut-
dinov and Hinton, 2009), Spectral Hashing (Weiss
et al., 2009), Self taught Hashing (STH) (Zhang
et al., 2010), Variational Deep Semantic Hashing

Unsupervised Hashing
Model 8bits 16bits 32bits 64bits 128bits
LSH 0.4180 0.4352 0.4716 0.5214 0.5877
S-RBM 0.5106 0.5743 0.6130 0.6463 0.6531
SpH 0.5093 0.7121 0.7475 0.7559 0.7423
STH 0.3975 0.4898 0.5592 0.5945 0.5946
VDSH 0.7976 0.7944 0.8481 0.8951 0.8444
Doc2hash-S 0.8495 0.8858 0.9001 0.9123 0.9167

Supervised Hashing
Model 8bits 16bits 32bits 64bits 128bits
KSH 0.9126 0.9146 0.9221 0.9333 0.9350
SHTTM 0.8820 0.9038 0.9258 0.9459 0.9447
VDSH-SP 0.9666 0.9757 0.9788 0.9805 0.9794
Doc2hash-S 0.9720 0.98001 0.9810 0.9802 0.9797

Table 3: Precision of the top 100 retrieved documents
on RCV1 dataset.

(VDSH) (Chaidaroon and Fang, 2017), and the
best variant of Neural Architecture for Genera-
tive Semantic Hashing (Shen et al., 2018) (NASH-
DN). For the supervised task, we also compare
the proposed method with kinds of baselines: Su-
pervised Hashing with Kernels (KSH) (Liu et al.,
2012), Semantic Hashing using Tags and Topic
Modeling (SHTTM) (Wang et al., 2013), Super-
vised VDSH (VDSH-SP) and Supervised NASH
(NASH-DN-S).

We follow the same experimental protocol and
setting used in (Shen et al., 2018; Chaidaroon and
Fang, 2017). Three standard public datasets of
documents are chosen for training and evaluation:
Reuters (Lewis, 1997), TMC (Oza, 2010), and
RCV1 (Lewis et al., 2004). We evaluate the pro-
posed model by calculating the precision of top
100 retrieved documents based on hamming dis-
tance of their hash codes. The final precision score
is then averaged over all test documents. To make
comparable results with previous works, we ex-
periment with latent variables size of 8, 32, 64 and
128.

3.2 Semantic Hashing Evaluation

In this section, we evaluate Doc2hash over various
number of bits on the three datasets. In the unsu-
pervised hashing, Doc2hash outperforms NASH-
DN, the current state of the art model for semantic
hashing, and other methods. The Table 1 shows
the result of TMC dataset. Doc2hash shows its
ability to assign the similar data (with the same
label) to the hash codes of which hamming dis-
tances are small. The same trend and superior-
ity of Doc2hash are also observed in both Reuters
and RCV1 datasets as shown in Tables 2 and 3.
Note that we do not compare with NASH-DN in
RCV1 because NASH doesn’t report any results
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on RCV1 dataset and doesn’t release any code to
reproduce their result. We compare the remind-
ing methods with Doc2hash. Table 3 shows our
approach improves the precision with significant
margin compared with other models. We note that
the retrieval results tend to drop when we set the
length of hash codes to be 64 or larger, which also
happens for some baselines. It is probably because
of over-fitting. Compared with other methods, the
proposed method is robust when the codes length
increase. Our approach performs better than other
methods in 64 and 128 bits setting, suggesting that
Doc2hash can effectively generate hash codes to
documents even with limited training data.

We also evaluate Doc2hash in the supervised
hashing setting with the same datasets. We make
use of the label/tag information during training.
As shown in Tables 1, 2 and 3, Doc2hash yields
better results than the other baseline models in dif-
ferent bits length.

3.3 Quantitative Analysis

In this section, we explore the reason why the pro-
posed method outperforms the counterpart based
on the ST estimator. We try to analyze the distribu-
tion of latent variables that trained with ST estima-
tor (NASH) and Gumbel softmax relaxation (our
method) respectively to quantitatively estimate the
coding efficiency. To obtain efficient hash codes
in the unsupervised setting, an expected pattern is
that we get the same amount of 1 as well as 0.
Because according to information theory, such a
uniform distribution produces the maximum en-
tropy in Bernoulli distribution. Motivated by this
idea, we make a comparison between NASH and
Doc2hash in the conditional probabilistic distribu-
tion of latent variables (i.e., p(z|x)). As we can
see in Figure 4(a), the distribution of p(z|x) in
NASH is significantly asymmetric while the pro-
posed method generates a well-balanced distribu-
tion (as Shown in Figure 4(b)). This comparison
demonstrates that our approach is more close to
the expected target in the probabilistic distribu-
tion of p(z|x). Furthermore, we calculate the pro-
portion of 1 in both methods. The proportion of
NASH is 40%, while our method is 49%. Thus,
it shows our approach is able to produce more ef-
ficient hash codes by using Gumbel softmax re-
laxation because it is very close to the up-bound
of information theory for Bernoulli distribution.
We demonstrate this point more clearly by show-

Figure 3: The distribution of gφ(x) in NASH

(a) (b)

Figure 4: the distribution of p(z|x): (a) is the distribu-
tion of NASH. (b) is the distribution of Doc2hash

ing the distribution of gφ(x) in NASH. It is asym-
metric because the peak value tilts to the left side.
And quantization based on thresholding around
the zero point implies that the hash codes pro-
duced by NASH contain more number of 0 than
the number of 1.

4 Conclusion

In this paper, we present a generative model with
discrete latent variables to learn binary representa-
tion for semantic hashing. We show that compared
with the Straight-Through estimator, the Gumbel-
Softmax relaxation provides a better solution to
learn hash codes and thus gains the state of the art
performance in three different datasets. We also
explore the reason why the proposed method pro-
duces more efficient hash codes compared with the
counterpart based on the ST estimator.
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Abstract
Generative Adversarial Networks (GANs) are
a promising approach for text generation that,
unlike traditional language models (LM), does
not suffer from the problem of “exposure
bias”. However, A major hurdle for under-
standing the potential of GANs for text gen-
eration is the lack of a clear evaluation met-
ric. In this work, we propose to approxi-
mate the distribution of text generated by a
GAN, which permits evaluating them with tra-
ditional probability-based LM metrics. We ap-
ply our approximation procedure on several
GAN-based models and show that they cur-
rently perform substantially worse than state-
of-the-art LMs. Our evaluation procedure pro-
motes better understanding of the relation be-
tween GANs and LMs, and can accelerate
progress in GAN-based text generation.

1 Introduction

Neural networks have revolutionized the field of
text generation, in machine translation (Sutskever
et al., 2014; Neubig, 2017; Luong et al., 2015;
Chen et al., 2018), summarization (See et al.,
2017), image captioning (You et al., 2016) and
many other applications (Goldberg, 2017).

Traditionally, text generation models are trained
by going over a gold sequence of symbols (char-
acters or words) from left-to-right, and maximiz-
ing the probability of the next symbol given the
history, namely, a language modeling (LM) ob-
jective. A commonly discussed drawback of such
LM-based text generation is exposure bias (Ran-
zato et al., 2015): during training, the model pre-
dicts the next token conditioned on the ground
truth history, while at test time prediction is based
on predicted tokens, causing a train-test mismatch.
Models trained in this manner often struggle to
overcome previous prediction errors.

Generative Adversarial Networks (Goodfellow
et al., 2014) offer a solution for exposure bias.

∗ The authors contributed equally

Originally introduced for images, GANs leverage
a discriminator, which is trained to discriminate
between real images and generated images via an
adversarial loss. In such a framework, the genera-
tor is not directly exposed to the ground truth data,
but instead learns to imitate it using global feed-
back from the discriminator. This has led to sev-
eral attempts to use GANs for text generation, with
a generator using either a recurrent neural network
(RNN) (Yu et al., 2017; Guo et al., 2017; Press
et al., 2017; Rajeswar et al., 2017), or a Convo-
lutional Neural Network (CNN) (Gulrajani et al.,
2017; Rajeswar et al., 2017).

However, evaluating GANs is more difficult
than evaluating LMs. While in language model-
ing, evaluation is based on the log-probability of
a model on held-out text, this cannot be straight-
forwardly extended to GAN-based text genera-
tion, because the generator outputs discrete to-
kens, rather than a probability distribution. Cur-
rently, there is no single evaluation metric for
GAN-based text generation, and existing metrics
that are based on n-gram overlap are known to lack
robustness and have low correlation with semantic
coherence (Semeniuta et al., 2018).

In this paper, we propose a method for evaluat-
ing GANs with standard probability-based evalu-
ation metrics. We show that the expected predic-
tion of a GAN generator can be viewed as a LM,
and suggest a simple Monte-Carlo method for ap-
proximating it. The approximated probability dis-
tribution can then be evaluated with standard LM
metrics such as perplexity or Bits Per Character
(BPC).

To empirically establish our claim, we imple-
ment our evaluation on several RNN-based GANs:
(Press et al., 2017; Yu et al., 2017; Guo et al.,
2017). We find that all models have substantially
lower BPC compared to state-of-the-art LMs. By
directly comparing to LMs, we put in perspective
the current performance of RNN-based GANs for
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text generation. Our results are also in line with
recent concurrent work by Caccia et al. (2018),
who reached a similar conclusion by comparing
the performance of textual GANs to that of LMs
using metrics suggested for GAN evaluation.

Our code is available at: http:
//github.com/GuyTevet/SeqGAN-eval
and http://github.com/GuyTevet/
rnn-gan-eval.

2 Background

Following the success of GANs in image gen-
eration, several works applied the same idea to
texts using convolutional neural networks (Gul-
rajani et al., 2017; Rajeswar et al., 2017), and
later using RNNs (Press et al., 2017; Yu et al.,
2017). RNNs enable generating variable-length
sequences, conditioning each token on the tokens
generated in previous time steps. We leverage this
characteristic in our approximation model (§4.1).

A main challenge in applying GANs for text
is that generating discrete symbols is a non-
differentiable operation. One solution is to per-
form a continuous relaxation of the GAN output,
which leads to generators that emit a nearly dis-
crete continuous distribution (Press et al., 2017).
This keeps the model differentiable and enables
end-to-end training through the discriminator. Al-
ternatively, SeqGAN (Yu et al., 2017) and Leak-
GAN (Guo et al., 2017) used policy gradient meth-
ods to overcome the differentiablity requirement.
We apply our approximation to both model types.

3 Evaluating GANs and LMs

LM Evaluation. Text generation from LMs is
commonly evaluated using probabilistic metrics.
Specifically, given a test sequence of symbols
(t1, . . . , tn), and a LM q, the average cross-
entropy over the entire test set is computed:
ACE = − 1

n

∑n
i=1 log2 q(ti | t1...ti−1). For

word-based models, the standard metric is per-
plexity: PP = 2ACE , while for character-based
models it is BPC = ACE directly.

Intrinsic improvement in perplexity does not
guarantee an improvement in an extrinsic down-
stream task that uses a language model. However,
perplexity often correlates with extrinsic measures
(Jurafsky and Martin, 2018), and is the de-facto
metric for evaluating the quality of language mod-
els today.

GAN-based Text Generation Evaluation. By
definition, a text GAN outputs a discrete sequence
of symbols rather than a probability distribution.
As a result, LM metrics cannot be applied to eval-
uate the generated text. Consequently, other met-
rics have been proposed:

• N-gram overlap: (Yu et al., 2017; Press et al.,
2017): Inspired by BLEU (Papineni et al.,
2002), this measures whether n-grams gener-
ated by the model appear in a held-out corpus.
A major drawback is that this metric favors con-
servative models that always generate very com-
mon text (e.g., “it is”). To mitigate this, self-
BLEU has been proposed (Lu et al., 2018) as
an additional metric, where overlap is measured
between two independently sampled texts from
the model.
• LM score: The probability of generated text ac-

cording to a pre-trained LM. This has the same
problem of favoring conservative models.
• Zhao et al. (2017) suggested an indirect score

by training a LM on GAN-generated text, and
evaluating it using perplexity. The drawback in
this setting is the coupling of the performance
of the GAN with that of the proxy LM.
• Heusel et al. (2017) used Frechet InferSent Dis-

tance (FID) to compute the distance between
distributions of features extracted from real and
generated samples. However, this approach re-
lies on a problematic assumption that features
are normally distributed.
• Rajeswar et al. (2017) used a context-free gram-

mar (CFG) to generate a reference corpus, and
evaluated the model by the likelihood the CFG
assigns to generated samples. However, sim-
ple CFGs do not fully capture the complexity
of natural language.
• To overcome the drawbacks of each individual

method, Semeniuta et al. (2018) proposed a uni-
fied measure based on multiple evaluation met-
rics (N-grams, BLEU variations, FID, LM score
variations and human evaluation). Specifically,
they argue that the different measures capture
different desired properties of LMs, e.g., qual-
ity vs. diversity.
• Following Semeniuta et al. (2018), and in paral-

lel to this work, Caccia et al. (2018) proposed a
temperature sweep method that trades-off qual-
ity for diversity using a single parameter. Sim-
ilar to our findings, they concluded that GANs
perform worse than LMs on this metric.
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xt xt+1 xt+2 xt+3

ht ht+3

otot−1 ot+1 ot+2

Figure 1: Generator recurrent connections. {ht} is the
internal state sequence and {ot} is the generator predic-
tion sequence (one-hot). During inference, the outputs
{ot} are fed back as the input for the next time step
(dashed lines). During LM approximation, the input
{xt} is a sequence of one-hot vectors from the test set.

Overall, current evaluation methods cannot
fully capture the performance of GAN-based text
generation models. While reporting various scores
as proposed by Semeniuta et al. (2018) is possible,
it is preferable to have a single measure of progress
when comparing different text generation models.

4 Proposed Method

We propose a method for approximating a distri-
bution over tokens from a GAN, and then eval-
uate the model with standard LM metrics. We
will describe our approach given an RNN-based
LM, which is the most commonly-used architec-
ture, but the approximation can be applied to other
auto-regressive models (Vaswani et al., 2017).

4.1 Language Model Approximation
The inputs to an RNN at time step t, are the state
vector ht and the current input token xt. The out-
put token (one-hot) is denoted by ot. In RNN-
based GANs, the previous output token is used at
inference time as the input xt (Yu et al., 2017; Guo
et al., 2017; Press et al., 2017; Rajeswar et al.,
2017). In contrast, when evaluating with BPC
or perplexity, the gold token xt is given as input.
Hence, LM-based evaluation neutralizes the prob-
lem of exposure bias addressed by GANs. Nev-
ertheless, this allows us to compare the quality of
text produced by GANs and LMs on an equal foot-
ing. Figure 1 illustrates the difference between in-
ference time and during LM approximation.

We can therefore define the generator function
at time step t as a function of the initial state h0

and the past generated tokens (x0 . . . xt), which
we denote as ot = Gt(h0, x0...xt) (x0 is a start
token). Given a past sequence (x0 . . . xt), Gt is
a stochastic function: the stochasticity of Gt can

Algorithm 1 LM Evaluation of RNN-based GANs
Input: Gt(·): the generator function at time step t

(x0, ..., xt): previous gold tokens
xt+1: the gold next token (as ground truth)
f(·, ·): a LM evaluation metric
N : number of samples

1: for n← 1 to N do
2: gt,n ←− sample from Gt(x0...xt)

3: G̃t,N = 1
N

ΣNn=1gt,n

4: return f(G̃t,N , xt+1)

be gained either by using a noise vector as the ini-
tial state h0 (Press et al., 2017), or by sampling
from the GAN’s internal distribution over possi-
ble output tokens (Yu et al., 2017; Guo et al.,
2017). Since h0 is constant or a noise vector
that makes Gt stochastic, we can omit it to get
Gt(x0 . . . xt). In such a setup, the expected value
E[Gt(x0 . . . xt)] is a distribution q over the next
vocabulary token at:

q(at | a0 . . . at−1) = {E[Gt(x0 . . . xt)]}at
To empirically approximate q, we can sample

from it N i.i.d samples, and compute an approx-
imation G̃t,N = 1

NΣN
n=1gt,n, where gt,n is one

sample from Gt(x0...xt). Then, according to the
strong law of large numbers:

E[Gt(x0 . . . xt)] = lim
N→∞

G̃t,N (1)

Given this approximate LM distribution, we can
evaluate a GAN using perplexity or BPC. We sum-
marize the evaluation procedure in Algorithm 1.1

4.2 Approximation Bound
We provide a theoretical bound for choosing a
number of samples N that results in a good ap-
proximation of G̃t,N to E[Gt].

Perplexity and BPC rely on the log-probability
of the ground truth token. Since the ground truth
token is unknown, we conservatively define the
bad event B in which there exists v ∈ V such
that |{E[Gt]}v − {G̃t,N}v| > γ, where V is the
vocabulary. We can then bound the probability of
B by some ε. We define the following notations:

1. The probability of a token at to be v is pv
∆
=

q(at = v|a0 . . . at−1) = {E[Gt(x0 . . . xt)]}v.

2. χv,n
∆
= {gt,n}v is a random variable repre-

senting the binary value of the v’th index of
1Our evaluation algorithm is linear in the length of the test

set and in the number of samples N .
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gt,n which is a single sample of Gt. Note
that the average of χv,n over N samples is

Xv
∆
= 1

N

∑N
n=1 χv,n =

{
1
N

∑N
n=1 gt,n

}
v

=

{G̃t,N}v.

Using the above notation, we can re-define the
probability of the bad event B with respect to the
individual coordinates in the vectors:

Pr(B) = Pr
(
‖E[Gt]− G̃t,N‖∞ > γ

)

= Pr

(⋃

v∈V
|pv −Xv| > γ

)
!
< ε

(2)

We note that χv,n ∼ Bernoulli(pv), and
given that {χv,n}Nn=1 are i.i.d., we can apply
the Chernoff-Hoeffding theorem (Chernoff et al.,
1952; Hoeffding, 1963). According to the theo-
rem, for every v ∈ V , Pr(|Xv − pv| > γ) <
2e−2Nγ2 . Taking the union bound over V implies:

Pr(B) = Pr
(⋃

v∈V |Xv − pv| > γ
)
< 2|V |e−2Nγ2 < ε (3)

Hence, we get a lower bound on N :

N >
1

2γ2
ln

(
2|V |
ε

)
(4)

As a numerical example, choosing γ = 10−3

and ε = 10−2, for a character-based LM over
the text8 dataset, with |V | = 27, we get the
bound: N > 4.3 · 106. With the same γ and
ε, a typical word-based LM with vocabulary size
|V | = 50, 000 would require N > 8.1 · 106.

In practice, probability vectors of LMs tend to
be sparse (Kim et al., 2016). Thus, we argue that
we can use a much smaller N for a good approxi-
mation G̃t,N . Since the sparsity of LMs is difficult
to bound, as it differs between models, we suggest
an empirical method for choosing N .

The approximation G̃t,N is a converging se-
quence, particularly over ‖ · ‖∞ (see Equation 1).
Hence, we can empirically choose anN which sat-
isfies ‖G̃t,N−α− G̃t,N‖∞ < γ′, α ∈ N. In Sec-
tion 5 we empirically measure ‖G̃t,N−α−G̃t,N‖∞
as a function of N to choose N . We choose a
global N for a model, rather than for every t, by
averaging over a subset of the evaluation set.

5 Evaluation

5.1 Models
We focus on character-based GANs as a test-case
for our method. We evaluate two RNN-based

GANs with different characteristics. As opposed
to the original GAN model (Goodfellow et al.,
2014), in which the generator is initialized with
random noise, the GANs we evaluated both lever-
age gold standard text to initialize the generator,
as detailed below.

Recurrent GAN (Press et al., 2017) is a contin-
uous RNN-based generator which minimizes the
improved WGAN loss (Gulrajani et al., 2017). To
guide the generator, during training it is initial-
ized with the first i−1 characters from the ground
truth, starting the prediction in the ith character.
Stochasticity is obtained by feeding the generator
with a noise vector z as a hidden state. At each
time step, the input to the RNN generator is the
output distribution of the previous step.

SeqGAN (Yu et al., 2017) is a discrete RNN-
based generator. To guide the generator, it is pre-
trained as a LM on ground truth text. Stochastic-
ity is obtained by sampling tokens from an internal
distribution function over the vocabulary. To over-
come differentiation problem, it is trained using a
policy gradient objective (Sutton et al., 2000).

We also evaluated LeakGAN (Guo et al., 2017),
another discrete RNN-based generator, but since
it is similar to SeqGAN and performed worse, we
omit it for brevity.

5.2 Evaluation Settings

To compare to prior work in LM, we follow the
common setup and train on the text8 dataset.2 The
dataset is derived from Wikipedia, and includes 26
English characters plus spaces. We use the stan-
dard 90/5/5 split to train/validation/test. Finally,
we measure performance with BPC.

We tuned hyper-parameters on the validation
set, including sequence length to generate at test
time (7 for Press et al. (2017), 1000 for Yu et al.
(2017)). We chose the number of samples N
empirically for each model, as described in Sec-
tion 4.2. We set α to 10, and the boundary to
γ′ = 10−3 as a good trade-off between accuracy
and run-time. Figure 2 plots the approximate error
‖G̃t,N−α − G̃t,N‖∞ as a function of N . For both
models, N > 1600 satisfies this condition (red
line in Figure 2). To be safe, we used N = 2000.

5.3 Results

Table 1 shows model performance on the test set.

2http://mattmahoney.net/dc/textdata
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Approach Model BPC Approx. BPC

Language Models

mLSTM + dynamic eval (Krause et al., 2017) 1.19
Large mLSTM +emb +WN +VD (Krause et al., 2016) 1.27

Large RHN (Zilly et al., 2016) 1.27
LayerNorm HM-LSTM (Chung et al., 2016) 1.29

BN LSTM (Cooijmans et al., 2016) 1.36
Unregularised mLSTM (Krause et al., 2016) 1.40

SeqGAN - pre-trained LM (Yu et al., 2017) 1.85 1.95

GANs (LM Approximation) SeqGAN - full adversarial training (Yu et al., 2017) 1.99 2.08
Recurrent GAN without pre-training (Press et al., 2017) 3.31

Uniform Distribution 4.75

Table 1: Test set evaluation of different character-based models on the text8 dataset. State-of-the-art results are
taken from https://github.com/sebastianruder/NLP-progress/blob/master/language_
modeling.md. The uniform distribution is equivalent to guessing the next character out of |V | = 27 characters.

Model Samples

SeqGAN
Pre-trained LM

1. rics things where a weeks thered databignand jacob reving the imprisoners could become poveran brown
2. nine other set of of one eight one two by belarigho and singing signal theus to accept natural corp
3. ragems the downran maintain the lagar linear stream hegels p in five six f march one nine nine nine

SeqGAN
Full adversarial
training

1. four zero five two memaire in afulie war formally dream the living of the centuries to quickly can f
2. part of the pract the name in one nine seven were mustring of the airports tex works to eroses exten
3. eight four th jania lpa ore nine zero zero zero sport for tail concents englished a possible for po

Recurrent
GAN

1. nteractice computer may became were the generally treat he were computer may became were the general
2. lnannnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnne and and and and and and and and and and and and and and and a
3. perors as as seases as as as as as as as as as selected see see see see see see see see see see see

Table 2: Random samples of 100 characters generated by each model.
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Figure 2: Approximate error ‖G̃t,N−α − G̃t,N‖∞ as a
function of samples N . α = 10, γ′ = 10−3.

Because SeqGAN models output a distribution
over tokens at every time step, we can measure the
true BPC and assess the quality of our approxima-
tion. Indeed, we observe that approximate BPC is
only slightly higher than the true BPC.

GAN-based models perform worse than state-
of-the-art LMs by a large margin. Moreover, in
SeqGAN, the pre-trained LM performs better than
the fully trained model with approximate BPC
scores of 1.95 and 2.06, respectively, and the BPC
deteriorates as adversarial training continues.

Finally, we note that generating sequences
larger than 7 characters hurts the BPC of Press
et al. (2017). It is difficult to assess the quality
of generation with such short sequences.

In Table 2 we present a few randomly gener-

ated samples from each model. We indeed observe
that adversarial training slightly reduces the qual-
ity of generated text for SeqGAN, and find that the
quality of 100-character long sequences generated
from Press et al. (2017) is low.

6 Conclusions

We propose an evaluation procedure for text
GANs that is based on approximating the GAN
output distribution and using standard LM metrics.
We provide a bound for the number of samples re-
quired for the approximation and empirically show
in practice as few as 2000 samples per time-step
suffice. We evaluate character-based GAN mod-
els using our procedure, and show their perfor-
mance is substantially lower than state-of-the-art
LM. We hope our simple evaluation method leads
to progress in GAN-based text generation by shed-
ding light on the quality of such models.
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Abstract

Text generation with generative adversarial
networks (GANs) can be divided into the text-
based and code-based categories according to
the type of signals used for discrimination. In
this work, we introduce a novel text-based ap-
proach called Soft-GAN to effectively exploit
GAN setup for text generation. We demon-
strate how autoencoders (AEs) can be used
for providing a continuous representation of
sentences, which we will refer to as soft-
text. This soft representation will be used in
GAN discrimination to synthesize similar soft-
texts. We also propose hybrid latent code and
text-based GAN (LATEXT-GAN ) approaches
with one or more discriminators, in which a
combination of the latent code and the soft-
text is used for GAN discriminations. We per-
form a number of subjective and objective ex-
periments on two well-known datasets (SNLI
and Image COCO) to validate our techniques.
We discuss the results using several evalua-
tion metrics and show that the proposed tech-
niques outperform the traditional GAN-based
text-generation methods.

1 Introduction

Text generation is an active research area and
has many real-world applications, including, but
not limited to, machine translation (Bahdanau
et al., 2014), AI chat bots (Li et al., 2017), im-
age captioning (Xu et al., 2014), question an-
swering and information retrieval (Wang et al.,
2017). Recurrent neural network language mod-
els (RNNLMs) (Mikolov et al., 2010) is the most
popular approach for text generation which rely
on maximum likelihood estimation (MLE) solu-
tions such as teacher forcing (Williams and Zipser,
1989) (i.e. the model is trained to predict the
next word given all the previous predicted words);
however, it is well-known in the literature that
MLE is a simplistic objective for this complex

NLP task (Li et al., 2017). It is reported that MLE-
based methods suffer from exposure bias (Huszr,
2015), which means that at training time the model
is exposed to gold data only, but at test time it ob-
serves its own predictions. Hence, wrong predic-
tions quickly accumulate and result in poor text
generation quality.

However, generative adversarial networks
(GANs) (Goodfellow et al., 2014) which are
based on an adversarial loss function suffers
less from the mentioned problems of the MLE
solutions. The great success of GANs in image
generation framework (Salimans et al., 2016)
motivated researchers to apply its framework to
NLP applications as well. GANs have been exten-
sively used recently in various NLP applications
such as machine translation (Wu et al., 2017;
Yang et al., 2017a), dialogue models (Li et al.,
2017), question answering (Yang et al., 2017b),
and natural language generation (Gulrajani et al.,
2017; Rajeswar et al., 2017; Press et al., 2017;
Kim et al., 2017; Zhang et al., 2017; Cifka et al.,
2018; Spinks and Moens, 2018; Haidar and Reza-
gholizadeh, 2019; Gagnon-Marchand et al., 2019;
Rashid et al., 2019). However, applying GAN in
NLP is challenging due to the discrete nature of
the text. Consequently, back-propagation would
not be feasible for discrete outputs and it is not
straightforward to pass the gradients through the
discrete output words of the generator.

Traditional methods for GAN-based text gen-
eration can be categorized according to the type
of the signal used for discrimination into two cat-
egories: text-based and code-based techniques.
Code-based methods such as adversarial autoen-
coder (AAE) (Makhzani et al., 2015) and adver-
sarially regularized AE (ARAE) (Kim et al., 2017)
derive a latent space representation of the text us-
ing an AE and attempt to learn data manifold of
that latent space (Kim et al., 2017) instead of mod-
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eling text directly. Text-based solutions, such as
reinforcement learning (RL) based methods or ap-
proaches based on continuous approximation of
discrete sampling, focus on generating text di-
rectly from the generator. RL-based methods treat
the distribution of GAN generator as a stochas-
tic policy and hold the discriminator responsible
for providing proper reward for the generator’s ac-
tions. However, the RL-based methods often need
pre-training and are computationally more expen-
sive compared to the methods of the other two
categories. In the continuous approximation ap-
proach for generating text with GANs, the goal
is to find a continuous approximation of the dis-
crete sampling by using the Gumbel Softmax tech-
nique (Kusner and Hernández-Lobato, 2016) or
approximating the non-differentiable argmax op-
erator with a continuous function (Zhang et al.,
2017; Gulrajani et al., 2017).

In this paper, we introduce Soft-GAN as a new
solution for the main bottleneck of using GAN
for text generation. Our solution is based on an
AE to derive a soft representation of the real text
(i.e. soft-text). This soft-text is fed to the GAN
discriminator instead of the conventional one-hot
representation used in (Gulrajani et al., 2017).
Furthermore, we propose hybrid latent code and
text-based GAN (LATEXT-GAN) approaches and
show that how we can improve code-based and
text-based text generation techniques by consider-
ing both signals in the GAN framework. We sum-
marize the main contributions of this paper as:

• We introduce a new text-based solution Soft-
GAN using the above soft-text discrimina-
tion. We also demonstrate the rationale be-
hind this approach.

• We introduce LATEXT-GAN approaches for
GAN-based text generation using both latent
code and soft-text discrimination. To the best
of our knowledge, this is the first time where
a GAN-based text generation framework uses
both code and text-based discrimination.

• We evaluate our methods using subjective
and objective evaluation metrics. We show
that our proposed approaches outperform
the conventional GAN-based text generation
techniques that do not need pre-training.

2 Background

Generative adversarial networks include two sepa-
rate deep networks: a generator and a discrimina-
tor. The generatorGθ takes in a random variable, z
following a distribution Pz(z) and attempt to map
it to the real data distribution Px(x). The output
distribution of the generator is expected to con-
verge to the real data distribution during the train-
ing. On the other hand, the discriminator fw is
expected to discern real samples from generated
ones by outputting zeros and ones, respectively.
During training, the generator and discriminator
generate samples and classify them, respectively
by adversarially affecting the performance of each
other. In this regard, an adversarial loss function is
employed for training (Goodfellow et al., 2014):

min
θ

max
w

(Ex∼Px(x)fw(x)+

Ez∼Pz(z)(1− fw(Gθ(z))))
(1)

As stated, using GANs for text generation is
challenging because of the discrete nature of text.
The main bottleneck is the argmax operator which
is not differentiable and blocks the gradient flow
from the discriminator to the generator.

min
θ
Ez∼Pz(z)(1− fw(argmax(Gθ(z)))) (2)

3 Related Work

Text-based Solutions Generating text using pure
GANs was inspired by improved Wasserstein
GAN (IWGAN) work (Gulrajani et al., 2017).
In IWGAN, a character level language model was
developed based on adversarial training of a gen-
erator and a discriminator. Their generator is
a convolution neural network (CNN) generating
fixed-length texts. The discriminator is another
CNN receiving 3D tensors as input sentences. The
real sentences and the generated ones are rep-
resented using one-hot and softmax representa-
tions, respectively. A similar approach to IW-
GAN was proposed in (Rajeswar et al., 2017) with
a recurrent neural network (RNN) based gener-
ator. In (Press et al., 2017), RNN is trained to
generate text with GAN using curriculum learn-
ing (Bengio et al., 2009). The TextGAN (Zhang
et al., 2017) method was proposed to alleviate the
mode-collapsing problem by matching the high-
dimensional latent feature distributions of real
and synthetic sentences (Salimans et al., 2016).
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Morever, several versions of the RL-based tech-
niques using GAN have been introduced in the
literature including Seq-GAN (Yu et al., 2017),
RankGAN (Lin et al., 2017), MaliGAN (Che
et al., 2017), LeakGAN (Guo et al., 2017), and
MaskGAN (Fedus et al., 2018).
Code-based Solutions AEs have been ex-
ploited along with GANs in different architec-
tures for computer vision application such as
AAE (Makhzani et al., 2015), ALI (Dumoulin
et al., 2016), and HALI (Belghazi et al., 2018).
Similarly, AEs can be used with GANs for gen-
erating text. For instance, ARAE was proposed
in (Kim et al., 2017) where it employs a discrete
auto-encoder to learn continuous codes based on
discrete inputs with a WGAN objective to learn
an implicit probabilistic model over these codes.
ARAE aims at exploiting GANs ability to push
the generator to follow a continuous code space
corresponding to the encoded real text in the AE.
The generated code is then used by the decoder to
generate the synthetic texts. A different version of
the ARAE method was also introduced in (Spinks
and Moens, 2018). In (Subramanian et al., 2018),
sentence embeddings were learned by a generator
to model a pre-trained sentence representation ob-
tained by a general-purpose sentence encoder. A
temperature sweeping framework was discussed
in (Caccia et al., 2018) to evaluate the text gen-
eration models over whole quality-diversity spec-
trum and pointed out the fundamental flaws of
quality-only evaluation. The Variational autoen-
coders (VAEs) (Kingma and Welling, 2013) were
also applied for text generation in (Bowman et al.,
2015; Hu et al., 2017).

4 Methodology

In this section, we introduce a new text-based so-
lution by discriminating the reconstructed output
of an AE (i.e., soft-text) with the synthesized gen-
erated text and we call it as Soft-GAN. Here, we
use the decoder of the AE as the generator to gen-
erate the synthesized texts from random noise data
z. The model is described in Figure 1a. We
demonstrate the rationale behind this soft-GAN
approach, which is to make the discrimination task
of the discriminator between the real and synthetic
texts more difficult and consequently providing a
richer signal to the generator. We also introduce
three LATEXT-GAN approaches where both code
and text-based signals will be used in the GAN

framework. We introduce LATEXT-GAN I ap-
proach on top of the AAE method. LATEXT-GAN
II and III approaches will be proposed based on the
ARAE approach. In the LATEXT-GAN I and II
techniques, we use separate discriminators for the
code and text discriminations. In the LATEXT-
GAN III approach, the concatenation of the syn-
thetic code and the synthetic text tries to mimic
the concatenation of the latent code and the soft-
text using a discriminator. The schematic diagram
of the LATEXT-GAN I, II, and III approaches are
described in Figures 1b, 1c, and 1d respectively.
We share the parameters of the decoder of the AE
to generate the synthesized text x̂. In order to

x One-hot representation of the training text
x̃ Soft-text: Reconstructed output of the AE
x̂ Synthesized generated text
x̄ [x̄ ∼ Px̄]← α [x̃ ∼ Px̃] + (1− α) [x̂ ∼ Px̂]
z ∼ N Random data drawn from a normal

distribution
c Latent code representation of the training text
ĉ Synthesized generated code
c̄ [c̄ ∼ Pc̄]← α [c ∼ Pc] + (1− α) [ĉ ∼ Pĉ]
c̄z [c̄z ∼ Pc̄z]← α [c ∼ Pc] + (1− α) [z ∼ Pz]
wt+c Parameters of the combination of text

and code-based discriminator
wt Parameters of the text-based discriminator
wc Parameters of the code-based discriminator
φ Parameters of the encoder
ψ Parameters of the decoder
θ Parameters of the generator
λ Gradient penalty co-efficient
∇ describes gradient

Table 1: Notations that are used in this paper

train these approaches, we train the auto-encoder
and the GAN alternatingly by minimizing their
loss functions using the WGAN-gradient penalty
(WGAN-GP) approach (Gulrajani et al., 2017).
In each iteration, the first step is the AE training
in all of these techniques followed by the GAN
loss functions. The autoencoder can be trained by
using a cross-entropy or mean-squared loss func-
tions. The input x to the AE is mapped to a latent
code representation c which is decoded to soft-
text x̃. In our experiments, we train the auto-
encoder using mean-squared loss min

(φ,ψ)
||x − x̃||2.

We describe the training details of the Soft-GAN,
LATEXT-GAN I, II, and III methods in the follow-
ing subsections where the term critic and discrimi-
nator used interchangeably. The notations that are
used in this paper are described in Table 1.
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(a) Soft-GAN (b) LATEXT-GAN I (c) LATEXT-GAN II (d) LATEXT-GAN III

Figure 1: Proposed Approaches

4.1 Soft-GAN

As stated, in conventional text-based discrimina-
tion approach IWGAN (Gulrajani et al., 2017),
the real and the synthesized generated text are de-
scribed by the one-hot and the softmax represe-
nation respectively. A disadvantage of this tech-
nique is that the discriminator is able to tell apart
the one-hot input from the softmax input very eas-
ily. One way to avoid this issue is to derive a con-
tinuous representation of words rather than their
one-hot and train the discriminator to differenti-
ate between the continuous representations. We
use a conventional AE to replace the one-hot rep-
resentation with softmax reconstructed output (x̃),
which we refer to as soft-text. This soft-text rep-
resentation is used as the real input to the discrim-
inator. The synthetic generated text x̂ is obtained
by inputting the random noise data z to the shared
decoder. We define the proposed method as Soft-
GAN. In each iteration, the model is trained using
the following steps after the AE training step:

• Train the text-based discriminator fwt for k
times and the decoder once using the loss
Lcritict to maximize the ability of the fwt to
discriminate between x̃ and x̂:

Lcritict = min
(wt,ψ)

(−Ex̃∼Px̃ [fwt(x̃)] + Ex̂∼Px̂

[fwt(x̂)] + λEx̄∼Px̄ [(||∇x̄fwt(x̄)||2 − 1)2])

(3)

• Train the decoder based on the loss Lgen
to fool the discriminator with improving the
representation x̂:

Lgen = min
ψ

(−Ex̂∼Px̂ [fwt(x̂)] + Ex̃∼Px̃

[fwt(x̃)])

(4)

Figure 2: Locus of the input vectors to the
discriminatorfwt

for a two-word language; Left panel:
IWGAN, Right panel: Soft-GAN

4.1.1 Rationale: Why Soft-GAN should
Work Better than IWGAN?

Suppose we have a language of vocabulary size of
two words: x1 and x2. In the IWGAN approach,
the one-hot representation of these two words (as
two points in the Cartesian coordinates) and the
span of the generated softmax outputs (as a line
segment connecting them) is depicted in the left
panel of Figure 2. As evident graphically, the task
of the critic is to discriminate the points from the
line connecting them, which is a rather simple very
easy task, which makes it more prone to vanishing
gradient.

On the other hand, the output locus of the soft-
GAN decoder would be two red line segments as
depicted in Figure 2 (Right panel) instead of two
points (in the one-hot case). The two line seg-
ments lie on the output locus of the generator,
which will make the generator more successful in
fooling the critic.

4.2 LATEXT-GAN I
In the LATEXT-GAN I approach (Figure 1b), we
deploy two critics: one for the soft-text discrim-
ination and the other for the latent code discrim-
ination. The text-based discriminator fwt is used
to discriminate the soft-text output x̃ with the syn-
thesized text x̂ which is obtained by inputting the
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random noise data to the shared decoder. The
code-based discriminator fwc is used to discrim-
inate the random noise data z with the latent code
c in the AAE setting which was explored for im-
age generation. In the AAE setting (Makhzani
et al., 2015), the encoder enhances its represen-
tation to a prior distribution z. It can be seen that
the LATEXT-GAN I can be obtained by adding the
above code-based discriminator fwc into the Soft-
GAN. In each iteration, the model is trained us-
ing the following steps after the AE training step
and the Equation 3 step of the Soft-GAN in sec-
tion 4.1:

• Train the code-based discriminator fwc for k
times using the loss Lcriticc to maximize the
ability of the fwc to discriminate between c
and z:

Lcriticc = min
wc

(Ec∼Pc [fwc(c)]−

Ez∼Pz [fwc(z)]+

λEc̄z∼Pc̄z [(||∇c̄zfwc(c̄z)||2 − 1)2])

(5)

• Train the encoder and the decoder neural net-
works once with the loss Lgen to fool the dis-
criminators fwc and fwt with improving the
representations c and x̂ respectively:

Lgen = min
(φ,ψ)

(−Ex̂∼Px̂ [fwt(x̂)] + Ex̃∼Px̃

[fwt(x̃)] + Ez∼Pz [fwc(z)]− Ec∼Pc [fwc(c)])
(6)

4.3 LATEXT-GAN II
The LATEXT-GAN II approach (Figure 1c) is
similar to the LATEXT-GAN I approach except
the training of the code-based discriminator fwc
is done as the ARAE training. The critic fwc is
used to discriminate the synthetic code ĉ with the
latent code c. Here, the synthetic code is formed
by using the ARAE method (Spinks and Moens,
2018). For each iteration in the model training,
the AE training step and the Equation 3 step of the
Soft-GAN in section 4.1 are carried out first. Then
the following two steps are performed:

• Train the code-based discriminator fwc for
k times and the encoder once using the loss
Lcriticc to maximize the ability of the fwc to
discriminate between c and ĉ:

Lcriticc = min
(wc,φ)

(−Ec∼Pc [fwc(c)] + Eĉ∼Pĉ

[fwc(ĉ)] + λEc̄∼Pc̄ [(||∇c̄fwc(c̄)||2 − 1)2])

(7)

• Train the generator and the decoder neural
networks once using the loss Lgen to fool the
discriminators fwt and fwc with improving
the representations x̂ and ĉ respectively:

Lgen = min
(θ,ψ)

(−Ex̂∼Px̂ [fwt(x̂)] + Ex̃∼Px̃

[fwt(x̃)]− Eĉ∼Pĉ [fwc(ĉ)] + Ec∼Pc [fwc(c)])
(8)

4.4 LATEXT-GAN III
In the third approach (Figure 1d), the combination
of latent code c generated by ARAE (Spinks and
Moens, 2018) and the soft-text output x̃ of an AE
is used to signal the discriminator. We performed
this combination by getting inspiration from an
Adversarially Learned Inference (ALI) paper (Du-
moulin et al., 2016) introduced for image genera-
tion. We call it as LATEXT-GAN III. Here, the
discriminator fwt+c tries to determine which com-
bination of the samples derive from the latent code
and the soft-text, (x̃,c), and which (x̂, ĉ) are gener-
ated from the noise z. After the AE training step
min
(φ,ψ)
||x − x̃||2, the LATEXT-GAN III model is

trained using the next two steps in each iteration:

• Train the discriminator fwt+c for k times, the
encoder and the decoder once using the loss
Lcritict+c to maximize the ability of the dis-
criminator network to discriminate between
(x̃,c) and (x̂, ĉ):

Lcritict+c = min
(wt+c,φ,ψ)

(−E(x̃,c)∼Px̃,Pc

[fwt+c(x̃, c)] + E(x̂,ĉ)∼Px̂,Pĉ [fwt+c(x̂, ĉ)]+

λE(x̄,c̄)∼Px̄,Pc̄ [(||∇(x̄,c̄)fwt+c(x̄, c̄)||2 − 1)2])

(9)

• Train the generator and the decoder once
based on Lgen to fool the discriminator fwt+c
with improving the representation (x̂, ĉ):

Lgen = min
(θ,ψ)

(−E(x̂,ĉ)∼Px̂,Pĉ [fwt+c(x̂, ĉ)]

+ E(x̃,c)∼Px̃,Pc [fwt+c(x̃, c)])
(10)

5 Experiments

5.1 Dataset and Experimental Procedures
We do our experiments on two different datasets:
the Stanford Natural Language Inference (SNLI)
corpus 1, which contains 714,667 sentences for

1https://github.com/aboev/arae-tf/tree/master/data snli
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training and 13323 sentences for testing, and the
Image COCO 2 dataset’s image caption annota-
tions, where we sample 3 10,000 sentences as
training set and another 10,000 as test set (Zhu
et al., 2018). We perform word-based experi-
ments. For the SNLI dataset, we use a vocabulary
size of 10000 words and use the maximum sen-
tence length of size 15. For the COCO dataset, we
use a vocabulary size of 5000 and perform experi-
ments using the maximum sentence length of sizes
15 and 20. We train a simple AE using one layer
with 512 LSTM cells (Hochreiter and Schmidhu-
ber, 1997) for both the encoder and the decoder.
For decoding, the output from the previous time
step is used as the input to the next time step. We
use the hidden code c from the last time step of
the encoder and applied as an additional input at
each time step of decoding. We normalize the code
and then added an exponentially decaying noise
before decoding. The greedy search approach is
applied to get the best output. We train the auto-
encoder using Adam (Diederik and Jimmy, 2014)
optimizer with learning rate = 0.001, β1= 0.9, and
β2= 0.999. We use CNN-based generator and dis-
criminator with residual blocks (Gulrajani et al.,
2017). The tanh function is applied on the out-
put of the ARAE generator (Kim et al., 2017).
We train the generator and the discriminator using
Adam optimizer with learning rate = 0.0001, β1=
0.5, and β2= 0.9. We do not apply any kind of at-
tention mechanisms (Bahdanau et al., 2014; Zhang
et al., 2018) and pre-training (Zhu et al., 2018) in
our experiments. We use the WGAN-GP (Gul-
rajani et al., 2017) approach with 5 discriminator
updates for every generator update and a gradient
penalty co-efficient of λ=10 unlike a setup in (Zhu
et al., 2018). For the AAE-based experiments, we
normalize the data drawn from a prior distribution
z. We train the models for 200000 iterations where
in each iteration we sample a random batch and
train the networks of the models.

5.2 Quantitative Evaluation
We use the frequently used BLEU metric (Pap-
ineni et al., 2002) to evaluate the word similar-
ity between sentences and the perplexity to eval-
uate our techniques. We calculate BLEU-n scores
for n-grams without a brevity penalty (Zhu et al.,
2018). The results with the best BLEU-n scores
in the synthesized generated texts are reported.

2http://cocodataset.org
3https://github.com/geek-ai/Texygen/tree/master/data

To calculate the BLEU-n scores, we generate ten
batches of sentences as candidate texts, i.e. 640
sentences and use the entire test set as reference
texts. As the GAN-based models usually suffer
from mode collapse (i.e., generating same samples
over and over again), evaluating models by only
BLEU metric is not appropriate. So, we also cal-
culate recently proposed self-BLEU scores for the
COCO dataset using maximum sentence length of
size 20 and 10k synthetic sentences to evaluate the
diversity (Zhu et al., 2018). Using one synthetic
sentence as hypothesis and others as reference, the
BLEU is calculated for every synthetic sentence,
and define the average BLEU score as the self-
BLEU (Zhu et al., 2018). A higher self-BLEU
score describe less diversity. For the perplexity
evaluations, we generate 100k and 10k sentences
for the SNLI and the COCO datasets respectively
using the models of the last iteration.

5.2.1 BLEU-n Scores evaluation
The BLEU score results for the n-grams of the
synthesized texts are depicted in Table 2 and 3
with maximum sentence length of 15 for the SNLI
and the COCO datasets respectively. We also re-
port experimental results with a longer maximum
sentence length of 20 using the COCO dataset to
differentiate the effectiveness of code and text-
based solutions (in Table 4). Furthermore, we re-
port the BLEU and self-BLEU score results of our
proposed approaches in Table 5 and 6 respectively
for the COCO dataset to compare with the results
of the existing approaches reported in (Zhu et al.,
2018).

Model B-2 B-3 B-4 B-5
AAE 0.797 0.614 0.449 0.294
ARAE 0.73 0.575 0.431 0.297
IWGAN 0.70 0.518 0.369 0.246
Soft-GAN 0.849 0.648 0.446 0.252
LATEXT-GAN I 0.87 0.679 0.508 0.336
LATEXT-GAN II 0.793 0.631 0.48 0.338
LATEXT-GAN III 0.782 0.617 0.466 0.33

Table 2: BLEU-n (B-n) scores results using SNLI
dataset and 640 synthetic sentencesFrom tables 2, 3, and 4, we can see that our
proposed approaches outperform the standalone
code (AAE or ARAE) and text-based (IWGAN)
solutions. For the maximum sentence length of
size 15 experiments, the LATEXT-GAN I is better
than LATEXT-GAN II and III for shorter length
text (e.g., 2,3-grams). The performance of the
LATEXT-GAN II and III degrades with increas-
ing maximum sentence length to 20. This is be-
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Model B-2 B-3 B-4 B-5
AAE 0.733 0.477 0.284 0.156
ARAE 0.676 .457 0.287 0.172
IWGAN 0.636 0.417 0.258 0.155
Soft-GAN 0.781 0.492 0.296 0.155
LATEXT-GAN I 0.758 0.496 0.294 0.155
LATEXT-GAN II 0.707 0.489 0.316 0.198
LATEXT-GAN III 0.701 0.483 0.311 0.193

Table 3: BLEU-n (B-n) scores results for COCO
dataset with maximum sentence length of size 15 and
640 synthetic sentences

Model B-2 B-3 B-4 B-5
AAE 0.751 0.475 0.287 0.167
ARAE 0.665 0.447 0.279 0.162
IWGAN 0.669 0.454 0.294 0.178
Soft-GAN 0.799 0.520 0.317 0.190
LATEXT-GAN I 0.77 0.503 0.314 0.185
LATEXT-GAN II 0.687 0.456 0.283 0.174
LATEXT-GAN III 0.680 0.466 0.292 0.178

Table 4: BLEU-n (B-n) scores results for COCO
dataset with maximum sentence length of size 20 and
over 640 synthetic sentences

cause for longer sequence length experiments, the
hidden code of the last time step might not be
able to keep all the information from the earlier
time steps. On the other hand, the LATEXT-GAN
I and the Soft-GAN improve their performance
with increasing maximum sentence length to 20.
This might be because of the encoder enhances
its representation better to the prior distribution, z
from which the text is generated. Furthermore, the
Soft-GAN outperforms all the proposed LATEXT
GAN approaches.

We also compare our proposed approaches
with TextGAN (Zhang et al., 2017), some RL-
based approaches (SeqGAN (Yu et al., 2017),
RankGAN (Lin et al., 2017), MaliGAN (Che et al.,
2017)) and MLE approach described in a bench-
mark platform (Zhu et al., 2018) where they ap-
ply pre-training before applying adversarial train-
ing. We evaluate the BLEU and Self-BLEU score
results on 10k synthetic sentences using the max-
imum sentence length of size 20 for the COCO
dataset with a vocabulary of size 5000 as in (Zhu
et al., 2018). The BLEU and the self-BLEU score
results are reported in Table 5 and 6 respectively.
From Table 5, it can be noted that our proposed ap-
proaches show comparable results to the RL-based
solutions for the BLEU score results. We can also
see that our proposed LATEXT-GAN III approach
gives lower self-BLEU scores in Table 6. From
the above experimental results, we can note that

LATEXT-GAN III can generate real-like and more
diverse sentences compare to some approaches re-
ported in (Zhu et al., 2018) and our other proposed
approaches.

Model B-2 B-3 B-4 B-5
TextGAN 0.593 0.463 0.277 0.207
SeqGAN 0.745 0.498 0.294 0.180
RankGAN 0.743 0.467 0.264 0.156
MaliGAN 0.673 0.432 0.257 0.159
MLE 0.731 0.497 0.305 0.189
Soft-GAN 0.787 0.496 0.286 0.150
LATEXT-GAN I 0.736 0.447 0.258 0.146
LATEXT-GAN II 0.672 0.430 0.257 0.147
LATEXT-GAN III 0.660 0.435 0.260 0.149

Table 5: BLEU-n (B-n) scores results for COCO dataset
using sequence length 20 and 10k generated sentences

Model B-2 B-3 B-4 B-5
TextGAN 0.942 0.931 0.804 0.746
SeqGAN 0.950 0.840 0.670 0.489
RankGAN 0.959 0.882 0.762 0.618
MaliGAN 0.918 0.781 0.606 0.437
MLE 0.916 0.769 0.583 0.408
Soft-GAN 0.988 0.950 0.847 0.612
LATEXT-GAN I 0.991 0.957 0.854 0.613
LATEXT-GAN II 0.896 0.755 0.523 0.263
LATEXT-GAN III 0.874 0.706 0.447 0.205

Table 6: Self-BLEU scores results for COCO dataset
using sequence length 20 and 10k generated sentences

5.2.2 Perplexity Evaluation
The forward and reverse perplexities of the LMs
trained with maximum sentence length of 15 and
20 using the SNLI and the COCO datasets re-
spectively are described in Table 7. The forward
perplexities (F-PPL) are calculated by training an
RNN language model (Zaremba et al., 2015) on
real training data and evaluated on the synthetic
samples. This measure describe the fluency of the
synthetic samples. We also calculate the reverse
perplexities (R-PPL) by training an RNNLM on
the synthetic samples and evaluated on the real test
data. We can easily compare the performance of
the LMs by using the forward perplexities while
it is not possible by using the reverse perplexi-
ties as the models are trained using the synthetic
samples with different vocabulary sizes. The per-
plexities of the LMs using real data are 16.01 and
67.05 for the SNLI and the COCO datasets re-
spectively reported in F-PPL column. From the
tables, we can note the models with lower for-
ward perplexities (higher fluency) for the syn-
thetic samples tend to have higher reverse perplex-
ities except the AAE-based models (Cifka et al.,
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2018) and/or the IWGAN. The forward perplex-
ity for the IWGAN is the worst which means that
the synthetic sentences of the IWGAN model are
not fluent or real-like sentences. For the SNLI
dataset, we can note that the LATEXT-GAN II
and III approaches can generate more fluent sen-
tences than the other approaches. For the COCO
dataset, it can be seen that the forward perplex-
ity of the LATEXT-GAN I (51.39) is far lower
than the real data (67.05) which means the model
suffers from mode-collapse. The Soft-GAN, the
LATEXT-GAN II and III approaches suffer less
from the mode-collapse.

Models F-PPL R-PPL F-PPL R-PPL
SNLI SNLI COCO COCO

Real 16.01 - 67.05 -
AAE 74.56 48.04 83.34 257.21
ARAE 66.70 315.58 64.63 185.20
IWGAN 193.30 53.96 94.95 80.99
Soft-GAN 110.95 142.13 61.42 170.17
LATEXT-GAN I 86.24 56.78 51.39 158.21
LATEXT-GAN II 53.22 144.80 63.32 203.39
LATEXT-GAN III 54.80 143.42 71.60 214.76

Table 7: Forward (F) and Reverse (R) perplexity (PPL)
results for the SNLI and COCO datasets using synthetic
sentences of maximum length 15 and 20 respectively.

5.3 Human Evaluation

The subjective judgments of the synthetic sen-
tences of the models trained using the COCO
dataset with maximum sentence length of size 20
is reported in Table 8. We used 20 different ran-
dom synthetic sentences generated by using the
last iteration of each model and gave them to a
group of 5 people. We asked them to rate the
sentences based on a 5-point Likert scale accord-
ing to their fluency. The raters are asked to score
1 which corresponds to gibberish, 3 corresponds
to understandable but ungrammatical, and 5 corre-
spond to naturally constructed and understandable
sentences (Cifka et al., 2018). From Table 8, we
can note that the proposed LATEXT-GAN III ap-
proach get the higher rate compare to the other ap-
proaches. From all the above different evaluations,
we can note that the synthetic sentences by using
the LATEXT-GAN II and III approaches are more
balanced in diversity and fluency compare to the
other approaches. We also depicted some exam-
ples of the synthetic sentences for the COCO and
the SNLI datasets in Table 9 and 10 respectively.

Model Fluency
Real 4.32
AAE 1.72
ARAE 2.60
IWGAN 1.58
Soft-GAN 1.66
LATEXT-GAN I 1.82
LATEXT-GAN II 2.48
LATEXT-GAN III 2.70

Table 8: Human Evaluation on the synthetic sentences

6 Conclusion and Future Work

In this paper, we introduced Soft-GAN as a new
solution for the main bottleneck of using GAN for
generating text, which is the discontinuity of text.
This is based on applying soft-text to the GAN
discriminator instead of the one-hot representa-
tion in the traditional approach. We also intro-
duced three LATEXT-GAN approaches by com-
bining the reconstructed output (soft-text) of an
auto-encoder to the latent code-based GAN ap-
proaches (AAE and ARAE) for text generation.
LATEXT-GAN I is formed on top of AAE method.
LATEXT-GAN II and III approaches were formed
based on ARAE. The LATEXT-GAN I and II ap-
proaches used separate discriminators for the syn-
thetic text and the synthetic code discriminations.
The LATEXT-GAN III used the combination of
the soft-text and the latent code to compare with
the concatenation of the synthetic text and the syn-
thetic code by using a single discriminator. We
evaluated the proposed approaches over the SNLI
and the COCO datasets using subjective and ob-
jective evaluation metrics. The results of the ex-
periments are consistent with different evaluation
metrics. We showed the superiority of our pro-
posed techniques, especially the LATEXT-GAN
III method over other conventional GAN-based
techniques which does not require pre-training.
Finally, we summarize our plan for future work
in the following:

1. We trained the GAN using WGAN-GP
approach. Spectral normalization tech-
nique (Miyato et al., 2018) can be applied to
stabilize the GAN training which could gen-
erate more diverse text in our settings.

2. The proposed approaches are the pure GAN-
based techniques for text generation and they
are not very powerful in generating long sen-
tences. RL or self-attention (Zhang et al.,
2018) techniques can be used as a tool to ac-
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ARAE IWGAN Soft-GAN
a motorcycle parked outside of a
counter street .

a small hang bathroom with a park
and side .

a man is sitting with a counter
counter .

a plane scene with focus on a toilet
.

a group of kitchen sits near a sliding
.

a dog with a people above a street .

a cat standing down the of a bath-
room .

a picture from a giraffe in a garlic . a blue of cat sitting in a red wall .

a bathroom with a toilet, a wall and
.

a man shorts on a large table over . a woman is looking with a red .

a white cat sits in the kitchen bowl . a car is hidden from a small kitchen
.

a dog is sitting in a bathroom .

LATEXT-GAN I LATEXT-GAN II LATEXT-GAN III
a bathroom bathroom with with toi-
let and and mirror .

a bathroom with a sink and and
white plane .

there are a park with ride on around
display .

a man kitchen next to a kitchen cab-
inets and .

a kitchen filled with wooden sink
and a large window .

a kitchen with white cabinets and a
black tub .

a man standing at a kitchen in a . a person is parked on a city road . a bathroom has a sink and a toilet .
a man in in front a a bathroom with
.

a cat sitting on a bench of a city
street .

a woman riding a bike with a large
on .

a plane is sitting with the sky at . a group of people sitting on a city
bench .

a picture of a kitchen with a a skies
.

Table 9: Example generated sentences with models trained using COCO dataset with maximum sentence length of
size 20

ARAE IWGAN Soft-GAN
A little girl is playing outside . A car is sitting in a house . A children of a blue a shirt while a .
A woman is near the water . Someone are Indian in his trinkets . A little girl is looking while a a .
A group of people are sitting . A woman is outside . A couple of people are in white a a

.
The lady is in the water . the man is in the house . A couple in a blue white is is stand-

ing .
A lady sitting on a bench . The kids are laughing Bull . A man in a white shirt outside a a .

LATEXT-GAN I LATEXT-GAN II LATEXT-GAN III
A woman is holding a . People are walking in the park . A group of people are sitting in a

field .
A man is playing a . The girl is playing with a a . A boy is outside in a field .
A man is standing on an beach . There are motorcycles outside . A man is riding a bike in the water .
A man is walking in . The young boy is wearing a red shirt

.
A woman is riding a bike .

A little girl is playing in the . A woman is walking on the park . The man is standing .

Table 10: Example generated sentences with models trained using SNLI dataset with maximum sentence length of
size 15

commodate this weakness.

3. We used the hidden code from the last time
step of the encoder. Attention mechanism can
be applied for decoding. Furthermore, the
powerful transformer (Vaswani et al., 2017)
can be applied for the auto-encoder which
could improve the performance of the pro-
posed approaches. Pre-train the auto-encoder
before adversarial training can also improve
the performance.
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Matt J Kusner and José Miguel Hernández-Lobato.
2016. GANs for sequences of discrete elements with
the gumbel-softmax distribution. arXiv preprint
arXiv:1611.04051.

Jiwei Li, Will Monroe, Tianlin Shi, Alan Ritter,
and Dan Jurafsky. 2017. Adversarial learning
for neural dialogue generation. arXiv preprint
arXiv:1701.06547.

Kevin Lin, Dianqi Li, Xiaodong He, Zhengyou
Zhang, and Ming-Ting Sun. 2017. Adversarial
ranking for language generation. arXiv preprint
arXiv:1705.11001.

Alireza Makhzani, Jonathon Shlens, Navdeep Jaitly,
Ian Goodfellow, and Brendan Frey. 2015. Adversar-
ial autoencoders. arXiv preprint arXiv:1511.05644.

Tom Mikolov, Martin Karafit, Luk Burget, Jan ernocky,
and Sanjeev Khudanpur. 2010. Recurrent neural
network based language model. INTERSPEECH.

Takeru Miyato, Toshiki Kataoka, Masanori Koyama,
and Yuichi Yoshida. 2018. Spectral normalization
for generative adversarial networks. arXiv preprint
arXiv:1802.05957.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. BLEU: a method for automatic
evaluation of machine translation. In ACL, pages
311–318.

Ofir Press, Amir Bar, Ben Bogin, Jonathan Berant,
and Lior Wolf. 2017. Language generation with re-
current generative adversarial networks without pre-
training. arXiv preprint arXiv:1706.01399.

2257



Sai Rajeswar, Sandeep Subramanian, Francis Dutil,
Christopher Pal, and Aaron Courville. 2017. Adver-
sarial generation of natural language. arXiv preprint
arXiv:1705.10929.

Ahmad Rashid, Alan Do-Omri, Md. Akmal Haidar,
Qun Liu, and Mehdi Rezagholizadeh. 2019.
Bilingual-GAN: A step towards parallel text genera-
tion. In NeuralGen 2019.

Tim Salimans, Ian Goodfellow, Wojciech Zaremba,
Vicki Cheung, Alec Radford, and Xi Chen. 2016.
Improved techniques for training GANs. In NIPS,
pages 2234–2242.

Graham Spinks and Marie-Francine Moens. 2018.
Generating continuous representations of medical
texts. In NAACL-HLT, pages 66–70.

Sandeep Subramanian, Sai Rajeswar, Alessandro Sor-
doni, Adam Trischler, Aaron Courville, and Christo-
pher Pal. 2018. Towards text generation with adver-
sarially learned neural outlines. NeurIPS.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. arXiv preprint arXiv:1706.03762.

Jun Wang, Lantao Yu, Weinan Zhang, Yu Gong,
Yinghui Xu, Benyou Wang, Peng Zhang, and Zhang
Dell. 2017. Irgan: A minimax game for unifying
generative and discriminative information retrieval
models. In SIGIR.

Ronald J Williams and David Zipser. 1989. A
learning algorithm for continually running fully
recurrent neural networks. Neural Computation,
1(2):270280.

Lijun Wu, Yingce Xia, Li Zhao, Fei Tian, Tao Qin,
Jianhuang Lai, and Tie-Yan Liu. 2017. Adver-
sarial neural machine translation. arXiv preprint
arXiv:1704.06933.

Kelvin Xu, Jimmy Lei Ba, Ryan Kiros, Kyunghyun
Cho, Aaron Courville, Ruslan Salakhutdinov, and
Yoshua Bengio. 2014. Show, attend and tell: Neu-
ral image caption generation with visual attention.
arXiv preprint arXiv:1502.03044.

Zhen Yang, Wei Chen, Feng Wang, and Bo Xu. 2017a.
Improving neural machine translation with condi-
tional sequence generative adversarial nets. arXiv
preprint arXiv:1703.04887.

Zhilin Yang, Junjie Hu, Ruslan Salakhutdinov, and
William W Cohen. 2017b. Semi-supervised QA
with generative domain-adaptive nets. arXiv
preprint arXiv:1702.02206.

Lantao Yu, Weinan Zhang, Jun Wang, and Yong Yu.
2017. SeqGAN: Sequence generative adversarial
nets with policy gradient. In AAAI, pages 2852–
2858.

Wojciech Zaremba, Ilya Sutskever, and Oriol Vinyals.
2015. Recurrent neural network regularization.
arXiv preprint arXiv:1409.2329.

Han Zhang, Ian Goodfellow, Dimitris Metaxas,
and Augustus Odena. 2018. Self-attention gen-
erative adversarial networks. arXiv preprint
arXiv:1805.08318.

Yizhe Zhang, Zhe Gan, Kai Fan, Zhi Chen, Ricardo
Henao, Dinghan Shen, and Lawrence Carin. 2017.
Adversarial feature matching for text generation.
arXiv preprint arXiv:1706.03850.

Yaoming Zhu, Sidi Lu, Guo Jiaxian Zheng Lei, Zhang
Weinan, Wang Jun, and Yu Yong. 2018. Texygen: A
benchmarking platform for text generation models.
arXiv preprint arXiv:1802.01886.

2258



Proceedings of NAACL-HLT 2019, pages 2259–2266
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Neural Text Generation from Rich Semantic Representations

Valerie Hajdik1, Jan Buys2, Michael W. Goodman1 and Emily M. Bender1
1Department of Linguistics, University of Washington

2Paul G. Allen School of Computer Science and Engineering, University of Washington
vhajdik@uw.edu, jbuys@cs.washington.edu,

{goodmami, ebender}@uw.edu

Abstract

We propose neural models to generate
high-quality text from structured representa-
tions based on Minimal Recursion Semantics
(MRS). MRS is a rich semantic representation
that encodes more precise semantic detail than
other representations such as Abstract Mean-
ing Representation (AMR). We show that a
sequence-to-sequence model that maps a lin-
earization of Dependency MRS, a graph-based
representation of MRS, to English text can
achieve a BLEU score of 66.11 when trained
on gold data. The performance can be im-
proved further using a high-precision, broad
coverage grammar-based parser to generate a
large silver training corpus, achieving a final
BLEU score of 77.17 on the full test set, and
83.37 on the subset of test data most closely
matching the silver data domain. Our results
suggest that MRS-based representations are a
good choice for applications that need both
structured semantics and the ability to produce
natural language text as output.

1 Introduction

Text generation systems often generate their out-
put from an intermediate semantic representation
(Yao et al., 2012; Takase et al., 2016). How-
ever many semantic representations are task- or
domain-specific (He and Young, 2003; Wong
and Mooney, 2007), while rule-based text gen-
eration systems often have incomplete coverage
(Langkilde-Geary, 2002; Oepen et al., 2007).

In this work we combine the advantages of Min-
imal Recursion Semantics (MRS; Copestake et al.,
2005) with the robustness and fluency of neu-
ral sequence-to-sequence models trained on large
datasets. We hypothesize that MRS is particu-
larly well-suited for text generation, as it is explic-
itly compositional, capturing the contribution to
sentence meaning of all parts of the surface form
(Bender et al., 2015).

In contrast, semantic representations such as
Abstract Meaning Representation (AMR; Ba-
narescu et al., 2013) seek to abstract away from
the syntax of a sentence as much as possible.
Therefore MRS captures meaning distinctions that
AMR fails to represent (see Fig. 1).

Our approach (§2) uses neural sequence-to-
sequence models (Sutskever et al., 2014; Bah-
danau et al., 2014) to map linearizations of di-
rected acyclic graphs (DAGs) to text, similar to
the approach proposed by Konstas et al. (2017)
to generate text from AMR. We use Dependency
MRS (DMRS; Copestake, 2009), a graph-based
representation in which nodes are MRS predicates
(annotated with additional attributes) and edges
represent relations between predicates. MRS and
DMRS are interconvertible and the graph-based
representation enables more convenient lineariza-
tion and manipulation than MRS’s variable-based
representation (Copestake et al., 2016).

Results (§3) show that neural DMRS to English
text generation can obtain up to 83.37 BLEU and
32% exact match, substantially higher than previ-
ous work. In particular, we obtain an 11.6 BLEU
improvement through semi-supervised training us-
ing the output of a grammar-based parser, com-
pared to training on gold data only. In comparison
a grammar-based generator obtained 62.05 BLEU,
and an approach based on DAG Transducers (Ye
et al., 2018) 68.07 BLEU. Ablation experiments
show that node attributes encoding fine-grained
morpho-semantic information such as number and
tense contribute more than 12 BLEU points. The
highest reported result for AMR generation is 33.8
BLEU (Konstas et al., 2017); on the same dataset
our best model obtains 75.8 BLEU. While a more
detailed meaning representation is harder to pro-
duce, our results suggest that MRS could be suit-
able for text generation applications where precise
semantic representations are required.
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DMRS

AMR

Figure 1: DMRS and AMR graphs for the sentence
Kim sees a boy. Because DMRS includes tense and
number, and has a node for the determiner, it can dis-
tinguish between, e.g. Kim sees a boy and Kim saw the
boys, which AMR does not do.

2 Approach

2.1 Data
Our gold training data are parallel MRS and En-
glish text corpora, derived from the 1214 release
of the Redwoods Treebank (Oepen et al., 2002).1

MRS is implemented as the semantic layer of
the English Resource Grammar (ERG; Flickinger,
2000, 2011), a broad-coverage, hand-engineered
computational grammar of English. The Red-
woods annotation was produced in conjunction
with the ERG by parsing each sentence into a for-
est (discarding unparsable sentences), followed by
manual disambiguation (Flickinger et al., 2017).

About half of the training data comes from the
Wall Street Journal (sections 00-21), while the rest
spans a range of domains, including Wikipedia, e-
commerce dialogues, tourism brochures, and the
Brown corpus. The data is split into training, de-
velopment and test sets with 72,190, 5,288, and
10,201 sentences, respectively.

2.2 Graph linearization
We use PyDelphin2 to convert MRS annotations
to DMRS. In order to apply sequence-to-sequence
models to graph-to-text generation, we then lin-
earize the DMRS into PENMAN format (which is
also used to represent AMR). We follow Goodman
(2018, pp. 82–86) in finding normalized spanning

1http://svn.delph-in.net/erg/tags/
1214/tsdb/gold

2https://github.com/delph-in/pydelphin

PENMAN

(10002 / _see_v_1
:tense PRES
:sf PROP
:perf -
:mood INDICATIVE
:ARG1-NEQ (10001 / named
:carg "Kim"
:pers 3
:num SG
:ind +)

:ARG2-NEQ (10004 / _boy_n_1
:pers 3
:num SG
:ind +
:RSTR-H-of (10003 / _a_q)))

Linearization

( _see_v_1 mood=INDICATIVE|perf=-|sf
↪→ =PROP|tense=PRES ARG1-NEQ (
↪→ named0 ind=+|num=SG|pers=3 )
↪→ ARG2-NEQ ( _boy_n_1 ind=+|num=
↪→ SG|pers=3 RSTR-H-of ( _a_q ) )
↪→ )

Figure 2: The DMRS for the sentence Kim sees a boy.
in PENMAN format (top) and the linearization used by
our model (bottom).

trees through depth-first traversal over the directed
acyclic DMRS graphs.3 The PENMAN format de-
fines each node once, supports node attributes and
edge labels, marks edges whose direction is re-
versed in the traversal, and represents edges which
are not covered by the spanning tree.

The PENMAN format is processed further to
obtain a linearization appropriate as input to
sequence-to-sequence models, similar to the ap-
proach proposed by Konstas et al. (2017) for AMR
linearization (see Fig. 2). Node variable identifiers
are removed, node attributes are concatenated, and
named entities are anonymized. Predicates that
appear only once in the training data are treated
as unknowns. Preprocessing and unknown word
handling are described in greater detail in Appen-
dices A and B.

2.3 Model

Our neural generator follows the standard
encoder-decoder paradigm (Bahdanau et al.,
2014). The encoder is a two-layer bidirectional
LSTM. Predicates and their attributes are em-
bedded separately; their embeddings are then
concatenated (Sennrich and Haddow, 2016). The

3https://github.com/goodmami/
mrs-to-penman
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decoder uses global soft attention for alignment
(Luong et al., 2015), and pointer attention to copy
unknown tokens directly to the output (Gulcehre
et al., 2016). The models are trained using Adam
(Kingma and Ba, 2014). Dropout is applied to
non-recurrent connections. Decoding uses beam
search (width 5). The generator is implemented
using OpenNMT-py (Klein et al., 2017). Hyper-
parameter details are given in Appendix C. Our
code is available online.4

2.4 Semi-supervised training

We augment the gold training data with a sil-
ver dataset generated using ACE,5 a parser for
the ERG, to parse sentences to MRS. We sam-
ple one million sentences from the Gigaword cor-
pus (Parker et al., 2011), restricted to articles pub-
lished before the year 2000, to match the domain
of the Wall Street Journal data. The parser failed to
parse about 10.3% of the Gigaword sentences, so
these were discarded. While there are robust MRS
parsers (Buys and Blunsom, 2017; Chen et al.,
2018), the MRSs they produce are less accurate
and not guaranteed to be well-formed. Our ap-
proach thus differs from Konstas et al. (2017), who
used self-training to improve AMR to text gener-
ation by iteratively training on larger amounts of
data parsed by their neural parser.6

3 Results

We compare the performance of our neural gener-
ator when trained on either gold, silver, or gold
and silver data (Table 1). Generation quality is
primarily evaluated with BLEU (Papineni et al.,
2002), using SacreBLEU (Post, 2018).7 We eval-
uate the neural models on both the full Redwoods
test set (‘All’) and the WSJ subset.

The results show that our neural generator ob-
tains very strong performance. Semi-supervised
training leveraging the ERG parser leads to an 11
BLEU point improvement on Redwoods, compar-
ing to supervised training only. We found that the
best semi-supervised results are obtained by up-

4https://github.com/shlurbee/
dmrs-text-generation-naacl2019

5ACE version 0.9.25, with the 1214 ERG release, avail-
able at http://sweaglesw.org/linguistics/
ace

6The ACE parser obtained 93.5 Smatch score on parsable
sentences (Buys and Blunsom, 2017), while the neural AMR
parser (Konstas et al., 2017) obtained 62.1 Smatch (on a dif-
ferent domain).

7https://github.com/mjpost/sacreBLEU

sampling the gold data so that the gold to silver ra-
tio in training examples is 1:2. Interestingly, train-
ing on silver data performs only slightly worse
than training on both gold and silver.

3.1 Baselines

Our baselines are the ERG’s grammar-based gen-
erator (Carroll et al., 1999; Carroll and Oepen,
2005) and the DAG transducer generator of Ye
et al. (2018). To compare our models against the
grammar-based generator, implemented in ACE,
we need to restrict the evaluation to examples from
which ACE is able to generate (‘All overlap’).8 In
addition to BLEU, we also report exact match ac-
curacy on the overlapping subset.

Results show that our neural models outperform
the grammar-based generator by a large margin.
ACE ranks candidate generations with a discrimi-
native ranker based on structural features over its
derivations (Velldal and Oepen, 2006). However,
it does not use a language model trained on large
amounts of text, which would likely improve flu-
ency substantially.

The DAG transducer was trained to generate
from Elementary Dependency Structures (EDS;
Oepen and Lønning, 2006), an MRS-derived rep-
resentation almost equivalent to DMRS (after edge
properties are removed, which Table 3 shows has
an effect of less than 1 BLEU point). It was evalu-
ated against the same WSJ test set reference gener-
ations, but trained using both less gold data (only
the WSJ subsection) and less silver data (300K vs
900K sentences). Our model trained on WSJ gold
data performs only slightly worse (65.78 BLEU;
see Table 2) and all our semi-supervised models
obtain substantially higher results.

3.2 Out of domain evaluation

We evaluate the in- and out-of-domain perfor-
mance of our approach by training models on ei-
ther WSJ gold data only, or both WSJ gold data
and Gigaword silver data, and evaluating on dif-
ferent domains. The results in Table 2 show that
while the generator performs best on test data
which matches the training domain (news), semi-
supervised training leads to substantial out-of-
domain improvements on the Wikipedia and the
Brown corpus portions of the test set.

8Despite all test sentences being parsable by the ERG,
there are gaps in generation coverage, primarily because
ACE is unable to generate words outside the grammar’s
vocabulary.
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Model BLEU BLEU BLEU Exact Coverage%
(All) (WSJ) (All overlap) Match%

Neural MRS (gold) 66.11 73.12 69.27 24.09 100
Neural MRS (silver) 75.43 81.76 77.13 25.82 100
Neural MRS (gold + silver) 77.17 83.37 79.15 32.07 100
ACE (ERG) – – 62.05 15.08 78
DAG transducer (Ye et al., 2018) – 68.07 – – 100

Table 1: BLEU and exact-match scores over held-out test set

Training Data
Test domain WSJ WSJ + Giga

WSJ 65.78 83.42
Brown 45.00 76.99
Wikipedia 35.90 62.26

Table 2: BLEU scores for domain match experiments

Ablation BLEU

All attributes 72.06
No node attributes 59.37
No node attr except num, tense 67.34
No edge features 71.27

Table 3: Results of semantic feature ablation, model
trained with gold data only

3.3 Attribute ablations

To understand which elements of MRS contribute
most to our generator’s performance, we ablate
node (predicate) and edge attributes from both
the training and test DMRS graphs (Table 3).
In the training data, number and tense show the
most variation among node attributes, and sub-
sequently have the largest effect on the reported
BLEU score. The most common value for num-
ber is SG, but 62.36% of sentences contain a node
with PL. Similarly, 42.41% of sentences contain a
tense value other than PRES or UNTENSED. Many
other attributes are less informative: Mood has a
value other than INDICATIVE in only 0.38% of
sentences, and perf is + in just 9.74% of sentences.
Edge features (including H, EQ and NEQ) encode
constraints on scopal relationships (see Copestake
2009). Removing them, which makes the DMRS
representation close to equivalent to EDS, has only
a small impact on performance.

Representation Train on Train on
Gold Gold+Silver

AMR 22.0 33.8
DMRS - no attributes 40.1 63.6
DMRS - all attributes 56.9 75.8

Table 4: BLEU scores for evaluating AMR and DMRS
generators on an AMR test set

3.4 Comparison with AMR generation

We compare our approach to AMR-to-text gen-
eration by evaluating our generator on a standard
AMR test set (LDC2015E86). As we do not have
manually verified MRSes available on this test set,
we use ACE to parse the reference sentences to
silver MRSes. We then evaluate the outputs that
our generator produces from those MRSes. About
20% of the examples could not be parsed by ACE,
and are discarded for the MRS evaluation. We
compare our generator to the neural AMR genera-
tor of Konstas et al. (2017) for models trained on
gold as well as gold plus silver data.9

We evaluate DMRS models both with and with-
out predicate and edge attributes, as these at-
tributes contain information that is absent from
AMR.10 The results in Table 4 show that our MRS
generator performs better than the AMR generator
by a large margin, even when the additional MRS
attributes are excluded. Our system results are re-
ported on the subset for which we obtained MRS
parses. AMR results are as given by Konstas et al.
(2017) and cover the entire test set.

9The AMR and DMRS systems have different gold train-
ing data, but the same source of silver data.

10Recently, Donatelli et al. (2018) proposed adding tense
and aspect to AMR, but this annotation is not yet available in
a large AMR corpus.
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Type B80-89 B60-69 B40-49 All

Unproblematic 56.4 39.55 48.8 47.1
Slightly
problematic 18.0 9.2 3.3 7.6
Moderately
problematic 12.8 25.0 18.7 19.8
Ungrammatical 5.1 7.9 8.1 7.6
Other serious
error 7.7 18.4 21.1 18.1

Number of errors 39 76 123 238
Errors per item 1.18 2.30 3.73 7.21

Table 5: Percentage of errors of each type, across 99
sampled items, grouped by BLEU score

3.5 Error analysis
We sampled 99 items for error analysis from
the dev set, 33 each from among sentences with
sentence-level BLEU scores of 80-89, 60-69, and
40-49.11 We identified all differences between
these strings and the reference strings and then
labeled each difference with a fine-grained error
type.12 We classified the differences into 238 er-
rors, distributed across five levels of severity (Ta-
ble 5).

Almost half of the differences (47.1%) were un-
problematic, including spelling variants, meaning-
preserving punctuation variation and grammati-
cal alternations (such as optional that or auxil-
iary contraction as in (1)). The slightly problem-
atic category includes close synonyms (e.g. some-
time v. someday), spelled out number names where
Arabic numerals are preferred, and differences in
formatting. The next more serious category (mod-
erately problematic) includes meaning-changing
differences in punctuation, tense or aspect, and mi-
nor grammatical errors such as swapping who and
which in relative clauses or a v. an.

(1) a. I think I would like a Sony. [sys.]

b. I think I’d like a Sony. [ref.]

Finally, among the most serious errors, we find
cases where the generator provided ungrammati-
cal output or grammatical output not conveying
the correct semantics. The former include spu-
rious additional tokens, ungrammatical word or-
ders, and ungrammatical inflection. Serious errors
that nonetheless resulted in grammatical strings
include meaning-changing dropped or swapped

11Items with BLEU scores lower than 40 tend to be very
short and primarily involve formatting differences.

12This was done by a single annotator only. The labels
were generated bottom up, with new labels added as needed
in the course of annotation.

tokens (as in (2)), spurious additional tokens, and
word order changes that alter the semantics or
pragmatics of the string.

(2) a. For such cases, machine learning techniques
emulate human linguistics and learn from train-
ing examples to predict future events. [sys.]

b. For such cases, machine learning techniques
emulate human cognition and learn from train-
ing examples to predict future events. [ref.]

In summary, we find that the BLEU scores un-
derestimate the quality of system outputs, due
to unproblematic differences (N=112) and differ-
ences, like formatting markup (N=6), not reflected
in the input semantic representations. Among the
108 moderate to serious differences, about a third
(35) involve punctuation, suggesting that meaning
signalled by punctuation could be better reflected
in the semantic representations. About half (52)
involve added, dropped, or swapped tokens, show-
ing room for improvement in the generator’s abil-
ity to learn appropriate connections between se-
mantic predicates and surface forms. The remain-
der (21) involve inflection, grammatical alterna-
tions (such as who/which) and word order con-
straints, showing room for improvement in mim-
icking grammatical processes.

4 Conclusion

We have shown that neural sequence-to-sequence
models can be used to generate high quality nat-
ural language text from Minimal Recursion Se-
mantics representations, in contrast to both ex-
isting MRS-based generators and neural genera-
tors based on other broad-coverage semantic rep-
resentations. Furthermore, we have demonstrated
that a large hand-crafted grammar can be lever-
aged to produce large training sets, which im-
proves performance of neural generators substan-
tially. Therefore we argue that the ability to gen-
erate high quality text from MRS makes it a good
choice of representation for text generation appli-
cations that require semantic structure. For fu-
ture work, we are interested in applying graph-to-
sequence neural networks (Beck et al., 2018; Song
et al., 2018) to MRS-to-text generation.

Acknowledgements

Thanks to Yannis Konstas for sharing prelimi-
nary results on DMRS generation, and Swabha
Swayamdipta for discussions. This research was
supported in part by NSF (IIS-1524371) and Sam-
sung AI Research.

2263



References
Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Ben-

gio. 2014. Neural machine translation by jointly
learning to align and translate. arXiv preprint
arXiv:1409.0473.

Laura Banarescu, Claire Bonial, Shu Cai, Madalina
Georgescu, Kira Griffitt, Ulf Hermjakob, Kevin
Knight, Philipp Koehn, Martha Palmer, and Nathan
Schneider. 2013. Abstract meaning representation
for sembanking. In Proceedings of the 7th Linguis-
tic Annotation Workshop and Interoperability with
Discourse, pages 178–186, Sofia, Bulgaria.

Daniel Beck, Gholamreza Haffari, and Trevor Cohn.
2018. Graph-to-sequence learning using gated
graph neural networks. In Proceedings of the 56th
Annual Meeting of the Association for Computa-
tional Linguistics (Volume 1: Long Papers), pages
273–283.

Emily M. Bender, Dan Flickinger, Stephan Oepen,
Woodley Packard, and Ann A. Copestake. 2015.
Layers of interpretation: On grammar and com-
positionality. In Proceedings of the 11th inter-
national conference on Computational Semantics,
pages 239–249.

Steven Bird, Ewan Klein, and Edward Loper. 2009.
Natural language processing with Python. O’Reilly
Media, Inc.

Jan Buys and Phil Blunsom. 2017. Robust incremen-
tal neural semantic graph parsing. In Proceedings of
the 55th Annual Meeting of the Association for Com-
putational Linguistics (Volume 1: Long Papers),
pages 1215–1226.

John Carroll, Ann Copestake, and Dan Flickinger.
1999. An efficient chart generator for (semi-) lex-
icalist grammars. In Proceedings of the 7th Euro-
pean Workshop on Natural Language Generation,
pages 86–95.

John Carroll and Stephan Oepen. 2005. High effi-
ciency realization for a wide-coverage unification
grammar. In International Conference on Natural
Language Processing, pages 165–176. Springer.

Yufei Chen, Weiwei Sun, and Xiaojun Wan. 2018. Ac-
curate shrg-based semantic parsing. In Proceed-
ings of the 56th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Pa-
pers), pages 408–418, Melbourne, Australia.

Ann Copestake, Guy Emerson, Michael Wayne Good-
man, Matic Horvat, Alexander Kuhnle, and Ewa
Muszyska. 2016. Resources for building applica-
tions with dependency minimal recursion semantics.
In Proceedings of the Tenth International Confer-
ence on Language Resources and Evaluation, Por-
toro, Slovenia.

Ann Copestake, Dan Flickinger, Carl Pollard, and
Ivan A. Sag. 2005. Minimal recursion semantics:

An introduction. Research on Language and Com-
putation, 3(2):281–332.

Ann A. Copestake. 2009. Slacker semantics: Why su-
perficiality, dependency and avoidance of commit-
ment can be the right way to go. In Proceedings of
the 12th Conference of the European Chapter of the
ACL, pages 1–9.

Lucia Donatelli, Michael Regan, William Croft, and
Nathan Schneider. 2018. Annotation of tense and
aspect semantics for sentential amr. In Proceed-
ings of the Joint Workshop on Linguistic Annotation,
Multiword Expressions and Constructions, pages
96–108.

Dan Flickinger. 2000. On building a more efficient
grammar by exploiting types. Nat. Lang. Eng.,
6(1):15–28.

Dan Flickinger. 2011. Accuracy vs. robustness in
grammar engineering. In E.M. Bender and J.E.
Arnold, editors, Language from a Cognitive Per-
spective: Grammar, Usage, and Processing, pages
31–50. CSLI Publications, Stanford.

Dan Flickinger, Stephan Oepen, and Emily M. Bender.
2017. Sustainable development and refinement of
complex linguistic annotations at scale. In Nancy
Ide and James Pustejovsky, editors, Handbook of
Linguistic Annotation, pages 353–377. Springer
Netherlands, Dordrecht.

Michael Wayne Goodman. 2018. Semantic Operations
for Transfer-based Machine Translation. Ph.D. the-
sis, University of Washington.

Caglar Gulcehre, Sungjin Ahn, Ramesh Nallapati,
Bowen Zhou, and Yoshua Bengio. 2016. Pointing
the unknown words. In Proceedings of the 54th An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 140–
149.

Yulan He and Steve Young. 2003. A data-driven spo-
ken language understanding system. In IEEE Work-
shop on Automatic Speech Recognition and Under-
standing, pages 583–588. IEEE.

Diederik P Kingma and Jimmy Ba. 2014. Adam: A
method for stochastic optimization. arXiv preprint
arXiv:1412.6980.

G. Klein, Y. Kim, Y. Deng, J. Senellart, and A. M.
Rush. 2017. OpenNMT: Open-Source Toolkit
for Neural Machine Translation. arXiv preprint
arXiv:1701.02810.

Philipp Koehn, Hieu Hoang, Alexandra Birch, Chris
Callison-Burch, Marcello Federico, Nicola Bertoldi,
Brooke Cowan, Wade Shen, Christine Moran,
Richard Zens, Chris Dyer, Ondrej Bojar, Alexandra
Constantin, and Evan Herbst. 2007. Moses: Open
source toolkit for statistical machine translation. In
Proceedings of the 45th Annual Meeting of the As-
sociation for Computational Linguistics Companion

2264



Volume: Proceedings of the Demo and Poster Ses-
sions, pages 177–180, Prague, Czech Republic.

Ioannis Konstas, Srinivasan Iyer, Mark Yatskar, Yejin
Choi, and Luke Zettlemoyer. 2017. Neural amr:
Sequence-to-sequence models for parsing and gen-
eration. In Proceedings of the 55th Annual Meet-
ing of the Association for Computational Linguistics
(Volume 1: Long Papers), pages 146–157.

Irene Langkilde-Geary. 2002. An empirical verifi-
cation of coverage and correctness for a general-
purpose sentence generator. In Proceedings of the
International Natural Language Generation Confer-
ence, pages 17–24.

Thang Luong, Hieu Pham, and Christopher D Man-
ning. 2015. Effective approaches to attention-based
neural machine translation. In Proceedings of the
2015 Conference on Empirical Methods in Natural
Language Processing, pages 1412–1421.

Stephan Oepen and Jan Tore Lønning. 2006.
Discriminant-based mrs banking. In Proceed-
ings of the Fifth International Conference on
Language Resources and Evaluation, Genoa, Italy.

Stephan Oepen, Kristina Toutanova, Stuart Shieber,
Christopher Manning, Dan Flickinger, and Thorsten
Brants. 2002. The lingo redwoods treebank: Moti-
vation and preliminary applications. In The 17th In-
ternational Conference on Computational Linguis-
tics: Project Notes.

Stephan Oepen, Erik Velldal, Jan Tore Lønning, Paul
Meurer, Victoria Rosén, and Dan Flickinger. 2007.
Towards hybrid quality-oriented machine transla-
tion. on linguistics and probabilities in mt. In In
Proceedings of the 11th Conference on Theoretical
and Methodological Issues in Machine Translation.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: A method for automatic eval-
uation of machine translation. In Proceedings of
the 40th Annual Meeting on Association for Com-
putational Linguistics, pages 311–318, Philadelphia,
Pennsylvania.

Robert Parker, David Graff, Junbo Kong, Ke Chen, and
Kazuaki Maeda. 2011. English gigaword fifth edi-
tion ldc2011t07. DVD. Philadelphia: Linguistic
Data Consortium.

M. Post. 2018. A Call for Clarity in Reporting BLEU
Scores. arXiv preprint arXiv:1804.08771.

Rico Sennrich and Barry Haddow. 2016. Linguistic
input features improve neural machine translation.
In Proceedings of the First Conference on Machine
Translation: Volume 1, Research Papers, pages 83–
91.

Linfeng Song, Yue Zhang, Zhiguo Wang, and Daniel
Gildea. 2018. A graph-to-sequence model for amr-
to-text generation. In Proceedings of the 56th An-
nual Meeting of the Association for Computational

Linguistics (Volume 1: Long Papers), pages 1616–
1626.

Ilya Sutskever, Oriol Vinyals, and Quoc V Le. 2014.
Sequence to sequence learning with neural net-
works. In Advances in neural information process-
ing systems, pages 3104–3112.

Sho Takase, Jun Suzuki, Naoaki Okazaki, Tsutomu
Hirao, and Masaaki Nagata. 2016. Neural head-
line generation on abstract meaning representation.
In Proceedings of the 2016 Conference on Empiri-
cal Methods in Natural Language Processing, pages
1054–1059, Austin, Texas.

Erik Velldal and Stephan Oepen. 2006. Statistical rank-
ing in tactical generation. In Proceedings of the
2006 Conference on Empirical Methods in Natural
Language Processing, pages 517–525, Sydney, Aus-
tralia.

Yuk Wah Wong and Raymond Mooney. 2007. Genera-
tion by inverting a semantic parser that uses statisti-
cal machine translation. In Human Language Tech-
nologies 2007: The Conference of the North Amer-
ican Chapter of the Association for Computational
Linguistics, pages 172–179.

Xuchen Yao, Gosse Bouma, and Yi Zhang. 2012.
Semantics-based question generation and imple-
mentation. Dialogue & Discourse, 3(2):11–42.

Yajie Ye, Weiwei Sun, and Xiaojun Wan. 2018. Lan-
guage generation via dag transduction. In Proceed-
ings of the 56th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Pa-
pers), pages 1928–1937.

A Preprocessing Details

We preprocess the text by removing special for-
matting characters such as HTML tags, convert-
ing all double quotations to the same format (i.e.,
” instead of '') and removing double brackets
‘[[’ and ‘]]’ that represent hyperlinks in Wikipedia
data. These formatting characters are somewhat
arbitrary and represent content (markup) that is or-
thogonal to the meaning of the text, so would be
difficult for a model (or a human) to predict from
a semantic representation for the text alone (such
as MRS). After preprocessing and normalization,
sentences in the gold and silver training data iden-
tical to sentences in the test set were removed.

Named entities (as annotated in MRS) are
anonymized according to the conventions de-
scribed in Konstas et al. (2017) prior to training.
The purpose of anonymization is to reduce the
sparsity of tokens such as dates and named enti-
ties that, while having a different surface form al-
most every time they appear in the text, should be
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treated similarly by the model. These tokens are
replaced, both in the DMRS graph and in the raw
sentence text, with numbered placeholders like
named0, named1, and month.

Sentences are tokenized using the NLTK’s
implementation (Bird et al., 2009) of Moses-
style tokenization (Koehn et al., 2007). Dur-
ing post-processing, generated sentences are de-
anonymized (by replacing the placeholder with the
original surface form) and de-tokenized, reversing
the NLTK tokenization.

B Unknown Word Handling

We use a combination of two methods to deal with
unknown words: anonymizing words to a spe-
cial UNK0 token and using the pointer attention
to copy the token with highest attention value di-
rectly from the source to the target (Gulcehre et al.,
2016). There are two types of unknown words in
our setup: words that are not recognized by the
model because they do not appear in the training
data and words that may or may not appear in the
training data that are not recognized by the ERG
because they are not part of its lexicon. Inspection
shows that words missing from the ERG lexicon
are often misspellings, uncommon proper names,
or domain-specific terminology.

For words that are not part of the ERG lexi-
con, if the word appears only once in the train-
ing data, we replace it with UNK0. Otherwise,
if the word appears multiple times in the training
set, we include its surface form (instead of a predi-
cate) as the node token to enable the model to learn
from it. In early experiments, we also tried either
anonymizing all unknowns or including all un-
knowns (relying on the pointer copy mechanism),
and found that anonymizing singletons gave best
performance while also keeping the vocabulary
size reasonable.

C Model Details

The encoder and decoder each have two 800-
dimension Bidirectional LSTM layers. The main
input embedding layer has 500 dimensions and the
size of the attribute embedding layer varies be-
tween 22 and 25 depending on the number of at-
tribute combinations in the training data. We train
using negative log likelihood loss, optimizing us-
ing Adam with initial learning rate = 0.001, β1 =
0.9 and β2 = 0.999. For regularization, we apply
dropout of 0.3 to the non-recurrent connections of

the LSTM layers and after the attention layer. The
number of layers, per-layer hidden state size, and
dropout rates were all chosen empirically to mini-
mize validation perplexity.
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Abstract

Data-to-text generation can be conceptually
divided into two parts: ordering and struc-
turing the information (planning), and gener-
ating fluent language describing the informa-
tion (realization). Modern neural generation
systems conflate these two steps into a sin-
gle end-to-end differentiable system. We pro-
pose to split the generation process into a sym-
bolic text-planning stage that is faithful to the
input, followed by a neural generation stage
that focuses only on realization. For training a
plan-to-text generator, we present a method for
matching reference texts to their correspond-
ing text plans. For inference time, we de-
scribe a method for selecting high-quality text
plans for new inputs. We implement and evalu-
ate our approach on the WebNLG benchmark.
Our results demonstrate that decoupling text
planning from neural realization indeed im-
proves the system’s reliability and adequacy
while maintaining fluent output. We observe
improvements both in BLEU scores and in
manual evaluations. Another benefit of our ap-
proach is the ability to output diverse realiza-
tions of the same input, paving the way to ex-
plicit control over the generated text structure.

1 Introduction

Consider the task of data-to-text generation, as ex-
emplified in the WebNLG corpus (Colin et al.,
2016). The system is given a set of RDF triplets
describing facts (entities and relations between
them) and has to produce a fluent text that is faith-
ful to the facts. An example of such triplets is:

John, birthPlace, London
John, employer, IBM

With a possible output:
∗This research was supported in part by the German Re-

search Foundation through the German-Israeli Project Coop-
eration (DIP, grant DA 1600/1-1) and by a grant from Theo
Hoffenberg and Reverso.

1. John, who was born in London, works for IBM.

Other outputs are also possible:

2. John, who works for IBM, was born in London.

3. London is the birthplace of John, who works for IBM.

4. IBM employs John, who was born in London.

These variations result from different ways of
structuring the information: choosing which fact
to mention first, and in which direction to express
each fact. Another choice is to split the text into
two different sentences, e.g.,

5. John works for IBM. John was born in London.

Overall, the choice of fact ordering, entity order-
ing, and sentence splits for these facts give rise to
12 different structures, each of them putting the fo-
cus on somewhat different aspect of the informa-
tion. Realistic inputs include more than two facts,
greatly increasing the number of possibilities.

Another axis of variation is in how to verbalize
the information for a given structure. For example,
(2) can also be verbalized as

2a. John works for IBM and was born in London.

and (5) as:

5a. John is employed by IBM. He was born in London.

We refer to the first set of choices (how to structure
the information) as text planning and to the second
(how to verbalize a plan) as plan realization.1

The distinction between planning and realiza-
tion is at the core of classic natural language gen-
eration (NLG) works (Reiter and Dale, 2000; Gatt
and Krahmer, 2017). However, a recent wave
of neural NLG systems ignores this distinction

1Note that the variation from 5 to 5a includes the introduc-
tion of a pronoun. This is traditionally referred to as referring
expression generation (REG), and falls between the planning
and realization stages. We do not treat REG in this work, but
our approach allows natural integration REG systems’ out-
puts.
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and treat the problem as a single end-to-end task
of learning to map facts from the input to the
output text (Gardent et al., 2017; Dušek et al.,
2018). These neural systems encode the input
facts into an intermediary vector-based represen-
tation, which is then decoded into text. While not
stated in these terms, the neural system designers
hope for the network to take care of both the plan-
ning and realization aspect of text generation. A
notable exception is the work of Puduppully et al.
(2018), who introduce a neural content-planning
module in the end-to-end architecture.

While the neural methods achieve impressive
levels of output fluency, they also struggle to main-
tain coherency on longer texts (Wiseman et al.,
2017), struggle to produce a coherent order of
facts, and are often not faithful to the input facts,
either omitting, repeating, hallucinating or chang-
ing facts (the NLG community refers to such er-
rors as errors in adequacy or correctness of the
generated text). When compared to template-
based methods, the neural systems win in fluency
but fall short regarding content selection and faith-
fulness to the input (Puzikov and Gurevych, 2018).
Also, they do not allow control over the output’s
structure. We speculate that this is due to de-
manding too much of the network: while the neu-
ral system excels at capturing the language details
required for fluent realization, they are less well
equipped to deal with the higher levels text struc-
turing in a consistent and verifiable manner.

Proposal we propose an explicit, symbolic, text
planning stage, whose output is fed into a neu-
ral generation system. The text planner deter-
mines the information structure and expresses it
unambiguously—in our case as a sequence of or-
dered trees. This stage is performed symbolically
and is guaranteed to remain faithful and complete
with regards to the input facts. Once the plan is
determined,2 a neural generation system is used
to transform it into fluent, natural language text.
By being able to follow the plan structure closely,
the network is alleviated from the need to de-
termine higher-level structural decisions and can
track what was already covered more easily. This
allows the network to perform the task it excels in,
producing fluent, natural language outputs.

2The exact plan can be determined based on a data-driven
scoring function that ranks possible suggestions, as in this
work, or by other user provided heuristics or a trained ML
model. The plans’ symbolic nature and precise relation to the
input structures allow verification of their correctness.

We demonstrate our approach on the WebNLG
corpus and show it results in outputs which are
as fluent as neural systems, but more faithful
to the input facts. The method also allows ex-
plicit control of the output structure and the gen-
eration of diverse outputs (some diversity exam-
ples are available in the Appendix). We re-
lease our code and the corpus extended with
matching plans in https://github.com/
AmitMY/chimera.

2 Overview of the Approach

Task Description Our method is concerned
with the task of generating texts from inputs in the
form of RDF sets. Each input can be considered as
a graph, where the entities are nodes, and the RDF
relations are directed labeled edges. Each input is
paired with one or more reference texts describ-
ing these triplets. The reference can be either a
single sentence or a sequence of sentences. For-
mally, each input G consists of a set of triplets of
the form (si, ri, oi), where si, oi ∈ V (“subject”
and “object”) correspond to entities from DBPe-
dia, and ri ∈ R is a labeled DBPedia relation (V
and R are the sets of entities and relations, respec-
tively). For example, Figure 1a shows a triplet
set G and Figure 1d shows a reference text. We
consider the data set as a set of input-output pairs(G, ref), where the same G may appear in several
pairs, each time with a different reference.

Method Overview We split the generation pro-
cess into two parts: text planning and sentence re-
alization. Given an input G, we first generate a
text plan plan(G) specifying the division of facts
to sentences, the order in which the facts are ex-
pressed in each sentence, and the ordering of the
sentences. This data-to-plan step is non-neural
(Section 3). Then, we generate each sentence ac-
cording to the plan. This plan-to-sentence step is
achieved through an NMT system (Section 4).

Figure 1 demonstrates the entire process.
To facilitate our plan-based architecture, we de-

vise a method to annotate (G, ref) pairs with the
corresponding plans (Section 3.1), and use it to
construct a dataset which is used to train the plan-
to-text translation. The same dataset is also used
to devise a plan selection method (Section 3.2).

General Applicability It is worth considering
the dataset-specific vs. general applicability as-
pects of our method. On the low-level details, this
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(a) Example input RDF

AIP Advances | editor | A.T. Charlie Johnson
A.T. Charlie Johnson | almaMater | Harvard University
AIP Advances | ISSN number | ”2158-3226”
A.T. Charlie Johnson | residence | United States

(b) Possible corresponding text plan

AT Charlie Johnson AIP Advances 2158-32261 ⃗editor ⃗ISSNNumber

AT Charlie Johnson

United States

Harvard University

2
⃗residence

⃗almamater

(c) Linearization of the text plan

A.T. Charlie Johnson ← editor [ AIP Advances → issn number [ 2158-3226 ] ] .
A.T. Charlie Johnson → residence [ United States ] → alma mater [ Harvard University ]

(d) Possible output sentence

A.T. Charlie Johnson is the editor of AIP Advances which has the ISSN number 2158-3226.
He lives in the United States, and graduated from Harvard University.

Figure 1: Summary of our proposed generation process: the planner takes the input RDF triplets in (a), and
generates the explicit plan in (b). The plan is then linearized (c) and passed to a neural generation system, producing
the output (d).

work is very much dataset dependent. We show
how to represent plans for specific datasets, and,
importantly for this work, how to automatically
construct plans for this dataset given inputs and
expected natural language outputs. The method
of plan construction will likely not generalize “as
is” to other datasets, and the plan structure itself
may also be found to be lacking for more demand-
ing generation tasks. However, on a higher level,
our proposal is very general: intermediary plan
structures can be helpful, and one should consider
ways of obtaining them, and of using them. In
the short term, this will likely take the form of
ad-hoc explorations of plan structures for specific
tasks, as we do here, to establish their utility. In
the longer term, research may evolve to looking
into how general-purpose plan are structured. Our
main message is that the separation of planning
from realization, even in the context of neural gen-
eration, is a useful one to be considered.

3 Text Planning

Plan structure Our text plans capture the divi-
sion of facts to sentences and the ordering of the
sentences. Additionally, for each sentence, the
plan captures (1) the ordering of facts within the
sentence; (2) The ordering of entities within a fact,
which we call the direction of the relation. For ex-
ample, the {A, location, B} relation can be
expressed as either A is located in B or B is the
location of A; (3) the structure between facts that
share an entity, namely chains and sibling struc-

tures as described below.

John London England⃗residence ⃗capital

(a) Chain: John lives in London, the capital of England.

John

London

Bartender

⃗residence

⃗occupation

(b) Sibling: John lives in London and works as a bartender.

John

London

Bartender

England

⃗residence

⃗occupation

⃗capital

(c) Combination: John lives in London, the capital of Eng-
land, and works as a bartender.

Figure 2: Fact construction structure.

A text plan is modeled as a sequence of sen-
tence plans, to be realized in order. Each sentence
plan is modeled as an ordered tree, specifying the
structure in which the information should be real-
ized. Structuring each sentence as a tree enables
a clear succession between different facts through
shared entities. Our text-plan design assumes that
each entity is mentioned only once in a sentence,
which holds in the WebNLG corpus. The order-
ing of the entities and relations within a sentence
is determined by a pre-order traversal of the tree.

Figure 1b shows an example of a text plan. For-
mally, given the input G, a text plan T is a se-
quences of sentence plans T = s1, ..., sNT . A sen-
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tence plan s is a labeled, ordered tree, with arcs of
the form (h, `,m), where h,m ∈ V are head and
modifier nodes, each corresponding to an input en-
tity, and ` = (r, d) is the relation between nodes,
where r ∈ R is the RDF relation, and d ∈ {→,←}
denotes the direction in which the relation is ex-
pressed: d =→ if (h, r,m) ∈ G, and d =← if(m, r, h) ∈ G. A text plan T is said to match an
input G iff every triplet (s, r, o) in G is expressed
in T exactly once, either as an edge (s, (r,→), o)
or as an edge (o, (ri,←), s).

Chains (h, `1,m), (m, `2, x) represent a suc-
cession of facts that share a middle entity (Figure
2a), while siblings — nodes with the same parent
— (h, `1,m1), (h, `2,m2) represents a succession
of facts about the same entity (Figure 2b). Sib-
ling and chain structures can be combined (Figure
2c). An example of an input we addressed in the
WebNLG corpus, and matching text plan is given
in Figure 1b.
Exhaustive generation For small-ish input
graphs G—such as those in the WebNLG task we
consider here—it is trivial to generate all possible
plans by first considering all the ways of grouping
the input into sets, then from each set generating
all possible trees by arranging it as an undirected
graph and performing several DFS traversals start-
ing from each node, where each DFS traversal fol-
lows a different order of children.3

3.1 Adding Plans to Training Data
While the input RDFs and references are present
in the training dataset, the plans are not. We devise
a method to recover the latent plans for most of the
input-reference pairs in the training set, construct-
ing a new dataset of (G, ref, T ) triplets of inputs,
reference texts, and corresponding plans.

We define the reference ref , and the text-plan T
to be consistent with each other iff (a) they exhibit
the same splitting into sentences—the facts in ev-
ery sentence in ref are grouped as a sentence plan
in T , and (b) for each corresponding sentence and
sentence-plan, the order of the entities is identical.

The matching of plans to references is based
on the observations that (a) it is relatively easy to
identify entities in the reference texts, and a pair
of entities in an input is unique to a fact; (b) it is
relatively easy to identify sentence splits; (c) a ref-
erence text and its matching plan must share the

3If a graph includes a cycle (0.4% of the graphs in the
WebNLG corpus contain cycles) we skip it, as it is guaranteed
that a different split will result in cycle-free graphs.

same entities in the same order, and with the same
sentence splits.
Sentence split consistency We define a set of
triplets to be potentially consistent with a sentence
iff each triplet contains at least one entity from the
sentence (either its subject or object appear in the
sentence), and each entity in the sentence is cov-
ered by at least one triplet. Given a reference text,
we split it into sentences using NLTK (Bird and
Loper, 2004), and look for divisions of G into dis-
joint sets such that each set is consistent with a
corresponding sentence. For each such division,
we consider the exhaustive set of all induced plans.
Facts order consistency A natural criterion
would be to consider a reference sentence and a
sentence-plan originating from the corresponding
RDF as matching iff the sets of entities in the sen-
tence and the plan are identical, and all entities ap-
pear in the same order.4 Based on this, we could
represent each sentence and each plan as a se-
quence of entities, and verify the sequences match.

However, using this criterion is complicated by
the fact that it is not trivial to map between the
entities in the plan (that originate from the RDF
triplets) and the entities in the text. In partic-
ular, due to language variability, the same plan
entity may appear in several forms in the textual
sentences. Some of these variations (i.e. “A.F.C
Fylde” vs. “AFC Fylde”) can be recognized
heuristically, while others require external knowl-
edge (“UK conservative party” vs. “the Tories”),
and some are ambiguous and require full-fledged
co-reference resolution (“them”, “he”, “the for-
mer”). Hence, we relax our matching criterion to
allow for possible unrecognized entities in the text.

Concretely, we represent each sentence plan as
a sequence of its entities (pe1, ..., pek), and each
sentence as the sequence of its entities which we
managed to recognize and to match with an input
entity (se1, ..., sem),m ≤ k.5

We then consider a sentence and a sentence-
plan to be consistent if the following two condi-

4An additional constraint is that no two triplets in the
RDFs set share the same entities. This is to ensure that if
two entities appeared in a structure, only one relation could
have been expressed there. This almost always holds in the
WebNLG corpus, failing on only 15 out of 6,940 input sets.

5We match plan entities to sentence entities using greedy
string matching with Levenshtein distance (Levenshtein,
1966) for each token and a manually tuned threshold for a
match. While this approach results in occasional false posi-
tives, most cases are detected correctly. We match dates by
using the chrono-python package that parses dates from nat-
ural language texts.
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tions hold: (1) The sentence entities (se1, ..., sem)
are a proper sub-sequence of the plan entities(pe1, ..., pek); and (2) each of the remaining enti-
ties in the plan already appeared previously in the
plan. The second condition accounts for the fact
that most un-identified entities are due to pronouns
and similar non-lexicalized referring expressions,
and that these only appear after a previous occur-
rence of the same entity in the text.6

3.2 Test-time Plan Selection
To select the plan to be realized, we propose
a mechanism for ranking the possible plans.
Our plan scoring method is a product-of-experts
model, where each expert is a conditional proba-
bility estimate for some property of the plan. The
conditional probabilities are MLE estimates based
on the plans in the training set constructed in sec-
tion 3.1. Estimates involving relation names are
smoothed using Lidstone smoothing to account for
unseen relations. We use the following experts:
Relation direction For every relation r ∈ R, we
compute its probability to be expressed in the plan
in its original order (d =→) or in the reverse or-
der (d =←): pdir(d =→ ∣R). This captures
the tendency of certain relations to be realized in
the reversed order to how they are defined in the
knowledge base. For example, in the WebNLG
corpus the relation “manager” is expressed as a
variation of “is managed by” instead of one of
“is the manager of” in 68% of its occurrences
(pdir(d =← ∣manager) = 0.68).
Global direction We find that while the probabil-
ity of each relation to be realized in a reversed
order is usually below 0.5, still in most plans of
longer texts there are one or two relations that ap-
pear in the reversed order. We capture this ten-
dency using an expert that considers the condi-
tional probability pgd(nr = n∣ ∣G∣) of observing
n reversed edges in an input with ∣G∣ triplets.
Splitting tendencies For each input size, we keep
track of the possible ways in which the set of
facts can be split to subsets of particular sizes.
That is, we keep track of probabilities such as
ps(s = [3, 2, 2] ∣ 7) of realizing an input of 7
RDF triplets as three sentences, each realizing the
corresponding number of facts.
Relation transitions We consider each sentence
plan as a sequence of the relation types expressed

6A sensible alternative would be to use a coreference res-
olution system at this stage. In our case it turned out to not
help, and even performed somewhat worse.

in it r1, . . . , rk followed by an EOS symbol, and
compute the markov transition probabilities over
this sequence: ptrans(r1, r2, . . . , rk, EOS) =
∏i=1,k pt(ri+1∣ri). The expert is the product of
the transition probabilities of the individual sen-
tence plans in the text plan. This captures the ten-
dencies of relations to follow each other and in
particular, the tendencies of related relations such
as birth-place and birth-date to group, allowing
their aggregation in the generated text (John was
born in London on Dec 12th, 1980).

Each of the possible plans are then scored based
on the product of the above quantities.7

The scores work well for separating good from
lousy text plans, and we observe a threshold above
which most generated plans result in adequate
texts. We demonstrate in Section 6 that realizing
highly-ranked plans manages to obtain good auto-
matic realization scores. We note that the plan in
Figure 1b is the one our ranking algorithm ranked
first for the input in Figure 1a.

Possible Alternatives In addition to the single
plan selection, the explicit planning stage opens up
additional possibilities. Instead of choosing and
realizing a single plan, we can realize a diverse
set of high-scoring plans, or realizing a random
high-scoring plan, resulting in a diverse and less
templatic set of texts across runs. This relies on the
combination of two factors: the ability of the scor-
ing component to select plans that correspond to
plausible human-authored texts, and the ability of
the neural realizer to faithfully realize the plan into
fluent text. While it is challenging to directly eval-
uate the plans adequacy, we later show an evalu-
ation of the plan realization component. Figure 3
shows three random plans for the same graph and
their realizations. Further examples of the diver-
sity of generation are given in the appendix.

The explicit and symbolic planning stage also
allows for user control over the generated text, ei-
ther by supplying constraints on the possible plans
(e.g., number of sentences, entities to focus on, the
order of entities/relations, or others) or by supply-
ing complete plans. We leave these options for
future work.

7We note that for an input of n triplets, there areO(22n+
n ∗ n!) possible plans, making this method prohibitive for
even moderately sized input graphs. However, it is suffi-
cient for the WebNLG dataset in which n ≤ 7. For larger
graphs, better plan scoring and more efficient search algo-
rithms should be devised. We leave this for future work.
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(a) Dessert ← course [ Bionico → country [ Mexico ] → ingredient [ Granola ] → region [ Jalisco ] ]
The Dessert Bionico requires Granola as one of its ingredients and originates from the Jalisco region of Mexico .

(b)

Bionico → country [ Mexico ] → region [ Jalisco ] .
Dessert ← course [ Bionico → ingredient [ Granola ] ]
Bionico is a food found in the Mexico region Jalisco.
The Dessert Bionico requires Granola as an ingredient.

(c)

Bionico → ingredient [ Granola ] → course [ Dessert ] .
Bionico → region [ Jalisco ] → country [ Mexico ]
Bionico contains Granola and is served as a Dessert.
Bionico is a food found in the region of Jalisco, Mexico

Figure 3: Three random linearized plans for the same input graph, and their text realizations. All taken from the
top 10% scoring plans. (a) structures the output as a single sentence, while (b) and (c) as two sentences. The
second sentence in (b) puts emphasis on Bionico being a dessert, while in (c) the emphasis is on the ingredients.

4 Plan Realization

For plan realization, we use an off-the-shelf
vanilla neural machine translation (NMT) system
to translate plans to texts. The explicit division
to sentences in the text plan allows us to real-
ize each sentence plan individually which allows
the realizer to follow the plan structure within
each (rather short) sentence, reducing the amount
of information that the model needs to remem-
ber. As a result, we expect a significant reduction
in over- and under-generation of facts, which are
common when generating longer texts. Currently,
this comes at the expense of not modeling dis-
course structure (i.e., referring expressions). This
deficiency may be handled by integrating the dis-
course into the text plan, or as a post-processing
step.8. We leave this for future work.

To use text plans as inputs to the NMT, we lin-
earize each sentence plan by performing a pre-
order traversal of the tree, while indicating the
tree structure with brackets (Figure 1c). The di-
rected relations (r, d) are expressed as a sequence
of two or more tokens, the first indicating the di-
rection and the rest expressing the relation.9 En-
tities that are identified in the reference text are
replaced with single, entity-unique tokens. This
allows the NMT system to copy such entities from
the input rather than generating them. Figure 1d
is an example of possible text resulting from such
linearization.

Training details We use a standard NMT setup
with a copy-attention mechanism (Gulcehre et al.,
2016)10 and the pre-trained GloVe.6B word em-

8Minimally, each entity occurrence can keep track of the
number of times it was already mentioned in the plan. Other
alternatives include using a full-fledged referring expression
generation system such as NeuralREG (Ferreira et al., 2018)

9We map DBPedia relations to sequences of tokens by
splitting on underscores and CamelCase.

10Concretely, we use the OpenNMT toolkit (Klein et al.,
2017) with the copy attn flag. Exact parameter values are

beddings11 (Pennington et al., 2014). The pre-
trained embeddings are used to initialize the re-
lation tokens in the plans, as well as the tokens in
the reference texts.

Generation details We translate each sentence
plan individually. Once the text is generated, we
replace the entity tokens with the full entity string
as it appears in the input graph, and lexicalize all
dates as Month DAY+ordinal, YEAR (i.e., July 4th,
1776) and for numbers with units (i.e., “5”(min-
utes)) we remove the parenthesis and quotation
marks (5 minutes).

5 Experimental Setup

The WebNLG challenge (Colin et al., 2016) con-
sists of mapping sets of RDF triplets to text in-
cluding referring expression generation, aggrega-
tion, lexicalization, surface realization, and sen-
tence segmentation. It contains sets with up to
7 triplets each along with one or more reference
texts for each set. The test set is split into two
parts: seen, containing inputs created for entities
and relations belonging to DBpedia categories that
were seen in the training data, and unseen, con-
taining inputs extracted for entities and relations
belonging to 5 unseen categories. While the un-
seen category is conceptually appealing, we view
the seen category as the more relevant setup: gen-
erating fluent, adequate and diverse text for a mix
of known relation types is enough of a challenge
also without requiring the system to invent verbal-
izations for unknown relation types. Any realistic
generation system could afford to provide at least a
few verbalizations for each relation of interest. We
thus focus our attention mostly on the seen case
(though our system does also perform well on the
unseen case).

Following Section 3.1, we manage to match a

detailed in the appendix.
11nlp.stanford.edu/data/glove.6B.zip
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consistent plan for 76% of the reference texts and
use these plan-text pairs to train the plan real-
ization NMT component. Overall, the WebNLG
training set contains 18, 102 RDF-text pairs while
our plan-enhanced corpus contains 13, 828 plan-
text pairs.12

Compared Systems We compare to the best
submissions in the WebNLG challenge (Gardent
et al., 2017): Melbourne, an end-to-end system
that scored best on all categories in the automatic
evaluation, and UPF-FORGe (Mille et al., 2017),
a classic grammar-based NLG system that scored
best in the human evaluation.

Additionally, we developed an end-to-end neu-
ral baseline which outperforms the WebNLG neu-
ral systems. It uses a set encoder, an LSTM
(Hochreiter and Schmidhuber, 1997) decoder with
attention (Bahdanau et al., 2014), a copy-attention
mechanism (Gulcehre et al., 2016) and a neural
checklist model (Kiddon et al., 2016), as well as
applying entity dropout. The entity-dropout and
checklist component are the key differentiators
from previous systems. We refer to this system
as StrongNeural.

6 Experiments and Results

6.1 Automatic Metrics

We begin by comparing our plan-based sys-
tem (BestPlan) to the state-of-the-art using the
common automatic metrics: BLEU (Papineni
et al., 2002), Meteor (Banerjee and Lavie, 2005),
ROUGEL (Lin, 2004) and CIDEr (Vedantam et al.,
2015), using the nlg-eval13 tool (Sharma et al.,
2017) on the entire test set and on each part sepa-
rately (seen and unseen).

In the original challenge, the best performing
system in automatic metric was based on end-to-
end NMT (Melbourne). Both the StrongNeu-
ral and BestPlan systems outperform all the
WebNLG participating systems on all automatic
metrics (Table 1). BestPlan is competitive with
StrongNeural in all metrics, with small differ-
ences either way per metric.14

12Note that this only affects the training stage. At test time,
we do not require gold plans, and evaluate on all sentences.

13https://github.com/Maluuba/nlg-eval
14At least part of the stronger results for StrongNeural can

be attributed to its ability to generate referring expressions,
which we currently do not support.

BLEU METEOR ROUGEL CIDEr
UPF-FORGe♥ 38.5 0.390 60.9 2.500
Melbourne♦ 45.0 0.376 63.5 2.814

RandomPlan-1♠ 43.3 0.384 57.6 2.342
RandomPlan-2♠ 43.5 0.384 57.4 2.332
RandomPlan-3♠ 43.5 0.384 57.4 2.303
StrongNeural♦ 46.5 0.392 65.4 2.866
BestPlan♠ 47.4 0.391 63.1 2.692

Table 1: Results for all categories. Team color indicates
the type of system used (NMT♦, Rule-Based♥, Rule-
Based + NMT♠).

6.2 Manual Evaluation

Next, we turn to manually evaluate our system’s
performance regarding faithfulness to the input on
the one hand and fluency on the other. We de-
scribe here the main points of the manual evalu-
ation setup, with finer details in the appendix.

Faithfulness As explained in Section 3, the first
benefit we expect of our plan-based architecture is
to make the neural systems task simpler, helping it
to remain faithful to the semantics expressed in the
plan which in turn is guaranteed to be faithful to
the original RDF input (by faithfulness, we mean
expressing all facts in the graph and only facts
from the graph: not dropping, repeating or hal-
lucinating facts). We conduct a manual evaluation
over the seen portion of the WebNLG human eval-
uated test set (139 input sets). We compare Best-
Plan and StrongNeural.15 For each output text,
we manually mark which relations are expressed
in it, which are omitted, and which relations ex-
ist with the wrong lexicalization. We also count
the number of relations the system over generated,
either repeating facts or inventing new facts.16

Table 2 shows the results. BestPlan reduces all
error types compared to StrongNeural, by 85%,
56% and 90% respectively. While on-par regard-
ing automatic metrics, BestPlan substantially out-
performs the new state-of-the-art end-to-end neu-
ral system in semantic faithfulness.

For example, Figure 4 compares the output of

15We do not evaluate UPF-FORGe as it is a verifiable
grammar-based system that is fully faithful by design.

16This evaluation was conducted by the first author, on a
set of shuffled examples from the BestPlan and StrongNeu-
ral systems, without knowing which outputs belongs to
which system. We further note that evaluating for faithfulness
requires careful attention to detail (making it less suitable for
crowd-workers), but has a precise task definition which does
not involve subjective judgment, making it possible to an-
notate without annotator biases influencing the results. We
release our judgments for this stage together with the code.
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1. William Anders | dateOfRetirement | ”1969-09-01”

2. William Anders | was selected by NASA | 1963

3. William Anders | timeInSpace | ”8820.0”(minutes)

4. William Anders | birthDate | ”1933-10-17”

5. William Anders | occupation | Fighter pilot

6. William Anders | birthPlace | British Hong Kong

7. William Anders | was a crew member of | Apollo 8

(a) The last RDF in the seen test-set

William Anders was born on October 17th, 1933 in British Hong Kong.

He was selected by nasa in 1963 and became a crew member on the Apollo 8 flight mission.

He retired on September 1st, 1969.

(b) Output from StrongNeural

William Anders was a fighter pilot who joined nasa in 1963 and served as a crew member of Apollo 8.

William Anders retired on September 1st, 1969 and spent 8820.0 minutes in space.

William Anders was born in British Hong Kong on october October 17th, 1933.

(c) Output from BestPlan

Figure 4: Comparing end-to-end neural generation with our plan based system.

StrongNeural (4b) and BestPlan (4c) on the last
input in the seen test set (4b). While both sys-
tems chose three sentences split and aggregated
details about birth in one sentence and details
about the occupation in another, StrongNeural
also expressed the information in chronological
order. However, StrongNeural failed to generate
facts 3 and 5. BestPlan made a lexicalization mis-
take in the third sentence by expressing “October”
before the actual date, which is probably caused
by faulty entity matching for one of the references,
and (by design) did not generate any referring ex-
pression, which we leave for future work.

BestPlan StrongNeural
Expressed 417 360
Omitted 6 41
Wrong-lexicalization 17 39
Over-generation 3 29

Table 2: Semantic faithfulness of each system regard-
ing 440 RDF triplets from 139 input sets in the seen
part of the manually evaluated test set.

Fluency Next, we assess whether our systems
succeed at maintaining the high-quality fluency of
the neural systems. We perform pairwise evalu-
ation via Amazon Mechanical Turk wherein each
task the worker is presented with an RDF set (both
in a graph form, and textually), and two texts
in random order, one from BestPlan, the other
from a competing system. We compare Best-
Plan against a strong end-to-end neural system
(StrongNeural), a grammar-based system which

StrongNeural Reference UPF-FORGe
BestPlan -0.6% -5.4% +5.1%

Table 3: MTurk average worker score for BestPlan
compared to each system. It is a worse than the ref-
erence texts, on-par with the neural end-to-end system,
and a better than the previous state-of-the-art.

is the state-of-the-art in human evaluation (UPF-
FORGe), and the human-supplied WebNLG ref-
erences (Reference). The workers were pre-
sented with three possible answers: BestPlan text
is better (scored as 1), the other text is better
(scored as -1), and both texts are equally fluent
(scored as 0). Table 3 shows the average worker
score given to each pair divided by the number
of texts compared. BestPlan performed on-par
with StrongNeural, and surpassed the previous
state-of-the-art UPF-FORGe. It, however, scored
worse than the reference texts, which is expected
given that it does not produce referring expres-
sions. Our approach manages to keep the same
fluency level typical to end-to-end neural systems,
thanks to the NMT realization component.

6.3 Plan Realization Consistency

We test the extent to which the realizer generates
texts that are consistent with the plans. For several
subsets of ranked plans (best plan, top 1%, and top
10%) for the seen and unseen test sets separately,
we realize up to 100 randomly selected text-plans
per input. We realize each sentence plan and eval-
uate using two criteria: (1) Do all entities from the
plan appear in the realization; (2) Like the consis-
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Best Plan Top 1% Plans Top 10% Plans
Entities Order Entities Order Entities Order

Seen 98.9% 100% 95.9% 99.9% 93.6% 100%
Unseen 66.7% 100% 45.3% 100% 41.3% 100%

Table 4: Surface realizer performance. Entities: Per-
cent of sentence plans that were realized with all the
requested entities. Order: of the sentences that were
realized with all requested entities, percentage of real-
izations that followed the requested entity order.

tency we defined above, do all entities appear in
the same order in the plan and the realization.

Table 4 indicates that for decreasingly probable
plans our realizer does worse in the first criterion.
However, for both parts of the test set, if the real-
izer managed to express all of the entities, it ex-
pressed them in the requested order, meaning the
outputs are consistent with plans. This opens up a
potential for user control and diverse outputs, by
choosing different plans for realization.

Finally, we verify that the realization of poten-
tially diverse plans is not only consistent with each
given plan but also preserves output quality. For
each input, we realize a random plan from the top
10%. We repeat this process three times with dif-
ferent random seeds to generate different outputs,
and mark these systems as RandomPlan-1/2/3.
Table 1 shows that these random plans maintain
decent quality on the automatic metrics, with a
limited performance drop, and the automatic score
is stable across random seeds.17

7 Related Work

Text planning is a major component in classic
NLG. For example, Stent et al. (2004) shows a
method of producing coherent sentence plans by
exhaustively generating as many as 20 sentence
plan trees for each document plan, manually tag-
ging them, and learning to rank them using the
RankBoost algorithm (Schapire, 1999). Our plan-
ning approach is similar, but we only have a set
of “good” reference plans without internal ranks.
While the sentence planning decides on the aggre-
gation, one crucial decision left is sentence order.
We currently determine order based on a splitting
heuristic which relies on the number of facts in ev-
ery sentence, not on the content. Lapata (2003) de-
vised a probabilistic model for sentence ordering
which correlated well with human ordering. Our

17While the scores for the different sets are very similar,
the plans are very different from each other. See for examples
the plans in Figure 3.

plan selection procedure is admittedly simple, and
can be improved by integrating insights from pre-
vious text planning works (Barzilay and Lapata,
2006; Konstas and Lapata, 2012, 2013).

Many generation systems (Gardent et al., 2017;
Dušek et al., 2018) are based on a black-box NMT
component, with various pre-processing transfor-
mation of the inputs (such as delexicalization) and
outputs to aid the generation process.

Generation from structured data often requires
referring to a knowledge base (Mei et al., 2015;
Kiddon et al., 2016; Wen et al., 2015). This led to
input-coverage tracking neural components such
as the checklist model (Kiddon et al., 2016) and
copy-mechanism (Gulcehre et al., 2016). Such
methods are effective for ensuring coverage and
reducing the number of over-generated facts and
are in some ways orthogonal to our approach.
While our explicit planning stage reduces the
amount of over-generation, our realizer may be
further improved by using a checklist model.

More complex tasks, like RotoWire (Wiseman
et al., 2017) require modeling also document-level
planning. Puduppully et al. (2018) explored a
method to explicitly model document planning us-
ing the attention mechanism.

The neural text generation community has also
recently been interested in “controllable” text gen-
eration (Hu et al., 2017), where various aspects of
the text (often sentiment) are manipulated (Ficler
and Goldberg, 2017) or transferred (Shen et al.,
2017; Zhao et al., 2017; Li et al., 2018). In con-
trast, like in (Wiseman et al., 2018), here we fo-
cused on controlling either the content of a gen-
eration or the way it is expressed by manipulating
the sentence plan used in realizing the generation.

8 Conclusion

We proposed adding an explicit symbolic plan-
ning component to a neural data-to-text NLG sys-
tem, which eases the burden on the neural com-
ponent concerning text structuring and fact track-
ing. Consequently, while the plan-based system
performs on par with a strong end-to-end neural
system regarding automatic evaluation metrics and
human fluency evaluation, it substantially outper-
forms the end-to-end system regarding faithful-
ness to the input. Additionally, the planning stage
allows explicit user-control and generating diverse
sentences, to be pursued in future work.
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Abstract

Recent approaches to question generation have
used modifications to a Seq2Seq architecture
inspired by advances in machine translation.
Models are trained using teacher forcing to
optimise only the one-step-ahead prediction.
However, at test time, the model is asked to
generate a whole sequence, causing errors to
propagate through the generation process (ex-
posure bias). A number of authors have sug-
gested that optimising for rewards less tightly
coupled to the training data might counter this
mismatch. We therefore optimise directly for
various objectives beyond simply replicating
the ground truth questions, including a novel
approach using an adversarial discriminator
that seeks to generate questions that are in-
distinguishable from real examples. We con-
firm that training with policy gradient meth-
ods leads to increases in the metrics used as
rewards. We perform a human evaluation, and
show that although these metrics have previ-
ously been assumed to be good proxies for
question quality, they are poorly aligned with
human judgement and the model simply learns
to exploit the weaknesses of the reward source.

1 Introduction

Posing questions about a document in natural lan-
guage is a crucial aspect of the effort to automati-
cally process natural language data, enabling ma-
chines to ask clarification questions (Saeidi et al.,
2018), become more robust to queries (Yu et al.,
2018), and to act as automatic tutors (Heilman and
Smith, 2010).

Recent approaches to question generation have
used Seq2Seq (Sutskever et al., 2014) models with
attention (Bahdanau et al., 2014) and a form of
copy mechanism (Vinyals et al., 2015; Gulcehre
et al., 2016). Such models are trained to generate a
plausible question, conditioned on an input docu-
ment and answer span within that document (Zhou

et al., 2018; Du et al., 2017; Du and Cardie, 2018;
Yuan et al., 2017).

There are currently no dedicated question
generation datasets, and authors have used
the context-question-answer triples available in
SQuAD. Only a single question is available for
each context-answer pair, and models are trained
using teacher forcing (Williams and Zipser, 1989).
This lack of diverse training data combined with
the one-step-ahead training procedure exacerbates
the problem of exposure bias (Ranzato et al.,
2015). The model does not learn how to distribute
probability mass over sequences that are valid but
different to the ground truth; during inference, the
model must predict the whole sequence, and may
not be robust to mistakes during decoding.

Recent work has investigated training the mod-
els directly on a performance based objective, ei-
ther by optimising for BLEU score (Kumar et al.,
2018a) or other quality metrics (Yuan et al., 2017).
By decoupling the training procedure from the
ground truth data, the model is able to explore
the space of possible questions and learn to re-
cover from suboptimal predictions during decod-
ing. While the metrics used seem to be intuitively
good choices, there is an assumption that they are
good proxies for question quality which has not
yet been confirmed.

Our contributions are as follows. We perform
fine tuning using a range of rewards, including a
novel adversarial objective that directly estimates
the probability that a question was generated or
came from the ground truth data. We show that
although fine tuning leads to increases in reward
scores, the resulting models perform worse when
evaluated by human workers. We also demonstrate
that the generated questions exploit weaknesses in
the reward models.
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Context
although united methodist practices and interpretation of beliefs have evolved over time , these practices and beliefs can
be traced to the writings of the church ’s founders , especially john wesley and charles wesley ( anglicans ) , but also
philip william otterbein and martin boehm ( united brethren ) , and jacob albright ( evangelical association ) .

Rewards Output
Ground Truth Question who were two of the founders of the united methodist church ?
No fine tuning which two methodist can be traced to the church ’s founders ?
LM according to the writings of the church ’s founders , according to the writings of

the church ’s founders , [...]
QA who in anglicans ?
LM and QA who are the writings of the church ’s founders ?
Discriminator who founded the church ’s founders ?
Adversarial discriminator who were two western methodist practices ?
LM, QA and adversarial discriminator who are the anglicans of the church ?

Table 1: Example generated questions for various fine-tuning objectives. The answer is highlighted in bold. The
model trained on a QA reward has learned to simply point at the answer and exploit the QA model, while the
model trained on a language model objective has learned to repeat common phrase templates.

2 Background

Many of the advances in natural language gen-
eration have been led by machine translation
(MT) (Sutskever et al., 2014; Bahdanau et al.,
2014; Gulcehre et al., 2016).

Previous work on question generation has made
extensive use of MT techniques. Du et al. (2017)
use a Seq2Seq based model to generate questions
conditioned on context-answer pairs, and build on
this work by preprocessing the context to resolve
coreferences and adding a pointer network (Du
and Cardie, 2018). Similarly, Zhou et al. (2018)
use a part-of-speech tagger to augment the em-
bedding vectors. Both authors perform a human
evaluation of their models, and show significant
improvement over their baseline. Kumar et al.
(2018a) use a similar model, but apply it to the
task of generating questions without conditioning
on a specific answer span. Song et al. (2018)
use a modified context encoder based on multi-
perspective context matching (Wang et al., 2016).

Kumar et al. (2018b) propose a framework for
fine tuning using policy gradients and perform
a human evaluation showing promising results.
However, they use as rewards various similarity
metrics that are still coupled to the ground truth.
Yuan et al. (2017) describe a Seq2Seq model with
attention and a pointer network, with an additional
encoding layer for the answer. They also describe
a method for further tuning their model using pol-
icy gradients, with rewards given by an external
language model and question answering (QA) sys-
tem. Unfortunately they do not perform any hu-

man evaluation to determine whether this tuning
led to improved question quality.

For the related task of summarisation, Paulus
et al. (2017) propose a framework for fine tuning
a summarisation model using reinforcement learn-
ing, with the ROUGE similarity metric used as the
reward.

3 Experimental setup

The task is to generate a natural language ques-
tion, conditioned on a document and the location
of an answer within that document. For exam-
ple, given the input document “this paper investi-
gates rewards for question generation” and answer
“question generation”, the model should produce
a question such as “what is investigated in the pa-
per?”

3.1 Model description

We use the model architecture described by Yuan
et al. (2017). Briefly, this is a Seq2Seq
model (Sutskever et al., 2014) with attention (Bah-
danau et al., 2014) and copy mechanism (Vinyals
et al., 2015; Gulcehre et al., 2016). Yuan et al.
(2017) also add an additional answer encoder
layer, and initialise the decoder with a hidden
state constructed from the final state of the en-
coder. Beam search (Graves, 2012) is used to sam-
ple from the model at inference time. We train
the model using maximum likelihood before fine
tuning. Our implementation achieves a BLEU-4
score (Papineni et al., 2002) of 13.5 on the test set
used by Du et al. (2017), before fine tuning.
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- X - - -0.7 -1.9 -3.7 -13.4 +1.5
X - - - +1.7 -4.5 +3.9 +226 +5.4
X X - - -0.5 -2.6 +2.0 -16.3 +2.9
- - X - -0.8 -1.8 -2.1 -9.4 +2.5
- - X X +6.4 -2.7 -2.5 -1.0 +10.8
X X X X +1.0 -2.4 +1.3 -6.2 +10.0

Table 2: Changes in automatic evaluation metrics after models were fine tuned on various objectives. QA refers
to the F1 score obtained by a question answering system on the generated questions. LM refers to the perplexity
of generated questions under a separate language model. The discriminator reward refers to the percentage of
generated sequences that fooled the discriminator. Lower LM and NLL scores are better. BLEU scores decreased
in all cases.

Model Fluency Relevance

No fine tuning 3.34 3.12
+QA, LM rewards 3.05 2.75
+QA, LM, discriminator rewards +Adversarial discriminator 2.89 2.82
Ground Truth 4.67 4.72

Table 3: Summary of human evaluation of selected models

3.2 Fine tuning
Generated questions should be formed of language
that is both fluent and relevant to the context and
answer. Following (Yuan et al., 2017), we per-
form fine tuning on a trained model, using rewards
given either by the negative perplexity under a
LSTM language model, or the F1 score attained by
a question answering (QA) system, or a weighted
combination of both. The language model is a
standard recurrent neural network formed of a sin-
gle LSTM layer. For the QA system, we use
QANet (Yu et al., 2018) as implemented by Kim
(2018).

3.3 Adversarial training
Additionally, we propose a novel approach by
learning the reward directly from the training data,
using a discriminator detailed in Appendix A. We
generate questions for each context-answer pair in
the training set using a generator trained by maxi-
mum likelihood, and train the discriminator to pre-
dict whether an input question was generated by
our model, or originated from the training data.
Keeping the discriminator fixed, we then fine-tune
the generator, using as reward the probability esti-

mated by the discriminator that a generated ques-
tion was in fact real. In other words, the gener-
ator is rewarded for successfully fooling the dis-
criminator. We also experiment with interleaving
updates to the discriminator within the fine tuning
phase, allowing the discriminator to become ad-
versarial and adapt alongside the generator.

The rewards described above are used to update
the model parameters via the REINFORCE policy
gradient algorithm (Williams, 1992). We teacher
force the decoder with the generated sequence to
reproduce the activations calculated during beam
search, to enable backpropagation. All rewards are
normalised with a simple form of PopArt (Hasselt
et al., 2016), with the running mean µR and stan-
dard deviation σR updated online during training.
We continue to apply a maximum likelihood train-
ing objective during this fine tuning.

3.4 Evaluation

We report the negative log-likelihood (NLL) of the
test set under the different models, as well as the
corpus level BLEU-4 score (Papineni et al., 2002)
of the generated questions compared to the ground
truth. We also report the rewards achieved on the
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Figure 1: Comparison of human and automatic metrics.

test set, as the QA, LM and discriminator scores.
For the human evaluation, we follow the stan-

dard approach in evaluating machine translation
systems (Koehn and Monz, 2006), as used for
question generation by Du and Cardie (2018). We
ask three workers to rate 300 generated questions
between 1 (poor) and 5 (good) on two separate cri-
teria: the fluency of the language used, and the
relevance of the question to the context document
and answer.

4 Results

Table 2 shows the changes in automatic metrics for
models fine tuned on various combinations of re-
wards, compared to the model without tuning. In
all cases, the BLEU score reduces, as the training
objective is no longer closely coupled to the train-
ing data. In general, models achieve better scores
on the metrics on which they were fine tuned.
Jointly training on a QA and LM reward results
in better LM scores than training on only a LM
reward; the LM score did not increase smoothly
when used as the sole objective, and we believe
the additional QA reward acts as a form of regular-
isation. We conclude that fine tuning using policy
gradients can be used to attain higher rewards, as
expected.

Table 3 shows the human evaluation scores for
a subset of the fine tuned models. The model fine
tuned on a QA and LM objective is rated as signifi-
cantly worse by human annotators, despite achiev-
ing higher scores in the automatic metrics. In other
words, the training objective given by these reward
sources does not correspond to true question qual-
ity, despite them being intuitively good choices.

The model fine tuned using an adversarial dis-
criminator has also failed to achieve better human

ratings, with the discriminator model unable to
learn a useful reward source. Although the train-
ing process was stable and robust to different ini-
tialisations, and the outputs do not appear to be
significantly worse, we conclude that the discrim-
inator was unable to learn a sufficiently useful dis-
tinction between generated and real questions, and
the additional fine tuning procedure simply added
unwanted noise to the model predictions.

Table 1 shows an example where fine tuning has
not only failed to improve the quality of gener-
ated questions, but has caused the model to ex-
ploit the reward source. The model fine tuned on a
LM reward has degenerated into producing a loop
of words that is evidently deemed probable, while
the model trained on a QA reward has learned that
it can simply point at the location of the answer.
This observation is supported by the metrics; the
model fine tuned on a QA reward has suffered a
catastrophic worsening in LM score of +226.

Figure 1 shows the automatic scores against hu-
man ratings for all rated questions. The correla-
tion coefficient between human relevance and au-
tomatic QA scores was 0.439, and between flu-
ency and LM score was only 0.355. While the
automatic scores are good indicators of whether
a question will achieve the lowest human rating
or not, they do not differentiate clearly between
the higher ratings: training a model on these ob-
jectives will not necessarily learn to generate bet-
ter questions. A good question will likely attain a
high QA and LM score, but the inverse is not true;
a sequence may exploit the weaknesses of the met-
rics and achieve a high score despite being unintel-
ligible to a human. We conclude that fine tuning a
question generation model on these rewards does
not lead to better quality questions.
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5 Conclusion

In this paper, we investigate the use of external
reward sources for fine tuning question genera-
tion models to counteract the lack of task-specific
training data. We show that although fine tuning
can be used to attain higher rewards, this does not
equate to better quality questions when rated by
humans. Using QA and LM rewards as a training
objective causes the generator to expose the weak-
nesses in these models, which in turn suggests a
possible use of this approach for generating adver-
sarial training examples for QA models. The QA
and LM scores are well correlated with human rat-
ings at the lower end of the scale, suggesting they
could successfully be used as part of a reranking
or filtering system. We plan to research overgen-
erating questions and using the reward signals to
rerank the outputs, thereby including the induc-
tive bias the rewards represent without allowing
the model to exploit them.
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A Discriminator architecture
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Figure 2: Discriminator architecture diagram.

We use an architecture based on a modified
QANet as shown in Figure 2, replacing the out-
put layers of the model to produce a single proba-
bility. Since the discriminator is also able to con-
sider a full context-question-answer triple as input
(as opposed to a context-question pair for the QA
task), we fuse this information in the output layers.

Specifically, we apply max pooling over time to
the output of the first two encoders, and we took
the mean of the outputs of the third encoder that
formed part of the answer span. These three re-
duced encodings were concatenated, a 64 unit hid-
den layer with ReLU activation applied, and the
output passed through a single unit sigmoid output
layer to give the estimated probability that an input
context-question-answer triple originated from the
ground truth dataset or was generated.
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Abstract

Generating texts which express complex ideas
spanning multiple sentences requires a struc-
tured representation of their content (docu-
ment plan), but these representations are pro-
hibitively expensive to manually produce. In
this work, we address the problem of gener-
ating coherent multi-sentence texts from the
output of an information extraction system,
and in particular a knowledge graph. Graph-
ical knowledge representations are ubiquitous
in computing, but pose a significant challenge
for text generation techniques due to their
non-hierarchical nature, collapsing of long-
distance dependencies, and structural variety.
We introduce a novel graph transforming en-
coder which can leverage the relational struc-
ture of such knowledge graphs without impos-
ing linearization or hierarchical constraints.
Incorporated into an encoder-decoder setup,
we provide an end-to-end trainable system
for graph-to-text generation that we apply to
the domain of scientific text. Automatic and
human evaluations show that our technique
produces more informative texts which ex-
hibit better document structure than competi-
tive encoder-decoder methods. 1

1 Introduction

Increases in computing power and model capac-
ity have made it possible to generate mostly-
grammatical sentence-length strings of natural
language text. However, generating several sen-
tences related to a topic and which display over-
all coherence and discourse-relatedness is an open
challenge. The difficulties are compounded in do-
mains of interest such as scientific writing. Here
the variety of possible topics is great (e.g. top-
ics as diverse as driving, writing poetry, and pick-
ing stocks are all referenced in one subfield of

1Data and code available at https://github.com/
rikdz/GraphWriter
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Title: Event Detection with Conditional Random Fields

Abstract Graph

Figure 1: A scientific text showing the annotations of
an information extraction system and the correspond-
ing graphical representation. Coreference annotations
shown in color. Our model learns to generate texts from
automatically extracted knowledge using a graph en-
coder decoder setup.

one scientific discipline). Additionally, there are
strong constraints on document structure, as sci-
entific communication requires carefully ordered
explanations of processes and phenomena.

Many researchers have sought to address these
issues by working with structured inputs. Data-to-
text generation models (Konstas and Lapata, 2013;
Lebret et al., 2016; Wiseman et al., 2017; Pudup-
pully et al., 2019) condition text generation on
table-structured inputs. Tabular input representa-
tions provide more guidance for producing longer
texts, but are only available for limited domains
as they are assembled at great expense by manual
annotation processes.

The current work explores the possibility of us-
ing information extraction (IE) systems to auto-
matically provide context for generating longer
texts (Figure 1). Robust IE systems are avail-
able and have support over a large variety of tex-
tual domains, and often provide rich annotations
of relationships that extend beyond the scope of
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a single sentence. But due to their automatic na-
ture, they also introduce challenges for generation
such as erroneous annotations, structural variety,
and significant abstraction of surface textual fea-
tures (such as grammatical relations or predicate-
argument structure).

To effect our study, we use a collection of ab-
stracts from a corpus of scientific articles (Ammar
et al., 2018). We extract entity, coreference, and
relation annotations for each abstract with a state-
of-the-art information extraction system (Luan
et al., 2018), and represent the annotations as a
knowledge graph which collapses co-referential
entities. An example of a text and graph are shown
in Figure 1. We use these graph/text pairs to train a
novel attention-based encoder-decoder model for
knowledge-graph-to-text generation. Our model,
GraphWriter, extends the successful Transformer
for text encoding (Vaswani et al., 2017) to graph-
structured inputs, building on the recent Graph
Attention Network architecture (Veličković et al.,
2018). The result is a powerful, general model
for graph encoding which can incorporate global
structural information when contextualizing ver-
tices in their local neighborhoods.

The main contributions of this work include:
1. We propose a new graph transformer encoder

that applies the successful sequence trans-
former to graph structured inputs.

2. We show how IE output can be formed
as a connected unlabeled graph for use in
attention-based encoders.

3. We provide a large dataset of knowledge-
graphs paired with scientific texts for further
study.

Through detailed automatic and human evalua-
tions, we demonstrate that automatically extracted
knowledge can be used for multi-sentence text
generation. We further show that structuring and
encoding this knowledge as a graph leads to im-
proved generation performance compared to other
encoder-decoder setups. Finally, we show that
GraphWriter’s transformer-style encoder is more
effective than Graph Attention Networks on the
knowledge-graph-to-text task.

2 Related Work

Our work falls under the larger scope of concept-
to-text generation. Barzilay and Lapata (2005) in-
troduced a collective content selection model for
generating summaries of football games from ta-

bles of game statistics. Liang et al. (2009) jointly
learn to segment and align text with records, re-
ducing the supervision needed for learning. Kim
and Mooney (2010) improve this technique by
learning a semantic parse to logical forms. Kon-
stas and Lapata (2013) focus on the generation
objective, jointly learning planning and generat-
ing using a rhetorical (RST) grammar induction
approach.

These earlier works often focused on smaller
record generation datasets such as WeatherGov
and RoboCup, but recently Mei et al. (2016)
showed how neural models can achieve strong re-
sults on these standards, prompting researchers
to investigate more challenging domains such as
ours.

Lebret et al. (2016) tackles the task of generat-
ing the first sentence of a Wikipedia entry from the
associated infobox. They provide a large dataset
of such entries and a language model conditioned
on tables. Our work focuses on a multi-sentence
task where relations can extend beyond sentence
boundaries.

Wiseman et al. (2017) study the difficulty of ap-
plying neural models to the data-to-text task. They
introduce a large dataset where a text summary of
a basketball game is paired with two tables of rel-
evant statistics and show that neural models strug-
gle to compete with template based methods over
this data. We propose generating from graphs
rather than tables, and show that graphs can be ef-
fectively encoded to capture both local and global
structure in the input.

We show that modeling knowledge as a graph
improves generation results, connecting our work
to other graph-to-text tasks such as generating
from Abstract Meaning Representation (AMR)
graphs. Konstas et al. (2017) provide the first neu-
ral model for this task, and show that pretrain-
ing on a large dataset of noisy automatic parses
can improve results. However, they do not di-
rectly model the graph structure, relying on lin-
earization and sequence encoding instead. Cur-
rent works improve this through more sophisti-
cated graph encoding techniques. Marcheggiani
and Perez-Beltrachini (2018) encode input graphs
directly using a graph convolution encoder (Kipf
and Welling, 2017). Our model extends the graph
attention networks of Veličković et al. (2018), a
direct descendant of the convolutional approach
which offers more modeling power and has been
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Title Abstract KG
Vocab 29K 77K 54K
Tokens 413K 5.8M 1.2M
Entities - - 518K
Avg Length 9.9 141.2 -
Avg #Vertices - - 12.42
Avg #Edges - - 4.43

Table 1: Data statistics of our AGENDA dataset. Aver-
ages are computed per instance.

shown to improve performance. Song et al. (2018)
uses a graph LSTM model to effect information
propagation. At each timestep, a vertex is rep-
resented by a gated combination of the vertices
to which it is connected and the labeled edges
connecting them. Beck et al. (2018) use a sim-
ilar gated graph neural network. Both of these
gated models make heavy use of label information,
which is much sparser in our knowledge graphs
than in AMR. Generally, AMR graphs are denser,
rooted, and connected, whereas the knowledge our
model works with lacks these characteristics. For
this reason, we focus on attention-based models
such as Veličković et al. (2018), which impose
fewer constraints on their input.

Finally, our work is related to Wang et al.
(2018) who offer a method for generating sci-
entific abstracts from titles. Their model uses a
gated rewriter network to write and revise sev-
eral draft outputs in several sequence-to-sequence
steps. While we operate in the same general do-
main as this work, our task setup is ultimately dif-
ferent due to the use of extracted information as in-
put. We argue that our setup improves the task de-
fined in Wang et al. (2018), and our more general
model can be applied across tasks and domains.

3 The AGENDA Dataset

We consider the problem of generating a text from
automatically extracted information (knowledge).
IE systems can produce high quality knowledge
for a variety of domains, synthesizing information
from across sentence and even document bound-
aries. Generating coherent text from knowledge
requires a model which considers global charac-
teristics of the knowledge as well as local charac-
teristics of each entity. This feature of the task mo-
tivates our use of graphs for representing knowl-
edge, where neighborhoods localize important in-
formation and paths through the graph build con-

nections between distant nodes through interme-
diate ones. An example knowledge graph can be
seen in Figure 1.

We formulate our problem as follows: given the
title of a scientific article and a knowledge graph
constructed by an automatic information extrac-
tion system, the goal is to generate an abstract that
a) is appropriate for the given title and b) expresses
the content of the knowledge graph in natural lan-
guage text. To evaluate how well a model accom-
plishes this goal, we introduce the Abstract GEN-
eration DAtaset (AGENDA), a dataset of knowl-
edge graphs paired with scientific abstracts. Our
dataset consists of 40k paper titles and abstracts
from the Semantic Scholar Corpus taken from the
proceedings of 12 top AI conferences (Ammar
et al., 2018).

For each abstract, we create a knowledge graph
in two steps. First, we apply the SciIE system
of Luan et al. (2018), a state-of-the-art science-
domain information extraction system. This sys-
tem provides named entity recognition for scien-
tific terms, with entity types Task, Method, Metric,
Material, or Other Scientific Term. The model also
produces co-reference annotations as well as seven
relations that can obtain between different enti-
ties (Compare, Used-for, Feature-of, Hyponym-
of, Evaluate-for, and Conjunction). For exam-
ple, in Figure 1, the node labeled “SemEval 2011
Task 11” is of type ‘Task’, “HMM Models” is of
type ‘Model’, and there is a ‘Evaluate-For’ rela-
tion showing that the models are evaluated on the
task.

We form these annotations into knowledge
graphs. We collapse co-referential entities into a
single node associated with the longest mention
(on the assumption that these will be the most in-
formative). We then connect nodes to one another
using the relation annotations, treating these as la-
beled edges in the graph. The result is a possibly
unconnected graph representation of the SciIE an-
notations for a given abstract.

Statistics of the AGENDA dataset are available
in Table 1. We split the AGENDA dataset into
38,720 training, 1000 validation, and 1000 test
datapoints. We offer standardized data splits to fa-
cilitate comparison.

4 Model

Following most work on neural generation we
adopt an encoder-decoder architecture, shown in

2286



v1 R12

G

v3

v2 R34
v4

v1
v2

R12

R21

v3
v4

R34

R43

Figure 2: Converting disconnected labeled graph to
connected unlabeled graph for use in attention-based
encoder. vi refer to vertices, Rij to relations, and G is
a global context node.

Figure 3, which we call GraphWriter. The input
to GraphWriter is a title and a knowledge graph
which are encoded respectively with a bidirec-
tional recurrent neural network and a novel Graph
Transformer architecture (to be discussed in Sec-
tion 4.1). At each decoder time step, we attend on
encodings of the knowledge graph and document
title using the decoder hidden state ht ∈ Rd. The
resulting vectors are used to select output wt ei-
ther from the decoder’s vocabulary or by copying
an entity from the knowledge graph. Details of our
decoding process are described in Section 4.2. The
model is trained end-to-end to minimize the neg-
ative log likelihood of the mixed copy and vocab-
ulary probability distribution and the human au-
thored text.

4.1 Encoder

The AGENDA dataset contains a knowledge
graph for each datapoint, but our model requires
unlabeled, connected graphs as input. To encode
knowledge graphs with this model, we restructure
each graph as an unlabeled connected graph, pre-
serving label information by the method described
below and sketched in Figure 2.

Graph Preparation We convert each graph to
an unlabeled connected bipartite graphs following
a similar procedure to Beck et al. (2018). In this
process, each labeled edge is replaced with two
vertices: one representing the forward direction
of the relation and one representing the reverse.
These new vertices are then connected to the en-
tity vertices so that the directionality of the former
edge is maintained. This restructures the original
knowledge graph as an unlabeled directed graph
where all vertices correspond to entities and rela-
tions in the SciIE annotations without loss of infor-

Graph 
Transformer Title Encoder

“Text Generation 
From Knowledge 
Graphs”

Attention Layers
=

Copy 
Mechanism

Vocab 
Softmax

wt

ht
ht+1

wt-1

ct

… …

Figure 3: GraphWriter Model Overview

mation. To promote information flow between dis-
connected parts of the graph, we add a global ver-
tex which connects all entity vertices. This global
vertex will be used to initialize the decoder, analo-
gously to the final encoder hidden state in a tra-
ditional sequence to sequence model. The final
result of these restructuring operations is a con-
nected, unlabeled graph G = (V,E), where V is
a list of entities, relations, and a global node and
E is an adjacency matrix describing the directed
edges.

Graph Transformer Our model is most sim-
ilar to the Graph Attention Network (GAT) of
Veličković et al. (2018), which computes the
hidden representations of each node in a graph
by attending over its neighbors following a self-
attention strategy. The use of self-attention in
GAT addresses the shortcomings of prior meth-
ods based on graph convolutions (Defferrard et al.,
2016; Kipf and Welling, 2017), but limits vertex
updates to information from adjacent nodes. Our
model allows for a more global contextualization
of each vertex through the use of a transformer-
style architecture. The recently proposed Trans-
former (Vaswani et al., 2017) addresses the inher-
ent sequential computation shortcoming of recur-
rent neural networks, enabling efficient and par-
alleled computation by invoking a self-attention
mechanism for global context modeling. These
models have shown promising results in a variety
of text processing tasks (Radford et al., 2018).

Our Graph Transformer encoder starts with self-
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attention of local neighborhoods of vertices; the
key difference with GAT is that our model in-
cludes additional mechanisms for capturing global
context. This additional modeling power allows
the Graph Transformer to better articulate how a
vertex should be updated given the content of its
neighbors, as well as to learn global patterns of
graph structure relevant to the model’s objective.

Specifically, V is embedded in a dense contin-
uous space by the embedding process described at
the end of this section, resulting in matrix V0 =
[vi],vi ∈ Rd which will serve as input to the graph
transformer model shown in Figure 4. Each ver-
tex representation vi is contextualized by attend-
ing over the other vertices to which vi is connected
in G. We use an N -headed self attention setup,
whereN independent attentions are calculated and
concatenated before a residual connection is ap-
plied:

v̂i = vi +
Nn

n=1

∑

j∈Ni
αnijW

n
V vj (1)

αnij = an(vi,vj) (2)

Here, ‖ denotes the concatenation of the N at-
tention heads, Ni denotes the neighborhood of vi
in G, Wn

V ∈ Rd×d, and where an are attention
mechanisms parameterized per head. In this work,
we use attention functions of the following form:

a(qi,kj) =
exp((WKkj)

>WQqi)∑
z∈Ni exp((WKkz)>WQqi)

(3)

Each a learns independent transformations
WQ,WK ∈ Rd×d of q and k respectively, and
the resulting product is normalized across all
connected edges. To reduce the tendency of these
dot products to impede gradient flow, we scale
them by 1√

d
, following Vaswani et al. (2017).

The Graph Transformer then augments these
multi-headed attention layers with block networks.
Each block applies the following transformations:

ṽi = LayerNorm(v′i + LayerNorm(v̂i)) (4)

v′i = FFN(LayerNorm(v̂i)) (5)

Where FFN(x) is a two layer feedforward network
with a non-linear transformation f between layers
i.e. f(xW1 + b1)W2 + b2.

Stacking multiple blocks allows information to
propagate through the graph. Blocks are stacked
L times, with the output of layer l− 1 taken as the
input to layer l, so that vli = ṽl−1i . The resulting
vertex encodings VL = [vLi ] represent entities,
relations, and the global node contextualized by
their relationships in the graph structure. We refer
to the resulting encodings as graph contextualized
vertex encodings.

Embedding Vertices, Encoding Title As stated
above, the vertices of our graph correspond to
entities and relations from the SciIE annotations.
Because each relation is represented as both a
forward- and backward-looking vertex, we learn
two embeddings per relation as well as an ini-
tial embedding for the global node. Entities
correspond to scientific terms which are often
multi-word expressions. To produce a single d-
dimensional embedding per phrase, we use the last
hidden state of a bidirectional RNN run over em-
beddings of each word in the entity phrase, i.e.
BiRNN(x1 . . .xm) for dense embeddings x and
phrase length m. The output of our embedding
step is a collection V0 of d-dimensional vectors
representing each vertex in V .

The title input is also a short string, and so we
encode it with another BiRNN to produce T =
BiRNN(x′1 . . . x

′
m) for title word embedding x′.

4.2 Decoder

We decode with an attention-based decoder with
a copy mechanism for copying input from the
knowledge graph and title. At each decoding
timestep t we use decoder hidden state ht to com-
pute context vectors cg and cs for the graph and
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title sequence respectively. cg is computed using
multi-headed attention contextualized by ht:

cg = ht +

Nn

n=1

∑

j∈V
αnjW

n
Gv

L
j (6)

αj = a(ht,v
L
j) (7)

for a as described in Equation (1) by attending
over the graph contextualized encodings VL. cs
is computed similarly, attending over the title en-
coding T. We then construct the final context vec-
tor by concatenation, ct = [cg‖cs]. We use an
input-feeding decoder (Luong et al., 2015) where
both ht and ct are passed as input to the next RNN
timestep.

We compute a probability p of copying from the
input using ht and ct in a fashion similar to See
et al. (2017), that is:

p = σ(Wcopy[ht‖ct] + bcopy) (8)

The final next-token probability distribution is:

p ∗ αcopy + (1− p) ∗ αvocab, (9)

Where the probability distribution αcopy over en-
tities and input tokens is computed as αcopyj =
a([ht‖ct],xj) for xj ∈ V‖T. The remaining 1−p
probability is given to αvocab, which is calculated
by scaling [ht‖ct] to the vocabulary size and tak-
ing a softmax.

5 Experiments

Evaluation Metrics We evaluate using a com-
bination of human and automatic evaluations. For
human evaluation, participants were asked to
compare abstracts generated by various models
and those written by the authors of the scien-
tific articles. We used Best-Worst Scaling (BWS;
(Louviere and Woodworth, 1991; Louviere et al.,
2015)), a less labor-intensive alternative to paired
comparisons that has been shown to produce more
reliable results than rating scales (Kiritchenko and
Mohammad, 2016). Participants were presented
with two or three abstracts and asked to decide
which one was better and which one was worse
in order of grammar and fluency (is the abstract
written in well-formed English?), coherence (does
the abstract have an introduction, state the prob-
lem or task, describe a solution, and discuss eval-
uations or results?), and informativeness (does the
abstract relate to the provided title and make use

of appropriate scientific terms?). We provided ex-
amples of good and bad abstracts and explain how
they succeed or fail to meet the defined criteria.

Because our dataset is scientific in nature, eval-
uations must be done by experts and we can only
collect a limited number of these high quality dat-
apoints.2 The study was conducted by 15 experts
(i.e. computer science students) who were famil-
iar with the abstract writing task and the content
of the abstracts they judged. To supplement this,
we also provide automatic metrics. We use BLEU
(Papineni et al., 2002), an n-gram overlap measure
popular in text generation tasks, and METEOR
(Denkowski and Lavie, 2014), a machine transla-
tion with paraphrase and language-specific consid-
erations.

Comparisons We compare our GraphWriter
against several strong baselines. In GAT, we
replace our Graph Transformer encoder with a
Graph Attention Network of (Veličković et al.,
2018). This encoder consists of PReLU activa-
tions stacked between 6 self-attention layers. To
determine the usefulness of including graph re-
lations, we compare to a model which uses only
entities and title (EntityWriter). Finally, we com-
pare with the gated rewriter model of Wang et al.
(2018) (Rewriter). This model uses only the docu-
ment title to iteratively rewrite drafts of its output.
3

Implementation Details Our models are trained
end-to-end to minimize the negative joint log like-
lihood of the target text vocabulary and the copied
entity indices. We use SGD optimization with mo-
mentum (Qian, 1999) and “warm restarts”, a cycli-
cal regiment that reduces the learning rate from
0.25 to 0.05 over the course of 5 epochs, then re-
sets for the following epoch. Models are trained
for 15 epochs with early stopping (Prechelt, 1998)
based on the validation loss, with most models
stopping between 8 and 13 epochs. We use single-
layer LSTMs (Hochreiter and Schmidhuber, 1997)
as recurrent networks. We use dropout (Srivas-
tava et al., 2014) in self attention layers set to
0.3. Hidden states and embedding dimensions
are fixed at 500 and attentions learn 500 dimen-

2Attempts to crowd source this evaluation failed.
3Due to the larger size and greater variety of our dataset

and accompanying vocabularies compared to theirs, we were
unable to train this model with the reported batch size of 240.
We use batch size 24 instead, which is partially responsible
for the lower performance.
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BLEU METEOR
GraphWriter 14.3 ± 1.01 18.8 ± 0.28
GAT 12.2 ± 0.44 17.2 ± 0.63
EntityWriter 10.38 16.53
Rewriter 1.05 8.38

Table 2: Automatic Evaluations of Generation Sys-
tems.

sional projections. In Block layers, the feedfor-
ward network has an intermediate size of 2000,
and we use a PReLU activation function (He et al.,
2015). GraphWriter and GAT use L = 6 lay-
ers. The number of attention heads is set to 4. In
all models, for both inputs and output, we replace
words occurring fewer than 5 times with <unk>
tokens. In each abstract, we replace all mentions
in a coreference chain in the abstract with the
canonical mention used in the graph. We decode
with beam search (Graves, 2012; Sutskever et al.,
2014) with a beam size of 4. A post-processing
step deletes repeated sentences and repeated coor-
dinated clauses.

5.1 Results

A comparison of all systems in terms of automatic
metrics is shown in Table 2. Our GraphWriter
model outperforms other methods. We see that
models which leverage title, entities, and relations
(GraphWriter and GAT) outperform models which
use less information (EntityWriter and Rewriter).

We see that GraphWriter outperforms GAT
across metrics, indicating that the global contextu-
alization provided by GraphWriter improves gen-
eration. To verify the performance gap between
GraphWriter and GAT, we report the average test
metrics for 4 training runs of each model along
with their variances. We see that the variance of
the different models is non-overlapping, and in
fact all training runs of GraphWriter outperformed
all runs of GAT on these metrics.

Does Knowledge Help? To evaluate the value
of knowledge in the generation task we compare
our GraphWriter model to a model which does
not generate from knowledge. We provide expert
annotators with 50 randomly-selected paper titles
from the test set and ask them for a single judg-
ment according to the criteria described in Sec-
tion 5. We pair each paper title with the generated
abstracts produced by GraphWriter (a knowledge-
informed modes), Rewriter (a knowledge-agnostic
model), and the gold abstract (with canonicalized

Best Worst
Rewriter (No knowledge) 12% 64%
GraphWriter (Knowledge) 24% 36%
Human Authored 64% 0%

Table 3: Does knowledge improve generation? Human
evaluations of best and worst abstract.

Win Lose Tie
Structure 63% 17% 20%
Informativeness 43% 23% 33%
Grammar 63% 23% 13%
Overall 63% 17% 20%

Table 4: Human Judgments of GraphWriter and Enti-
tyWriter models.

coreferential mentions).
Results of this comparison can be seen in Ta-

ble 3. We see that GraphWriter is selected as
“Best” more often than Rewriter, and is less of-
ten selected as “Worst”, attesting to the value of
including knowledge in the text generation pro-
cess. We see that sometimes generated texts are
preferred to human authored text, which is due in
part to the disfluencies introduced by canonical-
ization of entity mentions.

To further understand the advantages of using
knowledge graphs, we provide a more detailed
comparison of the GraphWriter and EntityWriter
models. We select 30 additional test datapoints
and ask experts to provide per-criterion judgments
of the outputs of the two systems. Since both mod-
els make use of extracted entities, we show this list
along with the title for each datapoint, and mod-
ify the description of Informativeness to include
“making use of the provided entities”. Results of
this evaluation are shown in Table 4. Here we see
that including structured knowledge in the form of
a graph improves abstract generation compared to
generating from an unstructured collection of en-
tities. The largest gains are made in terms of doc-
ument structure and grammar, indicating that the
structure of the input knowledge is being trans-
lated into the surface form.

Generating from Title The Rewriter model
(Wang et al., 2018) considers the task of gener-
ating an abstract with only the paper’s title as in-
put. We compare against this model because it is
among the first end-to-end systems to attempt to
write scientific abstracts. However, the task setup
used in Wang et al. (2018) differs significantly
from the task introduced in this work. In order
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Title Block and Group Regularized Sparse Modeling for Dictionary Learning
Knowledge (dictionary learning, CONJUNCTION, sparse coding) ; (optimization problems, USED-FOR, dictionary

learning) ; (optimization problems, USED-FOR, sparse coding). . .

GraphWriter Sparse representations have recently been shown to be effective in many optimization problems. However,
existing dictionary learning methods are limited in the number of dictionary blocks, which can be expensive
to obtain. In this paper, we propose a novel approach to dictionary learning based on sparse coding . . .

GAT In this paper, we consider the problem of dictionary learning in well-known datasets. In particular, we
consider the problem of dictionary learning, where the goal is to find a set of dictionary blocks that maximize
the likelihood of a given set of dictionary blocks . . .

EntityWriter We propose a novel dictionary learning framework for reconstructed block/group sparse coding schemes.
The dictionary learning framework is based on the descent, which is a block structure of the group structure
. . .

Rewriter This paper presents a new approach to the k-means of the algorithm. The proposed approach is based on the
basis of the stationarity algorithm. The algorithm is based on the fact that the number of bits is a constant
of the base of the base of the input . . .

Gold This paper proposes a dictionary learning framework that combines the proposed block/group (BGSC) or
reconstructed block/group (R-BGSC) sparse coding schemes with the novel Intra-block Coherence Suppres-
sion Dictionary Learning algorithm. An important and distinguishing feature of the proposed framework is
that all dictionary blocks are trained simultaneously . . .

Title Image Interpolation with Directionlets
Knowledge (directionally adaptive image interpolation USED-FOR edge information) ; (numeric and visual quality,

HYPONYM-OF, directionally adaptive image interpolation) ; (directionlets, EVALUATE-FOR, multiple-
direction wavelet transform) . . .

GraphWriter In this paper, we propose a novel directionally adaptive image interpolation based on the multiple-direction
wavelet transform, called directionlets, which can be used as a directionlets to improve the numeric and
visual quality of the directionally adaptive image interpolation . . .

GAT In this paper, we propose a novel directionally adaptive image interpolation, called directionally adaptive
image interpolation, for directionally adaptive image interpolation , which is based on the multiple-direction
wavelet transform . . .

EntityWriter We present a novel directionally adaptive image interpolation for numeric and visual quality. The wavelet
transform is based on the wavelet transform between the low-resolution image and the interpolated image.
The high-resolution image is represented by a wavelet transform . . .

Rewriter We present a new method for finding topic-specific data sets. The key technical contributions of our ap-
proach is to be a function of the terrestrial distributed memory. The key idea is to be a function of the page
that seeks to be ranked the buckets of the data. The basic idea is a new tool for the embedded space . . .

Gold We present a novel directionally adaptive image interpolation based on a multiple-direction wavelet trans-
form, called directionlets. The directionally adaptive image interpolation uses directionlets to efficiently
capture directional features and to extract edge information along different directions from the low-
resolution image . . .

Table 5: Example outputs of various systems versus Gold.

to make a fair comparison, we construct a variant
of our model which is only provided with a title
as input. We develop a model that predicts entities
from the title, and then uses our knowledge-aware
model to generate the abstract. For this compari-
son we use the EntityWriter model with a collec-
tion of entities inferred from the title alone (Infer-
EntityWriter).

To infer relevant entities, we learn to embed ti-
tles and entities extracted from the corresponding
abstract in a shared dense vector space by min-
imizing their cosine distance. We use negative
sampling to provide definition to this vector space.
At test time, we use the title embedding to infer the
K = 12 closest entities to feed into the InferEn-
tityWriter model. Results are shown in Table 6,
which shows that InferEntityWriter achieves bet-

BLEU METEOR
Rewriter 1.05 8.38
InferEntityWriter 3.60 12.2

Table 6: Comparison of generation without knowledge
and with Inferred Knowledge (InferEntityWriter)

ter results than Rewriter, indicating that the inter-
mediate entity prediction step is helpful in abstract
generation.

5.2 Analysis
Table 5 shows examples of various system outputs
for a particular test instance.We see that Graph-
Writer makes use of more entities from the input,
arranged with more articulated textual context.
It demonstrates less repetition than GAT. Both
GraphWriter and GAT show much better coher-
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ence than EntityWriter, which copies entities from
the input into unreasonable contexts. Rewriter,
while fluent and grammatical, jumps from topic
to topic, failing to relate as strongly to the input as
the knowledge-aware models.

To determine the shortcomings of our model,
we calculate rough error statistics over the out-
puts of the GraphWriter on the test set. We no-
tice that 40% of entities in the knowledge graphs
do not appear in the generated text. Future work
should address this coverage problem, perhaps
through modifications to the inference procedure
or a coverage loss (Tu et al., 2016) modified to
the specifics of this task. We find that 18% of all
sentences generated by our model repeat sentences
or clauses and are subjected to the post-processing
pruning mentioned in Section 5. While this step is
a simple solution to improve generated outputs, a
more advanced solution is required.

6 Conclusion

We have studied the problem of generating multi-
sentence text from the output of automatic infor-
mation extraction systems, and have shown that
incorporating knowledge as graphs improves per-
formance. We introduced GraphWriter, featuring
a new attention model for graph encoding, and
demonstrated its utility through human and au-
tomatic evaluation compared to strong baselines.
Lastly, we provide a new resource for the genera-
tion community, the AGENDA dataset of abstracts
and knowledge. Future work could address the
problem of repetition and entity coverage in the
generated texts.
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Abstract
Open Information Extraction (OPENIE) ex-
tracts meaningful structured tuples from free-
form text. Most previous work on OPENIE
considers extracting data from one sentence at
a time. We describe NEURON, a system for
extracting tuples from question-answer pairs.
Since real questions and answers often con-
tain precisely the information that users care
about, such information is particularly desir-
able to extend a knowledge base with.

NEURON addresses several challenges. First,
an answer text is often hard to understand
without knowing the question, and second, rel-
evant information can span multiple sentences.
To address these, NEURON formulates extrac-
tion as a multi-source sequence-to-sequence
learning task, wherein it combines distributed
representations of a question and an answer to
generate knowledge facts. We describe exper-
iments on two real-world datasets that demon-
strate that NEURON can find a significant num-
ber of new and interesting facts to extend a
knowledge base compared to state-of-the-art
OPENIE methods.

1 Introduction

Open Information Extraction (OPENIE) (Banko
et al., 2007) is the problem of extracting structured
data from a text corpus, without knowing a priori
which relations will be extracted. It is one of the
primary technologies used in building knowledge
bases (KBs) that, in turn, power question answer-
ing (Berant et al., 2013). The vast majority of pre-
vious work on OPENIE extracts structured informa-
tion (e.g., triples) from individual sentences.

This paper addresses the problem of extract-
ing structured data from conversational question-
answer (CQA) data. Often, CQA data contains pre-
cisely the knowledge that users care about. As
∗ Part of the work was done while the author was at

Megagon Labs.

such, this data offers a goal-directed method for
extending existing knowledge bases. Consider, for
example, a KB about a hotel that is used to power
its website and/or a conversational interface for
hotel guests. The KB provides information about
the hotel’s services: complimentary breakfast, free
wifi, spa. However, it may not include information
about the menu/times for the breakfast, credentials
for the wifi, or the cancellation policy for a spa
appointment at the hotel. Given the wide range
of information that may be of interest to guests,
it is not clear how to extend the KB in the most
effective way. However, the conversational logs,
which many hotels keep, contain the actual ques-
tions from guests, and can therefore be used as a
resource for extending the KB. Following exam-
ples illustrate the kind of data we aim to extract:

Example 1. Q: Does the hotel have a gym?
A: It is located on the third floor and is 24/7.
Tuple: 〈gym, is located on, third floor〉
Example 2. Q: What time does the pool open?
A: 6:00am daily.
Tuple: 〈pool, open, 6:00am daily〉

As can be seen from these examples, harvest-
ing facts from CQA data presents significant chal-
lenges. In particular, the system must interpret in-
formation collectively between the questions and
answers. In this case, it must realize that ‘third
floor’ refers to the location of the ‘gym’ and that
6:00am refers to the opening time of the pool.
OPENIE systems that operate over individual sen-
tences ignore the discourse and context in a QA
pair. Without knowing the question, they either
fail to or incorrectly interpret the answer.

This paper describes NEURON, an end-to-end
system for extracting information from CQA data.
We cast OPENIE from CQA as a multi-source
sequence-to-sequence generation problem to ex-
plicitly model both the question and answer
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in a QA pair. We propose a multi-encoder,
constrained-decoder framework that uses two en-
coders to encode each of the question and answer
to an internal representation. The two representa-
tions are then used by a decoder to generate an out-
put sequence corresponding to an extracted tuple.
For example, the output sequence of Example 2 is:

〈arg1〉 pool 〈/arg1〉〈rel〉 open 〈/rel〉〈arg2〉 6:00am daily 〈/arg2〉

While encoder-decoder frameworks have been
used extensively for machine translation and sum-
marization, there are two key technical challenges
in extending them for information extraction from
CQA data. First, it is vital for the translation model
to learn constraints such as, arguments and rela-
tions are sub-spans from the input sequence, out-
put sequence must have a valid syntax (e.g., 〈arg1〉
must precede 〈rel〉). These and other constraints
can be integrated as hard constraints in the de-
coder. Second, the model must recognize auxiliary
information that is irrelevant to the KB. For exam-
ple, in the hotel application, NEURON must learn to
discard greetings in the data. Since existing facts
in the KB are representative of the domain of the
KB, this prior knowledge can be incorporated as
soft constraints in the decoder to rank various out-
put sequences based on their relevance. Our con-
tributions are summarized below:

• We develop NEURON, a system for extracting in-
formation from CQA data. NEURON is a novel
multi-encoder constrained-decoder method that
explicitly models both the question and the an-
swer of a QA pair. It incorporates vocabulary
and syntax as hard constraints and prior knowl-
edge as soft constraints in the decoder.
• We conduct comprehensive experiments on two

real-world CQA datasets. Our experimental re-
sults show that the use of hard and soft con-
straints improves the extraction accuracy and
NEURON achieves the highest accuracy in ex-
tracting tuples from QA pairs compared with
state-of-the-art sentence-based models, with a
relative improvement as high as 13.3%. NEU-

RON’s higher accuracy and ability to discover
15-25% tuples that are not extracted by state-
of-the-art models make it suitable as a tuple ex-
traction tool for KB extension.
• We present a case study to demonstrate how a

KB can be extended iteratively using tuples ex-
tracted using NEURON. In each iteration, only
relevant tuples are included in the KB. In turn,
the extended KB is used to improve relevance

scoring for subsequent iterations.

2 Task Formulation

In this work, we choose to model an OPENIE ex-
traction from a question-answer (QA) pair as a
tuple consisting of a single relation with two ar-
guments, where the relation and arguments are
contiguous spans from the QA pair. Formally,
let (q, a) be a QA pair, where question q =
(q1, q2, ..., qm) and answer a = (a1, a2, ..., an)
are word sequences. The output is a triple
(arg1,rel,arg2) extracted from (q, a). The output
triple can be naturally interpreted as a sequence
y = (y1, y2, ..., yo) where yi is either a word or a
placeholder tag (〈arg1〉, 〈rel〉, 〈arg2〉) that marks
relevant portions of the triple. In OPENIE, the ex-
tracted tuple should be asserted by the input QA
pair. Formulating this, therefore, requires the vo-
cabulary of y to be restricted to the vocabulary of
(q, a) and placeholder tags.

Following this definition, our aim is to di-
rectly model the conditional probability p(y|q, a)
of mapping input sequences q and a into an output
sequence:

P (y|q, a) =
o∏

i=1

p(yi|y1, . . . , yi−1, q, a). (1)

In our formulation, a triple is generated as a se-
quence: a head argument phrase arg1, followed
by a relation phrase rel and a tail argument phrase
arg2. It is possible to consider different orderings
in the output sequence (such as (rel,arg1,arg2)).
However, the goal of OPENIE is to identify the re-
lation phrase that holds between a pair of argu-
ments. Our representation is, thus, consistent with
this definition as it models the relation phrase to
depend on the head argument.

3 NeurON: A Multi-Encoder
Constrained-Decoder Model

Overview of NEURON We propose to extract
tuples using a variation of an encoder-decoder
RNN architecture (Cho et al., 2014) operating on
variable-length sequences of tokens. Fig. 1 shows
the architecture of NEURON. It uses two encoders
to encode question and answer sequences in a QA
pair separately into fixed-length vector represen-
tations. A decoder then decodes the vector rep-
resentations into a variable-length sequence corre-
sponding to the tuple. The decoder is integrated
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Figure 1: Multi-Encoder, Constrained-Decoder model for tuple extraction from (q, a).

with a set of hard constraints (e.g., output vocabu-
lary) and soft constraints (e.g., relevance scoring)
suited for the extraction task.

3.1 Multiple Encoders

Given an input QA pair, two RNN encoders sepa-
rately encode the question and answer. The ques-
tion encoder converts q into hidden representa-
tion hq = (hq1, ..., h

q
m) and the answer encoder

converts a into ha = (ha1, ..., h
q
n), where hqt =

lstm(qt, h
q
t−1) is a non-linear function represented

by the long short-term memory (LSTM) cell. The
combiner combines the encoders’ states and ini-
tializes the hidden states h for the decoder:

h = tanh(Wc[h
q ◦ ha]),

where ◦ denotes concatenation. The decoder stage
uses the hidden states to generate the output y
with another LSTM-based RNN. The probability
of each token is defined as:

p(yt) = softmax((st ◦ cqt ◦ cat )Wy), (2)

where st denotes the decoder state, s0 = h and
st = lstm((yt−1 ◦ cqt ◦ cat )Ws, st−1). The de-
coder is initialized by the last hidden state from
the combiner. It uses the previous output token
at each step. Both Wy and Ws are learned matri-
ces. Each decoder state is concatenated with con-
text vectors derived from the hidden states of the
encoders. Context vector ct is the weighted sum of
the encoder hidden states, i.e. cqt =

∑m
i=1 αtih

q
i ,

where αti corresponds to an attention weight. The
attention model (Bahdanau et al., 2015) helps the
model learn to focus on specific parts of the in-
put sequences, instead of solely relying on hidden
vectors of the decoders’ LSTM. This is crucial for
extraction from (q, a) pairs where input sequences
tend to be long.

3.2 Constrained Decoder
The decoder finds the best hypothesis (i.e., the best
output sequence) for the given input representa-
tions. Typically, the output sequence is generated,
one unit at a time, using beam search. At each
time step, the decoder stores the top-k scoring par-
tial sequences, considers all possible single token
extensions of them, and keeps k most-likely se-
quences based on model’s probabilities (Eq. 1). As
soon as the 〈/S〉 symbol is appended, the sequence
is removed from the beam and added to the set of
complete sequences. The most-likely complete se-
quence is finally generated.
Hard Constraints While such encoder-decoder
models typically outperform conventional ap-
proaches (Cho et al., 2014; Zoph and Knight,
2016; Xiong et al., 2017) on a wide variety of
tasks including machine translation and question
answering, the accuracy and training efficiency
has been shown to improve when the model is in-
tegrated with the constraints of the output domain
(Xiao et al., 2016; Yin and Neubig, 2017). Moti-
vated by these, NEURON allows constraints relevant
to information extraction to be incorporated in the
model. Specifically, we describe how the decoder
can enforce vocabulary and structural constraints
on the output.

• Vocabulary constraints. Since the arguments
and relations in the extracted tuples typically cor-
respond to the input QA pair, the decoder must
constraint the space of next valid tokens when gen-
erating the output sequence. NEURON uses a mask-
ing technique in the decoder to mask the probabil-
ity of tokens (as in Eq. 2) that do not appear in the
input (q, a) pair. Specifically, it computes a binary
mask vector v, where |v| is vocabulary size and
vi = 1 if and only if i-th token appears in q or a.
The probability of each token is modified as:

p(yt) = softmax((st ◦ cqt ◦ cat )Wy ⊗ v), (3)
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Figure 2: State diagram for tag masking rules. V is the
vocabulary including placeholder tags, T is the set of
placeholder tags.

where ⊗ indicates element-wise multiplication.

• Structural constraints. For the output se-
quence to correspond to a valid tuple with non-
empty arguments, the decoding process must con-
form to the underlying grammar of a tuple. For
instance, decoding should always begin in the 〈S〉
state, where only 〈arg1〉 can be generated. In
subsequent time steps, all other placeholders ex-
cept 〈/arg1〉 should be restricted to ensure a non-
empty argument. Once 〈/arg1〉 is generated, 〈rel〉
must be generated in the next time step and so on.
The various states and grammar rules can be de-
scribed as a finite state transducer as shown in Fig-
ure 2.

Depending upon the state, NEURON generates a
mask r based on this grammar and uses r to further
modify the probabilities of the tokens as follows:

p(yt) = softmax((st ◦ cqt ◦ cat )Wy ⊗ v ⊗ r). (4)

Soft Constraints OPENIE systems are typically
used to extract broad-coverage facts to extend ex-
isting KBs. Facts already existing in the KB are
representative of the domain of the KB. It is, there-
fore, useful to incorporate this prior knowledge in
the extraction itself. NEURON is able to use prior
knowledge (incorporated as soft constraints) in the
decoder to understand the relevance of candidate
extractions and adjust the ranking of various out-
put sequences accordingly. To see why such soft
constraints can be useful, consider the example:

Example 3. Q: “Is the pool open?”
A: “I am sorry but our pool reopens at 7:00am.”
Tuple: 〈I, am, sorry〉; 〈pool, reopens at, 7:00am〉
Both the tuple facts are correct given the input QA
pair but only the second tuple contains useful in-
formation. Filtering such irrelevant facts is diffi-
cult without additional evidence.

The multi-encoder and constrained-decoder in
NEURON are jointly optimized to maximize the

log probability of output sequence conditioned on
the input sequences. At inference, the decoder
estimates the likelihood of various candidate se-
quences and generates the sequence with the high-
est likelihood. As shown in Eq. 1, this likelihood
is conditioned solely on the input (q, a) pair, thus
increasing the possibility of obtaining facts that
may be correct but irrelevant. Instead, if a rele-
vance scoring function were integrated at extrac-
tion time, the candidate output sequences could be
re-ranked so that the predicted output sequence is
likely to be both correct and relevant.

Learning a relevance scoring function can be
modeled as a KB completion task, where miss-
ing facts have to be inferred from existing ones.
A promising approach is to learn vector represen-
tations of entities and relations in a KB by max-
imizing the total plausibility of existing facts in
the KB (Wang et al., 2017). For a new candidate
output sequence, its plausibility can be predicted
using the learned embeddings for the entities and
relation in the sequence.

In NEURON, we learn the entity and relation
embeddings using Knowledge Embedding (KE)
methods such as TransE (Bordes et al., 2013) and
HolE (Nickel et al., 2016). Note that NEURON

is flexible with how the relevance scoring func-
tion is learned or which KE method is chosen. In
this paper, we use TransE for evaluation. TransE
computes the plausibility score S of a tuple y =
〈arg1, rel, arg2〉 as:

S(y) = ||varg1 + vrel − varg2 ||,

where varg1 , vrel, and varg2 are embedding vec-
tors for arg1, rel, and arg2 respectively. Follow-
ing (Jain et al., 2018), we compute the embed-
ding vectors of out-of-vocabulary arguments (and
relations) as the average of embedding vectors of
known arguments (and relations). We generate the
most-likely output based on its conditional proba-
bility and plausibility score:

ŷ = argmax
y

(logP (y|q, a) + γ logS(y)). (5)

To implement the tuple relevance scoring func-
tion, we employ the re-ranking approach, which
is a common technique for sequence genera-
tion methods (Luong et al., 2015b). Our re-
ranking method first obtains candidates from a
beam search decoder and then re-ranks the can-
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didates based on the objective function (Eq. 5).

4 Experiments

We evaluated the performance of NEURON on two
CQA datasets. In our analysis, we find that inte-
grating hard and soft constraints in the decoder
improved the extraction performance irrespective
of the number of encoders used. Also, 15-25% of
the tuples extracted by NEURON were not extracted
by state-of-the-art sentence-based methods.

4.1 Datasets and Data Preparation

ConciergeQA is a real-world internal corpus of
33,158 QA pairs collected via a multi-channel
communication platform for guests and hotel staff.
Questions (answers) are always made by guests
(staff). An utterance has 36 tokens on average, and
there are 25k unique tokens in the dataset. A QA
utterance has 2.8 sentences on average, with the
question utterance having 1.02 sentences on aver-
age and answer utterance having 1.78 sentences on
average.
AmazonQA (Wan and McAuley, 2016; McAuley
and Yang, 2016) is a public dataset with 314,264
QA pairs about electronic products on ama-
zon.com. The dataset contains longer and more
diverse utterances than the ConciergeQA dataset:
utterances have an average of 45 tokens and the
vocabulary has more than 50k unique tokens. A
QA utterance has 3.5 sentences on average. The
question utterances had 1.5 sentences on average
and the answer having 2 sentences.

For training NEURON, we bootstrapped a large
number of high-quality training examples using a
state-of-the-art OPENIE system. Such bootstrap-
ping has been shown to be effective in informa-
tion extraction tasks (Mausam et al., 2012; Saha
et al., 2017). The StanfordIE (Angeli et al., 2015)
system is used to extract tuples from QA pairs for
training examples. To further obtain high-quality
tuples, we filtered out tuples that occur too infre-
quently (< 5) or too frequently (> 100). For each
tuple in the set, we retrieved all QA pairs that con-
tain all the content words of the tuple and included
them in the training set. This helps create a train-
ing set encapsulating the multiplicity of ways in
which tuples are expressed across QA pairs. We
randomly sampled 100 QA pairs from our boot-
strapping set and found 74 of them supported the
corresponding tuples. We find this quality of boot-
strapped dataset satisfactory, since the seed tuples

Instance type ConciergeQA AmazonQA
Exclusively from question 13.9% 13.8%
Exclusively from answer 25.8% 17.6%
Ambiguous 36.9% 29.8%
Jointly from Q-A 23.4% 38.8%

Table 1: Various types of training instances.

Dataset Q-A |V| Train Dev Test (Q-A)
ConciergeQA 33k 25k 1.25M 128k 2,905
AmazonQA 314k 50k 1.43M 159k 39,663

Table 2: Training, Dev and Test splits.

for bootstrapping could be noisy as they were gen-
erated by another OPENIE system.

Our bootstrapped dataset included training in-
stances where a tuple matched (a) tokens in the
questions exclusively, (b) tokens in the answers
exclusively, (c) tokens from both questions and an-
swers. Table 1 shows the distribution of the var-
ious types of training instances. Less than 40%
(30%) of ground truth tuples for ConciergeQA
(AmazonQA) exclusively appear in the questions
or answers. Also, 22.1% (37.2%) of ground
truth tuples for ConciergeQA (AmazonQA) are ex-
tracted from the combination of questions and an-
swers. These numbers support our motivation of
extracting tuples from QA pairs. We used standard
techniques to construct training/dev/test splits so
that QA pairs in the three sets are disjoint. Table 2
shows the details of the various subsets.

4.2 Baseline Approaches

We compared NEURON with two methods that can
be trained for tuple extraction from QA pairs:
BILSTM-CRF (Huang et al., 2015) and NEURALOPE-

NIE (Cui et al., 2018). BILSTM-CRF is a sequence
tagging model that has achieved state-of-the-art
accuracy on POS, chunking, NER and OPENIE

(Stanovsky et al., 2018) tasks. For OPENIE, the
model predicts boundary labels (e.g., B-ARG1, I-
ARG1, B-ARG2, O) for the various tokens in a
QA pair. NEURALOPENIE is an encoder-decoder
model that generates a tuple sequence given an in-
put sequence. Since it uses a single encoder, we
generate the input sequence by concatenating the
question and answer in a QA pair. We trained all
the models using the same training data.

4.3 Performance Metrics

We examine the performance of different methods
using three metrics: precision, recall, and relative
coverage (RC). Given a QA pair, each system re-
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turns a sequence. We label the sequence correct
if it matches one of the ground-truth tuples for the
QA pair, incorrect otherwise. We then measure
precision of a method (i.e., # of correct predictions
of the method / # of question-answer pairs) and
recall (i.e., # of correct predictions of the method
/ # of correct predictions of any method) follow-
ing (Stanovsky and Dagan, 2016). To compare
the coverage of sequences extracted by NEURON

against the baseline method, we compute relative
coverage of NEURON as the fraction of all cor-
rect predictions that were generated exclusively by
NEURON. Specifically,

RC =
|TPNEURON\TPbaseline|
|TPNEURON

⋃
TPbaseline|

,

where TP denotes the correct predictions.

4.4 Model Training and Optimization

We implemented NEURON using OpenNMT-
tf (Klein et al., 2017) , an open-source neural
machine translation system that supports multi-
source encoder-decoder models. We implemented
NEURALOPENIE using the same system. We
used the open-source implementation of BILSTM-

CRF (Reimers and Gurevych, 2017). For fair com-
parison, we used identical configurations for NEU-

RON and NEURALOPENIE. Each encoder used a 3-
layer bidirectional LSTM and the decoder used
a 3-layer bidirectional LSTM. The models used
256-dimensional hidden states, 300-dimensional
word embeddings, and a vocabulary size of 50k.
The word embeddings were initialized with pre-
trained GloVe embeddings (glove.6B) (Penning-
ton et al., 2014). We used an initial learning rate of
1 and optimized the model with stochastic gradi-
ent descent. We used a decay rate of 0.7, a dropout
rate of 0.3 and a batch size of 64. The models
were trained for 1M steps for the ConciergeQA
dataset and 100k steps for the AmazonQA dataset.
We used TESLA K80 16GB GPU for training the
models. We trained the KE models for relevance
scoring using our bootstrapped training dataset.
For integrating the relevance scoring function, we
experimented with different values for γ and found
it not have a major impact within a range of 0.02
to 0.2. We used a value of 0.05 in all the experi-
ments.

4.5 Experimental Results

The BILSTM-CRF model showed extremely low
(2-15%) precision values. Very few of the tagged

Method P R RC
NEURALOPENIE (baseline) 0.769 0.580 -
+ hard constraints 0.776 0.585 -
+ hard and soft constraints 0.796 0.600 -

NEURON (our method) 0.791 0.597 0.224
+ hard constraints 0.792 0.597 0.204
+ hard and soft constraints 0.807 0.608 0.245

Table 3: Precision (P), Recall (R), and Relative Cover-
age (RC) results on ConciergeQA.

sequences (32-39%) could be converted to a tuple.
Most tagged sequences had multiple relations and
arguments, indicating that it is difficult to learn
how to tag a sequence corresponding to a tuple.
The model only learns how to best predict tags for
each token in the sequence, and does not take into
account the long-range dependencies to previously
predicted tags. This is still an open problem and is
outside the scope of this paper.

Tables 3 and 4 show the performance of NEU-

RALOPENIE and NEURON on the two CQA datasets.
NEURON achieves higher precision on both the
datasets. This is because NEURALOPENIE uses a sin-
gle encoder to interpret the question and answer in
the same vector space, which leads to lower per-
formance. Furthermore, concatenating the ques-
tion and answer makes the input sequence too long
for the decoder to capture long-distance depen-
dencies in history (Zhang et al., 2016; Toral and
Sánchez-Cartagena, 2017). Despite the attention
mechanism, the model ignores past alignment in-
formation. This makes it less effective than the
dual-encoder model used in NEURON.

The tables also show that incorporating task-
specific hard constraints helps further improve
the overall precision and recall, regardless of the
methods and the datasets. Re-ranking the tuples
based on the soft constraints derived from the ex-
isting KB further improves the performance of
both methods in ConciergeQA and NEURALOPE-

NIE in AmazonQA. The existing KB also helps
boost the likelihood of a correct candidate tuple se-
quence that was otherwise scored to be less likely.
Lastly, we found that NEURON has significant rela-
tive coverage; it discovered significant additional,
unique tuples missed by NEURALOPENIE.

Table 4 shows a slight decrease in performance
for NEURON after soft constraints are added. This
is likely caused by the lower quality KE model
due to the larger vocabulary in AmazonQA. In con-
trast, even with the lower quality KE model, NEU-
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Method P R RC
NEURALOPENIE (baseline) 0.557 0.594 -
+ hard constraints 0.563 0.601 -
+ hard and soft constraints 0.571 0.610 -

NEURON (our method) 0.610 0.652 0.139
+ hard constraints 0.631 0.674 0.164
+ hard and soft constraints 0.624 0.666 0.149

Table 4: Precision (P), Recall (R), and Relative Cover-
age (RC) results on AmazonQA dataset.

RALOPENIE improved slightly. This is likely be-
cause the NEURALOPENIE model, at this stage, still
had a larger margin for improvement. We note
however that learning the best KE model is not the
focus of this work.

AmazonQA is a more challenging dataset than
ConciergeQA: longer utterances (avg. 45 tokens
vs. 36 tokens) and richer vocabulary (> 50k
unique tokens vs. < 25k unique tokens). This
is reflected in lower precision and recall values of
both the systems on the AmazonQA dataset. While
the performance of end-to-end extraction systems
depends on the complexity and diversity of the
dataset, incorporating hard and soft constraints al-
leviates the problem to some extent.

End-to-end extraction systems tend to out-
perform rule-based systems on extraction from
CQA datasets. We observed that training data
for ConciergeQA had a large number (> 750k)
dependency-based pattern rules, of which < 5%
matched more than 5 QA pairs. The set of
rules is too large, diverse and sparse to train
an accurate rule-based extractor. Even though
our training data was generated by bootstrap-
ping from a rule-based extractor StanfordIE, we
found only 51.5% (30.7%) of correct tuples from
NEURON exactly matched the tuples from Stan-
fordIE in ConciergeQA (AmazonQA). This indi-
cates that NEURON combined information from
question and answer, otherwise not accessible to
sentence-wise extractors. As an evidence, we
found 11.4% (6.1%) of tuples were extracted from
answers, 16.8% (5.0%) from questions, while
79.6% (82.5%) combined information from ques-
tions and answers in ConciergeQA (AmazonQA).

Multiple Encoders: Our motivation to use dif-
ferent encoders for questions and answers is based
on the assumption that they use different vocab-
ulary and semantics. We found that there were
8k (72k) unique words in questions, 18k (114k)
unique words in answers, and the Jaccard co-

Figure 3: Example embedding vectors from question
and answer encoders. Underlines denote similar em-
bedding vectors in both the encoders.

efficient between two vocabulary sets was 0.25
(0.25) in ConciergeQA (AmazonQA), indicating
that two sources use significantly different vocab-
ulary. Also, the same word can have different
meanings depending on a speaker, and thus such
words in the two sources should be embedded dif-
ferently. To visualize the embedding vectors of
common words in ConciergeQA, we mapped them
into 2D space using t-SNE (Maaten and Hinton,
2008). Fig. 3 shows that subjective words that rep-
resents speakers attitude (e.g., “ready”, “guests”,
“time”) had significantly different embeddings in
the question and answer encoders. In contrast, ob-
jective words such as menu, or activity (e.g., “ba-
con”, “cruise”, “weekday”) had similar embed-
dings although the two encoders do not directly
share the embedding parameters. This indicates
that multiple encoders not only capture the differ-
ent meanings in questions and answers but also re-
tain consistent meanings for words that keep the
same meanings in the two sources.

Relevance Scoring: We compared with another
NEURON model that uses HolE (Nickel et al.,
2016) for relevance scoring. Both the HolE and
TransE models achieved the same precision of
80.7%, with HolE achieving slightly higher re-
call (+1.4%). This suggests that incorporating rel-
evance scoring in NEURON can robustly improve
the extraction accuracy, regardless of the choice of
the knowledge embedding method. We also esti-
mated the upper-bound precision by evaluating if
the correct tuple was included in the top-500 can-
didates. The upper-bound precision was 85.0% on
ConciergeQA, indicating that there is still room for
improvement on incorporating relevance scoring.
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1
Q: Tell me what the username and password is for WiFi
A: Absolutely! Both the username and passcode is C800.
StanfordIE: 〈 passcode, is, C800 〉
NEURON: 〈 password, is, C800 〉

2
Q: Do hotel guys have ice?
A: There is an ice machine on first floor lobby.
StanfordIE: 〈 hotel, do, ice 〉
NEURON: 〈 hotel, have, ice machine 〉

3
Q: Is there a charge for parking rental car on the property?
A: Self-parking will be $15 per night.
StanfordIE: None
NEURON: 〈 parking, will, charge 〉

4
Q: arrange late check out for tomorrow?
A: I have notated a 12 pm check out. Normal check out

time is at 11 am.
StanfordIE: 〈 normal check, is at, 11 am 〉
NEURON: 〈 check, is at, 11 〉

Table 5: Examples of successful cases (1 and 2) and
failed cases (3 and 4) from test data.

4.6 Error Analysis

We examined a random sample of 100 errors
shared by all the systems across the tested datasets.
Arguably, encoder-decoder models suffer when
extracting tuples from long utterances (avg. of 54
tokens), contributing to 43% of the errors. 34%
of the incorrectly extracted tuples used words that
were shared across the two sources. This indicates
that the extractor makes errors when resolving am-
biguity in tokens. 28% of the error cases used in-
formal language that is generally difficult for any
extractor to understand. We show some examples
(1 and 2 in Table 5) where NEURON successfully
combined information across two sources and ex-
amples (3 and 4 in Table 5) where it failed.

We further examined three different scenar-
ios: a) errors are shared by both NEURON and
NEURALOPENIE, b) errors are made exclusively by
NEURON, c) errors are made exclusively by NEU-

RALOPENIE. For each scenario, we examined a ran-
dom sample of 100 errors. We categorize the dif-
ferent sources of errors and report the results in
Table 6. As shown, NEURON is superior on longer
utterances compared to NEURALOPENIE (54 tokens
vs. 49 tokens). However, ambiguity in tokens in
the two sources is a concern for NEURON because
it has the flexibility to interpret the question and
answer differently. Not surprisingly, informal ut-
terances are hard to translate for both the systems.

5 Case Study - KB Extension

The extracted tuples from NEURON can be used to
extend a KB for a specific domain. However, au-
tomatically fusing the tuples with existing facts in

Error Category N , B N , B N , B
long utterances 43% 45% 40%
avg. length of utterance 54 tokens 49 tokens 54 tokens
ambiguity 34% 36% 48%
informal language 28% 36% 34%

Table 6: Different errors N and B made by NEURON
(N ) and NEURALOPENIE (B) respectively.

Knowledge Base

Integrator
Facts

Candidate Facts

Multi-Encoder 
Constrained Decoder

Knowledge 
Embedding ModelQA Corpus

Figure 4: Human-in-the-loop system for extending a
domain-specific KB.

the KB can have limited accuracy. This can be
due to noise in the source conversation, no prior
knowledge of join rules and more. One possi-
ble solution is to design a human-in-the-loop sys-
tem that iteratively extracts tuples and filters them
based on human feedback (Fig. 4). In each itera-
tion, a set of tuples is annotated by human annota-
tors based on their relevance to the domain of the
KB. The tuples marked relevant are added to the
KB and the relevance scoring function is updated
for extracting more relevant tuples from the corpus
in the next iteration.

We conducted a crowdsourced experiment1,
simulating the first iteration of the procedure i.e.,
when no KE model is available. We collected an-
notations on top-5 tuples extracted by NEURON for
200 QA pairs in the ConciergeQA dataset. For re-
liability, we hired five workers for each extraction.
The workers were asked to judge if a tuple is rel-
evant to the hotel domain and represents concrete
information to be added to a KB. We found preci-
sion@5 was 41.4%, and NEURON extracted at least
one useful tuple for 83.0% of the 200 QA pairs.
Overall, the system added 243 unique tuples (out
of 414 tuples extracted by NEURON) to the KB. We
also collected annotations for the tuples extracted
by NEURALOPENIE. The precision@5 and recall@5
values were 41.3% and 79.0% respectively. Al-
though the precision values are quite similar, NEU-

RON can extract correct tuples from more QA pairs
than NEURALOPENIE. While the precision can fur-
ther be improved, the preliminary results support
that NEURON is a good candidate for extraction in
1 https://www.figure-eight.com/
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a human-in-the-loop system for KB extension. We
did not use any sophisticated methods for ranking
tuples in our experiment. Thus, a better ranking
algorithm might lead to improved precision.

6 Related Work

There is a long history of OPENIE systems for
extracting tuples from plain text. They are
built on hand-crafted patterns over an intermedi-
ate representation of a sentence (e.g., POS tags
(Yates et al., 2007; Fader et al., 2011), depen-
dency trees (Bhutani et al., 2016; Mausam et al.,
2012)). Such rule-based systems require exten-
sive engineering when the patterns become di-
verse and sparse. Recently, OPENIE systems based
on end-to-end frameworks, such as sequence tag-
ging (Stanovsky et al., 2018) or sequence-to-
sequence generation (Cui et al., 2018), have been
shown to alleviate such engineering efforts. How-
ever, all these systems focus on sentence-level ex-
traction. We are the first to address the problem of
extracting tuples from question-answer pairs.

Our proposed system is based on an encoder-
decoder architecture, which was first introduced
by Cho et al. for machine translation. Atten-
tion mechanisms (Bahdanau et al., 2015; Luong
et al., 2015b) have been shown to be effective
for mitigating the problem of poor translation per-
formance on long sequences. Their model can
learn how much information to retrieve from spe-
cific parts of the input sequence at decoding time.
There is abundant research on generalizing such
frameworks for multiple tasks, specially by em-
ploying multiple encoders. Using multiple en-
coders has been shown to be useful in mutli-task
learning (Luong et al., 2015a), multi-source trans-
lation (Zoph and Knight, 2016) and reading com-
prehension (Xiong et al., 2017). We are the first to
explore a multi-source encoder-decoder architec-
ture for extracting tuples from CQA datasets.

Traditional encoder-decoder architectures are
not tailored for information extraction and knowl-
edge harvesting. To make them suitable for infor-
mation extraction, the sequence generation must
be subjected to several constraints on the vocabu-
lary, grammar etc. Recently, grammar structures
have been integrated into encoder-decoder mod-
els (Iyer et al., 2017; Zhang et al., 2017). There are
variations such as Pointer Networks (Vinyals et al.,
2015) that yield a succession of pointers to tokens
in the input sequence. All these studies share a

common idea with our paper, which is to enforce
constraints at sequence generation time. Since we
focus on extraction from CQA datasets, our work is
broadly related to the literature on relation extrac-
tion (Savenkov et al., 2015; Hixon et al., 2015; Wu
et al., 2018) and ontology extraction (S and Ku-
mar, 2018) from community generated question-
answer datasets. However, we differ in our under-
lying assumption that the relations and entities of
interest are not known in advance. Alternatively,
a CQA dataset could be transformed into declara-
tive sentences (Demszky et al., 2018) for a conven-
tional OPENIE system. However, such a two-stage
approach is susceptible to error propagation. We
adopt an end-to-end solution that is applicable to
generic CQA datasets.

7 Conclusions and Future Work

We have presented NEURON, a system for extract-
ing structured data from QA pairs for the purpose
of enriching knowledge bases. NEURON uses a
multi-encoder, constrained-decoder framework to
generate quality tuples from QA pairs.

NEURON achieves the highest precision and re-
call in extracting tuples from QA pairs compared
with state-of-the-art sentence-based models, with
a relative improvement as high as 13.3%. It can
discover 15-25% more tuples which makes it suit-
able as a tuple extraction tool for KB extension.

There are several directions for future research.
One interesting direction is to investigate whether
NEURON can be extended to work on open-domain
QA corpus, which may not be restricted to any
specific domain.
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A Supplementary Material

This supplementary material contains details of
the analysis settings described in Section 4 and ad-
ditional results not reported in the main paper.

A.1 Word Embedding Analysis
We investigated the embedding layers of the ques-
tion encoder and the answer encoder of the NEU-

RON model trained on the ConciergeQA dataset.
For robust analysis, we ignored non-English

words and any words that contained numerical
digits (e.g., #18D, $10). We used PYENCHANT2 for
filtering English words. For the remaining words,
we find their embedding vectors from the two en-
coders, concatenate them to create a single ma-
trix. This ensures that same embedding vectors
2 v2.0.0 https://github.com/rfk/pyenchant

are mapped to the same point in the visualization
space. We used t-SNE3 to map embedding vectors
into 2D space for visualization.

A.2 Crowdsourced Evaluation
Figure 5 shows the instructions and examples of
the crowdsouced task. In the crowdsourcing task,
crowdsourced workers were asked to judge after
reading an extracted tuple with the original QA
pair. Since it is difficult to define the usefulness
of the tuples without assuming a KB, we used rel-
evance and concreteness as criteria to grade ex-
tracted tuples. Specifically, each worker was asked
to choose one option from the three options: Not
relevant or unclear (0), Relevant (1),
Relevant and concrete (2).

We set $0.05 as payment for each annotation.
We carefully created 51 test questions which were
used to filter out untrusted judgments and work-
ers. The platform increases the number of anno-
tators so each tuple should always have 5 trusted
annotators. The 5 annotations for each tuple were
aggregated into a single label with a confidence
value that takes into account the accuracy rates of
the annotators based on the test questions.

3 TSNE v0.20.0 https://scikit-learn.org/stable/

with default configuration
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Figure 5: Screenshot of the instructions and examples of the crowdsourced task.
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Abstract

Most research in reading comprehension has
focused on answering questions based on in-
dividual documents or even single paragraphs.
We introduce a neural model which integrates
and reasons relying on information spread
within documents and across multiple docu-
ments. We frame it as an inference problem on
a graph. Mentions of entities are nodes of this
graph while edges encode relations between
different mentions (e.g., within- and cross-
document coreference). Graph convolutional
networks (GCNs) are applied to these graphs
and trained to perform multi-step reasoning.
Our Entity-GCN method is scalable and com-
pact, and it achieves state-of-the-art results on
a multi-document question answering dataset,
WIKIHOP (Welbl et al., 2018).

1 Introduction

The long-standing goal of natural language under-
standing is the development of systems which can
acquire knowledge from text collections. Fresh in-
terest in reading comprehension tasks was sparked
by the availability of large-scale datasets, such as
SQuAD (Rajpurkar et al., 2016) and CNN/Daily
Mail (Hermann et al., 2015), enabling end-to-end
training of neural models (Seo et al., 2016; Xiong
et al., 2016; Shen et al., 2017). These systems,
given a text and a question, need to answer the
query relying on the given document. Recently,
it has been observed that most questions in these
datasets do not require reasoning across the doc-
ument, but they can be answered relying on in-
formation contained in a single sentence (Weis-
senborn et al., 2017). The last generation of
large-scale reading comprehension datasets, such
as a NarrativeQA (Kocisky et al., 2018), Trivi-
aQA (Joshi et al., 2017), and RACE (Lai et al.,
2017), have been created in such a way as to ad-
dress this shortcoming and to ensure that systems

query: country Thorildsplan 
candidates: {Denmark, Finland, Sweden, Italy, ...} 
answer: Sweden 

Thorildsplan is a small park in Kristineberg in  
Stockholm, named in 1925 after the writer [..]

Stockholm is the capital of Sweden  
and the most populous city in [..]

Figure 1: A sample from WIKIHOP where multi-step
reasoning and information combination from different
documents is necessary to infer the correct answer.

relying only on local information cannot achieve
competitive performance.

Even though these new datasets are challeng-
ing and require reasoning within documents, many
question answering and search applications re-
quire aggregation of information across multiple
documents. The WIKIHOP dataset (Welbl et al.,
2018) was explicitly created to facilitate the devel-
opment of systems dealing with these scenarios.
Each example in WIKIHOP consists of a collec-
tion of documents, a query and a set of candidate
answers (Figure 1). Though there is no guaran-
tee that a question cannot be answered by relying
just on a single sentence, the authors ensure that it
is answerable using a chain of reasoning crossing
document boundaries.

Though an important practical problem, the
multi-hop setting has so far received little at-
tention. The methods reported by Welbl et al.
(2018) approach the task by merely concatenat-
ing all documents into a single long text and train-
ing a standard RNN-based reading comprehen-
sion model, namely, BiDAF (Seo et al., 2016)
and FastQA (Weissenborn et al., 2017). Docu-
ment concatenation in this setting is also used in
Weaver (Raison et al., 2018) and MHPGM (Bauer
et al., 2018). The only published paper which
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goes beyond concatenation is due to Dhingra
et al. (2018), where they augment RNNs with
jump-links corresponding to co-reference edges.
Though these edges provide a structural bias, the
RNN states are still tasked with passing the infor-
mation across the document and performing multi-
hop reasoning.

Instead, we frame question answering as an
inference problem on a graph representing the
document collection. Nodes in this graph corre-
spond to named entities in a document whereas
edges encode relations between them (e.g., cross-
and within-document coreference links or simply
co-occurrence in a document). We assume that
reasoning chains can be captured by propagat-
ing local contextual information along edges in
this graph using a graph convolutional network
(GCN) (Kipf and Welling, 2017).

The multi-document setting imposes scalabil-
ity challenges. In realistic scenarios, a system
needs to learn to answer a query for a given col-
lection (e.g., Wikipedia or a domain-specific set
of documents). In such scenarios one cannot af-
ford to run expensive document encoders (e.g.,
RNN or transformer-like self-attention (Vaswani
et al., 2017)), unless the computation can be pre-
processed both at train and test time. Even if
(similarly to WIKIHOP creators) one considers a
coarse-to-fine approach, where a set of potentially
relevant documents is provided, re-encoding them
in a query-specific way remains the bottleneck. In
contrast to other proposed methods (e.g., (Dhingra
et al., 2018; Raison et al., 2018; Seo et al., 2016)),
we avoid training expensive document encoders.

In our approach, only a small query encoder,
the GCN layers and a simple feed-forward an-
swer selection component are learned. Instead
of training RNN encoders, we use contextualized
embeddings (ELMo) to obtain initial (local) rep-
resentations of nodes. This implies that only a
lightweight computation has to be performed on-
line, both at train and test time, whereas the rest
is preprocessed. Even in the somewhat contrived
WIKIHOP setting, where fairly small sets of can-
didates are provided, the model is at least 5 times
faster to train than BiDAF.1 Interestingly, when
we substitute ELMo with simple pre-trained word
embeddings, Entity-GCN still performs on par

1When compared to the ‘small’ and hence fast BiDAF
model reported in Welbl et al. (2018), which is 25% less ac-
curate than our Entity-GCN. Larger RNN models are prob-
lematic also because of GPU memory constraints.

with many techniques that use expensive question-
aware recurrent document encoders.

Despite not using recurrent document encoders,
the full Entity-GCN model achieves over 2% im-
provement over the best previously-published re-
sults. As our model is efficient, we also reported
results of an ensemble which brings further 3.6%
of improvement and only 3% below the human
performance reported by Welbl et al. (2018). Our
contributions can be summarized as follows:

• we present a novel approach for multi-hop
QA that relies on a (pre-trained) document
encoder and information propagation across
multiple documents using graph neural net-
works;

• we provide an efficient training technique
which relies on a slower offline and a faster
on-line computation that does not require ex-
pensive document processing;

• we empirically show that our algorithm is ef-
fective, presenting an improvement over pre-
vious results.

2 Method

In this section we explain our method. We first
introduce the dataset we focus on, WIKIHOP

by Welbl et al. (2018), as well as the task ab-
straction. We then present the building blocks that
make up our Entity-GCN model, namely, an en-
tity graph used to relate mentions to entities within
and across documents, a document encoder used
to obtain representations of mentions in context,
and a relational graph convolutional network that
propagates information through the entity graph.

2.1 Dataset and Task Abstraction

Data The WIKIHOP dataset comprises of tuples
〈q, Sq, Cq, a?〉 where: q is a query/question, Sq is
a set of supporting documents, Cq is a set of candi-
date answers (all of which are entities mentioned
in Sq), and a? ∈ Cq is the entity that correctly
answers the question. WIKIHOP is assembled as-
suming that there exists a corpus and a knowledge
base (KB) related to each other. The KB contains
triples 〈s, r, o〉 where s is a subject entity, o an ob-
ject entity, and r a unidirectional relation between
them. Welbl et al. (2018) used WIKIPEDIA as cor-
pus and WIKIDATA (Vrandečić, 2012) as KB. The
KB is only used for constructing WIKIHOP: Welbl
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et al. (2018) retrieved the supporting documents
Sq from the corpus looking at mentions of subject
and object entities in the text. Note that the set Sq
(not the KB) is provided to the QA system, and not
all of the supporting documents are relevant for the
query but some of them act as distractors. Queries,
on the other hand, are not expressed in natural lan-
guage, but instead consist of tuples 〈s, r, ?〉 where
the object entity is unknown and it has to be in-
ferred by reading the support documents. There-
fore, answering a query corresponds to finding the
entity a? that is the object of a tuple in the KB with
subject s and relation r among the provided set of
candidate answers Cq.

Task The goal is to learn a model that can iden-
tify the correct answer a? from the set of support-
ing documents Sq. To that end, we exploit the
available supervision to train a neural network that
computes scores for candidates inCq. We estimate
the parameters of the architecture by maximizing
the likelihood of observations. For prediction, we
then output the candidate that achieves the high-
est probability. In the following, we present our
model discussing the design decisions that enable
multi-step reasoning and an efficient computation.

2.2 Reasoning on an Entity Graph

Entity graph In an offline step, we organize the
content of each training instance in a graph con-
necting mentions of candidate answers within and
across supporting documents. For a given query
q = 〈s, r, ?〉, we identify mentions in Sq of the en-
tities in Cq∪{s} and create one node per mention.
This process is based on the following heuristic:

1. we consider mentions spans in Sq exactly
matching an element of Cq ∪ {s}. Admit-
tedly, this is a rather simple strategy which
may suffer from low recall.

2. we use predictions from a coreference reso-
lution system to add mentions of elements in
Cq ∪ {s} beyond exact matching (including
both noun phrases and anaphoric pronouns).
In particular, we use the end-to-end corefer-
ence resolution by Lee et al. (2017).

3. we discard mentions which are ambiguously
resolved to multiple coreference chains; this
may sacrifice recall, but avoids propagating
ambiguity.

Figure 2: Supporting documents (dashed ellipses) or-
ganized as a graph where nodes are mentions of ei-
ther candidate entities or query entities. Nodes with the
same color indicates they refer to the same entity (ex-
act match, coreference or both). Nodes are connected
by three simple relations: one indicating co-occurrence
in the same document (solid edges), another connect-
ing mentions that exactly match (dashed edges), and a
third one indicating a coreference (bold-red line).

To each node vi, we associate a continuous an-
notation xi ∈ RD which represents an entity in
the context where it was mentioned (details in Sec-
tion 2.3). We then proceed to connect these men-
tions i) if they co-occur within the same document
(we will refer to this as DOC-BASED edges), ii)
if the pair of named entity mentions is identical
(MATCH edges—these may connect nodes across
and within documents), or iii) if they are in the
same coreference chain, as predicted by the exter-
nal coreference system (COREF edges). Note that
MATCH edges when connecting mentions in the
same document are mostly included in the set of
edges predicted by the coreference system. Hav-
ing the two types of edges lets us distinguish be-
tween less reliable edges provided by the coref-
erence system and more reliable (but also more
sparse) edges given by the exact-match heuristic.
We treat these three types of connections as three
different types of relations. See Figure 2 for an
illustration. In addition to that, and to prevent hav-
ing disconnected graphs, we add a fourth type of
relation (COMPLEMENT edge) between any two
nodes that are not connected with any of the other
relations. We can think of these edges as those
in the complement set of the entity graph with re-
spect to a fully connected graph.

Multi-step reasoning Our model then ap-
proaches multi-step reasoning by transforming
node representations (Section 2.3 for details)
with a differentiable message passing algorithm
that propagates information through the entity

2308



graph. The algorithm is parameterized by
a graph convolutional network (GCN) (Kipf
and Welling, 2017), in particular, we employ
relational-GCNs (Schlichtkrull et al., 2018), an ex-
tended version that accommodates edges of differ-
ent types. In Section 2.4 we describe the propaga-
tion rule.

Each step of the algorithm (also referred to as
a hop) updates all node representations in parallel.
In particular, a node is updated as a function of
messages from its direct neighbours, and a mes-
sage is possibly specific to a certain relation. At
the end of the first step, every node is aware of ev-
ery other node it connects directly to. Besides, the
neighbourhood of a node may include mentions
of the same entity as well as others (e.g., same-
document relation), and these mentions may have
occurred in different documents. Taking this idea
recursively, each further step of the algorithm al-
lows a node to indirectly interact with nodes al-
ready known to their neighbours. After L layers of
R-GCN, information has been propagated through
paths connecting up to L+ 1 nodes.

We start with node representations {h(0)
i }Ni=1,

and transform them by applying L layers of R-
GCN obtaining {h(L)

i }Ni=1. Together with a rep-
resentation q of the query, we define a distribution
over candidate answers and we train maximizing
the likelihood of observations. The probability of
selecting a candidate c ∈ Cq as an answer is then

P (c|q, Cq, Sq) ∝ exp

(
max
i∈Mc

fo([q,h
(L)
i ])

)
,

(1)
where fo is a parameterized affine transforma-
tion, and Mc is the set of node indices such that
i ∈ Mc only if node vi is a mention of c. The
max operator in Equation 1 is necessary to select
the node with highest predicted probability since a
candidate answer is realized in multiple locations
via different nodes.

2.3 Node Annotations
Keeping in mind we want an efficient model, we
encode words in supporting documents and in the
query using only a pre-trained model for contex-
tualized word representations rather than training
our own encoder. Specifically, we use ELMo2 (Pe-
ters et al., 2018), a pre-trained bi-directional lan-

2The use of ELMo is an implementation choice, and, in
principle, any other contextual pre-trained model could be
used (Radford et al., 2018; Devlin et al., 2018).

guage model that relies on character-based input
representation. ELMo representations, differently
from other pre-trained word-based models (e.g.,
word2vec (Mikolov et al., 2013) or GloVe (Pen-
nington et al., 2014)), are contextualized since
each token representation depends on the entire
text excerpt (i.e., the whole sentence).

We choose not to fine tune nor propagate gradi-
ents through the ELMo architecture, as it would
have defied the goal of not having specialized
RNN encoders. In the experiments, we will also
ablate the use of ELMo showing how our model
behaves using non-contextualized word represen-
tations (we use GloVe).

Documents pre-processing ELMo encodings
are used to produce a set of representations
{xi}Ni=1, where xi ∈ RD denotes the ith candidate
mention in context. Note that these representa-
tions do not depend on the query yet and no train-
able model was used to process the documents so
far, that is, we use ELMo as a fixed pre-trained en-
coder. Therefore, we can pre-compute representa-
tion of mentions once and store them for later use.

Query-dependent mention encodings ELMo
encodings are used to produce a query represen-
tation q ∈ RK as well. Here, q is a concatena-
tion of the final outputs from a bidirectional RNN
layer trained to re-encode ELMo representations
of words in the query. The vector q is used to com-
pute a query-dependent representation of mentions
{x̂i}Ni=1 as well as to compute a probability distri-
bution over candidates (as in Equation 1). Query-
dependent mention encodings x̂i = fx(q,xi) are
generated by a trainable function fx which is pa-
rameterized by a feed-forward neural network.

2.4 Entity Relational Graph Convolutional
Network

Our model uses a gated version of the original
R-GCN propagation rule. At the first layer, all
hidden node representation are initialized with the
query-aware encodings h

(0)
i = x̂i. Then, at each

layer 0 ≤ ` ≤ L, the update message u
(`)
i to the

ith node is a sum of a transformation fs of the cur-
rent node representation h

(`)
i and transformations

of its neighbours:

u
(`)
i = fs(h

(`)
i ) +

1

|Ni|
∑

j∈Ni

∑

r∈Rij
fr(h

(`)
j ) , (2)
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where Ni is the set of indices of nodes neighbour-
ing the ith node,Rij is the set of edge annotations
between i and j, and fr is a parametrized func-
tion specific to an edge type r ∈ R. Recall the
available relations from Section 2.2, namely,R =
{DOC-BASED, MATCH, COREF, COMPLEMENT}.

A gating mechanism regulates how much of the
update message propagates to the next step. This
provides the model a way to prevent completely
overwriting past information. Indeed, if all neces-
sary information to answer a question is present at
a layer which is not the last, then the model should
learn to stop using neighbouring information for
the next steps. Gate levels are computed as

a
(`)
i = σ

(
fa

(
[u

(`)
i ,h

(`)
i ]
))

, (3)

where σ(·) is the sigmoid function and fa a
parametrized transformation. Ultimately, the up-
dated representation is a gated combination of the
previous representation and a non-linear transfor-
mation of the update message:

h
(`+1)
i = φ(u

(`)
i )�a

(`)
i +h

(`)
i � (1−a

(`)
i ) , (4)

where φ(·) is any nonlinear function (we used
tanh) and � stands for element-wise multiplica-
tion. All transformations f∗ are affine and they are
not layer-dependent (since we would like to use
as few parameters as possible to decrease model
complexity promoting efficiency and scalability).

3 Experiments

In this section, we compare our method against re-
cent work as well as preforming an ablation study
using the WIKIHOP dataset (Welbl et al., 2018).
See Appendix A in the supplementary material for
a description of the hyper-parameters of our model
and training details.

WIKIHOP We use WIKIHOP for training, val-
idation/development and test. The test set is not
publicly available and therefore we measure per-
formance on the validation set in almost all ex-
periments. WIKIHOP has 43,738/ 5,129/ 2,451
query-documents samples in the training, valida-
tion and test sets respectively for a total of 51,318
samples. Authors constructed the dataset as de-
scribed in Section 2.1 selecting samples with a
graph traversal up to a maximum chain length of
3 documents (see Table 1 for additional dataset
statistics). WIKIHOP comes in two versions, a

Min Max Avg. Median

# candidates 2 79 19.8 14
# documents 3 63 13.7 11
# tokens/doc. 4 2,046 100.4 91

Table 1: WIKIHOP dataset statistics from Welbl et al.
(2018): number of candidates and documents per sam-
ple and document length.

standard (unmasked) one and a masked one. The
masked version was created by the authors to test
whether methods are able to learn lexical abstrac-
tion. In this version, all candidates and all men-
tions of them in the support documents are re-
placed by random but consistent placeholder to-
kens. Thus, in the masked version, mentions are
always referred to via unambiguous surface forms.
We do not use coreference systems in the masked
version as they rely crucially on lexical realization
of mentions and cannot operate on masked tokens.

3.1 Comparison

In this experiment, we compare our Enitity-
GCN against recent prior work on the same
task. We present test and development re-
sults (when present) for both versions of the
dataset in Table 2. From Welbl et al. (2018),
we list an oracle based on human performance
as well as two standard reading comprehension
models, namely BiDAF (Seo et al., 2016) and
FastQA (Weissenborn et al., 2017). We also com-
pare against Coref-GRU (Dhingra et al., 2018),
MHPGM (Bauer et al., 2018), and Weaver (Rai-
son et al., 2018). Additionally, we include results
of MHQA-GRN (Song et al., 2018), from a recent
arXiv preprint describing concurrent work. They
jointly train graph neural networks and recurrent
encoders. We report single runs of our two best
single models and an ensemble one on the un-
masked test set (recall that the test set is not pub-
licly available and the task organizers only report
unmasked results) as well as both versions of the
validation set.

Entity-GCN (best single model without coref-
erence edges) outperforms all previous work by
over 2% points. We additionally re-ran BiDAF
baseline to compare training time: when using a
single Titan X GPU, BiDAF and Entity-GCN pro-
cess 12.5 and 57.8 document sets per second, re-
spectively. Note that Welbl et al. (2018) had to
use BiDAF with very small state dimensionalities
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Model Unmasked Masked
Test Dev Test Dev

Human (Welbl et al., 2018) 74.1 – – –
FastQA (Welbl et al., 2018) 25.7 – 35.8 –
BiDAF (Welbl et al., 2018) 42.9 – 54.5 –
Coref-GRU (Dhingra et al., 2018) 59.3 56.0 – –
MHPGM (Bauer et al., 2018) – 58.2 – –
Weaver / Jenga (Raison et al., 2018) 65.3 64.1 – –
MHQA-GRN (Song et al., 2018) 65.4 62.8 – –

Entity-GCN without coreference (single model) 67.6 64.8 – 70.5
Entity-GCN with coreference (single model) 66.4 65.3 – –
Entity-GCN* (ensemble 5 models) 71.2 68.5 – 71.6

Table 2: Accuracy of different models on WIKIHOP closed test set and public validation set. Our Entity-GCN
outperforms recent prior work without learning any language model to process the input but relying on a pre-
trained one (ELMo – without fine-tunning it) and applying R-GCN to reason among entities in the text. * with
coreference for unmasked dataset and without coreference for the masked one.

(20), and smaller batch size due to the scalabil-
ity issues (both memory and computation costs).
We compare applying the same reductions.3 Even-
tually, we also report an ensemble of 5 indepen-
dently trained models. All models are trained on
the same dataset splits with different weight ini-
tializations. The ensemble prediction is obtained

as argmax
c

5∏
i=1

Pi(c|q, Cq, Sq) from each model.

3.2 Ablation Study

To help determine the sources of improvements,
we perform an ablation study using the publicly
available validation set (see Table 3). We per-
form two groups of ablation, one on the embed-
ding layer, to study the effect of ELMo, and one
on the edges, to study how different relations af-
fect the overall model performance.

Embedding ablation We argue that ELMo is
crucial, since we do not rely on any other context
encoder. However, it is interesting to explore how
our R-GCN performs without it. Therefore, in this
experiment, we replace the deep contextualized
embeddings of both the query and the nodes with
GloVe (Pennington et al., 2014) vectors (insensi-
tive to context). Since we do not have any compo-
nent in our model that processes the documents,
we expect a drop in performance. In other words,
in this ablation our model tries to answer questions

3Besides, we could not run any other method we com-
pare with combined with ELMo without reducing the dimen-
sionality further or having to implement a distributed version.

without reading the context at all. For example, in
Figure 1, our model would be aware that “Stock-
holm” and “Sweden” appear in the same document
but any context words, including the ones encod-
ing relations (e.g., “is the capital of”) will be hid-
den. Besides, in the masked case all mentions be-
come ‘unknown’ tokens with GloVe and therefore
the predictions are equivalent to a random guess.
Once the strong pre-trained encoder is out of the
way, we also ablate the use of our R-GCN com-
ponent, thus completely depriving the model from
inductive biases that aim at multi-hop reasoning.

The first important observation is that replacing
ELMo by GloVe (GloVe with R-GCN in Table 3)
still yields a competitive system that ranks far
above baselines from (Welbl et al., 2018) and even
above the Coref-GRU of Dhingra et al. (2018), in
terms of accuracy on (unmasked) validation set.
The second important observation is that if we
then remove R-GCN (GloVe w/o R-GCN in Ta-
ble 3), we lose 8.0 points. That is, the R-GCN
component pushes the model to perform above
Coref-GRU still without accessing context, but
rather by updating mention representations based
on their relation to other ones. These results high-
light the impact of our R-GCN component.

Graph edges ablation In this experiment we in-
vestigate the effect of the different relations avail-
able in the entity graph and processed by the R-
GCN module. We start off by testing our stronger
encoder (i.e., ELMo) in absence of edges connect-
ing mentions in the supporting documents (i.e., us-
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Model unmasked masked

full (ensemble) 68.5 71.6
full (single) 65.1 ± 0.11 70.4 ± 0.12

GloVe with R-GCN 59.2 11.1
GloVe w/o R-GCN 51.2 11.6

No R-GCN 62.4 63.2
No relation types 62.7 63.9
No DOC-BASED 62.9 65.8
No MATCH 64.3 67.4
No COREF 64.8 –
No COMPLEMENT 64.1 70.3
Induced edges 61.5 56.4

Table 3: Ablation study on WIKIHOP validation set.
The full model is our Entity-GCN with all of its com-
ponents and other rows indicate models trained without
a component of interest. We also report baselines using
GloVe instead of ELMo with and without R-GCN. For
the full model we report mean±1 std over 5 runs.

ing only self-loops – No R-GCN in Table 3). The
results suggest that WIKIPHOP genuinely requires
multihop inference, as our best model is 6.1% and
8.4% more accurate than this local model, in un-
masked and masked settings, respectively.4 How-
ever, it also shows that ELMo representations cap-
ture predictive context features, without being ex-
plicitly trained for the task. It confirms that our
goal of getting away with training expensive doc-
ument encoders is a realistic one.

We then inspect our model’s effectiveness in
making use of the structure encoded in the graph.
We start naively by fully-connecting all nodes
within and across documents without distinguish-
ing edges by type (No relation types in Table 3).
We observe only marginal improvements with re-
spect to ELMo alone (No R-GCN in Table 3) in
both the unmasked and masked setting suggest-
ing that a GCN operating over a naive entity graph
would not add much to this task and a more infor-
mative graph construction and/or a more sophisti-
cated parameterization is indeed needed.

Next, we ablate each type of relations inde-
pendently, that is, we either remove connections
of mentions that co-occur in the same docu-
ment (DOC-BASED), connections between men-
tions matching exactly (MATCH), or edges pre-
dicted by the coreference system (COREF). The

4Recall that all models in the ensemble use the same lo-
cal representations, ELMo.

first thing to note is that the model makes better
use of DOC-BASED connections than MATCH or
COREF connections. This is mostly because i) the
majority of the connections are indeed between
mentions in the same document, and ii) without
connecting mentions within the same document
we remove important information since the model
is unaware they appear closely in the document.
Secondly, we notice that coreference links and
complement edges seem to play a more marginal
role. Though it may be surprising for coreference
edges, recall that the MATCH heuristic already cap-
tures the easiest coreference cases, and for the rest
the out-of-domain coreference system may not be
reliable. Still, modelling all these different rela-
tions together gives our Entity-GCN a clear advan-
tage. This is our best system evaluating on the de-
velopment. Since Entity-GCN seems to gain little
advantage using the coreference system, we report
test results both with and without using it. Surpris-
ingly, with coreference, we observe performance
degradation on the test set. It is likely that the test
documents are harder for the coreference system.5

We do perform one last ablation, namely, we re-
place our heuristic for assigning edges and their
labels by a model component that predicts them.
The last row of Table 3 (Induced edges) shows
model performance when edges are not predeter-
mined but predicted. For this experiment, we use a
bilinear function fe(x̂i, x̂j) = σ

(
x̂>i Wex̂j

)
that

predicts the importance of a single edge connect-
ing two nodes i, j using the query-dependent rep-
resentation of mentions (see Section 2.3). The
performance drops below ‘No R-GCN’ suggesting
that it cannot learn these dependencies on its own.

Most results are stronger for the masked set-
tings even though we do not apply the coreference
resolution system in this setting due to masking.
It is not surprising as coreferred mentions are la-
beled with the same identifier in the masked ver-
sion, even if their original surface forms did not
match (Welbl et al. (2018) used WIKIPEDIA links
for masking). Indeed, in the masked version, an
entity is always referred to via the same unique
surface form (e.g., MASK1) within and across doc-
uments. In the unmasked setting, on the other
hand, mentions to an entity may differ (e.g., “US”
vs “United States”) and they might not be retrieved
by the coreference system we are employing, mak-

5Since the test set is hidden from us, we cannot analyze
this difference further.
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Relation Accuracy P@2 P@5 Avg. |Cq| Supports

overall (ensemble) 68.5 81.0 94.1 20.4 ± 16.6 5129
overall (single model) 65.3 79.7 92.9 20.4 ± 16.6 5129

3 best
member of political party 85.5 95.7 98.6 5.4 ± 2.4 70
record label 83.0 93.6 99.3 12.4 ± 6.1 283
publisher 81.5 96.3 100.0 9.6 ± 5.1 54

3 worst
place of birth 51.0 67.2 86.8 27.2 ± 14.5 309
place of death 50.0 67.3 89.1 25.1 ± 14.3 159
inception 29.9 53.2 83.1 21.9 ± 11.0 77

Table 4: Accuracy and precision at K (P@K in the table) analysis overall and per query type. Avg. |Cq| indicates
the average number of candidates with one standard deviation.

ing the task harder for all models. Therefore, as we
rely mostly on exact matching when constructing
our graph for the masked case, we are more effec-
tive in recovering coreference links on the masked
rather than unmasked version.6

4 Error Analysis

In this section we provide an error analysis for
our best single model predictions. First of all, we
look at which type of questions our model per-
forms well or poorly. There are more than 150
query types in the validation set but we filtered
the three with the best and with the worst accu-
racy that have at least 50 supporting documents
and at least 5 candidates. We show results in Ta-
ble 4. We observe that questions regarding places
(birth and death) are considered harder for Entity-
GCN. We then inspect samples where our model
fails while assigning highest likelihood and no-
ticed two principal sources of failure i) a mismatch
between what is written in WIKIPEDIA and what is
annotated in WIKIDATA, and ii) a different degree
of granularity (e.g., born in “London” vs “UK”
could be considered both correct by a human but
not when measuring accuracy). See Table 6 in the
supplement material for some reported samples.

Secondly, we study how the model performance
degrades when the input graph is large. In particu-
lar, we observe a negative Pearson’s correlation (-
0.687) between accuracy and the number of candi-
date answers. However, the performance does not
decrease steeply. The distribution of the number of
candidates in the dataset peaks at 5 and has an av-
erage of approximately 20. Therefore, the model

6Though other systems do not explicitly link matching
mentions, they similarly benefit from masking (e.g., masks
essentially single out spans that contain candidate answers).

does not see many samples where there are a large
number of candidate entities during training. Dif-
ferently, we notice that as the number of nodes in
the graph increases, the model performance drops
but more gently (negative but closer to zero Pear-
son’s correlation). This is important as document
sets can be large in practical applications. See Fig-
ure 3 in the supplemental material for plots.

5 Related Work

In previous work, BiDAF (Seo et al., 2016),
FastQA (Weissenborn et al., 2017), Coref-
GRU (Dhingra et al., 2018), MHPGM (Bauer
et al., 2018), and Weaver / Jenga (Raison et al.,
2018) have been applied to multi-document ques-
tion answering. The first two mainly focus on sin-
gle document QA and Welbl et al. (2018) adapted
both of them to work with WIKIHOP. They pro-
cess each instance of the dataset by concatenat-
ing all d ∈ Sq in a random order adding doc-
ument separator tokens. They trained using the
first answer mention in the concatenated document
and evaluating exact match at test time. Coref-
GRU, similarly to us, encodes relations between
entity mentions in the document. Instead of us-
ing graph neural network layers, as we do, they
augment RNNs with jump links corresponding to
pairs of corefereed mentions. MHPGM uses a
multi-attention mechanism in combination with
external commonsense relations to perform mul-
tiple hops of reasoning. Weaver is a deep co-
encoding model that uses several alternating bi-
LSTMs to process the concatenated documents
and the query.

Graph neural networks have been shown suc-
cessful on a number of NLP tasks (Marcheggiani
and Titov, 2017; Bastings et al., 2017; Zhang et al.,
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2018a), including those involving document level
modeling (Peng et al., 2017). They have also been
applied in the context of asking questions about
knowledge contained in a knowledge base (Zhang
et al., 2018b). In Schlichtkrull et al. (2018), GCNs
are used to capture reasoning chains in a knowl-
edge base. Our work and unpublished concurrent
work by Song et al. (2018) are the first to study
graph neural networks in the context of multi-
document QA. Besides differences in the architec-
ture, Song et al. (2018) propose to train a combi-
nation of a graph recurrent network and an RNN
encoder. We do not train any RNN document en-
coders in this work.

6 Conclusion

We designed a graph neural network that oper-
ates over a compact graph representation of a set
of documents where nodes are mentions to en-
tities and edges signal relations such as within
and cross-document coreference. The model
learns to answer questions by gathering evidence
from different documents via a differentiable mes-
sage passing algorithm that updates node repre-
sentations based on their neighbourhood. Our
model outperforms published results where abla-
tions show substantial evidence in favour of multi-
step reasoning. Moreover, we make the model fast
by using pre-trained (contextual) embeddings.
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A Implementation and Experiments
Details

A.1 Architecture
See table 5 for an outline of Entity-GCN architec-
tural detail. Here the computational steps

1. ELMo embeddings are a concatenation of
three 1024-dimensional vectors resulting in
3072-dimensional input vectors {xi}Ni=1.

2. For the query representation q, we apply 2
bi-LSTM layers of 256 and 128 hidden units
to its ELMo vectors. The concatenation of
the forward and backward states results in a
256-dimensional question representation.

3. ELMo embeddings of candidates are pro-
jected to 256-dimensional vectors, concate-
nated to the q, and further transformed with
a two layers MLP of 1024 and 512 hidden
units in 512-dimensional query aware entity
representations {x̂i}Ni=1 ∈ R512.

4. All transformations f∗ in R-GCN-layers are
affine and they do maintain the input and out-
put dimensionality of node representations
the same (512-dimensional).

5. Eventually, a 2-layers MLP with [256, 128]
hidden units takes the concatenation between
{h(L)

i }Ni=1 and q to predict the probability
that a candidate node vi may be the answer
to the query q (see Equation 1).

During preliminary trials, we experimented
with different numbers of R-GCN-layers (in the
range 1-7). We observed that with WIKIHOP, for
L ≥ 3 models reach essentially the same perfor-
mance, but more layers increase the time required
to train them. Besides, we observed that the gating
mechanism learns to keep more and more informa-
tion from the past at each layer making unneces-
sary to have more layers than required.

A.2 Training Details
We train our models with a batch size of 32
for at most 20 epochs using the Adam opti-
mizer (Kingma and Ba, 2015) with β1 = 0.9,
β2 = 0.999 and a learning rate of 10−4. To help
against overfitting, we employ dropout (drop rate
∈ 0, 0.1, 0.15, 0.2, 0.25) (Srivastava et al., 2014)
and early-stopping on validation accuracy. We re-
port the best results of each experiment based on
accuracy on validation set.

B Error Analysis

In Table 6, we report three samples from WIKI-
HOP development set where out Entity-GCN fails.
In particular, we show two instances where our
model presents high confidence on the answer,
and one where is not. We commented these sam-
ples explaining why our model might fail in these
cases.

C Ablation Study

In Figure 3, we show how the model performance
goes when the input graph is large. In particular,
how Entity-GCN performs as the number of can-
didate answers or the number of nodes increases.
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(a) Candidates set size (x-axis) and accuracy (y-axis). Pear-
son’s correlation of −0.687 (p < 10−7).
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(b) Nodes set size (x-axis) and accuracy (y-axis). Pearson’s
correlation of −0.385 (p < 10−7).

Figure 3: Accuracy (blue) of our best single model
with respect to the candidate set size (on the top) and
nodes set size (on the bottom) on the validation set. Re-
scaled data distributions (orange) per number of candi-
date (top) and nodes (bottom). Dashed lines indicate
average accuracy.
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Input - q, {vi}Ni=1

query ELMo 3072-dim candidates ELMo 3072-dim

2 layers bi-LSTM [256, 128]-dim 1 layer FF 256-dim

concatenation 512-dim

2 layer FF [1024, 512]-dim: : {x̂i}Ni=1

3 layers R-GCN 512-dim each (shared parameters)

concatenation with q 768-dim

3 layers FF [256,128,1]-dim

Output - probabilities over Cq

Table 5: Model architecture.

ID WH dev 2257 Gold answer 2003 (p = 14.1)

Query inception (of) Derrty Entertainment Predicted answer 2000 (p = 15.8)

Support 1 Derrty Entertainment is a record label founded by [...]. The first album released under
Derrty Entertainment was Nelly ’s Country Grammar.

Support 2 Country Grammar is the debut single by American rapper Nelly. The song was pro-
duced by Jason Epperson. It was released in 2000, [...]

(a) In this example, the model predicts the answer correctly. However, there is a mismatch between what is written in
WIKIPEDIA and what is annotated in WIKIDATA. In WIKIHOP, answers are generated with WIKIDATA.

ID WH dev 2401 Gold answer Adolph Zukor (p = 7.1e−4%)

Query producer (of) Forbidden Paradise Predicted answer Jesse L. Lask (p = 99.9%)

Support 1 Forbidden Paradise is a [...] drama film produced by Famous Players-Lasky [...]

Support 2 Famous Players-Lasky Corporation was [...] from the merger of Adolph Zukor’s Fa-
mous Players Film Company [..] and the Jesse L. Lasky Feature Play Company.

(b) In this sample, there is ambiguity between two entities since both are correct answers reading the passages but only one is
marked as correct. The model fails assigning very high probability to only on one of them.

ID WH dev 3030 Gold answer Scania (p = 0.029%)

Query place of birth (of) Erik Penser Predicted answer Eslöv (p = 97.3%)

Support 1 Nils Wilhelm Erik Penser (born August 22, 1942, in Eslöv, Skåne) is a Swedish [...]

Support 2 Skåne County, sometimes referred to as “ Scania County ” in English, is the [...]

(c) In this sample, there is ambiguity between two entities since the city Eslöv is located in the Scania County (English name
of Skåne County). The model assigning high probability to the city and it cannot select the county.

Table 6: Samples from WIKIHOP set where Entity-GCN fails. p indicates the predicted likelihood.
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Abstract

We compare three new datasets for question
answering: SQuAD 2.0, QuAC, and CoQA,
along several of their new features: (1) unan-
swerable questions, (2) multi-turn interactions,
and (3) abstractive answers. We show that
the datasets provide complementary coverage
of the first two aspects, but weak coverage
of the third. Because of the datasets’ struc-
tural similarity, a single extractive model can
be easily adapted to any of the datasets and
we show improved baseline results on both
SQuAD 2.0 and CoQA. Despite the similar-
ity, models trained on one dataset are inef-
fective on another dataset, but we find mod-
erate performance improvement through pre-
training. To encourage cross-evaluation, we
release code for conversion between datasets
at https://github.com/my89/co-squac.

1 Introduction

Question answering on textual data has served
as a challenge problem for the NLP community
(Voorhees, 2001; Richardson et al., 2013). With
the development of large scale benchmarks and
sufficiently simple evaluations (Trischler et al.,
2016; Nguyen et al., 2016; Hermann et al., 2015)
progress has been rapid. In recent evaluation on
SQuAD (Rajpurkar et al., 2016), performance ex-
ceeded that of annotators (Wang et al., 2018; Hu
et al., 2017; Wang et al., 2017).

In response to this development, there have
been a flurry of new datasets. In this
work, we analyze three such new proposed
datasets, SQuAD 2.0 (Rajpurkar et al., 2018),

QuAC (Choi et al., 2018), and CoQA (Reddy
et al., 2018).1 In each of these datasets, crowd
workers are asked to (1) produce questions about a
paragraph of text (context) and (2) produce a reply

1A review of other new datasets is in the related work.

by either indicating there is no answer, or provid-
ing an extractive answer from the context by high-
lighting one contiguous span. QuAC and CoQA
contain two other features: questions are asked in
the form of a dialog, where co-reference to previ-
ous interactions is possible and directly answering
yes/no is possible. CoQA also allows workers to
edit the spans to provide abstractive answers.2

We compare these three datasets along several
of their new features: (1) unanswerable questions,
(2) multi-turn interactions, and (3) abstractive an-
swers. Unanswerable question coverage is com-
plementary among datasets; SQuAD 2.0 focuses
more on questions of extreme confusion, such
as false premise questions, while QuAC primar-
ily focuses on missing information. QuAC and
CoQA dialogs simulate different types of user be-
havior: QuAC dialogs often switch topics while
CoQA dialogs include more queries for details.
Unfortunately, no dataset provides significant cov-
erage of abstractive answers beyond yes/no an-
swers, and we show that a method can achieve an
extractive answer upper bound of 100 and 97.8 F1
on QuAC and CoQA , respectively.

Motivated by the above analysis, we apply the
baseline presented in QuAC (Choi et al., 2018),
BiDAF++, a model based on BiDAF (Seo et al.,
2016), augmented with self attention (Clark and
Gardner, 2018) and ELMo contextualized embed-
dings (Peters et al., 2018) to all datasets. Exper-
iments show that this extractive baseline outper-
forms existing extractive and abstractive baselines
on CoQA by 14.2 and 2.7 F1 respectively. Finally,
we show models can transfer between datasets
with pretraining yielding moderate gains.3

2Also, SQuAD 2.0 and QuAC cover only Wikipedia text,
CoQA covers six other domains and QuAC is the only one
of these datasets that doesn’t allow the questioner to see the
context before formulating a question.

3To facilitate easy future cross-evaluation, we release
tools for conversion between these dataset.
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Dataset Entity
Salad

False
Premise

Topic
Error

Missing
Information

Content
Negation

Answerable
Questions

Total
Questions

CoQA 0.0 0.0 0.0 60.0 0.0 40.0 5 (0.5%)
SQuAD 2.0 21.3 21.3 13.5 16.1 16.1 10.9 230 (50.1%)

QuAC 5.5 0.0 16.4 71.2 0.0 6.8 73 (20.2%)

Table 1: Comparison of unanswerable questions on 50 random contexts from the development set of each dataset.
SQuAD 2.0 contains a diverse set of circumstances that make questions unanswerable, QuAC focuses on informa-
tion that could plausibly be in context material and CoQA does not significantly cover unanswerable questions.

Dataset Topic
Shift

Drill
Down

Return to
Topic

Clarification
Question

Definition
Question

Sentence
Coverage

Total
Questions

CoQA 21.6 72.0 2.9 0.0 0.7 63.3 722
QuAC 35.4 55.3 5.6 0.7 3.0 28.4 302

Table 2: Comparison of dialog features in 50 random contexts from the development set of each dataset.
CoQA contains questions that drill into details about topics and cover 60% of sentences in the context while
in QuAC dialog switch topic more often and cover less than 30% of sentences. Neither dataset has a significant
number of returns to previous topics, clarifications, or definitional interactions.

2 Dataset Analysis

In this section we analyze unanswerable ques-
tions, dialog features, abstractive answers in
SQuAD 2.0, QuAC, and CoQA. All analysis was
performed by the authors, on a random sample of
50 contexts (300-700 questions) from the develop-
ment set of each dataset.

2.1 Unanswerable Questions

In Table 1 we compare types of unanswerable
questions across dataset. We identify five types
of questions found between the datasets:
1. Entity Salad A nonsensical reference to enti-
ties found in the context or made-up entities (e.g.
“What infinite hierarchy implies that the graph
isomorphism problem s NQ-complete?”). Such
questions are unanswerable for any context.
2. False Premise A fact that contradicts the con-
text is asserted in the question (e.g. “When is the
correlation positive?” but in the context says “the
correlation is strictly negative”).
3. Topic Error A questions that references an
entity in the context but the context does not focus
on that entity (e.g “How many earthquakes occur
in California?” when the article focus is actually
about “Southern California” ). Such questions
potentially have answers, but it would be unlikely
for the answer to be found in the context.
4. Missing Information A question who’s an-
swer could be plausibly in the context but is not
(e.g. “What is the record high in January?” and
the article is about temperature extremes). Such
questions have an answer but it is not mentioned.
5. Content Negation A question which asks for
the opposite information of something mentioned

in the context (e.g. “Who didnt cause the disso-
lution of the Holy Roman Empire?”). Such ques-
tions either have answers that are the set of all en-
tities other than the one mentioned or answers that
could be found in some other context.

Results SQuAD 2.0 contains the highest diver-
sity of unanswerable questions of all datasets an-
alyzed. Some SQuAD 2.0 questions are unlikely
to be asked without significant foreknowledge of
the context material and do not occur in QuAC. 4

Both SQuAD 2.0 and QuAC cover a signifi-
cant number of unanswerable questions that could
be plausibly in the article. The difference in set-
tings and distributions of unanswerable questions
in SQuAD 2.0 and QuAC appear to be comple-
mentary: SQuAD 2.0 focuses more on questions
simulating questioner confusion, while QuAC pri-
marily focuses on missing information. 5

2.2 Dialog Features

In Table 2 we analyze five dialog behaviors:
1. Topic Shift A question about something pre-
viously discussed (e.g. “Q: How does he try to
take over? ... Q: Where do they live?”).
2. Drill Down A request for more information
about a topic being discussed (e.g. “A: The Sher-
pas call Mount Everest Chomolungma. Q: Is Mt.
Everest a holy site for them?”)
3. Topic Return Asking about a topic again af-
ter it had previously been shifted away from.

4Such questions resemble text from entailment datasets
such as SNLI (Bowman et al., 2015) and seem more likely to
arise if questioners are receiving very complex information
and become confused.

5CoQA does not contain a significant number of unan-
swerable questions, and many of the ones that do exist are
erroneously marked.
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Dataset Yes/No Coref Counting Picking Fluency Max F1

CoQA 21.4 3.2 1.3 0.6 4.2 97.8
QuAC 21.1 0.0 0.0 0.0 0.0 100.0

Table 3: Comparison of abstractive features in 50 random contexts in the develoment set of each dataset. Both
QuAC and CoQA contain yes/no questions while CoQA also contains answers that improve fluency through ab-
stractive behavior. The extractive upper bound from CoQA is high because most absractivive answers involve
adding a pronoun (Coref) or inserting prepositions and changing word forms (Fluency) to existing extractive an-
swers, resulting in extremely high overlap with possible extractive answers.

4. Clarification Reformulating a question that
had previously been asked.
5. Definition Asking what is meant by a term
(e.g. “What are polygenes?”)

Results QuAC and CoQA contain many similar
features but at very different rates, offering com-
plementary coverage of types of user behavior.
CoQA dialogs drill down for details significantly
more frequently and cover more than 60% of sen-
tences in the context material (Sentence Cover-
age). QuAC dialogs shift to new topics frequently
and cover less than 30% of sentences in the con-
text. Both datasets contain only a small numbers
of definition questions and returns to previous top-
ics and few requests for clarification.

2.3 Abstractive Answers
Table 3 compares abstractive behavior in
CoQA and QuAC. We observed five phenomena:
1. Yes/No Questions annotated with yes/no. In
QuAC such questions and their corresponding yes
or no are marked in addition to an extractive an-
swer. In CoQA, the single token “yes” or “no”
is simply asserted as the abstractive answer, with
an extractive answer provided in the rationale (e.g.
“Q: Is atmosphere one of them? A: yes”).
2. Coref Coreference is added to previously
mentioned entities in either context or question
(e.g. “Q: How was France’s economy in the late
2000s? A: it entered the recession”).
3. Count Counting how many entities of some
type were mentioned (e.g. “Q: how many specific
genetic traits are named? A: five”)
4. Picking A question that requires the answer
to pick from a set defined in the question (e.g. “Q:
Is this a boy or a girl? A: boy)
5. Fluency Adding a preposition, changing the
form of a word, or merging two non-contiguous
spans (e.g. “Q: how did he get away? A: by foot)

Results Both QuAC and CoQA have a similar
rate of yes/no questions. QuAC contains no other
abstractive phenomena while CoQA contains a

Overall F1

DrQA (Extractive) 54.7
DrQA + PGNet (Abstractive) 66.2

BiDAF++ w/ 0-ctx 63.4
BiDAF++ w/ 3-ctx 69.2

Table 4: Development set performance by training
BiDAF++ (Choi et al., 2018) models (extractive) on
CoQA data with handling yes/no and no-answer ques-
tions as in QuAC. Despite being extractive, these mod-
els significantly outperform reported baselines, DrQA
and DrQA + PGNet (Reddy et al., 2018).

in-F1 out-F1 F1

DrQA 54.5 47.9 52.6
DrQA + PGNet 67.0 60.4 65.1
BiDAF++ w/ 3-ctx 69.4 63.8 67.8

Table 5: Test set results on CoQA. We report in domain
F1 (in-F1), out of domain F1 on two held out domains,
Reddit and Science (out-F1) and the overall F1 (F1).

small number of predominately insertions, often
at the beginning of an extractive span, for corefer-
ence and or other fluency improvements. Because
abstractive behavior in CoQA includes mostly
small modifications to spans in the context, the
maximum achievable performance by a model that
predicts spans from the context is 97.8 F1. 6

3 New Extractive Baseline for CoQA

Our analysis strongly implies that beyond yes/no
questions, abstractive behavior is not a significant
component in either QuAC or CoQA. As such,
QuAC models can be trivially adapted to CoQA.

We train a set of BiDAF++ baselines from the
original QuAC dataset release (Choi et al., 2018)
by optimizing the model to predict the span with
maximum F1 overlap with respect to annotated ab-
stractive answers.7 If the abstractive answer is ex-

6To compute the upper bound, if abstractive answer is
exactly “yes”, “no”, or “unknown”, we consider the upper
bound to be 100. Otherwise, we use the CoQA evaluation
script to find a span in the context that has maximum F1 with
respect to the abstractive answer.

7We use the implementation on http://allennlp.
org, and do not modify any hyper-parameters except the the
maximum dialog length and that models were allowed to train
up to 65 epochs.
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F1 HEQQ HEQD

BiDAF++ w/ 2-ctx 60.6 55.7 4.0

Train SQuAD 2.0 34.3 18.0 0.3
Train CoQA 31.2 19.2 0.0
Ft from SQuAD 2.0 62.6 58.3 5.9
Ft from CoQA 63.3 59.2 5.1

Table 6: Cross dataset transfer to QuAC development
set. Models do not transfer directly (rows 3 and 4), but
after fine tuning improve performance (rows 5 and 6).

actly “yes” or “no”, we train the model to output
the whole rationale span, and classify the question
as yes/no with the appropriate answer. At eval-
uation time, if the model predicts a question is a
yes/no question, instead of returning the extracted
span, we simply return “yes” or “no”.

Results Table 4 and Table 5 summarize our re-
sults for training BiDAF++ with varying con-
texts on CoQA. Beyond the difference of under-
lying base question-answer models (DrQA (Chen
et al., 2017) vs. BiDAF (Seo et al., 2016)
with self attention (Clark and Gardner, 2018)),
BiDAF++ has two core differences with respect to
DRQA+PGNet: (1) instead of appending previous
questions and answers to input question tokens,
BiDAF++ marks answers of previous questions di-
rectly on the context, and (2) BiDAF++ uses con-
textualized word embeddings through ELMo (Pe-
ters et al., 2018). These differences, in combina-
tion with appropriate handling of yes/no and unan-
swerable questions significantly improves on the
existing extractive baseline (+14.2 F1) and even
on the existing abstractive baseline (+2.7 F1).

4 Cross-Dataset Experiments

In this section we consider whether models can
benefit from transfer between SQuAD 2.0, QuAC,
and CoQA, and show that the datasets, while in-
effective for direct transfer, can be used as pre-
training. In all experiments, we use BiDAF++,
either with two context or no context, depending
on if we are training for dialog settings or not,
with default configurations. Models are trained by
initializing from other models trained on differ-
ent datasets and we do not decrease initial learn-
ing rates from just training directly on the target
dataset. When SQuAD 2.0 is used to initialize
models that use context, we randomly order ques-
tions in SQuAD 2.0 and train as if questions were
asked in the form of a dialog. 8

8Likely a better strategy exists but we would like to
demonstrate transfer in the simplest way. We only report

In Domain F1

DrQA + PGNet 66.2
BiDAF++ w/ 2-ctx 67.6

SQuAD 2.0 41.4
QuAC 29.1
Ft from SQuAD 2.0 69.2
Ft from QuAC 68.0

Table 7: Cross dataset transfer to CoQA development
set. Models do not transfer directly (rows 3 and 4),
but after fine tuning improve performance (rows 5 and
6). For an explanation of why BiDAF++ outperforms
DrQA + PGNet, see Section 3.

F1 EM

Baseline 67.6 65.1
BiDAF++ 70.5 67.4

CoQA 38.1 32.4
QuAC 25.4 16.8
Ft from CoQA 72.5 69.4
Ft from QuAC 69.5 66.8

Table 8: Cross dataset transfer to SQuAD 2.0 develop-
ment set. BiDAF++ (Choi et al., 2018) outperforms
the baseline, a different implementation of the same
model (Rajpurkar et al., 2018) likely because of better
hyper parameter tuning.

Results Tables 6-8 summarize our results.
Across all of the datasets, BiDAF++ outperforms
other baselines, and there exists at least one other
dataset that significantly improves performance on
a target dataset on average +2.1 F1. Experiments
do not support that direct transfer is possible.

5 Related Work

Other proposals exist other than the three we an-
alyzed that expand on features in SQuAD (Ra-
jpurkar et al., 2016). For example, maintaining
question independence of context to reduce the
role of string matching and having long context
length (Joshi et al., 2017; Kociský et al., 2017),
higher level reasoning (Khashabi et al., 2018;
Clark et al., 2018; Yang et al., 2018), multi-turn in-
formation seeking interactions, in either table set-
tings (Iyyer et al., 2017; Talmor and Berant, 2018;
Saha et al., 2018), regulation settings (Saeidi et al.,
2018), or Quiz Bowl settings (Elgohary et al.,
2018). Other work considers multi-modal con-
texts where interactions are a single turn (Tapaswi
et al., 2016; Antol et al., 2015; Lei et al., 2018) or
multi-turn (Das et al., 2017; Pasunuru and Bansal,
2018). These efforts contain alternative challenges
than ones we analyze in this paper.

development numbers as these experiments are meant to be
exploratory.

2321



Acknowledgement

We thank Eunsol Choi, Hsin-Yuan Huang, Mohit
Iyyer, He He, Yejin Choi, Percy Liang, and Luke
Zettlemoyer for their helpful discussions in for-
mulating this work. Also, Siva Reddy and Danqi
Chen for help evaluating on CoQA and all review-
ers for their comments.

References
Stanislaw Antol, Aishwarya Agrawal, Jiasen Lu, Mar-

garet Mitchell, Dhruv Batra, C Lawrence Zitnick,
and Devi Parikh. 2015. Vqa: Visual question an-
swering. In Proceedings of the IEEE international
conference on computer vision, pages 2425–2433.

Samuel R Bowman, Gabor Angeli, Christopher Potts,
and Christopher D Manning. 2015. A large anno-
tated corpus for learning natural language inference.
arXiv preprint arXiv:1508.05326.

Danqi Chen, Adam Fisch, Jason Weston, and Antoine
Bordes. 2017. Reading Wikipedia to answer open-
domain questions. In Association for Computa-
tional Linguistics (ACL).

Eunsol Choi, He He, Mohit Iyyer, Mark Yatskar, Wen
tau Yih, Yejin Choi, Percy Liang, and Luke Zettle-
moyer. 2018. Quac: Question answering in context.
In Empirical Methods in Natural Language Process-
ing.

Christopher Clark and Matt Gardner. 2018. Simple
and effective multi-paragraph reading comprehen-
sion. Proceedings of the Association for Computa-
tional Linguistics.

Peter Clark, Isaac Cowhey, Oren Etzioni, Tushar Khot,
Ashish Sabharwal, Carissa Schoenick, and Oyvind
Tafjord. 2018. Think you have solved question an-
swering? try arc, the ai2 reasoning challenge. arXiv
preprint arXiv:1803.05457.

Abhishek Das, Satwik Kottur, Khushi Gupta, Avi
Singh, Deshraj Yadav, José MF Moura, Devi Parikh,
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Abstract
Question-answering plays an important role in
e-commerce as it allows potential customers to
actively seek crucial information about prod-
ucts or services to help their purchase decision
making. Inspired by the recent success of ma-
chine reading comprehension (MRC) on for-
mal documents, this paper explores the poten-
tial of turning customer reviews into a large
source of knowledge that can be exploited to
answer user questions. We call this problem
Review Reading Comprehension (RRC). To
the best of our knowledge, no existing work
has been done on RRC. In this work, we
first build an RRC dataset called ReviewRC
based on a popular benchmark for aspect-
based sentiment analysis. Since ReviewRC has
limited training examples for RRC (and also
for aspect-based sentiment analysis), we then
explore a novel post-training approach on the
popular language model BERT to enhance the
performance of fine-tuning of BERT for RRC.
To show the generality of the approach, the
proposed post-training is also applied to some
other review-based tasks such as aspect ex-
traction and aspect sentiment classification in
aspect-based sentiment analysis. Experimen-
tal results demonstrate that the proposed post-
training is highly effective1.

1 Introduction

For online commerce, question-answering (QA)
serves either as a standalone application of cus-
tomer service or as a crucial component of a dia-
logue system that answers user questions. Many
intelligent personal assistants (such as Amazon
Alexa and Google Assistant) support online shop-
ping by allowing the user to speak directly to the
assistants. One major hindrance for this mode of
shopping is that such systems have limited capa-
bility to answer user questions about products (or

1The datasets and code are available at https://www.
cs.uic.edu/˜hxu/.

services), which are vital for customer decision
making. As such, an intelligent agent that can
automatically answer customers’ questions is very
important for the success of online businesses.

Given the ever-changing environment of prod-
ucts and services, it is very hard, if not impossible,
to pre-compile an up-to-date and reliable knowl-
edge base to cover a wide assortment of ques-
tions that customers may ask, such as in factoid-
based KB-QA (Xu et al., 2016; Fader et al., 2014;
Kwok et al., 2001; Yin et al., 2015). As a compro-
mise, many online businesses leverage community
question-answering (CQA) (McAuley and Yang,
2016) to crowdsource answers from existing cus-
tomers. However, the problem with this approach
is that many questions are not answered, and if
they are answered, the answers are delayed, which
is not suitable for interactive QA. In this paper, we
explore the potential of using product reviews as
a large source of user experiences that can be ex-
ploited to obtain answers to user questions. Al-
though there are existing studies that have used in-
formation retrieval (IR) techniques (McAuley and
Yang, 2016; Yu and Lam, 2018) to find a whole
review as the response to a user question, giving
the whole review to the user is undesirable as it is
quite time-consuming for the user to read it.

Inspired by the success of Machine Reading
Comphrenesions (MRC) (Rajpurkar et al., 2016,
2018), we propose a novel task called Review
Reading Comprehension (RRC) as following.

Problem Definition: Given a question q =
(q1, . . . , qm) from a customer (or user) about a
product and a review d = (d1, . . . , dn) for that
product containing the information to answer q,
find a sequence of tokens (a text span) a =
(ds, . . . , de) in d that answers q correctly, where
1 ≤ s ≤ n, 1 ≤ e ≤ n, and s ≤ e.

A sample laptop review is shown in Table 1. We
can see that customers may not only ask factoid
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Questions
Q1: Does it have an internal hard drive ?
Q2: How large is the internal hard drive ?
Q3: is the capacity of the internal hard drive OK ?
Review
Excellent value and a must buy for someone
looking for a Macbook . You ca n’t get any
better than this price and it come withA1 an
internal disk drive . All the newer MacBooks
do not . Plus you get 500GBA2 which is also a
greatA3 feature . Also , the resale value on
this will keep . I highly recommend you get one
before they are gone .

Table 1: An example of review reading comprehension:
we show 3 questions and their corresponding answer
spans from a review.

questions such as the specs about some aspects of
the laptop as in the first and second questions but
also subjective or opinion questions about some
aspects (capacity of the hard drive), as in the third
question. RRC poses some domain challenges
compared to the traditional MRC on Wikipedia,
such as the need for rich product knowledge, in-
formal text, and fine-grained opinions (there is al-
most no subjective content in Wikipedia articles).
Research also shows that yes/no questions are very
frequent for products with complicated specifica-
tions (McAuley and Yang, 2016; Xu et al., 2018b).

To the best of our knowledge, no existing work
has been done in RRC. This work first builds
an RRC dataset called ReviewRC, using reviews
from SemEval 2016 Task 52, which is a pop-
ular dataset for aspect-based sentiment analysis
(ABSA) (Hu and Liu, 2004) in the domains of lap-
top and restaurant. We detail ReviewRC in Sec.
5. Given the wide spectrum of domains (types of
products or services) in online businesses and the
prohibitive cost of annotation, ReviewRC can only
be considered to have a limited number of anno-
tated examples for supervised training, which still
leaves the domain challenges partially unresolved.

This work adopts BERT (Devlin et al., 2018)
as the base model as it achieves the state-of-
the-art performance on MRC (Rajpurkar et al.,
2016, 2018). Although BERT aims to learn con-
textualized representations across a wide range
of NLP tasks (to be task-agnostic), leveraging
BERT alone still leaves the domain challenges un-

2http://alt.qcri.org/semeval2016/
task5/. We choose these review datasets to align
RRC with existing research on sentiment analysis.

resolved (as BERT is trained on Wikipedia ar-
ticles and has almost no understanding of opin-
ion text), and it also introduces another challenge
of task-awareness (the RRC task), called the task
challenge. This challenge arises when the task-
agnostic BERT meets the limited number of fine-
tuning examples in ReviewRC (see Sec. 5) for
RRC, which is insufficient to fine-tune BERT to
ensure full task-awareness of the system3. To ad-
dress all the above challenges, we propose a novel
joint post-training technique that takes BERT’s
pre-trained weights as the initialization4 for ba-
sic language understanding and adapt BERT with
both domain knowledge and task (MRC) knowl-
edge before fine-tuning using the domain end task
annotated data for the domain RRC. This tech-
nique leverages knowledge from two sources: un-
supervised domain reviews and supervised (yet
out-of-domain) MRC data 5, where the former en-
hances domain-awareness and the latter strength-
ens MRC task-awareness. As a general-purpose
approach, we show that the proposed method can
also benefit ABSA tasks such as aspect extraction
(AE) and aspect sentiment classification (ASC).

The main contributions of this paper are as fol-
lows. (1) It proposes the new problem of review
reading comprehension (RRC). (2) To solve this
new problem, an annotated dataset for RRC is
created. (3) It proposes a general-purpose post-
training approach to improve RRC, AE, and ASC.
Experimental results demonstrate that the pro-
posed approach is effective.

2 Related Works

Many datasets have been created for MRC
from formally written and objective texts, e.g.,
Wikipedia (WikiReading (Hewlett et al., 2016),
SQuAD (Rajpurkar et al., 2016, 2018), Wiki-
Hop (Welbl et al., 2018), DRCD (Shao et al.,
2018), QuAC (Choi et al., 2018), HotpotQA (Yang
et al., 2018)) news and other articles (CNN/Daily
Mail (Hermann et al., 2015), NewsQA (Trischler
et al., 2016), RACE (Lai et al., 2017)), fic-
tional stories (MCTest (Richardson et al., 2013),

3The end tasks from the original BERT paper typically
use tens of thousands of examples to ensure that the system
is task-aware.

4Due to limited computation resources, it is impractical
for us to pre-train BERT directly on reviews from scratch
(Devlin et al., 2018).

5To simplify the writing, we refer MRC as a general-
purpose RC task on formal text (non-review) and RRC as an
end-task specifically focused on reviews.
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CBT (Hill et al., 2015), NarrativeQA (Kočiskỳ
et al., 2018)), and general Web documents (MS
MARCO (Nguyen et al., 2016), TriviaQA (Joshi
et al., 2017), SearchQA (Dunn et al., 2017) ).
Also, CoQA (Reddy et al., 2018) is built from mul-
tiple sources, such as Wikipedia, Reddit, News,
Mid/High School Exams, Literature, etc. To the
best of our knowledge, MRC has not been used on
reviews, which are primarily subjective. As such,
we created a review-based MRC dataset called Re-
viewRC. Answers from ReviewRC are extractive
(similar to SQuAD (Rajpurkar et al., 2016, 2018))
rather than abstractive (or generative) (such as in
MS MARCO (Nguyen et al., 2016) and CoQA
(Reddy et al., 2018)). This is crucial because on-
line businesses are typically cost-sensitive and ex-
tractive answers written by humans can avoid gen-
erating incorrect answers beyond the contents in
reviews by an AI agent.

Community QA (CQA) is widely adopted by
online businesses (McAuley and Yang, 2016) to
help users. However, since it solely relies on hu-
mans to give answers, it often takes a long time to
get a question answered or even not answered at
all as we discussed in the introduction. Although
there exist researches that align reviews to ques-
tions as an information retrieval task (McAuley
and Yang, 2016; Yu and Lam, 2018), giving a
whole review to the user to read is time-consuming
and not suitable for customer service settings that
require interactive responses.

Knowledge bases (KBs) (such as Freebase
(Dong et al., 2015; Xu et al., 2016; Yao and
Van Durme, 2014) or DBpedia (Lopez et al.,
2010; Unger et al., 2012)) have been used for
question answering (Yu and Lam, 2018). How-
ever, the ever-changing nature of online busi-
nesses, where new products and services appear
constantly, makes it prohibitive to build a high-
quality KB to cover all new products and services.

Reviews also serve as a rich resource for sen-
timent analysis (Pang et al., 2002; Hu and Liu,
2004; Liu, 2012, 2015). Although document-
level (review) sentiment classification may be con-
sidered as a solved problem (given ratings are
largely available), aspect-based sentiment analysis
(ABSA) is still an open challenge, where alleviat-
ing the cost of human annotation is also a major
issue. ABSA aims to turn unstructured reviews
into structured fine-grained aspects (such as the
“battery” of a laptop) and their associated opinions

(e.g., “good battery” is positive about the aspect
battery). Two important tasks in ABSA are aspect
extraction (AE) and aspect sentiment classification
(ASC) (Hu and Liu, 2004), where the former aims
to extract aspects (e.g., “battery”) and the latter
targets to identify the polarity for a given aspect
(e.g., positive for battery). Recently, supervised
deep learning models dominate both tasks (Wang
et al., 2016, 2017; Xu et al., 2018a; Tang et al.,
2016; He et al., 2018) and many of these mod-
els use handcrafted features, lexicons, and compli-
cated neural network architectures to remedy the
insufficient training examples from both tasks. Al-
though these approaches may achieve better per-
formances by manually injecting human knowl-
edge into the model, human baby-sat models may
not be intelligent enough6 and automated repre-
sentation learning from review corpora is always
preferred (Xu et al., 2018a; He et al., 2018). We
push forward this trend with the recent advance
in pre-trained language models from deep learn-
ing (Peters et al., 2018; Howard and Ruder, 2018;
Devlin et al., 2018; Radford et al., 2018a,b). Al-
though it is practical to train domain word embed-
dings from scratch on large-scale review corpora
(Xu et al., 2018a), it is impractical to train lan-
guage models from scratch with limited computa-
tional resources. As such, we show that it is practi-
cal to adapt language models pre-trained from for-
mal texts to domain reviews.

3 BERT and Review-based Tasks

In this section, we briefly review BERT and derive
its fine-tuning formulation on three (3) review-
based end tasks.

3.1 BERT

BERT is one of the key innovations in the recent
progress of contextualized representation learning
(Peters et al., 2018; Howard and Ruder, 2018;
Radford et al., 2018a; Devlin et al., 2018). The
idea behind the progress is that even though the
word embedding (Mikolov et al., 2013; Penning-
ton et al., 2014) layer (in a typical neural network
for NLP) is trained from large-scale corpora, train-
ing a wide variety of neural architectures that en-
code contextual representations only from the lim-
ited supervised data on end tasks is insufficient.
Unlike ELMo (Peters et al., 2018) and ULMFiT

6http://www.incompleteideas.net/
IncIdeas/BitterLesson.html
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Figure 1: Overview of BERT settings for review read-
ing comprehension (RRC), aspect extraction (AE) and
aspect sentiment classification (ASC).

(Howard and Ruder, 2018) that are intended to
provide additional features for a particular archi-
tecture that bears human’s understanding of the
end task, BERT adopts a fine-tuning approach that
requires almost no specific architecture for each
end task. This is desired as an intelligent agent
should minimize the use of prior human knowl-
edge in the model design. Instead, it should learn
such knowledge from data. BERT has two param-
eter intensive settings:

BERTBASE: 12 layers, 768 hidden dimensions and
12 attention heads (in transformer) with the total
number of parameters, 110M;

BERTLARGE: 24 layers, 1024 hidden dimensions
and 16 attention heads (in transformer) with the
total number of parameters, 340M.

We only extend BERT with one extra task-
specific layer and fine-tune BERT on each end
task. We focus on three (3) review-based tasks:
review reading comprehension (RRC), aspect ex-
traction (AE) and aspect sentiment classification
(ASC). The inputs/outputs settings are depicted in
Figure 1 and detailed in the following subsections.

3.2 Review Reading Comprehension (RRC)

Following the success of SQuAD (Rajpurkar
et al., 2016) and BERT’s SQuAD implementation,
we design review reading comprehension as fol-
lows. Given a question q = (q1, . . . , qm) asking
for an answer from a review d = (d1, . . . , dn),
we formulate the input as a sequence x =
([CLS], q1, . . . , qm,[SEP], d1, . . . , dn,[SEP]),
where [CLS] is a dummy token not used for
RRC and [SEP] is intended to separate q and
d. Let BERT(·) be the pre-trained (or post-
trained as in the next section) BERT model.
We first obtain the hidden representation as
h = BERT(x) ∈ Rrh∗|x|, where |x| is the length
of the input sequence and rh is the size of the
hidden dimension. Then the hidden representation
is passed to two separate dense layers followed
by softmax functions: l1 = softmax(W1 · h + b1)
and l2 = softmax(W2 · h + b2), where W1,
W2 ∈ Rrh and b1, b2 ∈ R. The softmax is
applied along the dimension of the sequence.
The output is a span across the positions in d
(after the [SEP] token of the input), indicated
by two pointers (indexes) s and e computed from
l1 and l2: s = arg maxIdx[SEP]<s<|x|(l1) and
e = arg maxs≤e<|x|(l2), where Idx[SEP] is the
position of token [SEP] (so the pointers will
never point to tokens from the question). As such,
the final answer will always be a valid text span
from the review as a = (ds, . . . , de).

Training the RRC model involves minimizing
the loss that is designed as the averaged cross en-
tropy on the two pointers:

LRRC = −
∑

log l1I(s) +
∑

log l2I(e)
2

,

where I(s) and I(e) are one-hot vectors represent-
ing the ground truths of pointers.

RRC may suffer from the prohibitive cost of an-
notating large-scale training data covering a wide
range of domains. And BERT severely lacks
two kinds of prior knowledge: (1) large-scale
domain knowledge (e.g., about a specific prod-
uct category), and (2) task-awareness knowledge
(MRC/RRC in this case). We detail the technique
of jointly incorporating these two types of knowl-
edge in Sec. 4.

3.3 Aspect Extraction

As a core task in ABSA, aspect extraction (AE)
aims to find aspects that reviewers have expressed
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opinions on (Hu and Liu, 2004). In supervised set-
tings, it is typically modeled as a sequence label-
ing task, where each token from a sentence is la-
beled as one of {Begin, Inside,Outside}. A con-
tinuous chunk of tokens that are labeled as one
B and followed by zero or more Is forms an as-
pect. The input sentence with m words is con-
structed as x = ([CLS], x1, . . . , xm,[SEP]).
After h = BERT(x), we apply a dense layer
and a softmax for each position of the sequence:
l3 = softmax(W3 ·h+b3), whereW3 ∈ R3∗rh and
b3 ∈ R3 (3 is the total number of labels (BIO)).
Softmax is applied along the dimension of labels
for each position and l3 ∈ [0, 1]3∗|x|. The labels
are predicted as taking argmax function at each
position of l3 and the loss function is the averaged
cross entropy across all positions of a sequence.

AE is a task that requires intensive domain
knowledge (e.g., knowing that “screen” is a part
of a laptop). Previous study (Xu et al., 2018a)
has shown that incorporating domain word embed-
dings greatly improve the performance. Adapting
BERT’s general language models to domain re-
views is crucial for AE, as shown in Sec. 5.

3.4 Aspect Sentiment Classification

As a subsequent task of AE, aspect sentiment clas-
sification (ASC) aims to classify the sentiment po-
larity (positive, negative, or neutral) expressed on
an aspect extracted from a review sentence. There
are two inputs to ASC: an aspect and a review sen-
tence mentioning that aspect. Consequently, ASC
is close to RRC as the question is just about an as-
pect and the review is just a review sentence but
ASC only needs to output a class of polarity in-
stead of a textual span.

Let x = ([CLS], q1, . . . , qm,[SEP], d1, . . . ,
dn,[SEP]), where q1, . . . , qm now is an aspect
(with m tokens) and d1, . . . , dn is a review sen-
tence containing that aspect. After h = BERT(x),
we leverage the representations of [CLS] h[CLS],
which is the aspect-aware representation of the
whole input. The distribution of polarity is pre-
dicted as l4 = softmax(W4 · h[CLS] + b4), where
W4 ∈ R3∗rh and b4 ∈ R3 (3 is the number of po-
larities). Softmax is applied along the dimension
of labels on [CLS]: l4 ∈ [0, 1]3. Training loss is
the cross entropy on the polarities.

As a summary of these tasks, insufficient super-
vised training data significantly limits the perfor-
mance gain across these 3 review-based tasks. Al-

though BERT’s pre-trained weights strongly boost
the performance of many other NLP tasks on for-
mal texts, we observe in Sec. 5 that BERT’s
weights only result in limited gain or worse per-
formance compared with existing baselines. In the
next section, we introduce the post-training step to
boost the performance of all these 3 tasks.

4 Post-training

As discussed in the introduction, fine-tuning
BERT directly on the end task that has limited tun-
ing data faces both domain challenges and task-
awareness challenge. To enhance the performance
of RRC (and also AE and ASC), we may need to
reduce the bias introduced by non-review knowl-
edge (e.g., from Wikipedia corpora) and fuse do-
main knowledge (DK) (from unsupervised domain
data) and task knowledge (from supervised MRC
task but out-of-domain data). Given MRC is a
general task with answers of questions covering
almost all document contents, a large-scale MRC
supervised corpus may also benefit AE and ASC.
Eventually, we aim to have a general-purpose
post-training strategy that can exploit the above
two kinds of knowledge for end tasks.

To post-train on domain knowledge, we lever-
age the two novel pre-training objectives from
BERT: masked language model (MLM) and next
sentence7 prediction (NSP). The former predicts
randomly masked words and the latter detects
whether two sides of the input are from the same
document or not. A training example is formulated
as ([CLS], x1:j ,[SEP], xj+1:n,[SEP]), where
x1:n is a document (with randomly masked words)
split into two sides x1:j and xj+1:n and [SEP]
separates those two.

MLM is crucial for injecting review domain
knowledge and for alleviating the bias of the
knowledge from Wikipedia. For example, in the
Wikipedia domain, BERT may learn to guess the
[MASK] in “The [MASK] is bright” as “sun”. But
in a laptop domain, it could be “screen”. Fur-
ther, if the [MASK]ed word is an opinion word
in “The touch screen is [MASK]”, this objective
challenges BERT to learn the representations for
fine-grained opinion words like “great” or “terri-
ble” for [MASK]. The objective of NSP further
encourages BERT to learn contextual representa-
tion beyond word-level. In the context of reviews,

7The BERT paper refers a sentence as a piece of text with
one to many natural language sentences.
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NSP formulates a task of “artificial review predic-
tion”, where a negative example is an original re-
view but a positive example is a synthesized fake
review by combining two different reviews. This
task exploits the rich relationships between two
sides in the input, such as whether two sides of
texts have the same rating or not (when two re-
views with different ratings are combined as a pos-
itive example), or whether two sides are targeting
the same product or not (when two reviews from
different products are merged as a positive exam-
ple). In summary, these two objectives encourage
to learn a myriad of fine-grained features for po-
tential end tasks.

We let the loss function of MLM be LMLM and
the loss function of next text piece prediction be
LNSP, the total loss of the domain knowledge post-
training is LDK = LMLM + LNSP.

To post-train BERT on task-aware knowledge,
we use SQuAD (1.1), which is a popular large-
scale MRC dataset. Although BERT gains great
success on SQuAD, this success is based on the
huge amount of training examples of SQuAD
(100,000+). This amount is large enough to ame-
liorate the flaws of BERT that has almost no ques-
tions on the left side and no textual span predic-
tions based on both the question and the document
on the right side. However, a small amount of fine-
tuning examples is not sufficient to turn BERT to
be more task-aware, as shown in Sec. 5. We let
the loss on SQuAD be LMRC, which is in a sim-
ilar setting as the loss LRRC for RRC. As a re-
sult, the joint loss of post-training is defined as
L = LDK + LMRC.

One major issue of post-training on such a loss
is the prohibitive cost of GPU memory usage. In-
stead of updating parameters over a batch, we di-
vide a batch into multiple sub-batches and accu-
mulate gradients on those sub-batches before pa-
rameter updates. This allows for a smaller sub-
batch to be consumed in each iteration.

Algorithm 1 describes one training step and
takes one batch of data on domain knowledge
(DK) DDK and one batch of MRC training data
DMRC to update the parameters Θ of BERT. In line
1, it first initializes the gradients∇Θ of all param-
eters as 0 to prepare gradient computation. Then
in lines 2 and 3, each batch of training data is split
into u sub-batches. Lines 4-7 spread the calcu-
lation of gradients to u iterations, where the data
from each iteration of sub-batches are supposed

Algorithm 1: Post-training Algorithm
Input: DDK: one batch of DK data;

DMRC one batch of MRC data;
u: number of sub-batches.

1 ∇ΘL ← 0
2 {DDK,1, . . . ,DDK,u} ← Split(DDK, u)
3 {DMRC,1, . . . ,DMRC,u} ← Split(DMRC, u)
4 for i ∈ {1, . . . , u} do
5 Lpartial ← LDK(DDK,i)+LMRC(DMRC,i)

u
6 ∇ΘL ← ∇ΘL+ BackProp(Lpartial)

7 end
8 Θ← ParameterUpdates(∇ΘL)

to be able to fit into GPU memory. In line 5, it
computes the partial joint loss Lpartial of two sub-
batches DDK,i and DMRC,i from the i-th iteration
through forward pass. Note that the summation
of two sub-batches’ losses is divided by u, which
compensate the scale change introduced by gradi-
ent accumulation in line 6. Line 6 accumulates the
gradients produced by backpropagation from the
partial joint loss. To this end, accumulating the
gradients u times is equivalent to computing the
gradients on the whole batch once. But the sub-
batches and their intermediate hidden representa-
tions during the i-th forward pass can be discarded
to save memory space. Only the gradients ∇Θ are
kept throughout all iterations and used to update
parameters (based on the chosen optimizer) in line
8. We detail the hyper-parameter settings of this
algorithm in Sec. 5.3.

5 Experiments

We aim to answer the following research questions
(RQs) in the experiment:

RQ1: what is the performance gain of post-
training for each review-based task, with respect
to the state-of-the-art performance?

RQ2: what is the performance of BERT’s pre-
trained weights on three review-based tasks with-
out any domain and task adaptation?

RQ3: upon ablation studies of separate domain
knowledge post-training and task-awareness post-
training, what is their respective contribution to
the whole post-training performance gain?

5.1 End Task Datasets

As there are no existing datasets for RRC and to
be consistent with existing research on sentiment
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analysis, we adopt the laptop and restaurant re-
views of SemEval 2016 Task 5 as the source to cre-
ate datasets for RRC. We do not use SemEval 2014
Task 4 or SemEval 2015 Task 12 because these
datasets do not come with the review(document)-
level XML tags to recover whole reviews from re-
view sentences. We keep the split of training and
testing of the SemEval 2016 Task 5 datasets and
annotate multiple QAs for each review following
the way of constructing QAs for the SQuAD 1.1
datasets (Rajpurkar et al., 2016).

To make sure our questions are close to real-
world questions, 2 annotators are first exposed to
400 QAs from CQA (under the laptop category in
Amazon.com or popular restaurants in Yelp.com)
to get familiar with real questions. Then they are
asked to read reviews and independently label tex-
tual spans and ask corresponding questions when
they feel the textual spans contain valuable infor-
mation that customers may care about. The tex-
tual spans are labeled to be as concise as possi-
ble but still human-readable. Note that the annota-
tions for sentiment analysis tasks are not exposed
to annotators to avoid biased annotation on RRC.
Since it is unlikely that the two annotators can la-
bel the same QAs (the same questions with the
same answer spans), they further mutually check
each other’s annotations and disagreements are
discussed until agreements are reached. Annota-
tors are encouraged to label as many questions as
possible from testing reviews to get more test ex-
amples. A training review is encouraged to have 2
questions (training examples) on average to have
good coverage of reviews.

The annotated data is in the format of SQuAD
1.1 (Rajpurkar et al., 2016) to ensure compatibil-
ity with existing implementations of MRC models.
The statistics of the RRC dataset (ReviewRC) are
shown in Table 2. Since SemEval datasets do not
come with a validation set, we further split 20% of
reviews from the training set for validation.

Statistics of datasets for AE and ASC are given
in Table 3. For AE, we choose SemEval 2014 Task
4 for laptop and SemEval-2016 Task 5 for restau-
rant to be consistent with (Xu et al., 2018a) and
other previous works. For ASC, we use SemEval
2014 Task 4 for both laptop and restaurant as ex-
isting research frequently uses this version. We
use 150 examples from the training set of all these
datasets for validation.

5.2 Post-training datasets

For domain knowledge post-training, we use
Amazon laptop reviews (He and McAuley, 2016)
and Yelp Dataset Challenge reviews8. For laptop,
we filtered out reviewed products that have ap-
peared in the validation/test reviews to avoid train-
ing bias for test data (Yelp reviews do not have
this issue as the source reviews of SemEval are not
from Yelp). Since the number of reviews is small,
we choose a duplicate factor of 5 (each review
generates about 5 training examples) during BERT
data pre-processing. This gives us 1,151,863 post-
training examples for laptop domain knowledge.

For the restaurant domain, we use Yelp reviews
from restaurant categories that the SemEval re-
views also belong to (Xu et al., 2018a). We choose
700K reviews to ensure it is large enough to gen-
erate training examples (with a duplicate factor
of 1) to cover all post-training steps that we can
afford (discussed in Section 5.3)9. This gives
us 2,677,025 post-training examples for restaurant
domain knowledge learning.

For MRC task-awareness post-training, we
leverage SQuAD 1.1 (Rajpurkar et al., 2016) that
come with 87,599 training examples from 442
Wikipedia articles.

5.3 Hyper-parameters

We adopt BERTBASE (uncased) as the basis for
all experiments10. Since post-training may take a
large footprint on GPU memory (as BERT pre-
training), we leverage FP16 computation11 to re-
duce the size of both the model and hidden repre-
sentations of data. We set a static loss scale of 2
in FP16, which can avoid any over/under-flow of
floating point computation. The maximum length
of post-training is set to 320 with a batch size of 16
for each type of knowledge. The number of sub-
batch u is set to 2, which is good enough to store
each sub-batch iteration into a GPU memory of
11G. We use Adam optimizer and set the learn-
ing rate to be 3e-5. We train 70,000 steps for the
laptop domain and 140,000 steps for the restaurant

8https://www.yelp.com/dataset/
challenge

9We expect that using more reviews can have even bet-
ter results but we limit the amount of reviews based on our
computational power.

10We expect BERTLARGE to have better performance but
leave that to future work due to limited computational power.

11https://docs.nvidia.com/deeplearning/
sdk/mixed-precision-training/index.html
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Dataset Num. of Questions Num. of Reviews
Laptop Training 1015 443
Laptop Testing 351 79

Restaurant Training 799 347
Restaurant Testing 431 90

Table 2: Statistics of the ReviewRC Dataset. Reviews
with no questions are ignored.

AE ASC
Laptop SemEval14 Task4 SemEval14 Task4
Training 3045 S./2358 A. 987 P./866 N./460 Ne.
Testing 800 S./654 A. 341 P./128 N./169 Ne.
Restaurant SemEval16 Task5 SemEval14 Task4
Training 2000 S./1743 A. 2164 P./805 N./633 Ne.
Testing 676 S./622 A. 728 P./196 N./196 Ne.

Table 3: Summary of datasets on aspect extraction
and aspect sentiment classification. S: number of sen-
tences; A: number of aspects; P., N., and Ne.: number
of positive, negative and neutral polarities.

domain, which roughly have one pass over the pre-
processed data on the respective domain.

5.4 Compared Methods
As BERT outperforms existing open source MRC
baselines by a large margin, we do not intend
to exhaust existing implementations but focus on
variants of BERT introduced in this paper.

DrQA is a baseline from the document reader12

of DrQA (Chen et al., 2017). We adopt this
baseline because of its simple implementation
for reproducibility. We run the document reader
with random initialization and train it directly on
ReviewRC. We use all default hyper-parameter
settings for this baseline except the number of
epochs, which is set as 60 for better convergence.

DrQA+MRC is derived from the above base-
line with official pre-trained weights on SQuAD.
We fine-tune document reader with ReviewRC.
We expand the vocabulary of the embedding layer
from the pre-trained model on ReviewRC since re-
views may have words that are rare in Wikipedia
and keep other hyper-parameters as their defaults.

For AE and ASC, we summarize the scores of
the state-of-the-arts on SemEval (based the best of
our knowledge) for brevity.
DE-CNN (Xu et al., 2018a) reaches the state-of-
the-arts for AE by leveraging domain embeddings.
MGAN (Li et al., 2018) reaches the state-of-the-
art ASC on SemEval 2014 task 4.

Lastly, to answer RQ1, RQ2, and RQ3, we have
the following BERT variants.
BERT leverages the vanilla BERT pre-trained

12https://github.com/facebookresearch/DrQA

weights and fine-tunes on all 3 end tasks. We
use this baseline to answer RQ2 and show that
BERT’s pre-trained weights alone have limited
performance gains on review-based tasks.
BERT-DK post-trains BERT’s weights only on
domain knowledge (reviews) and fine-tunes on the
3 end tasks. We use BERT-DK and the following
BERT-MRC to answer RQ3.
BERT-MRC post-trains BERT’s weights on
SQuAD 1.1 and then fine-tunes on the 3 end tasks.
BERT-PT (proposed method) post-trains BERT’s
weights using the joint post-training algorithm in
Section 4 and then fine-tunes on the 3 end tasks.

5.5 Evaluation Metrics and Model Selection

To be consistent with existing research on MRC,
we use the same evaluation script from SQuAD
1.1 (Rajpurkar et al., 2016) for RRC, which re-
ports Exact Match (EM) and F1 scores. EM re-
quires the answers to have exact string match with
human annotated answer spans. F1 score is the
averaged F1 scores of individual answers, which
is typically higher than EM and is the major met-
ric. Each individual F1 score is the harmonic mean
of individual precision and recall computed based
on the number of overlapped words between the
predicted answer and human annotated answers.

For AE, we use the standard evaluation scripts
come with the SemEval datasets and report the
F1 score. For ASC, we compute both accuracy
and Macro-F1 over 3 classes of polarities, where
Macro-F1 is the major metric as the imbalanced
classes introduce biases on accuracy. To be con-
sistent with existing research (Tang et al., 2016),
examples belonging to the conflict polarity are
dropped due to a very small number of examples.

We set the maximum number of epochs to 4
for BERT variants, though most runs converge just
within 2 epochs. Results are reported as averages
of 9 runs (9 different random seeds for random
batch generation).13

5.6 Result Analysis

The results of RRC, AE and ASC are shown in
Tables 4, 5 and 6, respectively. To answer RQ1,
we observed that the proposed joint post-training
(BERT-PT) has the best performance over all tasks
in all domains, which show the benefits of having
two types of knowledge.

13We notice that adopting 5 runs used by existing re-
searches still has a high variance for a fair comparison.
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Domain Laptop Rest.
Methods EM F1 EM F1
DrQA(Chen et al., 2017) 38.26 50.99 49.52 63.73
DrQA+MRC(Chen et al., 2017) 40.43 58.16 52.39 67.77
BERT 39.54 54.72 44.39 58.76
BERT-DK 42.67 57.56 48.93 62.81
BERT-MRC 47.01 63.87 54.78 68.84
BERT-PT 48.05 64.51 59.22 73.08

Table 4: RRC in EM (Exact Match) and F1.

Domain Laptop Rest.
Methods F1 F1
DE-CNN(Xu et al., 2018a) 81.59 74.37
BERT 79.28 74.1
BERT-DK 83.55 77.02
BERT-MRC 81.06 74.21
BERT-PT 84.26 77.97

Table 5: AE in F1.

To answer RQ2, to our surprise we found
that the vanilla pre-trained weights of BERT do
not work well for review-based tasks, although
it achieves state-of-the-art results on many other
NLP tasks (Devlin et al., 2018). This justifies the
need to adapt BERT to review-based tasks.

To answer RQ3, we noticed that the roles of do-
main knowledge and task knowledge vary for dif-
ferent tasks and domains. For RRC, we found that
the performance gain of BERT-PT mostly comes
from task-awareness (MRC) post-training (as in-
dicated by BERT-MRC). The domain knowledge
helps more for restaurant than for laptop. We
suspect the reason is that certain types of knowl-
edge (such as specifications) of laptop are already
present in Wikipedia, whereas Wikipedia has lit-
tle knowledge about restaurant. We further in-
vestigated the examples improved by BERT-MRC
and found that the boundaries of spans (especially
short spans) were greatly improved.

For AE, we found that great performance
boost comes mostly from domain knowledge post-
training, which indicates that contextualized rep-
resentations of domain knowledge are very impor-
tant for AE. BERT-MRC has almost no improve-
ment on restaurant, which indicates Wikipedia
may have no knowledge about aspects of restau-
rant. We suspect that the improvements on lap-
top come from the fact that many answer spans in
SQuAD are noun terms, which bear a closer rela-
tionship with laptop aspects.

For ASC, we observed that large-scale anno-
tated MRC data is very useful. We suspect the
reason is that ASC can be interpreted as a special
MRC problem, where all questions are about the

Domain Laptop Rest.
Methods Acc. MF1 Acc. MF1
MGAN (Li et al., 2018) 76.21 71.42 81.49 71.48
BERT 75.29 71.91 81.54 71.94
BERT-DK 77.01 73.72 83.96 75.45
BERT-MRC 77.19 74.1 83.17 74.97
BERT-PT 78.07 75.08 84.95 76.96

Table 6: ASC in Accuracy and Macro-F1(MF1).

polarity of a given aspect. MRC training data may
help BERT to understand the input format of ASC
given their closer input formulation. Again, do-
main knowledge post-training also helps ASC.

We further investigated the errors from BERT-
PT over the 3 tasks. The errors on RRC mainly
come from boundaries of spans that are not con-
cise enough and incorrect location of spans that
may have certain nearby words related to the ques-
tion. We believe precisely understanding user’s
experience is challenging from only domain post-
training given limited help from the RRC data and
no help from the Wikipedia data. For AE, errors
mostly come from annotation inconsistency and
boundaries of aspects (e.g., apple OS is predicted
as OS). Restaurant suffers from rare aspects like
the names of dishes. ASC tends to have more er-
rors as the decision boundary between the negative
and neutral examples is unclear (e.g., even annota-
tors may not sure whether the reviewer shows no
opinion or slight negative opinion when mention-
ing an aspect). Also, BERT-PT has the problem of
dealing with one sentence with two opposite opin-
ions (“The screen is good but not for windows.”).
We believe that such training examples are rare.

6 Conclusions

We proposed a new task called review reading
comprehension (RRC) and investigated the possi-
bility of turning reviews as a valuable resource for
answering user questions. We adopted BERT as
our base model and proposed a joint post-training
approach to enhancing both the domain and task
knowledge. We further explored the use of this ap-
proach in two other review-based tasks: aspect ex-
traction and aspect sentiment classification. Ex-
perimental results show that the post-training ap-
proach before fine-tuning is effective.
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and Edward Grefenstette. 2018. The narrativeqa
reading comprehension challenge. Transactions
of the Association of Computational Linguistics,
6:317–328.

Cody Kwok, Oren Etzioni, and Daniel S Weld. 2001.
Scaling question answering to the web. ACM Trans-
actions on Information Systems (TOIS), 19(3):242–
262.

Guokun Lai, Qizhe Xie, Hanxiao Liu, Yiming Yang,
and Eduard Hovy. 2017. Race: Large-scale reading
comprehension dataset from examinations. arXiv
preprint arXiv:1704.04683.

Zheng Li, Ying Wei, Yu Zhang, Xiang Zhang, Xin
Li, and Qiang Yang. 2018. Exploiting coarse-to-
fine task transfer for aspect-level sentiment classi-
fication. arXiv preprint arXiv:1811.10999.

Bing Liu. 2012. Sentiment analysis and opinion min-
ing. Synthesis lectures on human language tech-
nologies, 5(1):1–167.

Bing Liu. 2015. Sentiment analysis: Mining opinions,
sentiments, and emotions. Cambridge University
Press.

Vanessa Lopez, Andriy Nikolov, Marta Sabou, Victo-
ria Uren, Enrico Motta, and Mathieu d’Aquin. 2010.
Scaling up question-answering to linked data. In
International Conference on Knowledge Engineer-
ing and Knowledge Management, pages 193–210.
Springer.

Julian McAuley and Alex Yang. 2016. Addressing
complex and subjective product-related queries with
customer reviews. In Proceedings of the 25th In-
ternational Conference on World Wide Web, pages
625–635. International World Wide Web Confer-
ences Steering Committee.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Cor-
rado, and Jeff Dean. 2013. Distributed representa-
tions of words and phrases and their compositional-
ity. In Advances in neural information processing
systems, pages 3111–3119.

2333



Tri Nguyen, Mir Rosenberg, Xia Song, Jianfeng Gao,
Saurabh Tiwary, Rangan Majumder, and Li Deng.
2016. Ms marco: A human generated machine
reading comprehension dataset. arXiv preprint
arXiv:1611.09268.

Bo Pang, Lillian Lee, and Shivakumar Vaithyanathan.
2002. Thumbs up?: sentiment classification using
machine learning techniques. In Proceedings of the
ACL-02 conference on Empirical methods in natural
language processing-Volume 10, pages 79–86. As-
sociation for Computational Linguistics.

Jeffrey Pennington, Richard Socher, and Christopher
Manning. 2014. Glove: Global vectors for word
representation. In Proceedings of the 2014 confer-
ence on empirical methods in natural language pro-
cessing (EMNLP), pages 1532–1543.

Matthew E Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep contextualized word rep-
resentations. arXiv preprint arXiv:1802.05365.

Alec Radford, Karthik Narasimhan, Tim Salimans, and
Ilya Sutskever. 2018a. Improving language under-
standing by generative pre-training. URL https://s3-
us-west-2.amazonaws.com/openai-assets/research-
covers/languageunsupervised/language under-
standing paper.pdf.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan,
Dario Amodei, and Ilya Sutskever. 2018b. Lan-
guage models are unsupervised multitask learners.

Pranav Rajpurkar, Robin Jia, and Percy Liang. 2018.
Know what you don’t know: Unanswerable ques-
tions for squad. arXiv preprint arXiv:1806.03822.

Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and
Percy Liang. 2016. Squad: 100,000+ questions
for machine comprehension of text. arXiv preprint
arXiv:1606.05250.

Siva Reddy, Danqi Chen, and Christopher D Manning.
2018. Coqa: A conversational question answering
challenge. arXiv preprint arXiv:1808.07042.

Matthew Richardson, Christopher JC Burges, and Erin
Renshaw. 2013. Mctest: A challenge dataset for
the open-domain machine comprehension of text.
In Proceedings of the 2013 Conference on Empiri-
cal Methods in Natural Language Processing, pages
193–203.

Chih Chieh Shao, Trois Liu, Yuting Lai, Yiying Tseng,
and Sam Tsai. 2018. Drcd: a chinese machine
reading comprehension dataset. arXiv preprint
arXiv:1806.00920.

Duyu Tang, Bing Qin, and Ting Liu. 2016. Aspect
level sentiment classification with deep memory net-
work. arXiv preprint arXiv:1605.08900.

Adam Trischler, Tong Wang, Xingdi Yuan, Justin Har-
ris, Alessandro Sordoni, Philip Bachman, and Ka-
heer Suleman. 2016. Newsqa: A machine compre-
hension dataset. arXiv preprint arXiv:1611.09830.

Christina Unger, Lorenz Bühmann, Jens Lehmann,
Axel-Cyrille Ngonga Ngomo, Daniel Gerber, and
Philipp Cimiano. 2012. Template-based question
answering over rdf data. In Proceedings of the 21st
international conference on World Wide Web, pages
639–648. ACM.

Wenya Wang, Sinno Jialin Pan, Daniel Dahlmeier, and
Xiaokui Xiao. 2016. Recursive neural conditional
random fields for aspect-based sentiment analysis.
arXiv preprint arXiv:1603.06679.

Wenya Wang, Sinno Jialin Pan, Daniel Dahlmeier, and
Xiaokui Xiao. 2017. Coupled multi-layer attentions
for co-extraction of aspect and opinion terms. In
Thirty-First AAAI Conference on Artificial Intelli-
gence.

Johannes Welbl, Pontus Stenetorp, and Sebastian
Riedel. 2018. Constructing datasets for multi-hop
reading comprehension across documents. Transac-
tions of the Association of Computational Linguis-
tics, 6:287–302.

Hu Xu, Bing Liu, Lei Shu, and Philip S. Yu. 2018a.
Double embeddings and cnn-based sequence label-
ing for aspect extraction. In Proceedings of the
56th Annual Meeting of the Association for Compu-
tational Linguistics. Association for Computational
Linguistics.

Hu Xu, Sihong Xie, Lei Shu, and Philip S. Yu. 2018b.
Dual attention network for product compatibility
and function satisfiability analysis. In Proceed-
ings of AAAI Conference on Artificial Intelligence
(AAAI).

Kun Xu, Siva Reddy, Yansong Feng, Songfang Huang,
and Dongyan Zhao. 2016. Question answering on
freebase via relation extraction and textual evidence.
arXiv preprint arXiv:1603.00957.

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Ben-
gio, William W Cohen, Ruslan Salakhutdinov, and
Christopher D Manning. 2018. Hotpotqa: A dataset
for diverse, explainable multi-hop question answer-
ing. arXiv preprint arXiv:1809.09600.

Xuchen Yao and Benjamin Van Durme. 2014. Infor-
mation extraction over structured data: Question an-
swering with freebase. In Proceedings of the 52nd
Annual Meeting of the Association for Computa-
tional Linguistics (Volume 1: Long Papers), vol-
ume 1, pages 956–966.

Jun Yin, Xin Jiang, Zhengdong Lu, Lifeng Shang,
Hang Li, and Xiaoming Li. 2015. Neural
generative question answering. arXiv preprint
arXiv:1512.01337.

2334



Qian Yu and Wai Lam. 2018. Aware answer prediction
for product-related questions incorporating aspects.
In Proceedings of the Eleventh ACM International
Conference on Web Search and Data Mining, pages
691–699. ACM.

2335



Proceedings of NAACL-HLT 2019, pages 2336–2346
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Old is Gold: Linguistic Driven Approach for Entity and Relation Linking
of Short Text

Ahmad Sakor∗1, Isaiah Onando Mulang’2, Kuldeep Singh2,
Saeedeh Shekarpour3, Maria-Esther Vidal4, Jens Lehmann2, and Sören Auer4

1L3S Research Center, Hannover, Germany
2Fraunhofer IAIS, Sankt Augustin, Germany

3University of Dayton, Dayton, USA
4TIB, Hannover, Germany

{sakor}@l3s.de,{maria.vidal,auer}@tib.eu
{isaiah.mulang.onando,kuldeep.singh}@iais.fraunhofer.de

{sshekarpour1}@udayton.edu
{jens.lehmann}@iais.fraunhofer.de

Abstract

Short texts challenge NLP tasks such as named
entity recognition, disambiguation, linking
and relation inference because they do not pro-
vide sufficient context or are partially mal-
formed (e.g. wrt. capitalization, long tail en-
tities, implicit relations). In this work, we
present the Falcon approach which effectively
maps entities and relations within a short text
to its mentions of a background knowledge
graph. Falcon overcomes the challenges of
short text using a light-weight linguistic ap-
proach relying on a background knowledge
graph. Falcon performs joint entity and rela-
tion linking of a short text by leveraging sev-
eral fundamental principles of English mor-
phology (e.g. compounding, headword iden-
tification) and utilizes an extended knowledge
graph created by merging entities and rela-
tions from various knowledge sources. It uses
the context of entities for finding relations and
does not require training data. Our empirical
study using several standard benchmarks and
datasets show that Falcon significantly outper-
forms state-of-the-art entity and relation link-
ing for short text query inventories.

1 Introduction

Entity Linking (EL) task annotates surface forms
in the text with the corresponding reference men-
tions in knowledge bases such as Wikipedia. It
involves the two sub-tasks, i.e. Named Entity
Recognition and Disambiguation (NER and NED)
tasks. The state of the art contains considerable
research body for EL from text to its Wikipedia
mention (Cucerzan, 2007; Ferragina and Scaiella,
2010; Hoffart et al., 2011; Balog, 2018; Shen

∗First three authors have equal contribution.

et al., 2015; Ferragina and Scaiella, 2010; Hof-
fart et al., 2014). With the emergence of Knowl-
edge Graphs (KGs) which represent data in a
higher structured and semantic format such as
DBpedia (Auer et al., 2007), Freebase (Bollacker
et al., 2008) and Wikidata (Vrandecic, 2012) that
utilize Wikipedia as familiar knowledge source,
retrieval-based applications such as question an-
swering (QA) systems or keyword-based seman-
tic search systems are empowered to provide more
cognitive capabilities. Entity linking is a crucial
component for a variety of applications built on
knowledge graphs. For instance, an ideal NED
tool on DBpedia recognizes the entities embedded
in the question ‘Who wrote the book The Pillars
of The Earth?’ and links them to the correspond-
ing DBpedia entity (e.g. ‘Pillars of The Earth’ to
dbr:The_Pillars_of_the_Earth)1. An-
other important NLP task is relation linking;
it is about linking surface forms in text repre-
senting a relation to equivalent relations (pred-
icates) of a KG. In our example question, an
ideal relation linking (RL) tool links ‘wrote’ to
dbo:author2. There are existing approaches
which address EL and RL tasks either jointly or in-
dependently (Miwa and Sasaki, 2014; Kirschnick
et al., 2016; Wang et al., 2018; Dubey et al., 2018;
Singh et al., 2017). However, they mostly fail in
case of short text (e.g. question or key words based
query) because the short text does not provide suf-
ficient context which is essential for the disam-
biguation process. More importantly, a short text
is often malformed meaning the text is incomplete,

1dbr is the prefix for http://dbpedia.org/
resource/

2dbo is the prefix for http://dbpedia.org/
ontology/
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Figure 1: Performance of two EL and RL approaches on Specific Questions. TagMe and DBpedia Spotlight
are the top-2 NED systems over the LC-QuAD QA dataset. However, considering short text questions, their
behavior varies concerning question features, e.g., lowercase vs. uppercase, having implicit vs. explicit mappings,
etc. Similar behavior has been observed for the top relation linking tools.

inexpressive, or implicit which is the case, partic-
ularly for relations in short sentences.

In this paper, we contribute to proposing a novel
approach for jointly linking entities and relations
within a short text into the entities and relations of
DBpedia KG. This approach is robust to the chal-
lenges of short text, and moreover, it is efficient.
Research Objectives. Existing approaches and
systems for NER, NED, EL, and RL resort to ma-
chine learning and deep learning approaches that
require a large training data (Cao et al., 2018;
Mudgal et al., 2018). These approaches achieve
high performance on data similar to seen data.
For instance, Singh et al. (2018c) evaluated 20
NED tools for question answering over the DBpe-
dia KG including TagMe (Ferragina and Scaiella,
2012), DBpedia Spotlight (Mendes et al., 2011),
Babelfy (Moro et al., 2014), and several APIs
released by industry including Ambiverse (Am-
biverse, 2018), TextRazor (TextRazor, 2018), and
Dandelion (Dati, 2018). Among all, TagMe re-
ports the highest F-score (0.67) over the complex
question answering dataset LC-QuAD (TagMe is
one of the top performing tools with an F-score of
0.91 on the generic WikiDisamb30 dataset (Fer-
ragina and Scaiella, 2012)). Please be noted that
TagMe was explicitly released for short text. How-
ever, when the input text is from a domain differ-
ent from the training domain, its performance sig-
nificantly falls down. Regarding the performance
of various RL approaches such as ReMatch (Mu-
lang’ et al., 2017), SIBKB (Singh et al., 2017) is
still low concerning accuracy and run-time even
if they are purposefully developed for a particu-
lar domain or task. This deficiency is due to dis-

regarding the context of the entities (Singh et al.,
2018c,b). Therefore, when aiming for annotating
entities and relations of short text, it is important
to develop an approach which a) is agnostic of the
requirement of large training data and b) jointly
links entities and relations to its KG equivalence.
Approach. We target the problem of joint en-
tity and relation linking within short text using the
DBpedia KG as background knowledge. We pro-
pose a novel approach that resorts to several fun-
damental principles of English morphology such
as compounding (Bauer and Laurie, 1983), right-
hand rule for headword identification (Williams,
1981) and utilizes an extended knowledge graph
created by merging entities and relations from var-
ious knowledge sources. The approach focuses on
capturing semantics underlying the input text by
using the context of entities for finding relations
and does not require any training data. Albeit sim-
ple, to the best of our knowledge, the combination
of strategies and optimization of our approach is
unique. Our evaluations show that it leads to sub-
stantial gains in recall, precision, and F-score on
various benchmarks and domains.
Resource. Falcon is available as an open Web
API3, and its source code is released to ensure re-
producibility. Another open source contribution
is an extended knowledge graph which we built
by merging information from several sources, e.g.
DBpedia, Wikidata, Oxford dictionary, and Word-
net. These contributions are in our public Github4.

The paper is structured as follows: the next sec-

3https://labs.tib.eu/falcon/
4https://github.com/AhmadSakor/falcon
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tion motivates our work by illustrating several lim-
itations of state of the art over short text. Section
3 detailed our approach and we present evaluation
results in Section 4. We describe related literature
in Section 5 and Section 6 concludes our findings.

2 Motivating Example

We motivate our work by analyzing the perfor-
mance of state-of-the-art EL and RL tools regard-
ing query inventories on the DBpedia KG. In the
following, we categorize the observed limitations.
Effect of Capitalization on EL tools TagMe
and DBpedia Spotlight are the best two perform-
ing EL systems for question answering over DB-
pedia (Singh et al., 2018c). Considering the
question ‘When was University of Edinburgh
founded’, where the entity University of
Edinburgh has one word (i.e. ‘of’) starting with
lowercase letters. TagMe can identify this en-
tity and link to its corresponding DBpedia entity
dbr:University_of_Edinburgh but DB-
pedia Spotlight fails. However, when all words in
the entity label are in uppercase, both tools recog-
nize and link entities correctly (cf. Figure 1).
Effect of Implicit/Explicit Entities on EL tools
The vocabulary mismatch problem (Shekarpour
et al., 2017) is common for text paraphras-
ing and significantly affects the performance of
EL approaches. In Figure 1, both EL tools
can correctly link the entity in the question
‘How high is Colombo Lighthouse?’ but fail
when the question is rephrased to ‘How high
is the lighthouse in Colombo?’ due to the vo-
cabulary mismatch problem. In the first rep-
resentation of the question, the entity label
Colombo Lighthouse exactly matches to the
DBpedia entity dbr:Colombo_Lighthouse
which is not the case in the rephrased question
(dbr:Colombo_Lighthouse is expected en-
tity for lighthouse in Colombo).
Effect of the Number of Words in an Entity La-
bel on EL tools Long tail entities were studied
as a separate phenomenon such as in news (Es-
quivel et al., 2017). For question answering, an in-
creasing number of words jeopardizes entity link-
ing performance. In our motivating example, both
EL tools can not link the entity present from the
question ‘Who wrote the book The Pillars of the
Earth?’ where the entity label (‘The Pillars of the
Earth’) has five words (a question from LC-QuAD
dataset (Trivedi et al., 2017)).

Effect of Ambiguity of Question on RL tools
EARL (Dubey et al., 2018) and Rematch (Mu-
lang’ et al., 2017) are the two top performing rela-
tion linking tools for question answering over two
different datasets QALD-5 (Unger et al., 2015)
and LC-QuAD respectively. In Figure 1, for
the question ‘When did princess Diana die’, Re-
match correctly recognizes the relation die and
links it to dbo:deathYear. However, when the
question slightly changed to "Where did princess
Diana die?" in which the expected relation is
dbo:deathPlace, both tools fail to understand
the ambiguity of the question intent and cannot
provide the correct DBpedia IRIs.
Effect of Hidden Relation in a Question on RL
tools Questions are typically relatively short and
sometimes there is no natural language label for
the relation. For example, to correctly answer the
LC-QuAD question ‘Was Natalie Portman born
in the United States?’ contains two relations:
1) the relational label born needs to be linked
to dbo:birthPlace and 2) dbo:country is
the hidden relation for which no relation surface
form is present. A similar case can be observed
in another question from the same dataset ‘Who
is starring in Spanish movies produced by Beni-
cio del Toro?’ where one of the expected relations
is dbo:country for which no relation label is
present. For both questions, EARL and ReMatch
cannot identify hidden relations.
Effect of Derived Word Form of Relation
Label on RL tools Consider the question
‘Was Ganymede discovered by Galileo Galilei?’
in which the relation label discovered is
expected to link to the DBpedia ontology
dbo:discoverer. The word discoverer
is the derived word form of relation label
discovered, and due to this, both tools fail to
provide correct relation linking.

3 The Falcon Approach

The Falcon approach maps the surface forms
within the short text into the textual representa-
tion of entities in KG. This mapping follows a par-
ticular strategy which is formalized in the follow-
ing. Formally, a given short text is a set of tokensT = {t1, ..., tn}. The set of entities in KG is the
union of all KG resources E = C ∪ P ∪ I (where
C,P, I are respectively a set of classes, properties,
and instances), and L is the set of literals asso-
ciated with entities. The task of entity linking is
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Figure 2: Overview of Falcon Approach. Falcon consists of two building blocks: 1) An extended knowledge
graph which is built by merging information from various knowledge sources such as DBpedia, Wikidata, Oxford
Dictionary, and WordNet. 2) Falcon architecture that has several modules focusing on surface form extraction and
linking them to KG.

about mapping a subset of the input tokens de-
noted by S ∈ P(T ) (where P(T ) is the power
set of T ) to a set of entities denoted by S ′ ∈ P(E)
(where P(E) is the power set of E), this mapping
formally is represented as ρ ∶ S → S ′. The Fal-
con approach deals with two optimization tasks as
while it tries to maximize the number of tokens
included in the set S (equation 1), it reduces the
number of mapped entities in the set S ′ (eq. 2).

γ = arg max
ti∈A∣S∈S{#ti} (1)

ω = arg min
ei∈A∣A∈S′{#ei} (2)

Extended Knowledge Graph The DBpedia
KG contains over 5.6 million entities and 111
million facts (consisting of subject-predicate-
object triples) which require overall 14.2GB stor-
age (Auer et al., 2007). A major portion of this
large information is not useful for EL/RL. There-
fore we sliced DBpedia and extracted all the entity
and relation labels to create a local KG. For ex-

ample, the entity Barack Obama5 in DBpedia
has the natural language label ‘Barack Obama’ but
DBpedia does not contain another representation
of this label. However, the Wikidata KG is much
richer and contains several aliases (or known_as
labels) of Barack Obama such as Hussein Obama
II, Barack Obama II , Obama, Barak Obama, Pres-
ident Obama, BHO and others6. We extended
our local KG with this information from Wiki-
data. Similarly, for relation labels, the local KG is
enriched with traditional linguistic resources such
as Oxford dictionary (OED, 1989), and semantic
dictionaries like WordNet (Miller, 1995a) to pro-
vide synonyms, derived word forms, etc. Use of
background knowledge is common in question an-
swering over DBpedia such as AskNow (Dubey
et al., 2016) uses Wordnet to support relation link-
ing. However, we also propose extending entity
labels using Wikidata which is not yet used in lit-
erature. These two separate extended KGs with
a total size of 1.4GB are used as an underlying

5http://dbpedia.org/page/Barack_Obama
6https://www.wikidata.org/wiki/Q76
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source of knowledge and act as the core of our ap-
proach (cf. Figure 2).

POS Tagging In the first module illustrated in
Figure 2, short input text annotated with POS tag
information using spaCy (Honnibal and Johnson,
2015). This step is used primarily to identify verb
and noun phrases in the sentence.

Tokenization and Compounding The next
module creates tokens from the input sentence re-
moving the stop words. In the first step, we break
the sentence into potential tokens by removing all
the stop words, and we use the stopword list pro-
vided by Fox (1990). For creating tokens, we
also reuse basic compounding principle of English
morphology. Compound words are lexeme that
contains two or more stems (Bauer and Laurie,
1983). The words which do not have any stop
words between them considered as one compound
word during token formation. For example, in
question "Who is the wife of Barack Obama?",
Barack Obama is noun phrases which do not have
any stop word between, they considered as a sin-
gle compound word. Compounding allows us to
reduce the total number of tokens.

N-gram Tiling Typically, approaches described
in (Shekarpour et al., 2017, 2013) dealing with
short text start with the shortest token (or N-gram)
to search associated candidates in the knowledge
graph. This approach is not effective when an en-
tity has many words in its label as it creates sev-
eral additional tokens. For example in question
"Who wrote the book The Pillars of the Earth?",
It may generate several little tokens such as book,
Pillars, Earth and it will result in several potential
candidates in KG. In contrast, Bill et al. (2002)
applied an N-gram tiling algorithm in a question
answering system to find the long answer in case
of overlapping small answers. For example, an-
swers "PQR" and "QRS" merged into single long
answer "PQRS." This algorithm proceeds greedily
until high scoring longest tilled N-gram found. We
applied a similar approach to find the longest pos-
sible token for extracting the potential entity label.
In the exemplary question " Who wrote the book
The Pillars of the Earth?", The previous module
generates tokens "wrote, book, Pillars, Earth." In
N-gram tiling algorithm, we do not consider iden-
tified verbs of the sentence because in most cases a
verb cannot be an entity label. Hence three tokens
"book, Pillars, Earth" are merged as a single token.

Also, verb token acts as a division point of the sen-
tence in case of two entities, and we do not merge
tokens from either side of the verb. In this process,
the N-gram tiling algorithm starts with the first to-
ken from either side of the verb (which is a case of
two entities in a sentence) and ends at the last non-
stop word. The tiling algorithm also considers the
stop words and provide the longest tilled N-gram.
After N-gram tiling, we have two tokens: "wrote"
and "book The Pillars of the Earth."

Candidate List Generation From the tokens,
we create two list 1) potential relation
candidates which contain verbs ("wrote") 2)
potential entity candidates ("book
The Pillars of the Earth"). We first search tokens
of potential relation candidates in an extended
KG of relations and get all the possible DBpedia
relation candidates. Similar process
has been repeated separately for potential
entity candidates and all the DBpedia
entity candidates are generated. For
search, we use elastic search (elasticsearch, 2015)
over indexed extended KG. The reason behind
the use of elastic search is its effectiveness over
indexed KGs as reported by Dubey et al. (2018).
In few cases, it is also possible that there is
no verb in a sentence (e.g. Who is the prime
minister of USA?). Then, we keep the list
potential relation candidates
empty, and search all the tokens of potential
entity candidates into extended KG of
DBpedia relations because number of relations
in DBpedia are very less and when tokens in
potential entity candidates find
any match, they are pushed to potential
relation candidates.

Candidate Ranking To rank best DBpedia
candidates, we utilize the fundamental principle
of knowledge graph creation. In any knowl-
edge graph, a sentence is represented as triple
with <subject, predicate, object>. Therefore,
we rank the candidates by creating a triple
consisting of the relation and entity candidates
from DBpedia entity candidates and
DBpedia relation candidates, then
check if these triples exist in the DBpedia KG. We
do it by passing the triple to DBpedia SPARQL
endpoint. This can be done by executing a simple
Ask query against a KG endpoint which would
return a boolean value indicative of the existence
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of triple or otherwise of this triple. For each
existing triple, we increase the weight of the
entities and relations involved in the triple.

While ranking, we also consider question head-
words (who, what, when, etc.) for question clas-
sification (Huang et al., 2009). Each relation in
DBpedia has its domain and range associated with
an entity such as person, place, date, etc. The
headwords are used to determine the correct range
and domain of the DBpedia relation. For exam-
ple in the question "Who is starring in Spanish
movies produced by Benicio del Toro?" there is a
hidden relation dbo:country for which no sur-
face form is present. While checking the domain
of each token in relation and entity candidate lists,
we can extract that word "Spanish" has the domain
country; therefore, it is also an expected relation.

N-Gram Splitting In the previous module,
if we do not get any triple in DBpedia for
candidates present in potential entity
candidates and potential relation
candidates, we split the tokens (N-grams). To
split the tokens, we again use the fundamentals
of English morphology. The compound words in
English have their headword always towards right
side (Williams, 1981). Therefore, we start split-
ting tokens from "N-Gram tiling" module from the
right side and pass these tokens to candidate gen-
eration module. This greedy algorithm stops when
it finds triple(s) of DBpedia candidate list.

4 Experimental Study

Experiment Setup. We used a local laptop ma-
chine, with eight cores and 16GB RAM running
Ubuntu 18.04 for implementation. Falcon is de-
ployed as public API on a server with 723GB
RAM, 96 cores (Intel(R) Xeon(R) Platinum 8160
CPU with 2.10GHz) running Ubuntu 18.04. This
API is used for calculating all the results. The EL
systems have been evaluated on different settings
in literature, therefore to provide a fair evaluation
we utilize Gerbil (Usbeck et al., 2015), which is a
benchmarking framework for EL systems and in-
tegrated Falcon API into the Gerbil architecture.
We report macro precision (P), macro recall (R),
and macro F-score7 in the tables. Falcon aver-
age run time is 1.9 seconds per question. Gerbil
does not benchmark RL systems; therefore, RL

7https://github.com/dice-group/gerbil/
wiki/Precision,-Recall-and-F1-measure

systems are benchmarked using Frankenstein plat-
form (Singh et al., 2018a). Our code, Extended
KG, and data is in Github.8

Datasets. We employ two distinct datasets: 1)
the LC-QuAD (Trivedi et al., 2017) dataset com-
prises 5,000 complex questions for DBpedia (80
percent questions are with more than one en-
tity and relation) where average question length
is 12.29 words. 2) QALD-7 (Usbeck et al.,
2017) is the most popular benchmarking dataset
for QA over DBpedia comprising 215 questions.
In QALD, the average question length is 7.41
words and over 50% of the questions include a sin-
gle entity and relation. For our linguistic based
approach, we randomly selected 100 questions
each from SimpleQuestions dataset (Bordes et al.,
2015) and complex questions9 for the formation of
rules.

System Dataset P R F

KEA (Waitelonis and Sack, 2016) QALD-7 0.06 0.06 0.06
EARL (Dubey et al., 2018) QALD-7 0.58 0.60 0.58
FOX (Speck and Ngomo, 2014) QALD-7 0.59 0.57 0.57
Babelfy (Moro et al., 2014) QALD-7 0.40 0.55 0.44
AIDA (Hoffart et al., 2011) QALD-7 0.61 0.58 0.59
DBpedia Spotlight (Mendes et al., 2011) QALD-7 0.68 0.72 0.69
TagMe (Ferragina and Scaiella, 2012) QALD-7 0.64 0.76 0.67
Falcon QALD-7 0.78 0.79 0.78

KEA (Waitelonis and Sack, 2016) LC-QuAD 0.001 0.001 0.001
EARL (Dubey et al., 2018) LC-QuAD 0.53 0.55 0.53
FOX (Speck and Ngomo, 2014) LC-QuAD 0.53 0.51 0.51
Babelfy (Moro et al., 2014) LC-QuAD 0.43 0.50 0.44
AIDA (Hoffart et al., 2011) LC-QuAD 0.50 0.45 0.47
DBpedia Spotlight (Mendes et al., 2011) LC-QuAD 0.60 0.65 0.61
TagMe (Ferragina and Scaiella, 2012) LC-QuAD 0.65 0.77 0.68
Falcon LC-QuAD 0.81 0.86 0.83

(Singh et al., 2018c) LC-QuAD3253 0.69 0.66 0.67
Falcon LC-QuAD3253 0.73 0.74 0.73

Table 1: Performance of the Falcon Framework com-
pared to various entity linking tools.

Baselines. The state-of-the-art outperforming
tools are TagMe and DBpedia Spotlight reported
in (2018c). These two systems in addition to
the systems already integrated in Gerbil i.e.,
KEA (Waitelonis and Sack, 2016), FOX (Speck
and Ngomo, 2014), Babelfy (Moro et al., 2014),
AIDA (Hoffart et al., 2011) are included in our
benchmark. We also report the performance of
EARL (Dubey et al., 2018) for entity linking as it
jointly performs EL and RL. For relation linking,
the recently released EARL system is our base-
line. We evaluate NED and RL systems on the LC-
QuAD3253 subset of the LC-QuAD dataset (con-
taining 3,253 LC-QuAD questions) to compare the

8https://github.com/AhmadSakor/falcon
9http://qa.mpi-inf.mpg.de/comqa/
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performance with the 20 NED and five RL systems
evaluated by Singh et al. (2018c). Many of these
20 tools are APIs from industry (Ambiverse (Am-
biverse, 2018), TextRazor (TextRazor, 2018), and
Dandelion (Dati, 2018)) which use state of the art
machine learning approaches.

QA Component Dataset P R F

SIBKB (Singh et al., 2017) QALD-7 0.29 0.31 0.30
ReMatch (Mulang’ et al., 2017) QALD-7 0.31 0.34 0.33
EARL (Dubey et al., 2018) QALD-7 0.27 0.28 0.27
Falcon QALD-7 0.58 0.61 0.59

SIBKB (Singh et al., 2017) LC-QuAD 0.13 0.15 0.14
ReMatch (Mulang’ et al., 2017) LC-QuAD 0.15 0.17 0.16
EARL (Dubey et al., 2018) LC-QuAD 0.17 0.21 0.18
Falcon LC-QuAD 0.42 0.44 0.43

(Singh et al., 2018c) LC-QuAD3253 0.25 0.22 0.23
Falcon LC-QuAD3253 0.56 0.57 0.56

Table 2: Performance of the Falcon Framework com-
pared to various Relation Linking tools.

Performance Evaluation Table 1 summarizes
Falcon’s performance compared to state-of-the-art
systems integrated in Gerbil. For the QALD and
LC-QuAD datasets, Falcon significantly outper-
forms the baseline. Similar observations are made
for relation linking, where the performance of
Falcon is approximately twice as high as the next
best competitor on all datasets (cf. Table 2).
Success cases of Falcon: Falcon overcomes
several major issues of short text such as capi-
talization of surface forms, derived word forms
of relation labels and successfully handles long
tail entities. For entity linking, we achieve
slightly better performance on LC-QuAD than
QALD. This is due to the fact that LC-QuAD
questions mostly contain more than one entity
and relation and thus provide more context to
understand the short text. Also, major failure
cases of state-of-the-art EL systems over these
datasets are due to the short length and limitation
to exploit the context. For example the question
‘Give me the count of all people who ascended
a peak in California.’ (dbr:California is
correct entity), TagMe provides two entities:
dbr:California (for surface form California)
and dbr:Give_In_to_Me (for "Give me").
Fundamental principles such as compounding and
N-gram tiling have positive impact on the Falcon
performance and we can correctly annotate several
long tail entities and entities containing compound
words. For example, Falcon correctly annotates
question from LC-QuAD: ‘Name the military
unit whose garrison is Arlington County, Virginia

and command structure is United States Depart-
ment of Defense’ where expected entities are
dbr:Arlington_County,_Virginia and
dbr:United_States_Department_of_
Defense. Also, extended local KG has pro-
vided several interpretation of entities and their
derived forms. The extended KG act as source of
background knowledge during the linking process
and provide extra information about entities.
Generally, other entity linking tools directly
map surface forms to the underlying KG using
several novel techniques. However, this concept
of enriching a local extended KG is not exploited
in the literature and it has positively impacted the
performance of the Falcon.
For relation linking, taking the context of
the entities into account improved the overall
performance of the Falcon. In our example
question ‘Who wrote the book The Pillars
of the Earth?’, EARL, SIBKB and Rematch
aim for directly mapping wrote to DBpedia
which results in several wrong relations such as
dbo:writer, dbo:creator but when Falcon
considers entity references of the question to
verify which triples exist with the given entity
dbr:The_Pillars_of_the_Earth, Falcon
determines the correct relation dbo:author. It
is important to note that existing relation linking
tools completely ignore the context of the entities.
Secondly, Falcon uses a fundamental principle of
creating an RDF knowledge graph. While ranking
the candidates in the Candidate List Ranking
step, Falcon verifies the presence of the correct
triple containing entity and associated relation
in the KG. It has been done by cross-checking
all the combinations of potential entity
candidates and potential relation
candidates as triple using an ASK query.
Three concepts (utilization of entity context,
ranking the candidates based on the presence of
triple in the KG, and use of extended KG) have
collectively resulted into a significant jump over
other relation linking tools as observed in the
Table 2.
Failure cases of Falcon: There are few EL
cases where Falcon fails. For example, in
question ‘How many writers worked on the
album Main Course?’, the expected entity is
dbr:Main_Course. However, Falcon returns
dbr:Critters_2:_The_Main_Course.
This is caused by compounding and the resulting
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token for this question was ‘album Main Course’.
For the same question Falcon correctly links
the relations. We further analyzed failure cases
of Falcon for RL. We found that more than
half of the questions which were unanswered
have implicit relations. For example, for the
question ‘In what city is the Heineken brewery?’
with the two relations dbo:locationCity
and dbo:manufacturer, Falcon returns
dbo:city as relation. There are few types of
questions (‘Count all the scientologists.’) for
which Falcon fails both for EL and RL tasks.
This question is relatively short and requires
reasoning to provide correct entities and relations
(dbr:Scientology and dbo:religion).

5 Related Work

A wide range of tools and research work ex-
ist in the area of NER and NED (please see
(Balog, 2018; Shen et al., 2015) for a detailed
survey). Mostly, research in this domain tar-
gets news corpus, documents and Wikipedia ab-
stract having long sentences. Such systems have
been trained and benchmarked for NER/NED per-
formance over several related datasets such as
ACE2004, IITB, AIDA/CoNLL, Wiki-Disamb30,
Spotlight Corpus, etc (Usbeck et al., 2015). It is
important to note that most of these approaches
use state of the art machine learning techniques
and require a large amount of training data. How-
ever, when these tools applied to short text in a
new domain such as question answering (QA) or
key word based search, the performance is lim-
ited. (Singh et al., 2018c; Derczynski et al., 2015).
Considering short text, the tool TagMe (Ferragina
and Scaiella, 2010) is one of the popular works in
this area, and uses a dictionary of entity surface
forms extracted from Wikipedia to detect entity
mentions in the parsed input text. These mentions
passed through a voting scheme that computes the
score for each mention-entity pair as the sum of
votes given by candidate entities of all other men-
tions in the text (Ferragina and Scaiella, 2010),
finally a pruning step filters out less relevant an-
notations. However, TagMe considered sentence
length 30 for referring it as short text; in con-
trast for Falcon we target relatively more shorter
text such as questions where average length is
much less than 30 words (e.g., average question
length in LC-QuAD dataset is 12.29 (Trivedi et al.,
2017)). Following the popularity of KGs, schol-

ars have shifted focus to use KGs such as DB-
pedia (Auer et al., 2007), Freebase (Bollacker
et al., 2008) and Wikidata (Vrandecic, 2012) for
the NED task. DBpedia Spotlight (Mendes et al.,
2011) is one such tool that performs NED on DB-
pedia. After an initial step of entity spotting, DB-
pedia Spotlight uses contextual information to re-
solve the surface forms of an entity to correspond-
ing DBpedia resources. DBpedia Spotlight has
also been reused in question answering systems
(Dubey et al., 2016). Relation extraction from a
sentence have been long-standing research field
(Zelenko et al., 2003; Bunescu and Mooney, 2005;
Banko and Etzioni, 2008; Zhu et al., 2009; Fundel
et al., 2007). However, linking relation label to
its KG mention as independent approach is a rela-
tively new field of research. Mulang’ et al. (Mu-
lang’ et al., 2017) had the first attempt in this di-
rection and developed Rematch. ReMatch char-
acterizes both the properties in a KG and the re-
lations in a question as comparable triples, then
leverages both synonyms and semantic similarity
measures based on graph distances from the lex-
ical knowledge base - Wordnet (Miller, 1995b).
SIBKB (Singh et al., 2017) approach for rela-
tion linking uses PATTY to derive word embed-
dings for a bipartite semantically indexed knowl-
edge base which assist in RL, likewise also in full
QA systems such as AskNow (Dubey et al., 2016)
where PATTY is deployed as an underlying source
of relation patterns. Since NER/D and RE/L are
parallel tasks and the occurrence of a named en-
tity is often accompanied by relations, recent re-
search has attempted to perform NED and RL as
a joined process. EARL (Dubey et al., 2018) is
a tool for joined NED and RL that relies on Gen-
eralized Travelling Salesman Problem to find the
right path between entities in the question. Several
techniques exist in the literature for the collective
entity and relation extraction in a text (Miwa and
Sasaki, 2014; Kirschnick et al., 2016; Wang et al.,
2018) but we are not aware of any other approach
besides EARL that perform joint entity and rela-
tion linking to a KG.

6 Conclusion

In this article we presented Falcon, an approach
for linking Named Entities (EL) and Relations
(RL) in short text to corresponding Knowledge
Graph entities. The Falcon approach adopts two
novel concepts. First we demonstrated how a
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fused KG comprising several complimentary se-
mantic and linguistic resources can be employed
as background knowledge. Secondly, we devised
a linguistic understanding based method for pro-
cessing the text, that leverages the extended back-
ground KG for EL/RL. Our comprehensive em-
pirical evaluations provide evidence that the ap-
proach outperforms the state-of-the-art on several
benchmarks. Although, we evaluate our approach
on DBpedia, there is no specific assumption in
our work on the structure or schema of the un-
derlying knowledge graph, and our method should
be equally applicable and can be extended to any
other knowledge graph. Additionally, Falcon is of-
fered as an online tool as well as an API.

Our approach provides considerable benefits
over machine learning based approaches for short
text. While Falcon achieves better results, it does
not require training data and is easily adaptable
to new domains. This work has highlighted the
importance of background knowledge available in
fused KGs as well as the linguistic understanding
of the text. The linguistic methods (e.g. com-
pounding) employed in Falcon can made more ro-
bust by using dependency parsing information. In
future, we plan to explore the option of augment-
ing Falcon with deep learning methods for further
improvement in performance specially in entity
and relation extraction module.
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Abstract

Our goal is procedural text comprehension,
namely tracking how the properties of entities
(e.g., their location) change with time given a
procedural text (e.g., a paragraph about pho-
tosynthesis, a recipe). This task is challeng-
ing as the world is changing throughout the
text, and despite recent advances, current sys-
tems still struggle with this task. Our approach
is to leverage the fact that, for many proce-
dural texts, multiple independent descriptions
are readily available, and that predictions from
them should be consistent (label consistency).
We present a new learning framework that
leverages label consistency during training, al-
lowing consistency bias to be built into the
model. Evaluation on a standard benchmark
dataset for procedural text, ProPara (Dalvi
et al., 2018), shows that our approach signif-
icantly improves prediction performance (F1)
over prior state-of-the-art systems.

1 Introduction

We address the task of procedural text comprehen-
sion, namely tracking how the properties of enti-
ties (e.g., their location) change with time through-
out the procedure (e.g., photosynthesis, a cook-
ing recipe). This ability is an important part of
text understanding, allowing the reader to infer un-
stated facts such as how ingredients change during
a recipe, what the inputs and outputs of a scientific
process are, or who met whom in a news article
about a political meeting. Although several proce-
dural text comprehension systems have emerged
recently (e.g., EntNet (Henaff et al., 2017), NPN
(Bosselut et al., 2018), and ProStruct (Tandon et al.,
2018)), they still make numerous prediction errors.
A major challenge is that fully annotated training
data for this task is expensive to collect, because

*Work done while at the Allen Institute for Artificial In-
telligence.

(1) ...oxygen is given off...
(2) ...the plant produces oxygen...
(3) ...is used to create sugar and oxygen...

Figure 1: Fragments from three independent texts
about photosynthesis. Although (1) is ambiguous as
to whether oxygen is being created or merely moved,
evidence from (2) and (3) suggests it is being created,
helping to correctly interpret (1). More generally, en-
couraging consistency between predictions from differ-
ent paragraphs about the same process/procedure can
improve performance.

many state changes by multiple entities may occur
in a single text, requiring complex annotation.

To address this challenge, and thus improve per-
formance, our goals are two-fold: first, to better
leverage the training data for procedural text com-
prehension that is available, and second, to uti-
lize additional unlabeled data for the task (semi-
supervised learning). Our approach in each case is
to exploit label consistency, the property that two
distinct texts covering the same procedure should
be generally consistent in terms of the state changes
that they describe, which constitute the labels to
be predicted for the text. For example, in different
texts describing photosynthesis, we expect them to
be generally consistent about what happens to oxy-
gen (e.g., that it is created), even if the wordings
differ (Figure 1).

Using multiple, distinct passages to understand
a process or procedure is challenging. Although
the texts describe the same process, they might
express the underlying facts at different levels of
granularity, using different wordings, and including
or omitting different details. As a result, the details
may differ between paragraphs, making them hard
to align and to check for consistency. Nonethe-
less, even if the details differ, we conjecture that
the top-level summaries of each paragraph, which
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Figure 2: Three (simplified) passages from ProPara describing photosynthesis, the (gold) state changes each entity
undergoes at each step s1, s2, . . . , sT , and the summary of state changes that each entity undergoes (an aggregation
of the step-by-step changes), where M = MOVED, D = DESTROYED, C = CREATED. Although the language and
detailed changes for each passage differ considerably, the overall summaries are largely consistent (e.g., sugar
is CREATED in all three). We exploit this consistency when training a model to make these predictions, by biasing
the model to prefer predictions whose summary is consistent with the (predicted) summaries of other passages
about the same topic. Note that in the summary, we do not care about the order in which state changes happen,
so summary M, D for participant CO2 in passage 1 denotes a set of state changes rather than a sequence of state
changes.

describe the types of state change that each entity
undergoes, will be mostly consistent. For example,
although independent texts describing photosyn-
thesis vary tremendously, we expect them to be
consistent about what generally happens to sugar,
e.g., that it is created (Figure 2).

In this paper, we introduce a new training frame-
work, called LaCE (Label Consistency Explorer),
that leverages label consistency among paragraph
summaries. In particular, it encourages label consis-
tency during end-to-end training of a neural model,
allowing consistency bias to improve the model
itself, rather than be enforced in a post-processing
step, e.g., posterior regularization (Ganchev et al.,
2010). We evaluate on a standard benchmark
for procedural text comprehension, called ProPara
(Dalvi et al., 2018). We show that this approach
achieves a new state-of-the-art performance in the
fully supervised setting (when all paragraphs are
annotated), and also demonstrate that it improves
performance in the semi-supervised setting (us-
ing additional, unlabeled paragraphs) with limited
training data. In the latter case, summary predic-
tions from labeled data act as noisy gold labels for

the unlabeled data, allowing additional learning to
occur. Our contributions are thus:

1. A new learning framework, LaCE, applied to
procedural text comprehension that improves
the label consistency among different para-
graphs on the same topic.

2. Experimental results demonstrating that
LaCE achieves state-of-the-art performance
on a standard benchmark dataset, ProPara, for
procedural text.

2 Related Work

Our work is related to several important branches of
work in both NLP and ML, as we now summarize.

Leveraging Label Consistency Leveraging infor-
mation about label consistency (i.e., similar in-
stances should have consistent labels at a certain
granularity) is an effective idea. It has been studied
in computer vision (Haeusser et al., 2017; Chen
et al., 2018) and IR (Clarke et al., 2001; Dumais
et al., 2002). Learning by association (Haeusser
et al., 2017) establishes implicit cross-modal links
between similar descriptions and leverage more un-
labeled data during training. Schütze et al. (2018);
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Hangya et al. (2018) adapt the similar idea to ex-
ploit unlabeled data for the cross-lingual classifica-
tion. We extend this line of research in two ways:
by developing a framework allowing it to be ap-
plied to the task of structure prediction; and by
incorporating label consistency into the model it-
self via end-to-end training, rather than enforcing
consistency as a post-processing step.

Semi-supervised Learning Approaches Besides
utilizing the label consistency knowledge, our
learning framework is also able to use unlabeled
paragraphs, which fits in the literature of semi-
supervised learning approaches (for NLP). Zhou
et al. (2003) propose an iterative label propaga-
tion algorithm similar to spectral clustering. Zhu
et al. (2003) propose a semi-supervised learning
framework via harmonic energy minimization for
data graph. Talukdar et al. (2008) propose a graph-
based semi-supervised label propagation algorithm
for acquiring open-domain labeled classes and their
instances from a combination of unstructured and
structured text sources. Our framework extends
these ideas by introducing the notion of groups
(examples that are expected to be similar) and sum-
maries (what similarities are expected), applied in
an end-to-end-framework.

Procedural Text Understanding and Reading
Comprehension There has been a growing interest
in procedural text understanding/QA recently. The
ProcessBank dataset (Berant et al., 2014) asks ques-
tions about event ordering and event arguments for
biology processes. bAbI (Weston et al., 2015) in-
cludes questions about movement of entities, how-
ever it’s synthetically generated and with a small
lexicon. Kiddon et al. (2015)’s RECIPES dataset
introduces the task of predicting the locations of
cooking ingredients, and Kiddon et al. (2016) for
recipe generation. In this paper, we continue this
line of exploration using ProPara, and illustrate how
the previous two lines of work (label consistency
and semi-supervised learning) can be integrated.

3 Problem Definition

3.1 Input and Output

A general condition for applying our method is
having multiple examples where, for some proper-
ties, we expect to see similar values. For example,
for procedural text, we expect paragraphs about
the same process to be similar in terms of which
entities move, are created, and destroyed; for dif-

ferent news stories about a political meeting, we
expect top-level features (e.g., where the meeting
took place, who attended) to be similar; for differ-
ent recipes for the same item, we expect loosely
similar ingredients and steps; and for different im-
ages of the same person, we expect some high-level
characteristics (e.g., height, face shape) to be simi-
lar. Note that this condition does not apply to every
learning situation; it only applies when training
examples can be grouped, where all group mem-
bers are expected to share some characteristics that
we can identify (besides the label used to form the
groups in the first place).

More formally, for training, the input is a set of
labeled examples (xgi, ygi) (where ygi are the labels
for xgi), partitioned into G groups, where the g sub-
script denotes which group each example belongs
to. Groups are defined such that examples of the
same group g are expected to have similar labels
for a subset of labels ygi. We call this subset the
summary labels. We assume that both the group-
ings and the identity of the summary labels are
provided. The output of training is a model M for
labeling new examples. For testing, the input is the
model M and a set of unlabeled (and ungrouped)
examples xt, and the output are their predicted la-
bels ŷt. Note that this formulation is agnostic to the
learning algorithm used. Later, we will consider
both the fully supervised setting (all training exam-
ples are labeled) and semi-supervised setting (only
a subset are labeled).

3.2 Instantiation
We instantiate this framework for procedural text
comprehension, using the ProPara task (Dalvi et al.,
2018). In this task, xgi are paragraphs of text de-
scribing a process (e.g., photosynthesis), the labels
ygi describe the state changes that each entity in the
paragraph undergoes at each step (sentence) (e.g.,
that oxygen is created in step 2), and the groups
are paragraphs about the same topic (ProPara tags
each paragraph with a topic, e.g., there are three
paragraphs in ProPara describing photosynthesis).
More precisely, each xgi consists of:

• the name (topic) of a process, e.g., photosyn-
thesis
• a sequence (paragraph) of sentences S =

[s1, ..., sT ] that describes that process
• the set of entities E mentioned in that text,

e.g., oxygen, sugar

and the targets (labels) to predict are:
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Figure 3: Example of batches constructed from a group (here, the group contains three labeled examples x1, x2, x3).
From three examples, three batches are constructed. Taking the predicted labels for the first element in the batch
as reference we compute the consistency loss for the remaining elements.

• the state changes that each entity in E
undergoes at each step (sentence) of the
process, where a state change is one of
{Moved,Created,Destroyed,None}.
These state changes can be conveniently
expressed using a |S | × |E| matrix (Figure 2).
State changes also include arguments, e.g.,
the source and destination of a move. We omit
these in this paper to simplify the description.

Finally, we define the summary labels as the set of
state changes that each entity undergoes at some
point in the process, without concern for when. For
example, in Passage 1 in Figure 2, CO2 is Moved
(M) and Destroyed (D), while sugar is Created
(C). These summary labels can be computed from
the state-change matrix by aggregating the state
changes for each entity over all steps. Our assump-
tion here is that these summaries will generally be
the same (i.e., consistent) for different paragraphs
about the same topic. LaCE then exploits this as-
sumption by encouraging this inter-paragraph con-
sistency during training, as we now describe.

4 Label Consistency Explorer: LaCE

4.1 The LaCE Learning Framework

While a traditional supervised learning model op-
erates on individual examples, LaCE operates on
batches of grouped examples Xg. Given a group
g containing N labeled examples {x1, ..., xN} (we
drop the g subscript for clarity), LaCE creates N
batches, each containing all the examples but with
a different xi labeled as “primary”, along with the
gold labels yi for (only) the primary example. (We
informally refer to the primary example as the “first

example” in each batch). Then for each batch,
LaCE jointly optimizes the usual supervised loss
Lsup(ŷi, yi) for the primary example, along with a
consistency loss between (summary) predictions
for all other members of the group and the primary
example, Lcon(ŷ j, ŷi) for all j , i. This is illustrated
in Figures 4 and 3. This is repeated for all batches.

For example, for the three paragraphs about pho-
tosynthesis (Figure 2), batch 1 compares the first
paragraph’s predictions with its gold labels, and
also compares the summary predictions of para-
graphs 2 and 3 with those of the first paragraph
(Figure 3). This is then repeated using paragraph 2,
then paragraph 3 as primary.

The result is that LaCE jointly optimizes the
supervised loss Lsup and consistency loss Lcon to
train a model that is both accurate for the given
task as well as consistent in its predictions across
examples that belong to the same group.

This process is approximately equivalent to
jointly optimizing the usual supervised loss
Lsup(ŷi, yi) for all examples in the group, and the
pairwise consistency loss Lcon(ŷ j, ŷi) for all pairs
(x j, xi), j , i in the group. However, there is an
important difference, namely the relative contri-
butions of Lsup and Lcon is varied among batches,
depending on how accurate the predictions for the
primary example are (i.e., how small Lsup is), as
we describe later in Section 4.3. This has the effect
of paying more attention to consistency loss when
predictions on the primary are more accurate.

We also extend LaCE to the semi-supervised
setting as follows. For the semi-supervised setting,
where only m of n (m < n) examples are labeled,
we only form m batches, where each batch has
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Figure 4: Overview of the LaCE training framework, illustrated for the procedural comprehension task ProPara.
During training, LaCE processes batches of examples {x1,...,xk} for each group Xg, where predictions for one
example (here ŷ1) are compared against its gold (producing loss Lsup), and its summary against summaries of all
other examples to encourage consistency of predictions (producing Lcon), repeating for each example in the batch.

a different labeled example as primary. We later
report experiments results for both the fully and
semi-supervised settings.

4.2 Base Model for Procedural Text
We now describe how LaCE is applied to our
goal of comprehending procedural text. Note that
LaCE is agnostic to the learner used within the
framework. For this application, we use a simpli-
fied version of ProStruct (Tandon et al., 2018), a
publicly available system designed for the ProPara
task. Our implementation simplifies ProStruct by
reusing its encoder, but then predicting (a distribu-
tion over) each state change label independently
during decoding for every cell in the |S | × |E| grid
(Figure 2). We briefly summarize this here.

4.2.1 Encoder
ProStruct uses an encoder-decoder architecture that
takes procedural text as input and predicts the state
changes of entities E in the text as output. During
encoding, each step st is encoded using |E| embed-
dings, one for each entity e j ∈ E. Each embedding
represents the action that st describes, applied to
ek. The model thus allows the same action to have
different effects on different entities (e.g., a trans-
formation destroys one entity, and creates another).

For each (st, e j) ∈ S × E pair, the step is fed into

a BiLSTM (Hochreiter and Schmidhuber, 1997),
using pretrained GloVe (Pennington et al., 2014)
vectors vw for each word wi concatenated with two
indicator variables, one indicating whether wi is a
word referring to e j, and one indicating whether wi

is a verb. A bilinear attention layer then computes
attention over the contextualized vectors hi output
by the BiLSTM: ai = hi∗B∗hev +b , where B and b
are learned parameters, and hev is the concatenation
of he (the averaged contextualized embedding for
the entity words we) and hv (the averaged contextu-
alized embedding for the verb words wv).

Finally, the output vector ct j is the attention-
weighted sum of the hi: ct j =

∑I
i=1 ai ∗ hi . Here,

ct j can be thought of as representing the action st

applied to entity e j. This is repeated for all steps
and entities.

4.2.2 Decoder

To decode the action vectors ct j into their resulting
state changes they imply, each is passed through a
feedforward layer to generate logit(πt j), a set of lo-
gistic activations over the K possible state changes
πt j for entity e j in step st. For ProPara, there are
K = 4 possible state changes: Move, Create,
Destroy, and None. These logits form a distribu-
tion over possible state changes to predict, for each

2351



entity and step in the text. We then compute loss,
described next, using these distributions directly
rather than discretizing them into exact predictions
at this stage, so as not to lose information.

4.3 Applying LaCE

4.3.1 Batching

We start by creating training batches for each Xgi ∈
Xg. From a group Xgi comprising of n examples,
we create n training batches. A batch consists of all
n examples (x1, x2, ..., xn), but the loss computation
is different in each batch. Figure 3 illustrates this.

4.3.2 Loss Computation

The loss computation in a batch is based on the
usual supervised loss and additionally the consis-
tency loss, as follows:

Lbatch = λ Lsup(ŷ1, y1)︸       ︷︷       ︸
supervised loss

+ (1 − λ)
n∑

i=2

Lcon(ŷi, ŷ1)

︸            ︷︷            ︸
consistency loss

(1)
Here, Lsup(ŷ1, y1) is the negative log likelihood

loss* against the gold labels y1, and λ is a hyperpa-
rameter tuned on the dev set.

To compute the consistency loss Lcon(ŷi, ŷ1), we
compare the summaries computed from ŷi and ŷ1.
In our particular application, a summary lists all
the state changes each entity undergoes, formed
by aggregating its step-by-step state changes. For
example, for paragraph x1 in Figure 4, as CO2 first
moves (M), then later is destroyed (D), we summa-
rize its state changes as s(CO2, ŷ1) = {M,D}. In
practice, as our decoder outputs distributions over
the four possible values {M,C,D,N} rather than a
single value, we summarize by adding and nor-
malizing these distributions, producing a summary
distribution s(e, ŷ j) over the four values rather than
a discrete set of values.

To compute the consistency loss Lcon(ŷi, ŷ1) it-
self, we compare summaries for each entity e that
occurs in both paragraph x1 and paragraph xi (re-
ferred to as Ent(x1) and Ent(xi) respectively), and
compute the average mean squared error (MSE)
between their summary distributions. We also
tried other alternatives (e.g., Kullback-Leibler di-
vergence) for calculating the distance between sum-
mary distributions, but mean squared error per-

*Loss function Lsup is exactly same as the loss function
used in the base model so that we can measure the effect of
adding consistency loss.

forms best. Equation 2 shows the details for com-
puting the consistency loss.

Lcon(ŷi, ŷ1) =

∑
e∈Ent(xi)∩Ent(x1) MSE(s(e, ŷi), s(e, ŷ1))

|Ent(xi) ∩ Ent(x1)|
(2)

Note that each paragraph contains varying num-
ber of entities and sentences. It is possible that
some paragraphs do not mention exactly the same
entities as the labeled paragraph (first element in
the batch). In such cases, we penalize the model
only for predictions for co-occurring entities. Un-
matched entities are not penalized.

4.3.3 Adaptive Loss
The supervised loss Lsup(ŷ1, y1) is large in the early
epochs when the model is not sufficiently trained.
At this point, it is beneficial for the model to pay
no attention to the consistency loss Lcon(ŷ j, ŷ1) as
the predicted action distributions are inaccurate. To
implement this, if Lsup is above a defined threshold
then the consistency loss term in Equation 1 is
ignored (i.e. λ = 1). Otherwise, Equation 1 is
used as is. This can loosely be seen as a form
of simulated annealing (Kirkpatrick et al., 1988),
using just two temperatures. Note that the time
(epoch number) when the temperature (lambda)
changes will vary across batches depending on the
supervised loss within that batch of data, hence we
call it an “adaptive” loss.

5 Experimental Results

We now present results on ProPara, the procedural
text comprehension dataset introduced in (Dalvi
et al., 2018). There are 187 topics in this dataset
and a total of 488 labeled paragraphs (around 3
labeled paragraphs per topic). The task is to track
how entities change state through the paragraph
(as described in Section 3.2) and answer 4 classes
of questions about those changes (7043/913/1095
questions in each of the train/dev/test partitions re-
spectively). We compare LaCE with the baselines
and prior state-of-the-art model ProStruct (Tandon
et al., 2018) in two settings: (1) Fully supervised
learning (using all the training data). (2) Semi-
supervised learning (using some or all of the train-
ing data, plus additional unlabeled data).

5.1 Fully Supervised Learning
We evaluated LaCE by comparing its perfor-
mance against published, state-of-the-art results on
ProPara, using the full training set to train LaCE.
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Models P R F1

EntNet (Henaff et al., 2017) 54.7 30.7 39.4
QRN (Seo et al., 2017) 60.9 31.1 41.1
ProLocal (Dalvi et al., 2018) 81.7 36.8 50.7
ProGlobal (Dalvi et al., 2018) 61.7 44.8 51.9
ProStruct (Tandon et al., 2018) 74.3 43.0 54.5

LaCE (our model) 75.3 45.4 56.6

Table 1: Comparing the performance of LaCE with
prior methods on the test partition of ProPara.

Models P R F1

LaCE 75.3 45.4 56.6
- consistency loss Lcon 69.6 43.1 53.2

Table 2: LaCE ablation results

The results are shown in Table 1. In Table 1, all the
baseline numbers are the results reported in (Tan-
don et al., 2018). Note that all these baselines are
trying to reduce the gap between predicted labels
and gold labels on the training dataset. LaCE, how-
ever, also optimizes for consistency across labels
for groups of paragraphs belonging to the same
topic. As LaCE uses parts of ProStruct as its learn-
ing algorithm, the gains over ProStruct appear to be
coming directly from its novel learning framework
described in Section 4.1. To confirm this, we also
performed an ablation study, removing the consis-
tency loss term and just using the base model in
LaCE. The results are shown in Table 2, and show
that the F1 score drops from 56.6 to 53.2, illustrat-
ing that the consistency loss is responsible for the
improvement. In addition, Table 2 indicates that
consistency loss helps improve both precision and
recall.

Also note that LaCE simplifies parts of ProStruct.
For example, unlike ProStruct, LaCE does not use
a pre-computed knowledge base during decoding.
Thus LaCE is more efficient to train than ProStruct
(>15x faster at training time).

5.2 Semi-Supervised Learning

Unlike the other systems in Table 1, LaCE is able
to use unlabeled data during training. As described
in Section 4.1, given a group containing both la-
beled and unlabeled paragraphs, we create as many
batches as the number of labeled paragraphs in the
group. Hence, paragraphs xi with gold labels yi can
contribute to both supervised loss Lsup and consis-
tency loss Lcon. Additionally, we can use unlabeled

Models Proportion of labeled paragraphs
used per training topic

33% 66% 100%

ProStruct 45.4 50.6 54.5

LaCE 47.3 51.2 56.6
LaCE + unlabeled data 49.9 52.9 56.7

Table 3: Comparing LaCE vs. ProStruct with vary-
ing amount of labeled paragraphs available per training
topic. We compare their performance in terms of F1 on
ProPara test partition.

paragraphs x j (i.e., without gold labels y j), while
computing consistency loss Lcon. This way LaCE
can make use of unlabeled data during training.

To evaluate this, we collected 877 additional un-
labeled paragraphs for ProPara topics†. As the orig-
inal ProPara dataset makes some simplifying as-
sumptions, in particular that events are mentioned
in chronological order, we used Mechanical Turk
to collect additional paragraphs that conformed
to those assumptions (rather than collecting para-
graphs from Wikipedia, say). Approximately 3
extra paragraphs were collected for each topic in
ProPara. Note that collecting unlabeled paragraphs
is substantially less expensive than labeling para-
graphs.

Train Dev Test Unlabeled

# paragraphs 391 54 43 877

Table 4: ProPara Paragraphs Statistics

We then trained the ProStruct and LaCE mod-
els varying two different parameters: (1) the per-
centage of the labeled (ProPara) training data used
to train the system (2) for LaCE only, whether
the additional unlabeled data was also used. This
allows us to see performance under different con-
ditions of sparsity of labeled data, and (for LaCE)
also assess how much unlabeled data can help un-
der those conditions. During training, the unused
labeled data was ignored (not used as unlabeled
data). We keep the dev and test partitions the same
as original dataset, picking a model based on dev
performance and report results on test partition.
The results are shown in Table 3. In the first two
rows, ProStruct and LaCE are both trained with
x% of labeled data, while the last row reports per-

†The unlabeled paragraphs are available at http://data.
allenai.org/propara/.
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Figure 5: Comparing LaCE vs. ProStruct based on
Recall on the test partition, by varying amount of la-
beled paragraphs available per training topic

formance of LaCE when it also has access to new
unlabeled paragraphs.

Table 3 demonstrates that LaCE results in even
larger improvements over ProStruct when the
amount of labeled data is limited. In addition,
unlabeled data adds an additional boost to this
performance, in particular when labeled data is
sparse. Further examination suggests that the gains
in F1 are resulting mainly from improved recall, as
shown in Figure 5. We believe that having access to
unlabeled paragraphs and optimizing consistency
across paragraphs for training topics, helps LaCE
generalize better to unseen topics.

5.3 Implementation Details for LaCE

We implement our proposed model LaCE in Py-
Torch (Paszke et al., 2017) using the AllenNLP
(Gardner et al., 2018) toolkit. We added a new
data iterator that creates multiple batches per topic
(Figure 3) which enables easy computation of con-
sistency loss. We use 100D Glove embeddings
(Pennington et al., 2014), trained on Wikipedia
2014 and Gigaword 5 corpora (6B tokens, 400K
vocab, uncased). Starting from glove embeddings
appended by entity and verb indicators, we use
bidirectional LSTM layer to create contextual rep-
resentation for every word in a sentence. We use
100D hidden representations for the bidirectional
LSTM (Hochreiter and Schmidhuber, 1997) shared
between all inputs (each direction uses 50D hidden
vectors). We use attention layer on top of BiL-
STM, using a bilinear similarity function similar
to (Chen et al., 2016) to compute attention weights
over the contextual embedding for each word in the
sentence.

To compute the likelihood of all state changes

Consistency Score (%)

Train Test

ProStruct 46.70 37.21
LaCE 54.39 38.36

Table 5: Consistency score comparison

individually, we use a single layer feedforward net-
work with input dimension of 100 and output 4.
In these experiments, we check if the supervised
loss Lsup is less than a threshold (0.2 in our case)
then we use equation 1 and lambda = 0.05. All
hyper-parameters are tuned on the dev data.

During training we use multiple paragraphs for
a topic to optimize for both supervised and con-
sistency loss. At test time, LaCE’s predictions
are based on only one given paragraph. All the
performance gains are due to the base model be-
ing more robust due to proposed training proce-
dure. The code for LaCE model is published at
https://github.com/allenai/propara.

5.4 Analysis and Discussion

We first discuss the predicted label consistency
across paragraphs for LaCE vs. ProStruct. We
then identify some of the limitations of LaCE.

Label Consistency
LaCE attempts to encourage consistency between
paragraphs about the same topic during training,
and yield similar benefit at test time. To examine
whether this happens in practice, we compute and
report the consistency score between paragraphs
about the same topic (Table 5). Specifically, for
an entity that appears in two paragraphs about the
same topic, we compare whether the summaries
of state change predictions for each match. The
results are shown in Table 5.

The table shows that LaCE achieves greater pre-
diction consistency during training, and that this
benefit plays out to some extent at test time even
though label consistency is not enforced at test time
(we do not assume that examples are grouped at
test time, hence consistency between groups cannot
be enforced as the grouping is unknown). As an
illustration, for the topic describe the life cycle of a
tree which is unseen at training time, for the three
paragraphs on the topic, ProStruct predicts that tree
is created; not-changed; and created respectively,
while LaCE correctly predicts that tree is created;
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created; and created respectively. This illustrates a
case where LaCE has learned to make predictions
that are more consistent and correct.

Error Analysis for LaCE

To understand LaCE’s behavior further, we exam-
ined cases where LaCE’s and ProStruct’s predic-
tions differ, and examined their agreement with
gold labels. In this analysis we found three major
sources of errors for LaCE:

• The label consistency assumption does not
always hold: In Section 3.1, we explain that
LaCE relies on summary labels being consis-
tent across examples in the same group. We
found that for some of the topics in our training
dataset this assumption is sometimes violated.
E.g., for the topic How does the body control its
blood sugar level?, there are two different para-
graphs; one of them describes the entity sugar
as being Created and then Destroyed to cre-
ate bloodsugar, while the other paragraph de-
scribes the same event in a different way by say-
ing that the entity sugar is Created and then
Moved to the blood. LaCE can thus goes wrong
when trying to enforce consistency in such cases.

• Lexical variance between entities across
paragraphs: Different paragraphs about the
same topic may describe the procedure using
different wordings, resulting in errors. For exam-
ple, in paragraphs about the topic what happens
during photosynthesis?, the same entity (carbon
dioxide) is referred to by two different strings,
CO2 in one paragraph and carbon dioxide in
another. Currently, LaCE does not take into ac-
count entity synonyms, so it is unable to encour-
age consistency here. An interesting line of fu-
ture work would be to use the embedding space
similarity between entity names, to help address
this problem.

• LaCE can make incorrect predictions to im-
prove consistency: For the topic Describe how
to make a cake at training time, when presented
with two paragraphs, LaCE tries to be consistent
and incorrectly predicts that cake is Destroyed
in both paragraphs. ProStruct does not attempt
to improve prediction consistency, here resulting
in less consistent but in this case more accurate
predictions for this topic.

5.5 Directions For Enhancing LaCE
• Improve LaCE for ProPara: LaCE’s perfor-

mance on ProPara can be improved further by
a) soft matching of entities across paragraphs
instead of current exact string match b) ex-
ploring more systematic ways (e.g., simulated
annealing) to define adaptive loss c) using ad-
ditional sources of unlabeled data (e.g., web,
textbooks) weighed by their reliability.

• Apply LaCE on other tasks: Architecturally,
LaCE is a way to train any existing struc-
tured prediction model for a given task to
produce consistent labels across similar data-
points. Hence it can be easily applied to other
tasks where parallel data is available (group-
ing function) and there is a way to efficiently
compare predictions (summary labels) across
parallel datapoints, e.g. event extraction from
parallel news articles (Chinchor, 2002).

Further, summary labels need not be action
categories (e.g., Created, Destroyed). Con-
sistency can also be computed for QA task
where multiple parallel text is available for
reading comprehension. We plan to explore
this direction in the future.

6 Conclusion

Our goal is procedural text comprehension, a task
that current systems still struggle with. Our ap-
proach has been to exploit the fact that, for many
procedures, multiple independent descriptions ex-
ist, and that we expect some consistency between
those descriptions. To do this, we have presented
a task- and model-general learning framework,
LaCE, that can leverage this expectation, allow-
ing consistency bias to be built into the learned
model. Applying this framework to procedural text,
the resulting system obtains new state-of-the-art
results on the ProPara dataset, an existing bench-
mark for procedural text comprehension. It also
demonstrates the ability to benefit from unlabeled
paragraphs (semi-supervised learning), something
that prior systems for this task were unable to do.
We have also identified several avenues for further
improvement (Section 5.4), and are optimistic that
further gains can be achieved.
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Abstract

We introduce a large-scale dataset of math
word problems and an interpretable neural
math problem solver that learns to map prob-
lems to operation programs. Due to an-
notation challenges, current datasets in this
domain have been either relatively small in
scale or did not offer precise operational an-
notations over diverse problem types. We
introduce a new representation language to
model precise operation programs correspond-
ing to each math problem that aim to im-
prove both the performance and the inter-
pretability of the learned models. Using
this representation language, our new dataset,
MathQA, significantly enhances the AQuA
dataset with fully-specified operational pro-
grams. We additionally introduce a neu-
ral sequence-to-program model enhanced with
automatic problem categorization. Our exper-
iments show improvements over competitive
baselines in our MathQA as well as the AQuA
datasets. The results are still significantly
lower than human performance indicating that
the dataset poses new challenges for future re-
search. Our dataset is available at: https:
//math-qa.github.io/math-QA/.

1 Introduction

Answering math word problems poses unique
challenges for logical reasoning over implicit or
explicit quantities expressed in text. Math word-
problem solving requires extraction of salient in-
formation from natural language narratives. Auto-
matic solvers must transform the textual narratives
into executable meaning representations, a process
that requires both high precision and, in the case of
story problems, significant world knowledge.

As shown by the geometry question in Figure 1,
math word problems are generally narratives de-
scribing the progress of actions and relations over
some entities and quantities. The operation pro-

An artist wishes to paint a circular region on a square poster that
is 3.4 feet on a side. if the area of the circular region is to be 1/2

the area of the poster, what must be the radius of the circular
region in feet?

Math word problem

Square_area(3.4)

Operation 1

Multiply(11.56, 0.5)

Operation 2

Divide(5.78, const_pi)

Operation 3

Sqrt(1.8343)

Operation 4

3.4 
0.5

3.4 
0.5 

11.56

3.4, 0.5, 11.56, 5.78

Output == 1.3543

3.4 
0.5 

11.56 
5.78 

1.8343

Figure 1: Example of a math word problem aligned
with representation language by crowd-sourced anno-
tation

gram underlying the problem in Figure 1 high-
lights the complexity of the problem-solving task.
Here, we need the ability to deduce implied con-
stants (pi) and knowledge of domain-specific for-
mulas (area of the square).

In this paper, we introduce a new operation-
based representation language for solving math
word problems. We use this representation lan-
guage to construct MathQA1, a new large-scale,
diverse dataset of 37k English multiple-choice
math word problems covering multiple math do-
main categories by modeling operation programs
corresponding to word problems in the AQuA
dataset (Ling et al., 2017). We introduce a neu-
ral model for mapping problems to operation pro-
grams with domain categorization.

1The dataset is available at: https://math-qa.
github.io/math-QA/
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Most current datasets in this domain are small
in scale (Kushman et al., 2014) or do not offer pre-
cise operational annotations over diverse problem
types (Ling et al., 2017). This is mainly due to
the fact that annotating math word problems pre-
cisely across diverse problem categories is chal-
lenging even for humans, requiring background
math knowledge for annotators. Our representa-
tion language facilitates the annotation task for
crowd-sourcing and increases the interpretability
of the proposed model.

Our sequence-to-program model with catego-
rization trained on our MathQA dataset outper-
forms previous state-of-the-art on the AQuA test
set in spite of the smaller training size. These re-
sults indicate the superiority of our representation
language and the quality of the formal annotations
in our dataset. Our model achieves competitive
results on MathQA, but is still lower than human
performance indicating that the dataset poses new
challenges for future research. Our contributions
are as follows:
• We introduce a large-scale dataset of math word

problems that are densely annotated with oper-
ation programs
• We introduce a new representation language

to model operation programs corresponding to
each math problem that aim to improve both
the performance and the interpretability of the
learned models.
• We introduce a neural architecture leveraging

a sequence-to-program model with automatic
problem categorization, achieving competitive
results on our dataset as well as the AQuA
dataset

2 Background and Related Work

Large-Scale Datasets Several large-scale math
word problem datasets have been released in re-
cent years. These include Dolphin18K (Huang
et al., 2016), Math23K (Wang et al., 2017) and
AQuA. We choose the 2017 AQUA-RAT dataset
to demonstrate use of our representation language
on an existing large-scale math word problem
solving dataset. The AQuA provides over 100K
GRE- and GMAT-level math word problems. The
problems are multiple choice and come from a
wide range of domains.

The scale and diversity of this dataset makes
it particularly suited for use in training deep-
learning models to solve word problems. However

there is a significant amount of unwanted noise
in the dataset, including problems with incorrect
solutions, problems that are unsolvable without
brute-force enumeration of solutions, and ratio-
nales that contain few or none of the steps re-
quired to solve the corresponding problem. The
motivation for our dataset comes from the fact
we want to maintain the challenging nature of the
problems included in the AQuA dataset, while re-
moving noise that hinders the ability of neuralized
models to learn the types of signal neccessary for
problem-solving by logical reasoning.
Additional Datasets Several smaller datasets
have been compiled in recent years. Most of these
works have focused on algebra word problems, in-
cluding MaWPS (Koncel-Kedziorski et al., 2016),
Alg514 (Kushman et al., 2014), and DRAW-1K
(Upadhyay and Chang, 2017). Many of these
datasets have sought to align underlying equations
or systems of equations with word problem text.
While recent works like (Liang et al., 2018; Locas-
cio et al., 2016) have explored representing math
word problems with logical formalisms and reg-
ular expressions, our work is the first to provide
well-defined formalisms for representing interme-
diate problem-solving steps that are shown to be
generalizable beyond algebra problems.

Solving with Handcrafted Features Due to spar-
sity of suitable data, early work on math word
problem solving used pattern-matching to map
word problems to mathematical expressions (Bo-
brow, 1964; Charniak, 1968, 1969), as well as
non-neural statistical modeling and semantic pars-
ing approaches (Liguda and Pfeiffer, 2012).

Some effort has been made on parsing the prob-
lems to extract salient entities (Hosseini et al.,
2017). This approach views entities as contain-
ers, which can be composed into an equation tree
representation. The equation tree representation is
changed over time by operations implied by the
problem text.

Many early works focused on solving addi-
tion and subtraction problems (Briars and Larkin,
1984; Dellarosa, 1986; Bakman, 2007). As word
problems become more diverse and complex, we
require models capable of solving simultaneous
equation systems. This has led to an increas-
ing focus on finding semantic alignment of math
word problems and mentions of numbers (Roy and
Roth, 2018). The main idea behind those work is
to find all possible patterns of equations and rank
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them based on the problem.

Neural Word Problem Solvers Following the in-
creasing availability of large-scale datasets like
AQuA, several recent works have explored deep
neural approaches to math word problem solv-
ing (Wang et al., 2017). Our representation lan-
guage is motivated by exploration of using inter-
mediate formalisms in the training of deep neural
problem-solving networks, as is done in the work
of (Huang et al., 2018b) to solve problems with
sequence to sequence models. While this work fo-
cused on single-variable arithmetic problems, our
work introduces a formal language of operations
for covering more complex multivariate problems
and systems of equations.

Interpretability of Solvers While the statisti-
cal models with handcrafted features introduced
by prior work are arguably “interpretable” due
to the relative sparsity of features as well as
the clear alignments between inputs and outputs,
new neuralized approaches present new challenges
to model interpretability of math word problem
solvers (Huang et al., 2018a). While this area is
relatively unexplored, a prior approach to increas-
ing robustness and interpretability of math word
problem-solving models looks at using an adver-
sarial dataset to determine if models are learn-
ing logical reasoning or exploiting dataset biases
through pattern-matching (Liang et al., 2018).

3 Representing Math Word Problems

A math word problem consists of a narrative that
grounds mathematical formalisms in real-world
concepts. Solving these problems is a challenge
for both humans and automatic methods like neu-
ral network-based solvers, since it requires logical
reasoning about implied actions and relations be-
tween entities. For example, in Figure 2, opera-
tions like addition and division are not explicitly
mentioned in the word problem text, but they are
implied by the question. As we examine the con-
text of a math word problem, we have to select
arguments for operations based on which values
are unimportant for solving the problem and which
are salient. In Figure 2, the numeric value “100”
appears in the context but does not appear in the
underlying equation.

By selecting implied operations and arguments,
we can generate a program of intermediate steps
for solving a math word problem. Each step in-

Equation

If Lily's test scores are 85 , 89 , 80 and 95
out of 100 in 4 different subjects , what

will be her average score?

( 85 + 89 + 80 + 95 ) / 4 

Context and Question

a = 85 + 89

Step 1 

b = a + 80 

Step 2

c = b + 95  c / 4

Step 3  Step 4 

Intermediate steps for solving math problem

Figure 2: Example of a math word problem with its un-
derlying equation and intermediate steps for problem-
solving

volves a mathematical operation and its related ar-
guments. In Figure 2, there are three addition op-
erations and one division. As illustrated in the fig-
ure, operations can be dependant to the previous
ones by the values they use as arguments. Every
math word problem can be solved by sequentially
executing these programs of dependent operations
and arguments.

We define formalisms for expressing these se-
quential operation programs with a domain-aware
representation language. An operation program
in our representation language is a sequence with
n operations. The general form is shown below.
Each operation oi takes in a list of arguments a of
length i:

o1(a1)o2(a2)...on(an) (1)

Given this general definition, the problem in Fig-
ure 2 has the following representation2:

add1(85, 89)add2(174, 80)

add3(254, 95)divide4(349, 4)
(2)

Our representation language consists of 58 op-
erations and is designed considering the following
objectives.

• Correctness → Operation programs should
result in the correct solution when all oper-
ations are executed.

• Domain-awareness → Operation problems
should make use of both math knowledge and

2Here the arguments 174, 254 and 349 are the outputs of
operations 1, 2 and 3 respectively.
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domain knowledge associated with subfields
like geometry and probability to determine
which operations and arguments to use.

• Human interpretability → Each operation
and argument used to obtain the correct so-
lution should relate to part of the input word
problem context or a previous step in the op-
eration program.

Learning logical forms has led to success in other
areas of semantic parsing (Cheng et al., 2017;
Zelle and Mooney, 1996; Zettlemoyer and Collins,
2007, 2005) and is a natural representation for
math word problem-solving steps. By augment-
ing our dataset with these formalisms, we are able
to cover most types of math word problems3. In
contrast to other representations like simultane-
ous equations, our formalisms ensure that every
problem-solving step is aligned to a previous one.
There are three advantages to this approach. First,
we use this representation language to provide hu-
man annotators with clear steps for how a partic-
ular problem should be solved with math and do-
main knowledge. Second, our formalisms provide
neural models with a continuous path to execute
operations for problems with systems of equa-
tions, instead of forcing models to align equations
before problem solving. This reduces the possi-
bility of intermediate errors being propagated and
leading to a incorrect solution. Finally, by hav-
ing neural models generate a solution path in our
representation language before computing the fi-
nal solution, we are able to reconstruct the logi-
cal hops inferred by the model output, increasing
model interpretability.

4 Dataset

Our dataset (called MathQA) consists of 37,200
math word problems, corresponding lists of
multiple-choice options and aligned operation pro-
grams. We use problems in the AQuA dataset and
carefully annotate those problems with formal op-
eration programs.

Math problems are first categorized into math
domains using term frequencies (more details in
Section 5.2). These domains are used to prune
the search space of possible operations to align
with the word problem text. Figure 3 shows

3We omit high-order polynomials and problems where the
solutions are entirely nonnumeric.

Category #Prob. Avg #words #Vocab Avg #ops
Geometry 3,316 34.3 1,839 4.8
Physics 9,830 37.3 3,340 5.0
Probability 663 38.9 937 5.0
Gain-Loss 4,377 34.3 1,533 5.7
General 17,796 38.6 6,912 5.1
Other 1,277 31.3 1,425 4.7
All 37,259 37.9 6,664 5.3

Table 1: Statistics for our dataset; the total number of
operations in the dataset is 58.

the category-based hierarchies for operation for-
malisms.

We use crowdsourcing to carefully align prob-
lems with operation programs (Section 4.1). Ta-
ble 1 shows overall statistics of the dataset.4

4.1 Annotation using Crowd Workers
Annotating GRE level math problems can be a
challenging and time consuming task for humans.
We design a dynamic annotation platform to an-
notate math word problems with formal opera-
tion programs. Our annotation platform has the
following properties: (a) it provides basic math
knowledge to annotators, (b) it is dynamic by it-
eratively calculating intermediate results after an
operation submission, and (c) it employs quality
control strategies.

Dynamic Annotation Platform The annotators
are provided with a problem description, a list of
operations related to the problem category, and a
list of valid arguments. They iteratively select op-
erations and arguments until the problem is solved.

• Operation Selection The annotators are in-
structed to sequentially select an operation from
the list of operations in the problem category.
Annotators are provided with math knowledge
by hovering over every operation and getting
the related hint that consists of arguments, for-
mula and a short explanation of the operation.

• Argument Selection After selecting the oper-
ation the list of valid arguments are presented
4We also experimented with an automatic dynamic pro-

gramming approach to annotation that generates operation
programs for problems using numbers in the AQuA ratio-
nales. Due to the noise in the rationales, only 61% of those
problems pass our human validation. This is mainly due to
the fact that the rationales are not complete programs and fail
to explicitly describe all important numbers and operations
required to solve the problem. To maintain interpretability
of operation paths, we did not include automatic annotations
from our dataset and focus on operation programs derived by
crowdsourcing.
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Geometry PhysicsGain-Loss ProbabilityGeneral Other

Gain Percent

gain_amount()

...

loss_amount()

3D 2D...

volume_cube() circle_areasurface_cone()

multiply() log() gcd() units_digit() speed()

Operations

Constants

Count Geometry Numeric Probability

months_per_year hours_in_day pi right_angle twice dozen die_space coin_space

arg0 arg0 arg0 arg0 arg1 arg0

arg0 arg1arg0 arg1 arg0 arg0 arg0

permutation(). . . . . .

arg1 arg0

. . . . . . . . .. . .. . .

Categorization Hierarchy  
for Constants 

Figure 3: Category-based Hierarchies for Operation Formalisms

to the annotators to choose from. Valid argu-
ments consist of numbers in the problem, con-
stants in the problem category, and the previous
calculations. The annotators are restricted to se-
lect only from these valid arguments to prevent
having noisy and dangling numbers. After sub-
mission of an operation and the corresponding
arguments, the result of the operation is auto-
matically calculated and will be added as a new
valid argument to the argument list.

• Program Submission To prevent annotators
from submitting arbitrary programs, we en-
force restrictions to the final submission. Our
platform only accepts programs which include
some numbers from the problem, and whose fi-
nal calculation is very close to the correct nu-
meric solution.

High Quality Crowd Workers We dynami-
cally evaluate and employ high-quality annotators
through a collection of quality-control questions.
We take advantage of the annotation platform in
Figure Eight.5 The annotators are randomly eval-
uated through a pre-defined set of test questions,
and they have to maintain an accuracy threshold
to be able to continue their annotations. If an an-
notator’s accuracy drops below a threshold, their
previous annotations are labeled as untrusted and
will be added to the pool of annotations again.

Alignment Validation To further evaluate the
quality of the annotated programs, we leverage a
validation strategy to check whether the problems
and annotated programs are aligned or not. Ac-
cording to this strategy, at least 2 out of 3 valida-
tors should rank the operation program as valid
for it to be selected. The validation accuracy is
94.64% across categories.

5https://www.figure-eight.com

5 Models

We develop encoder-decoder neural models to
map word problems to a set of feasible operation
programs. We match the result of the executed op-
eration program against the list of multiple-choice
options given for a particular problem. The match-
ing solution is the final model output.

We frame the problem of aligning an operation
program with a math word problem as a neural
machine translation (NMT) task, where the word
problem x and gold operation program y form a
parallel text pair. The vocabulary of y includes
all possible operations and arguments in our rep-
resentation language.

5.1 Sequence-to-Program

For our initial sequence-to-program model, we
follow the attention-based NMT paradigm of
(Bahdanau et al., 2015; Cho et al., 2014). We
encode the source word problem text x =
(x1, x2, ..., xM ) using a bidirectional RNN en-
coder θenc. The decoder θdec predicts a distribu-
tion over the vocabulary and input tokens to gener-
ate each operation or argument in the target opera-
tion program. For our sequence-to-program model
vocabulary, we use informed generation, in which
the program tokens are generated separately from
the vocabulary of operations O or arguments A.

The encoded text is represented by a se-
quence of d-dimensional hidden states henc =
(henc1 , henc2 , .., hencM ), where M is the length of the
input text. A context vector ai is computed by
taking the weighted sum of the attention model
weights αt,i for each timestep t ∈ (1, 2, ..., T ) and
each encoder hidden state henci :

ai =
∑M

i=1 αt,ih
enc
i .

We compute the d-dimensional decoder hidden
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Multiply 50 <eos>...

Multiply 167

Figure 4: Architecture of sequence-to-program model with categorization. Shown with example problem “If the
average marks of three batches of 62 , 60 and 45 students respectively is 50 , 55 , 60 , then the average marks of
all the students is.”

state hdeci using a LSTM recurrent layer:

hdeci = LSTM(hdeci−1, yi−1, ai) (3)

At each timestep, we make a prediction for an
operator opi or argument argik, where k corre-
sponds to the index of the argument in operator
i’s argument list. This prediction is conditioned
on the previous tokens (y1, ..., yi−1) and the in-
put x to decode an entire operation program y =
(y1, y2, ..., yN ) of length N :

P (y|x) =
N∏

i=1

P (yi|y<i,x) (4)

P (yi|y<i,x) = g(f(hdeci , yi, ai)) (5)

Here f is a 1-layer feed-forward neural network
and g is the softmax function. During train-
ing time, we minimize the negative log-likelihood
(NLL) using the following objective:

L(θenc, θdec) = −logP (y|x; θenc, θdec) (6)

At test time, we only observe the input text when
predicting operation programs:

ŷ = argmaxyP (y|x) (7)

5.2 Categorized Sequence-to-Program Model
We extend our base sequence-to-program model
to integrate knowledge of math word problem do-
main categories. We modify the RNN decoder lay-
ers that compute the decoder hidden state to be

category-aware. Here, the category label c is de-
terministically computed by the category extractor
(explained below). It functions as a hard decision
switch that determines which set of parameters to
use for the hidden state computation:

hdeci = LSTMc(h
dec
i−1, yi−1, ai) (8)

The updated objective function from equation (7)
is shown below:

L(θenc, θdecc ) = −logP (y|x; θenc, θdecc ) (9)

The full model architecture is shown in Figure 4.

Domain-Specific Category Extraction We first
construct a lexicon of n-grams relating to a specific
domain. The lexicon is a list consisting of domain-
specific categories and associated n-grams. For
each domain category c in the lexicon, we se-
lect associated n-grams nc that occur frequently in
word problems belonging to domain category c,
but rarely appear in other domain categories. We
compute n-gram frequency fpc as the number of
n-grams associated with a category c appearing in
the text of a word problem p. We obtain a list
of potential categories for p by choosing all cat-
egories for which fpc > 0, and then assign a cat-
egory label to p based on which category has the
highest n-gram frequency.

5.3 Solving Operation Programs
Once a complete operation program has been de-
coded, each operator in the program is executed
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sequentially along with its predicted set of argu-
ments to obtain a possible solution. For each word
problem p and options o, we generate a beam of
the top n decoded operation programs. We exe-
cute each decoded program g to find the solution
from the list of options o of the problem. We first
choose options that are within a threshold of the
executed value of g. We select g as the predicted
solution by checking the number of selected op-
tions and the minimum distance between the exe-
cuted value of g and a possible option for p. For
the problems in AQuA that do not belong in any
category of MathQA, we randomly choose an op-
tion.

6 Experimental Setup

6.1 Datasets

Our dataset consists of 37k problems which are
randomly split in (80/12/8)% training/dev/test
problems. Our dataset significantly enhances the
AQuA dataset by fully annotating a portion of
solvable problems in the AQuA dataset into for-
mal operation programs.

We carefully study the AQuA dataset. Many
of the problems are near-duplicates with slight
changes to the math word problem stories or nu-
merical values since they are expanded from a set
of 30,000 seed problems through crowdsourcing
(Ling et al., 2017). These changes are not al-
ways reflected in the rationales, leading to incor-
rect solutions. There are also some problems that
are not solvable given current math word prob-
lem solving frameworks because they require a
level of reasoning not yet modeled by neural net-
works. Sequence problems, for example, require
understanding of patterns that are difficult to intuit
without domain knowledge like sequence formu-
las, and can only be solved automatically through
brute-force or guessing. Table 2 shows a full
breakdown of the AQuA dataset by solvability.6

6.2 Annotation Details
We follow the annotation strategy described in
Section 4 to formally annotate problems with op-
eration programs. 7

6There is overlap between unsolvable subsets. For exam-
ple, a sequence problem may also be a duplicate of another
problem in the AQuA dataset.

7We tried two other strategies of showing extra informa-
tion (rationales or end solutions) to annotators to facilitate
solving problems. However, our manual validation showed

Subset Train Valid
Unsolvable - No Words 37 0
Unsolvable - Sequence 1,991 4
Unsolvable - Requires Options 6,643 8
Unsolvable - Non-numeric 10,227 14
Duplicates 17,294 0
Solvable 65,991 229
Total 97,467 254

Table 2: Full original AQuA solvability statistics.

Annotator Agreements and Evaluations Our
expert evaluation of the annotation procedure for
a collection of 500 problems shows that 92% of
the annotations are valid. Additionally, it has 87%
agreement between the expert validation and the
crowd sourcing validation task.

Annotation Expansion The AQuA dataset con-
sists of a group of problems which share simi-
lar characteristics. These problems can be solved
with similar operation programs. We find closely
similar problems, replace numeric values with
generic numbers, and expand annotations to cover
more problems from the AQuA dataset. For simi-
larity, we use Levenshtein distance with a thresh-
old of 4 words in edit distance.

6.3 Model and Training Details

We use the official python implementation of
OpenNMT (Klein et al.). We choose a LSTM-
based encoder-decoder architecture. We use
Adam optimizer (Kingma and Ba, 2015), and the
learning rate for training is 0.001. The hidden size
for the encoder and decoder is set to d = 100.
Both the encoder and decoder have 2 layers. The
word embedding vectors are randomly initialized.
At inference time, we implemented a beam search
with beam size of 200 for AQuA and 100 for
MathQA.

The program vocabulary consists of the opera-
tions O in our representation language and valid
arguments A. For valid arguments, we do not use
their actual values since the space is very large. In-
stead, we keep a list of numbers according to their
source. Constants are predefined numbers that are
available to all problems. Problem numbers are
added to the list according to their order in the
problem text. Calculated numbers in the interme-

that annotators mostly used those extra information to artifi-
cially build an operation program without reading the prob-
lem.
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square_area(n0) divide(#0,n1) divide(#1,const_pi) sqrt(#2)

an artist wishes to paint a circular region on a square poster
that is 3.4 feet on a side . if the area of the region is to be 1 / 2
the area of the poster , what must be the radius of the circular

region in feet ?

Operation Sequence

Word Problem

3.4 .5

Figure 5: Example of an operation program generated by our Seq2prog model with categorization

Model MathQA AQuA
Random 20.0 20.0
AQuA Model - 36.4
Seq2prog 51.9 33.0
Seq2prog + cat 54.2 37.9

Table 3: Experimental results for accuracy on our
MathQA and AQuA test sets

diate steps are added to the list according to the
operation order.

7 Experimental Results

7.1 Results
Table 3 compares the performance of our
sequence-to-program models trained on MathQA
with baselines on MathQA and AQuA test sets.
The base model is referred to as “Seq2prog,” while
our model with categorization is “Seq2prog + cat.”
For accuracy, the performance was measured in
terms of how well the model would perform on
an actual math test.

We observe improvement for our “Seq2prog +
cat” model despite the fact that our training data
is proportionally smaller than the AQuA dataset,
and our model is much simpler than the state-of-
the-art model on this dataset. This indicates the ef-
fectiveness of our formal representation language
to incorporate domain knowledge as well as the
quality of the annotations in our dataset.

7.2 Analysis
Qualitative Analysis Table 5 and Figure 5 show
some examples of problems solved by our method.
We analyzed 50 problems that are solved wrongly
by our system on the MathQA dataset. Table 4
summarizes four major categories of errors.

The most common type of errors are problems
that need complicated or long chain of mathemat-
ical reasoning. For example, the first problem in
Table 4 requires reasoning that goes beyond one
sentence. Other errors are due to limitations in our

representation language. For example, the second
problem in Table 4 requires the factorization op-
eration which is not defined in our representation
language. Future work can investigate more do-
mains of mathematics such as logic, number fac-
tors, etc. Some errors are due to the slightly noisy
nature of our categorization strategy. For example,
the third problem in Table 4 is mistakenly catego-
rized as belonging to physics domain due to the
presence of words m, cm, liter in the problem text,
while the correct category for the problem is ge-
ometry. The final category of errors are due to
problems that do not have enough textual context
or erroneous problems (e.g., fourth problem in Ta-
ble 4).

Impact of Categorization Table 3 indicates that
our category-aware model outperforms the base
model on both AQuA and MathQA datasets. The
gain is relatively small because the current model
only uses categorization decisions as hard con-
straints at decoding time. Moreover, the prob-
lem categorization might be noisy due to our use
of only one mathematical interpretation for each
domain-specific n-gram. For example, the pres-
ence of the words “square” or “cube” in the text of
a math word problem indicate that the word prob-
lem is related to the geometry domain, but these
unigrams can also refer to an exponential opera-
tion (n2 or n3).

To measure the effectiveness of our categoriza-
tion strategy, we used human annotation over 100
problems. The agreement between human anno-
tators is 84% and their agreement with our model
is 74.5%. As a future extension of this work, we
would like to also consider the context in which
domain-specific n-grams appear.

Discussions As we mentioned in section 3, the
continuous nature of our formalism allows us to
solve problems requiring systems of equations.
However, there are other types of word prob-
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Error type Problem
Hard problems (45%) Jane and Ashley take 8 days and 40 days respectively to complete a project when they

work on it alone. They thought if they worked on the project together, they would
take fewer days to complete it. During the period that they were working together,
Jane took an eight day leave from work. This led to Jane’ s working for four extra
days on her own to complete the project. How long did it take to finish the project?

Limitation in representation lan-
guage (25%)

How many different positive integers are factors of 25?

Categorization errors (12.5%) A cistern of capacity 8000 litres measures externally 3.3 m by 2.6 m by 1.3 m and its
walls are 5 cm thick. The thickness of the bottom is:

Incorrect or insufficient problem
text) (17.5%)

45 x ? = 25 % of 900

Table 4: Examples of mistakes made by our system. The reason of the errors are underlined.

Problem : A rectangular field is to be fenced on three
sides leaving a side of 20 feet uncovered. if the area of
the field is 10 sq. feet, how many feet of fencing will be
required?
Operations : divide(10,20), multiply(#0,
const_2), add(20, 1)
Problem : How long does a train 110m long running
at the speed of 72 km/hr takes to cross a bridge 132m
length?
Operations : add(110, 132), multiply(72,
const_0.2778), divide(#0, #1),
floor(#2)

Table 5: Problems solved correctly by Seq2prog+cat
model.

lems that are currently unsolvable or have multi-
ple interpretations leading to multiple correct solu-
tions. While problems that can only be solved by
brute-force instead of logical reasoning and non-
narrative problems that do not fit the definition of
a math word problem (in Table 2 these appear as
“no word”) are removed from consideration, there
are other problems that are beyond the scope of
current models but could pose an interesting chal-
lenge for future work. One example is the domain
of sequence problems. Unlike past word problem-
solving models, our models incorporate domain-
specific math knowledge, which is potentially ex-
tensible to common sequence and series formulas.

8 Conclusion

In this work, we introduced a representation lan-
guage and annotation system for large-scale math
word problem-solving datasets that addresses un-
wanted noise in these datasets and lack of for-
mal operation-based representations. We demon-
strated the effectiveness of our representation lan-
guage by transforming solvable AQuA word prob-
lems into operation formalisms. Experimental re-

sults show that both our base and category-aware
sequence-to-program models outperform base-
lines and previous results on the AQuA dataset
when trained on data aligned with our representa-
tion language. Our representation language pro-
vides an extra layer of supervision that can be
used to reduce the influence of statistical bias in
datasets like AQuA. Additionally, generated op-
eration programs like the examples in figure 5
demonstrate the effectiveness of these operation
formalisms for representing math word problems
in a human interpretable form.

The gap between the performance of our mod-
els and human performance indicates that our
MathQA still maintains the challenging nature of
AQuA problems. In future work, we plan to ex-
tend our representation language and models to
cover currently unsolvable problems, including se-
quence and high-order polynomial problems.
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Abstract

Reading comprehension has recently seen
rapid progress, with systems matching humans
on the most popular datasets for the task. How-
ever, a large body of work has highlighted
the brittleness of these systems, showing that
there is much work left to be done. We in-
troduce a new English reading comprehension
benchmark, DROP, which requires Discrete
Reasoning Over the content of Paragraphs. In
this crowdsourced, adversarially-created, 96k-
question benchmark, a system must resolve
references in a question, perhaps to multiple in-
put positions, and perform discrete operations
over them (such as addition, counting, or sort-
ing). These operations require a much more
comprehensive understanding of the content of
paragraphs than what was necessary for prior
datasets. We apply state-of-the-art methods
from both the reading comprehension and se-
mantic parsing literatures on this dataset and
show that the best systems only achieve 32.7%
F1 on our generalized accuracy metric, while
expert human performance is 96.4%. We ad-
ditionally present a new model that combines
reading comprehension methods with simple
numerical reasoning to achieve 47.0% F1.

1 Introduction

The task of reading comprehension, where sys-
tems must understand a single passage of text well
enough to answer arbitrary questions about it, has
seen significant progress in the last few years, so
much that the most popular datasets available for
this task have been solved (Chen et al., 2016; De-
vlin et al., 2019). We introduce a substantially
more challenging English reading comprehension
dataset aimed at pushing the field towards more
comprehensive analysis of paragraphs of text. In

∗Work done as an intern at the Allen Institute for Artificial
Intelligence in Irvine, California.

this new benchmark, which we call DROP, a sys-
tem is given a paragraph and a question and must
perform some kind of Discrete Reasoning Over the
text in the Paragraph to obtain the correct answer.

These questions that require discrete reasoning
(such as addition, sorting, or counting; see Table 1)
are inspired by the complex, compositional ques-
tions commonly found in the semantic parsing lit-
erature. We focus on this type of questions because
they force a structured analysis of the content of the
paragraph that is detailed enough to permit reason-
ing. Our goal is to further paragraph understand-
ing; complex questions allow us to test a system’s
understanding of the paragraph’s semantics.

DROP is also designed to further research on
methods that combine distributed representations
with symbolic, discrete reasoning. In order to
do well on this dataset, a system must be able to
find multiple occurrences of an event described in
a question (presumably using some kind of soft
matching), extract arguments from the events, then
perform a numerical operation such as a sort, to
answer a question like “Who threw the longest
touchdown pass?”.

We constructed this dataset through crowdsourc-
ing, first collecting passages from Wikipedia that
are easy to ask hard questions about, then encour-
aging crowd workers to produce challenging ques-
tions. This encouragement was partially through
instructions given to workers, and partially through
the use of an adversarial baseline: we ran a base-
line reading comprehension method (BiDAF) (Seo
et al., 2017) in the background as crowd workers
were writing questions, requiring them to give ques-
tions that the baseline system could not correctly
answer. This resulted in a dataset of 96,567 ques-
tions from a variety of categories in Wikipedia,
with a particular emphasis on sports game sum-
maries and history passages. The answers to the
questions are required to be spans in the passage or

2368



question, numbers, or dates, which allows for easy
and accurate evaluation metrics.

We present an analysis of the resulting dataset
to show what phenomena are present. We find
that many questions combine complex question se-
mantics with SQuAD-style argument finding; e.g.,
in the first question in Table 1, BiDAF correctly
finds the amount the painting sold for, but does not
understand the question semantics and cannot per-
form the numerical reasoning required to answer
the question. Other questions, such as the fifth
question in Table 1, require finding all events in the
passage that match a description in the question,
then aggregating them somehow (in this instance,
by counting them and then performing an argmax).
Very often entity coreference is required. Table 1
gives a number of different phenomena, with their
proportions in the dataset.

We used three types of systems to judge base-
line performance on DROP: (1) heuristic baselines,
to check for biases in the data; (2) SQuAD-style
reading comprehension methods; and (3) semantic
parsers operating on a pipelined analysis of the pas-
sage. The reading comprehension methods perform
the best, with our best baseline achieving 32.7%
F1 on our generalized accuracy metric, while ex-
pert human performance is 96.4%. Finally, we
contribute a new model for this task that combines
limited numerical reasoning with standard reading
comprehension methods, allowing the model to an-
swer questions involving counting, addition and
subtraction. This model reaches 47% F1, a 14.3%
absolute increase over the best baseline system.

The dataset, code for the baseline systems, and
a leaderboard with a hidden test set can be found
at https://allennlp.org/drop.

2 Related Work

Question answering datasets With systems reach-
ing human performance on the Stanford Question
Answering Dataset (SQuAD) (Rajpurkar et al.,
2016), many follow-on tasks are currently being
proposed. All of these datasets throw in additional
complexities to the reading comprehension chal-
lenge, around tracking conversational state (Reddy
et al., 2019; Choi et al., 2018), requiring passage
retrieval (Joshi et al., 2017; Yang et al., 2018; Tal-
mor and Berant, 2018), mismatched passages and
questions (Saha et al., 2018; Kociský et al., 2018;
Rajpurkar et al., 2018), integrating knowledge from
external sources (Mihaylov et al., 2018; Zhang

et al., 2019), tracking entity state changes (Mishra
et al., 2018; Ostermann et al., 2018) or a particular
kind of “multi-step” reasoning over multiple doc-
uments (Welbl et al., 2018; Khashabi et al., 2018).
Similar facets are explored in medical domain
datasets (Pampari et al., 2018; Šuster and Daele-
mans, 2018) which contain automatically generated
queries on medical records based on predefined
templates. We applaud these efforts, which offer
good avenues to study these additional phenomena.
However, we are concerned with paragraph under-
standing, which on its own is far from solved, so
DROP has none of these additional complexities.
It consists of single passages of text paired with
independent questions, with only linguistic facil-
ity required to answer the questions.1 One could
argue that we are adding numerical reasoning as
an “additional complexity”, and this is true; how-
ever, it is only simple reasoning that is relatively
well-understood in the semantic parsing literature,
and we use it as a necessary means to force more
comprehensive passage understanding.

Many existing algebra word problem datasets
also contain similar phenomena to what is in
DROP (Koncel-Kedziorski et al., 2015; Kushman
et al., 2014; Hosseini et al., 2014; Clark et al., 2016;
Ling et al., 2017). Our dataset is different in that it
uses much longer contexts, is more open domain,
and requires deeper paragraph understanding.

Semantic parsing The semantic parsing litera-
ture has a long history of trying to understand com-
plex, compositional question semantics in terms of
some grounded knowledge base or other environ-
ment (Zelle and Mooney, 1996; Zettlemoyer and
Collins, 2005; Berant et al., 2013a, inter alia). It
is this literature that we modeled our questions on,
particularly looking at the questions in the Wik-
iTableQuestions dataset (Pasupat and Liang, 2015).
If we had a structured, tabular representation of
the content of our paragraphs, DROP would be
largely the same as WikiTableQuestions, with simi-
lar (possibly even simpler) question semantics. Our
novelty is that we are the first to combine these com-
plex questions with paragraph understanding, with
the aim of encouraging systems that can produce
comprehensive structural analyses of paragraphs,
either explicitly or implicitly.

Adversarial dataset construction We continue
1Some questions in our dataset require limited sports do-

main knowledge to answer; we expect that there are enough
such questions that systems can reasonably learn this knowl-
edge from the data.
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Reasoning Passage (some parts shortened) Question Answer BiDAF

Subtraction
(28.8%)

That year, his Untitled (1981), a painting of a haloed,
black-headed man with a bright red skeletal body, de-
picted amid the artists signature scrawls, was sold by
Robert Lehrman for $16.3 million, well above its $12
million high estimate.

How many more dol-
lars was the Untitled
(1981) painting sold
for than the 12 million
dollar estimation?

4300000 $16.3
million

Comparison
(18.2%)

In 1517, the seventeen-year-old King sailed to Castile.
There, his Flemish court . . . . In May 1518, Charles
traveled to Barcelona in Aragon.

Where did Charles
travel to first, Castile
or Barcelona?

Castile Aragon

Selection
(19.4%)

In 1970, to commemorate the 100th anniversary of the
founding of Baldwin City, Baker University professor
and playwright Don Mueller and Phyllis E. Braun,
Business Manager, produced a musical play entitled
The Ballad Of Black Jack to tell the story of the events
that led up to the battle.

Who was the Uni-
versity professor that
helped produce The
Ballad Of Black Jack,
Ivan Boyd or Don
Mueller?

Don
Mueller

Baker

Addition
(11.7%)

Before the UNPROFOR fully deployed, the HV clashed
with an armed force of the RSK in the village of Nos
Kalik, located in a pink zone near Šibenik, and captured
the village at 4:45 p.m. on 2 March 1992. The JNA
formed a battlegroup to counterattack the next day.

What date did the JNA
form a battlegroup to
counterattack after the
village of Nos Kalik
was captured?

3 March
1992

2 March
1992

Count
(16.5%)
and Sort
(11.7%)

Denver would retake the lead with kicker Matt Prater
nailing a 43-yard field goal, yet Carolina answered as
kicker John Kasay ties the game with a 39-yard field
goal. . . . Carolina closed out the half with Kasay nail-
ing a 44-yard field goal. . . . In the fourth quarter, Car-
olina sealed the win with Kasay’s 42-yard field goal.

Which kicker kicked
the most field goals?

John
Kasay

Matt
Prater

Coreference
Resolution
(3.7%)

James Douglas was the second son of Sir George Dou-
glas of Pittendreich, and Elizabeth Douglas, daughter
David Douglas of Pittendreich. Before 1543 he mar-
ried Elizabeth, daughter of James Douglas, 3rd Earl of
Morton. In 1553 James Douglas succeeded to the title
and estates of his father-in-law.

How many years af-
ter he married Eliza-
beth did James Dou-
glas succeed to the ti-
tle and estates of his
father-in-law?

10 1553

Other
Arithmetic
(3.2%)

Although the movement initially gathered some 60,000
adherents, the subsequent establishment of the Bulgar-
ian Exarchate reduced their number by some 75%.

How many adherents
were left after the es-
tablishment of the Bul-
garian Exarchate?

15000 60,000

Set of
spans
(6.0%)

According to some sources 363 civilians were killed in
Kavadarci, 230 in Negotino and 40 in Vatasha.

What were the 3 vil-
lages that people were
killed in?

Kavadarci,
Negotino,
Vatasha

Negotino
and 40 in
Vatasha

Other
(6.8%)

This Annual Financial Report is our principal financial
statement of accountability. The AFR gives a compre-
hensive view of the Department’s financial activities ...

What does AFR stand
for?

Annual
Financial
Report

one of the
Big Four
audit firms

Table 1: Example questions and answers from the DROP dataset, showing the relevant parts of the associated
passage and the reasoning required to answer the question.

a recent trend in creating datasets with adversarial
baselines in the loop (Paperno et al., 2016; Min-
ervini and Riedel, 2018; Zellers et al., 2018; Zhang
et al., 2019; Zellers et al., 2019). In our case, in-
stead of using an adversarial baseline to filter auto-
matically generated examples, we use it in a crowd-
sourcing task, to teach crowd workers to avoid easy
questions, raising the difficulty level of the ques-
tions they provide.

Neural symbolic reasoning DROP is designed
to encourage research on methods that combine
neural methods with discrete, symbolic reasoning.

We present one such model in Section 6. Other re-
lated work along these lines has been done by Reed
and de Freitas (2016), Neelakantan et al. (2016),
and Liang et al. (2017).

3 DROP Data Collection

In this section, we describe our annotation proto-
col, which consists of three phases. First, we auto-
matically extract passages from Wikipedia which
are expected to be amenable to complex questions.
Second, we crowdsource question-answer pairs on
these passages, eliciting questions which require
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discrete reasoning. Finally, we validate the devel-
opment and test portions of DROP to ensure their
quality and report inter-annotator agreement.

Passage extraction We searched Wikipedia for
passages that had a narrative sequence of events,
particularly with a high proportion of numbers, as
our initial pilots indicated that these passages were
the easiest to ask complex questions about. We
found that National Football League (NFL) game
summaries and history articles were particularly
promising, and we additionally sampled from any
Wikipedia passage that contained at least twenty
numbers.2 This process yielded a collection of
about 7,000 passages.

Question collection We used Amazon Mechani-
cal Turk3 to crowdsource the collection of question-
answer pairs, where each question could be an-
swered in the context of a single Wikipedia passage.
In order to allow some flexibility during the annota-
tion process, in each human intelligence task (HIT)
workers were presented with a random sample of
5 of our Wikipedia passages, and were asked to
produce a total of at least 12 question-answer pairs
on any of these.

We presented workers with example questions
from five main categories, inspired by ques-
tions from the semantic parsing literature (addi-
tion/subtraction, minimum/maximum, counting, se-
lection and comparison; see examples in Table 1),
to elicit questions that require complex linguistic
understanding and discrete reasoning. In addition,
to further increase the difficulty of the questions
in DROP, we employed a novel adverserial anno-
tation setting, where workers were only allowed
to submit questions which a real-time QA model
BiDAF could not solve.4

Next, each worker answered their own question
with one of three answer types: spans of text from
either question or passage, a date (which was com-
mon in history and open-domain text) and numbers,
allowed only for questions which explicitly stated
a specific unit of measurement (e.g., “How many
yards did Brady run?”), in an attempt to simplify
the evaluation process.

Initially, we opened our HITs to all United States

2We used an October 2018 Wikipedia dump, as well as
scraping of online Wikipedia.

3www.mturk.com
4While BiDAF is no longer state-of-the-art, performance is

reasonable and the AllenNLP implementation (Gardner et al.,
2017) made it the easiest to deploy as a server.

Statistic Train Dev Test

Number of passages 5565 582 588
Avg. passage len [words] 213.45 191.62 195.12
Number of questions 77,409 9,536 9,622
Avg. question len [words] 10.79 11.17 11.23
Avg. questions / passage 13.91 16.38 16.36
Question vocabulary size 29,929 8,023 8,007

Table 2: Dataset statistics across the different splits.

workers and gradually reduced our worker pool to
workers who understood the task and annotated it
well. Each HIT paid 5 USD and could be com-
pleted within 30 minutes, compensating a trained
worker with an average pay of 10 USD/ hour.

Overall, we collected a total of 96,567 question-
answer pairs with a total Mechanical Turk budget
of 60k USD (including validation). The dataset
was randomly partitioned by passage into training
(80%), development (10%) and test (10%) sets, so
all questions about a particular passage belong to
only one of the splits.

Validation In order to test inter-annotator agree-
ment and to improve the quality of evaluation
against DROP, we collected at least two additional
answers for each question in the development and
test sets.

In a separate HIT, workers were given context
passages and a previously crowdsourced question,
and were asked to either answer the question or
mark it as invalid (this occurred for 0.7% of the
data, which we subsequently filtered out). We
found that the resulting inter-annotator agreement
was good and on par with other QA tasks; overall
Cohen’s κ was 0.74, with 0.81 for numbers, 0.62
for spans, and 0.65 for dates.

4 DROP Data Analysis

In the following, we quantitatively analyze proper-
ties of passages, questions, and answers in DROP.
Different statistics of the dataset are depicted in Ta-
ble 2. Notably, questions have a diverse vocabulary
of around 30k different words in our training set.

Question analysis To assess the question type
distribution, we sampled 350 questions from the
training and development sets and manually anno-
tated the categories of discrete operations required
to answer the question. Table 1 shows the distri-
bution of these categories in the dataset. In addi-
tion, to get a better sense of the lexical diversity of
questions in the dataset, we find the most frequent
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Answer Type Percent Example

NUMBER 66.1 12
PERSON 12.2 Jerry Porter
OTHER 9.4 males
OTHER ENTITIES 7.3 Seahawks
VERB PHRASE 3.5 Tom arrived at Acre
DATE 1.5 3 March 1992

Table 3: Distribution of answer types in training set,
according to an automatic named entity recognition.

trigram patterns in the questions per answer type.
We find that the dataset offers a huge variety of lin-
guistic constructs, with the most frequent pattern
(“Which team scored”) appearing in only 4% of the
span type questions. For number type questions,
the 5 most frequent question patterns all start with
“How many”, indicating the need to perform count-
ing and other arithmetic operations. A distribution
of the trigrams containing the start of the questions
are shown in Figure 1.

Answer analysis To discern the level of passage
understanding needed to answer the questions in
DROP, we annotate the set of spans in the passage
that are necessary for answering the 350 questions
mentioned above. We find that on an average 2.18
spans need to be considered to answer a question
and the average distance between these spans is
26 words, with 20% of samples needing at least
3 spans (see appendix for examples). Finally, we
assess the answer distribution in Table 3, by run-
ning the part-of-speech tagger and named entity
recognizer from spaCy5 to automatically partition
all the answers into various categories. We find that
a majority of the answers are numerical values and
proper nouns.

5 Baseline Systems

In this section we describe the initial baselines
that we evaluated on the DROP dataset. We used
three types of baselines: state-of-the-art semantic
parsers (§5.1), state-of-the-art reading comprehen-
sion models (§5.2), and heuristics looking for an-
notation artifacts (§5.3). We use two evaluation
metrics to compare model performance: Exact-
Match, and a numeracy-focused (macro-averaged)
F1 score, which measures overlap between a bag-
of-words representation of the gold and predicted
answers. We employ the same implementation of
Exact-Match accuracy as used by SQuAD, which

5https://spacy.io/

removes articles and does other simple normaliza-
tion, and our F1 score is based on that used by
SQuAD. Since DROP is numeracy-focused, we de-
fine F1 to be 0 when there is a number mismatch
between the gold and predicted answers, regardless
of other word overlap. When an answer has multi-
ple spans, we first perform a one-to-one alignment
greedily based on bag-of-word overlap on the set
of spans and then compute average F1 over each
span. When there are multiple annotated answers,
both metrics take a max over all gold answers.

5.1 Semantic Parsing
Semantic parsing has been used to translate nat-
ural language utterances into formal executable
languages (e.g., SQL) that can perform discrete
operations against a structured knowledge repre-
sentation, such as knowledge graphs or tabular
databases (Zettlemoyer and Collins, 2005; Berant
et al., 2013b; Yin and Neubig, 2017; Chen and
Mooney, 2011, inter alia). Since many of DROP’s
questions require similar discrete reasoning, it is
appealing to port some of the successful work in
semantic parsing to the DROP dataset. Specifi-
cally, we use the grammar-constrained semantic
parsing model built by Krishnamurthy et al. (2017)
(KDG) for the WIKITABLEQUESTIONS tabular
dataset (Pasupat and Liang, 2015).

Sentence representation schemes We experi-
mented with three paradigms to represent para-
graphs as structured contexts: (1) Stanford de-
pendencies (de Marneffe and Manning, 2008, Syn
Dep); which capture word-level syntactic relations,
(2) Open Information Extraction (Banko et al.,
2007, Open IE), a shallow semantic representation
which directly links predicates and arguments; and
(3) Semantic Role Labeling (Carreras and Màrquez,
2005, SRL), which disambiguates senses for pol-
ysemous predicates and assigns predicate-specific
argument roles.6 To adhere to KDG’s structured
representation format, we convert each of these rep-
resentations into a table, where rows are predicate-
argument structures and columns correspond to
different argument roles.

Logical form language Our logical form lan-
guage identifies five basic elements in the table rep-
resentation: predicate-argument structures (i.e., ta-
ble rows), relations (column-headers), strings, num-

6We used the AllenNLP implementations of state-of-the-
art models for all of these representations (Gardner et al., 2017;
Dozat et al., 2017; He et al., 2017; Stanovsky et al., 2018).
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Figure 1: Distribution of the most popular question prefixes for two different subsets of the training data.

bers, and dates. In addition, it defines functions
that operate on these elements, such as counters and
filters.7 Following Krishnamurthy et al. (2017),
we use the argument and return types of these
functions to automatically induce a grammar to
constrain the parser. We also add context-specific
rules to produce strings occurring in both question
and paragraph, and those paragraph strings that are
neighbors of question tokens in the GloVe embed-
ding space (Pennington et al., 2014), up to a cosine
distance of d.8 The complete set of functions used
in our language and their induced grammar can be
found in the code release.

Training and inference During training, the
KDG parser maximizes the marginal likelihood of
a set of (possibly spurious) question logical forms
that evaluate to the correct answer. We obtain this
set by performing an exhaustive search over the
grammar up to a preset tree depth. At test time, we
use beam search to produce the most likely logical
form, which is then executed to predict an answer.

5.2 SQuAD-style Reading Comprehension

We test four different SQuAD-style reading com-
prehension models on DROP: (1) BiDAF (Seo
et al., 2017), which is the adversarial baseline

7For example filter number greater takes a set of
predicate-argument structures, the name of a relation, and a
number, and returns all those structures where the numbers
in the argument specified by the relation are greater than the
given number.

8d = 0.3 was manually tuned on the development set.

we used in data construction (66.8% EM on
SQuAD 1.1); (2) QANet (Yu et al., 2018), cur-
rently the best-performing published model on
SQuAD 1.1 without data augmentation or pre-
training (72.7% EM); (3) QANet + ELMo, which
enhances the QANet model by concatenating pre-
trained ELMo representations (Peters et al., 2018)
to the original embeddings (78.7% EM); (4) BERT
(Devlin et al., 2019), which recently achieved im-
provements on many NLP tasks with a novel pre-
training technique (84.7% EM).9

These models require a few minor adaptations
when training on DROP. While SQuAD provides
answer indices in the passage, our dataset only
provides the answer strings. To address this, we use
the marginal likelihood objective function proposed
by Clark and Gardner (2018), which sums over
the probabilities of all the matching spans.10 We
also omitted the training questions which cannot
be answered by a span in the passage (45%), and
therefore cannot be represented by these systems.

For the BiDAF baseline, we use the implementa-
tion in AllenNLP but change it to use the marginal
objective. For the QANet model, our settings differ
from the original paper only in the batch size (16
v.s. 32) and number of blocks in the modeling layer

9The first three scores are based on our own im-
plementation, while the score for BERT is based on
an open-source implementation from Hugging Face:
https://github.com/huggingface/pytorch-pretrained-bert

10For the black-box BERT model, we convert DROP to
SQuAD format by using the first match as the gold span.
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(6 v.s. 7) due to the GPU memory limit. We adopt
the ELMo representations trained on 5.5B corpus
for the QANet+ELMo baseline and the large un-
cased BERT model for the BERT baseline. The
hyper-parameters for our NAQANet model (§6) are
the same as for the QANet baseline.

5.3 Heuristic Baselines

A recent line of work (Gururangan et al., 2018;
Kaushik and Lipton, 2018) has identified that pop-
ular crowdsourced NLP datasets (such as SQuAD
(Rajpurkar et al., 2016) or SNLI (Bowman et al.,
2015)) are prone to have artifacts and annotation
biases which can be exploited by supervised algo-
rithms that learn to pick up these artifacts as signal
instead of more meaningful semantic features. We
estimate artifacts by training the QANet model de-
scribed in Section 5.2 on a version of DROP where
either the question or the paragraph input repre-
sentation vectors are zeroed out (question-only
and paragraph-only, respectively). Consequently,
the resulting models can then only predict answer
spans from either the question or the paragraph.

In addition, we devise a baseline that estimates
the answer variance in DROP. We start by counting
the unigram and bigram answer frequency for each
wh question-word in the train set (as the first word
in the question). The majority baseline then pre-
dicts an answer as the set of 3 most common answer
spans for the input question word (e.g., for “when”,
these were “quarter”, “end” and “October”).

6 NAQANet

DROP is designed to encourage models that com-
bine neural reading comprehension with symbolic
reasoning. None of the baselines we described in
Section 5 can do this. As a preliminary attempt
toward this goal, we propose a numerically-aware
QANet model, NAQANet, which allows the state-
of-the-art reading comprehension system to pro-
duce three new answer types: (1) spans from the
question; (2) counts; (3) addition or subtraction
over numbers. To predict numbers, the model first
predicts whether the answer is a count or an arith-
metic expression. It then predicts the specific num-
bers involved in the expression. This can be viewed
as the neural model producing a partially executed
logical form, leaving the final arithmetic to a sym-
bolic system. While this model can currently only
handle a very limited set of operations, we believe
this is a promising approach to combining neural

methods and symbolic reasoning. The model is
trained by marginalizing over all execution paths
that lead to the correct answer.

6.1 Model Description
Our NAQANet model follows the typical archi-
tecture of previous reading comprehension mod-
els, which is composed of embedding, encoding,
passage-question attention, and output layers. We
use the original QANet architecture for everything
up to the output layer. This gives us a question rep-
resentation Q ∈ Rm×d, and a projected question-
aware passage representation P̄ ∈ Rn×d. We have
four different output layers, for the four different
kinds of answers the model can produce:

Passage span As in the original QANet model,
to predict an answer in the passage we apply three
repetitions of the QANet encoder to the passage
representation P̄ and get their outputs as M0, M1,
M2 respectively. Then the probabilities of the start-
ing and ending positions from the passage can be
computed as:

pp start = softmax(FFN([M0; M1]), (1)

pp end = softmax(FFN([M0; M2]) (2)

where FFN is a two-layer feed-forward network
with the RELU activation.

Question span Some questions in DROP have
their answer in the question instead of the passage.
To predict an answer from the question, the model
first computes a vector hP that represents the infor-
mation it finds in the passage:

αP = softmax(WP P̄), (3)

hP = αP P̄ (4)

Then it computes the probabilities of the starting
and ending positions from the question as:

pq start = softmax(FFN([Q; e|Q| ⊗ hP ]), (5)

pq end = softmax(FFN([Q; e|Q| ⊗ hP ]) (6)

where the outer product with the identity (e|Q| ⊗ ·)
simply repeats hP for each question word.

Count We model the capability of counting as
a multi-class classification problem. Specifically,
we consider ten numbers (0–9) in this preliminary
model and the probabilities of choosing these num-
bers is computed based on the passage vector hP :

pcount = softmax(FFN(hP )) (7)
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Arithmetic expression Many questions in
DROP require the model to locate multiple
numbers in the passage and add or subtract them
to get the final answer. To model this process,
we first extract all the numbers from the passage
and then learn to assign a plus, minus or zero for
each number. In this way, we get an arithmetic
expression composed of signed numbers, which
can be evaluated to give the final answer.

To do this, we first apply another QANet encoder
to M2 and get a new passage representation M3.
Then we select an index over the concatenation of
M0 and M3, to get a representation for each number
in this passage. The ith number can be represented
as hNi and the probabilities of this number being
assigned a plus, minus or zero are:

p
sign
i = softmax(FFN(hNi )) (8)

Answer type prediction We use a categorical
variable to decide between the above four answer
types, with probabilities computed as:

ptype = softmax(FFN([hP ,hQ])) (9)

where hQ is computed over Q, in a similar way as
we did for hP . At test time, we first determine this
answer type greedily and then get the best answer
from the selected type.

6.2 Weakly-Supervised Training
For supervision, DROP contains only the answer
string, not which of the above answer types is
used to arrive at the answer. To train our model,
we adopt the weakly supervised training method
widely used in the semantic parsing literature (Be-
rant et al., 2013a). We find all executions that eval-
uate to the correct answer, including matching pas-
sage spans and question spans, correct count num-
bers, as well as sign assignments for numbers. Our
training objective is then to maximize the marginal
likelihood of these executions.11

7 Results and Discussion

The performance of all tested models on the
DROP dataset is presented in Table 4. Most notably,
all models perform significantly worse than on
other prominent reading comprehension datasets,
while human performance remains at similar high

11Due to the exponential search space and the possible
noise, we only search the addition/subtraction of two numbers.
Given this limited search space, the search and marginalization
are exact.

Method Dev Test

EM F1 EM F1

Heuristic Baselines
Majority 0.09 1.38 0.07 1.44
Q-only 4.28 8.07 4.18 8.59
P-only 0.13 2.27 0.14 2.26

Semantic Parsing
Syn Dep 9.38 11.64 8.51 10.84
OpenIE 8.80 11.31 8.53 10.77
SRL 9.28 11.72 8.98 11.45

SQuAD-style RC
BiDAF 26.06 28.85 24.75 27.49
QANet 27.50 30.44 25.50 28.36
QANet+ELMo 27.71 30.33 27.08 29.67
BERT 30.10 33.36 29.45 32.70

NAQANet
+ Q Span 25.94 29.17 24.98 28.18
+ Count 30.09 33.92 30.04 32.75
+ Add/Sub 43.07 45.71 40.40 42.96
Complete Model 46.20 49.24 44.07 47.01

Human - - 94.09 96.42

Table 4: Performance of the different models on our de-
velopment and test set, in terms of Exact Match (EM),
and numerically-focused F1 (§5). Both metrics are cal-
culated as the maximum against a set of gold answers.

levels.12 For example, BERT, the current state-of-
the-art on SQuAD, drops by more than 50 abso-
lute F1 points. This is a positive indication that
DROP is indeed a challenging reading comprehen-
sion dataset, which opens the door for tackling new
and complex reasoning problems on a large scale.

The best performance is obtained by our
NAQANet model. Table 6 shows that our gains are
obtained on the challenging and frequent number
answer type, which requires various complex types
of reasoning. Future work may also try combining
our model with BERT. Furthermore, we find that all
heuristic baselines do poorly on our data, hopefully
attesting to relatively small biases in DROP.

Difficulties of building semantic parsers We
see that all the semantic parsing baselines perform
quite poorly on DROP. This is mainly because of
our pipeline of extracting tabular information from
paragraphs, followed by the denotation-driven log-
ical form search, can yield logical forms only for
a subset of the training data. For SRL and syntac-
tic dependency sentence representation schemes,

12Human performance was estimated by the authors collec-
tively answering 560 questions from the test set, which were
then evaluated using the same metric as learned systems. This
is in contrast to holding out one gold annotation and evaluating
it against the other annotations, as done in prior work, which
underestimates human performance relative to systems.
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Phenomenon Passage Highlights Question Answer Our
model

Subtraction
+ Coreference

. . . Twenty-five of his 150 men were
sick, and his advance stalled . . .

How many of Bartolom de Ams-
queta’s 150 men were not sick?

125 145

Count + Filter . . . Macedonians were the largest ethnic
group in Skopje, with 338,358 inhabi-
tants . . . Then came . . . Serbs (14,298
inhabitants), Turks (8,595), Bosniaks
(7,585) and Vlachs (2,557) . . .

How many ethnicities had less than
10000 people?

3 2

Domain
knowledge

. . . Smith was sidelined by a torn pec-
toral muscle suffered during practice . . .

How many quarters did Smith play? 0 2

Addition . . . culminating in the Battle of Vienna
of 1683, which marked the start of the
15-year-long Great Turkish War . . .

What year did the Great Turkish
War end?

1698 1668

Table 5: Representative examples from our model’s error analysis. We list the identified semantic phenomenon,
the relevant passage highlights, a gold question-answer pair, and the erroneous prediction by our model.

the search was able to yield logical forms for 34%
of the training data, whereas with OpenIE, it was
only 25%. On closer examination of a sample of
60 questions and the information extracted by the
SRL scheme (the best performing of the three), we
found that only 25% of the resulting tables con-
tained information needed to the answer the ques-
tions. These observations show that high quality
information extraction is a strong prerequisite for
building semantic parsers for DROP. Additionally,
the fact that this is a weakly supervised semantic
parsing problem also makes training hard. The
biggest challenge in this setup is the spuriousness
of logical forms used for training, where the logical
form evaluates to the correct denotation but does
not actually reflect the semantics of the question.
This makes it hard for the model trained on these
spurious logical forms to generalize to unseen data.
From the set of logical forms for a sample of 60
questions analyzed, we found that only 8 questions
(13%) contained non-spurious logical forms.

Error Analysis Finally, in order to better under-
stand the outstanding challenges in DROP, we con-
ducted an error analysis on a random sample of
100 erroneous NAQANet predictions. The most
common errors were on questions which required
complex type of reasoning, such as arithmetic
operations (evident in 51% of the errors), count-
ing (30%), domain knowledge and common sense
(23%), co-reference (6%), or a combination of dif-
ferent types of reasoning (40%). See Table 5 for
examples of some of the common phenomena.

Type (%)
Exact Match F1

QN+ BERT QN+ BERT

Date 1.57 28.7 38.7 35.5 42.8
Numbers 61.94 44.0 14.5 44.2 14.8
Single Span 31.71 58.2 64.6 64.6 70.1
> 1 Spans 4.77 0 0 17.13 25.0

Table 6: Dev set performance breakdown by different
answer types; our model (NAQANet, marked as QN+)
vs. BERT, the best-performing baseline.

8 Conclusion

We have presented DROP, a dataset of com-
plex reading comprehension questions that require
Discrete Reasoning Over Paragraphs. This dataset
is substantially more challenging than existing
datasets, with the best baseline achieving only
32.7% F1, while humans achieve 96%. We hope
this dataset will spur research into more compre-
hensive analysis of paragraphs, and into methods
that combine distributed representations with sym-
bolic reasoning. We have additionally presented
initial work in this direction, with a model that
augments QANet with limited numerical reasoning
capability, achieving 47% F1 on DROP.

Acknowledgments

We would like to thank Noah Smith, Yoav Gold-
berg, and Jonathan Berant for insightful discussions
that informed the direction of this work. The com-
putations on beaker.org were supported in part
by credits from Google Cloud.

2376



References
Michele Banko, Michael J. Cafarella, Stephen Soder-

land, Matthew G Broadhead, and Oren Etzioni.
2007. Open information extraction from the web. In
IJCAI.

Jonathan Berant, Andrew Chou, Roy Frostig, and Percy
Liang. 2013a. Semantic parsing on freebase from
question-answer pairs. In EMNLP.

Jonathan Berant, Andrew Chou, Roy Frostig, and Percy
Liang. 2013b. Semantic parsing on freebase from
question-answer pairs. In Proceedings of the 2013
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 1533–1544.

Samuel R. Bowman, Gabor Angeli, Christopher Potts,
and Christopher D. Manning. 2015. A large anno-
tated corpus for learning natural language inference.
In EMNLP.

Xavier Carreras and Lluı́s Màrquez. 2005. Introduc-
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Simon Šuster and Walter Daelemans. 2018. Clicr: a
dataset of clinical case reports for machine reading
comprehension.

Alon Talmor and Jonathan Berant. 2018. The web as
a knowledge-base for answering complex questions.
In NAACL-HLT.

Johannes Welbl, Pontus Stenetorp, and Sebastian
Riedel. 2018. Constructing datasets for multi-hop
reading comprehension across documents. TACL,
6:287–302.

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Ben-
gio, William W. Cohen, Ruslan Salakhutdinov, and
Christopher D. Manning. 2018. Hotpotqa: A dataset
for diverse, explainable multi-hop question answer-
ing. In EMNLP.

Pengcheng Yin and Graham Neubig. 2017. A syntactic
neural model for general-purpose code generation.
In ACL’17.

Adams Wei Yu, David Dohan, Minh-Thang Luong, Rui
Zhao, Kai Chen, Mohammad Norouzi, and Quoc V.
Le. 2018. Qanet: Combining local convolution
with global self-attention for reading comprehen-
sion. ICLR.

John M. Zelle and Raymond J. Mooney. 1996. Learn-
ing to parse database queries using inductive logic
programming. In AAAI/IAAI, Vol. 2.

Rowan Zellers, Yonatan Bisk, Ali Farhadi, and Yejin
Choi. 2019. From recognition to cognition: Visual
commonsense reasoning. CVPR, abs/1811.10830.

Rowan Zellers, Yonatan Bisk, Roy Schwartz, and Yejin
Choi. 2018. Swag: A large-scale adversarial dataset
for grounded commonsense inference. In EMNLP.

Luke S. Zettlemoyer and Michael Collins. 2005. Learn-
ing to map sentences to logical form: Structured
classification with probabilistic categorial grammars.
In UAI.

Sheng Zhang, Xiaodong Liu, Jingjing Liu, Jianfeng
Gao, Kevin Duh, and Benjamin Van Durme. 2019.
ReCoRD: Bridging the gap between human and ma-
chine commonsense reading comprehension.

2378



Proceedings of NAACL-HLT 2019, pages 2379–2389
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

An Encoding Strategy Based Word-Character LSTM for Chinese NER

Wei Liu1,2, Tongge Xu3,1, Qinghua Xu1,2, Jiayu Song2, Yueran Zu2

1Hefei Innovation Research Institute, Beihang University
2School of Computer Science and Engineering, Beihang University

3School of Cyber Science and Technology, Beihang University
{liuwei1206, xutg, xuqh buaa, heavensyc, yueranzu}@buaa.edu.cn

Abstract

A recently proposed lattice model has demon-
strated that words in character sequence can
provide rich word boundary information for
character-based Chinese NER model. In this
model, word information is integrated into a
shortcut path between the start and the end
characters of the word. However, the exis-
tence of shortcut path may cause the model
to degenerate into a partial word-based model,
which will suffer from word segmentation er-
rors. Furthermore, the lattice model can not
be trained in batches due to its DAG struc-
ture. In this paper, we propose a novel word-
character LSTM(WC-LSTM) model to add
word information into the start or the end char-
acter of the word, alleviating the influence of
word segmentation errors while obtaining the
word boundary information. Four different
strategies are explored in our model to en-
code word information into a fixed-sized rep-
resentation for efficient batch training. Ex-
periments on benchmark datasets show that
our proposed model outperforms other state-
of-the-arts models.

1 Introduction

Name Entity Recognition(NER) is a basic task
of many NLP systems including Information
Retrieval (Virga and Khudanpur, 2003), Rela-
tionship Extraction (Miwa and Bansal, 2016),
Question Answering (Mollá et al., 2006). The
main task of NER is to identify named enti-
ties such as person, location, organization, etc.
in given text. Various methods have been pro-
posed to tackle this problem, including Hid-
den Markov Models(HMMs) (Saito and Nagata,
2003), Maximum Entropy Models(ME) (Chieu
and Ng, 2003), Support Vector Machines(SVM)
(Ekbal and Bandyopadhyay, 2010) and Condi-
tional Random Fields(CRF) (Feng et al., 2006).
With the development of deep learning, neural net-
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(b) Degraded lattice model in extreme cases

Figure 1: An example of the lattice model degen-
erates into a partial word-based model. Due to the
shortcut path ”江(River)” → ”江水(River Water)”
→ ”水(Water)”, the model incorrectly predicts that
”江(River)” and ”水(Water)” belong to the same entity.
Red labels(without underline) denote predicted labels,
and blue labels(with underline) denote gold labels.

works (Huang et al., 2015; Lample et al., 2016;
Habibi et al., 2017) have been introduced to NER
task. To avoid the segmentation errors, most of
neural Chinese NER models are character-based.

Although character-based method has achieved
good performance, it does not exploit word in-
formation in character sequence. Entity bound-
aries usually coincide with some word bound-
aries, which suggests that words in character se-
quence can provide rich boundary information for
character-based model. To integrate words in-
formation into character-based model, Zhang and
Yang (2018) propose a lattice-structured LSTM

2379



model to encode a sequence of input characters
as well as all potential words that match a lex-
icon. Their model is an extension of character-
based LSTM-CRF model and uses extra ”shortcut
paths” to link the memory cell between the start
and the end characters of a word for utilizing word
information. And the gated recurrent unit is used
to control the contribution of shortcut paths and
path between adjacent characters. However, as
the study of (Yang et al., 2018) shown, the gate
mechanism fails to choose the right path some-
times. As shown in Figure 1, wrong choices may
cause lattice model to degenerate into a partial
word-based model, which suffers from word seg-
mentation errors. In addition, due to the variable
length of words, the length of the whole path is
not fixed. Besides, each character is bounded with
a variable-sized candidate word sets, which means
the amount of incoming and outcoming paths is
not fixed either. In this case, lattice LSTM model
is deprived of the power of batch training, and
hence it is highly inefficient.

To address the above problems, we propose
a novel word-character LSTM(WC-LSTM) to
integrate word information into character-based
model. To prevent our model from degenerating
into a partial word-based model, we assign word
information to a single character and ensure that
there are no shortcut paths between characters.
Specifically, word information is assigned to its
end character and start character in forward WC-
LSTM and backward WC-LSTM respectively. We
introduce four strategies to extract fixed-sized use-
ful information from different words, which en-
sures that our proposed model can perform batch
training without losing word information.

We demonstrate the effectiveness of our archi-
tecture on four widely used datasets. Experimental
results show that our proposed model outperforms
other state-of-the-art models on the four datasets.

Our contributions of this paper can be con-
cluded as follows:

• We propose a novel word-character
LSTM(WC-LSTM) to incorporate word
information into character-based model.

• We explore four different strategies to en-
code word information into a fixed-sized vec-
tor, which enables our proposed model to be
trained in batches and adapted to various ap-
plication scenarios.

• Our proposed model outperforms other mod-
els and achieves new state-of-the-art over
four Chinese NER datasets. We release the
source code for further research1.

2 Related Work

Neural Networks have been shown to achieve im-
pressive results on Name Entity Recognition task
(Gregoric et al., 2018; Lin and Lu, 2018). Based
on the level of granularity, most of the models can
be divided into three categories: word-based mod-
els, character-based models, and hybrid models.

Word-Based Models. Collobert and Weston
(2008) propose one of the first word-based mod-
els for NER, with feature constructed from ortho-
graphic features, dictionaries and lexicons (Yadav
and Bethard, 2018). Collobert et al. (2011) replace
the hand-crafted features with word embeddings.
Huang et al. (2015) propose a BiLSTM-CRF
model for NER and achieves good performance.
Ma and Hovy (2016) and Chiu and Nichols (2016)
use CNN to capture spelling characteristics and
Lample et al. (2016) use LSTM instead. When
applied to Chinese NER, the above models all suf-
fer from segmentation errors, since Chinese word
segmentation is compulsory for those models.

Character-Based Models. Peng and Dredze
(2015) propose to add segmentation features for
better recognition of entity boundary. Dong
et al. (2016) integrate radical-level features into
character-based model. To eliminate the ambigu-
ity of character, Sun and He (2017) take the posi-
tion of character into account. Although the above
models have achieved good results, they all ignore
word information in character sequence.

Hybrid Models. Some efforts have been
made to integrate word boundary information into
character-based models. Motivated by the suc-
cess of multi-task learning for Natural Language
Processing (Liu et al., 2016, 2017; Zhang et al.,
2018), Peng and Dredze (2016) first proposed
to jointly train Chinese NER with Chinese word
segmentation(CWS) task. Cao et al. (2018) ap-
ply adversarial transfer learning framework to in-
tegrate the task-shared word boundary informa-
tion into Chinese NER task. Another way to ob-
tain word boundary information is proposed by
(Zhang and Yang, 2018), using a lattice LSTM
to integrate word information into character-based
model, which is similar to what is proposed in

1https://github.com/liuwei1206/CCW-NER
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Figure 2: The architecture of our unidirectional model. The blue part can be seen as a standard character-based
model but with a word-character LSTM(WC-LSTM), and the red part indicates the process of encoding word
information into a fixed-size representation. Word information is integrated into the end character of the word.
Where ”<PAD>” denotes padding value; ”Stgy” denotes a certain encoding strategy and⊕ denotes concatenation
operation.

this paper. The main differences are as follows.
Firstly, they exploit word information by a DAG-
structured LSTM, while we use a chain-structured
LSTM. Secondly, instead of integrating to the hid-
den state of LSTM, our model add word informa-
tion into the input vector. Finally, our model can
be trained in batches and is more efficient.

3 Method

The architecture of our proposed model is shown
in Figure 2. Same as the widely used neural
Chinese NER model, we use LSTM-CRF as our
main network structure. The differences between
our model and a standard LSTM-CRF model are
mainly on the embedding layer and LSTM and can
be summarized as follows. First, we represent a
Chinese sentence as a sequence of character-words
pairs to integrate word information into each char-
acter. Second, to enable our model to train in
batches and to meet different application require-
ments, we introduce four encoding strategies to
extract fixed-sized but different information from
words. Finally, a chain-structured word-character
LSTM is used to extract features from both char-
acter and word for better predicting.

Next, we will explain the main ideas for each
component, including word-character embedding
layer, word encoding strategy, and word-character
LSTM.

Formally, we denote a Chinese sentence as s =

{c1, c2, ..., cn}, where ci denotes the ith charac-
ter. We use cb,e to denote a character subsequence
in s, which begins with bth character and ends
with eth character. Take the sentence in Figure 2
for example, c1,2 is ”上涨(Rise)”. We use −→wsi
to denote words assigned to ith character in for-
ward WC-LSTM, which are a set of character sub-
sequences cb,i, where b < i and cb,i matches a
word in lexicon D. The lexicon D is the same as
the one used in (Zhang and Yang, 2018), which
is built by using automatically segmented large
raw text. Similarly, we use ←−wsi to denote the
words for ith character in backward WC-LSTM,
which are a set of character subsequences ci,e,
where e > i and ci,e matches a word in lexi-
con D. Finally, the sentence s is represented as
−→rs = {(c1,−−→ws1), (c2,−−→ws2), ..., (cn,−−→wsn)} in our
model, and its reverse representation is ←−rs =
{(cn,←−−wsn), (cn−1,←−−−−wsn−1), ..., (c1,

←−−ws1)}.

3.1 Word-Character Embedding Layer

In our model, Each position i in −→rs consists of
two parts: ith character ci and the assigned words
−→wsi. The origin number of words in −→wsi is sti, and
words are sorted by their length. We ensure each
−→wsi has the same number spi

2 in the whole batch
by padding. We embed each character ci in dis-

2The number depends on the maximum sti in the whole
batch, and it can not be less than 1.
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tributional space as xci :

xci = ec(ci) (1)

where ec denotes a pre-trained character embed-
ding lookup table. Similarly, for each −→wsi =
{−→wi1, ...,−−→wispi }, the lth word −→wil in −→wsi is repre-
sented using

x
−→w
il = ew(−→wil) (2)

where ew denotes a pre-trained word embedding
lookup table. As a result, the distributional repre-
sentation of words −→wsi is {x−→wi1 , ...,x

−→w
ispi
}.

3.2 Words Encoding Strategy
Although the number of assigned words spi for
each character ci is same in one batch, the num-
ber varies from batch to batch. As a result, the
size of input to the model is not fixed, which is
not conducive to batch training. To acquire fixed-
sized input, we introduce four different encoding
strategies in this section. And we use x

−→ws
i to de-

note the final representation of word information
for position i in following sections.

Shortest Word First: For each word set−→wsi =
{−→wi1, ...,−−→wispi }, we simply select word whose
length is the shortest, i.e. −→wi1. Then

x
−→ws
i = x

−→w
i1 (3)

Longest Word First: Contrary to the short-
est word first, we select word whose length is the
longest, i.e. −−→wisti . Note that sti may be 0, in this
case, we set it to 1. Then

x
−→ws
i = x

−→w
isti

(4)

Average: While the first two strategies can only
use the information of partial words, we intro-
duce an average strategy to utilize all word infor-
mation. As its name indicates, the average strat-
egy computes the centroid of the embeddings of
all elements except paddings in word set , i.e.
{−→wi1, ...,−−→wisti}. If sti = 0, we simply average all
the padding value in the word set. Then

x
−→ws
i =





1
sti

∑sti
l=1 x

−→w
il , if sti > 0

1
spi

∑spi
l=1 x

−→w
il , if sti = 0

(5)

Self-Attention: Inspired by self-attention
mechanism applied to sentence embedding (Lin
et al., 2017), we exploit self-attention to better

capture useful information from assigned words.
For simplicity, we denote all the x

−→w
il as Wi, which

has the size spi -by-dw, where dw denotes the di-
mensionality of word embedding ew.

Wi = (x
−→w
i1 , ...,x

−→w
ispi

) (6)

We use self-attention mechanism to obtain a linear
combination of spi word embeddings in Wi. The
attention mechanism takes Wi as input, and gen-
erates a weight vector ai.

ai = softmax(w2tanh(W1W
T
i )) (7)

W1 is a weight matrix with the size of da-by-dw

and w2 is a da dimensional vector, where da is
a hyperparameter. Both of them are trainable pa-
rameters.

If sti > 0, we use the mask to exclude the
padding values; otherwise we reserve them. Fi-
nally, we use ai to get the weighted sum of all
words.

x
−→ws
i =

{∑sti
l=1 ailx

−→w
il , if sti > 0

∑spi
l=1 ailx

−→w
il , if sti = 0

(8)

where ail denotes the lth value in ai.

3.3 Word-Character LSTM(WC-LSTM)
Inspired by the way character bigram is integrated
into sequence labeling model (Chen et al., 2015;
Yang et al., 2017), we concatenate each xci with
x
−→ws
i to utilize word information. And this is quite

different from the way used in (Zhang and Yang,
2018), since they use extra shortcut paths to in-
tegrate word information into the hidden layer of
LSTM. By concatenating, there is no shortcut path
in our model and information can only flow be-
tween adjacent characters, which ensures that our
model will not degenerate into a partial word-
based model. Then the WC-LSTM functions are:




c̃i
oi
ii
fi


 =




tanh
σ
σ
σ



(
Wp

[
xi

hi−1

]
+ bp

)
(9)

xi = xci ⊕ x
−→ws
i

ci = c̃i � ii + ci−1 � fi

hi = oi � tanh(ci)
(10)

where oi, ii and fi denote output gate, input gate
and forget gate respectively. Wp and bp are pa-
rameters of affine transformation; σ denotes the
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logistic sigmoid function; ⊕ denotes concatena-
tion operation and � denotes elementwise multi-
plication.

The bidirectional WC-LSTM is applied in our
model to leverage both information from the
past and the future. To get the future infor-
mation, we use a second WC-LSTM that reads
the reverse representation of −→rs, i.e., ←−rs =
{(cn,←−−wsn), (cn−1,←−−−−wsn−1), ..., (c1,

←−−ws1)}. And
the following operations to get each backward
WC-LSTM hidden vector

←−
hi is the same as the one

in the forward WC-LSTM. Finally, the update of
each bidirectional WC-LSTM unit can be written
as follows:

−→xi = xci ⊕ x
−→ws
i

←−xi = xci ⊕ x
←−ws
i

−→
hi =

−−−−−−−−−→
WC− LSTM(

−−→
hi−1,

−→
xi)

←−
hi =

←−−−−−−−−−
WC− LSTM(

←−−
hi+1,

←−
xi)

hi =
−→
hi ⊕

←−
hi

(11)

where
−→
hi and

←−
hi are hidden states at position i

of forward and backward WC-LSTM respectively,
and ⊕ denotes concatenation operation.

3.4 Decoding and Training
Considering the dependencies between successive
labels, we use a CRF layer to make sequence tag-
ging. We define matrix O to be scores calculated
based on the output H = {h1,h2, ...,hn}:

O = WoH+ bo (12)

For a label sequence y = {y1, y2, ..., yn}, we de-
fine its probability to be:

p(y|s) = exp
(∑

i

(
Oi,yi +Tyi−1,yi

))
∑

ỹ exp
(∑

i

(
Oi,ỹi +Tỹi−1,ỹi

))

(13)
Where Wo and bo are paramters to calculate O;
T is a transition score matrix and ỹ denotes all
possible tag sequences.

While decoding, we use the Viterbi algorithm to
find the label sequences that obtained the highest
score:

y∗ = argmax
y∈ỹ

∑

i

(
Oi,yi +Tyi−1,yi

)
(14)

Given N manually labeled data {(sj ,yj)}|Nj=1,
we minimize the sentence-level negative log-
likelihood loss to train the model:

L = −
∑

j

log(p(yj |sj)) (15)

Dataset Train sent Dev sent Test sent
OntoNotes 15724 4301 4346

MSRA 46364 - 4365
Weibo NER 1350 270 270

Chinese resume 3821 463 477

Table 1: Statistics of the datasets

4 Experiments

4.1 Experimental Settings

Dataset. We evaluate our model on four datasets,
including OntoNotes4 (Weischedel et al., 2011),
MSRA (Levow, 2006), Weibo NER (Peng and
Dredze, 2015) and a Chinese resume dataset
(Zhang and Yang, 2018). Both OntoNotes4 and
MSRA datasets are news in simplified Chinese.
Weibo NER dataset is social media data, which
is drawn from the Sina Weibo. Chinese resume
dataset consists of resumes of senior executives,
which is annotated by (Zhang and Yang, 2018).
For OntoNotes, we use the same training, devel-
opment and test splits as (Che et al., 2013). For
other datasets which have already been split, and
we don’t change them. We summarize the datasets
in Table 1.

Implementation Details. We utilize the char-
acter and word embeddings used in (Zhang and
Yang, 2018), both of which are pre-trained on Chi-
nese Giga-Word using word2vec model. Follow-
ing (Zhang and Yang, 2018), we use the word em-
bedding dictionary as Lexicon D in our model.
For characters and words that do not appear in the
pretrained embeddings, we initialize them with a
uniform distribution3. When training the model,
character embeddings and word embeddings are
updated along with other parameters.

For hyper-parameter configurations, we mostly
refer to the settings in (Zhang and Yang, 2018).
We set both character embedding size and word
embedding size to 50. The dimensionality of each
unidirectional multi-input LSTM hidden states is
100 for Weibo NER and Chinese Resume, and
200 for OntoNote 4 and MSRA. For self-attention
strategy, we set the da to 50. To avoid overfitting,
we apply dropout to both embeddings and LSTM
with a rate of 0.5. We use SGD to optimize all
the trainable parameters. Learning rate is set to
0.015 initially and decays during training at a rate

3The range is
[
−
√

3
dim

,+
√

3
dim

]
, where dim demotes

the size of embedding.
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Input Models P R F1

Gold seg
Wang et al. (2013) 76.43 72.32 74.32
Che et al. (2013) 77.71 72.51 75.02
Yang et al. (2016) 65.59 71.84 68.57

No seg

Lattice (Zhang and Yang, 2018) 76.35 71.56 73.88
Character baseline 70.08 60.53 64.95
WC-LSTM + shortest 76.39 72.39 74.34
WC-LSTM + longest 75.62 72.76 74.16
WC-LSTM + average 76.04 72.03 73.98
WC-LSTM + self-attention 76.09 72.85 74.43

Table 2: Results on OntoNotes

of 0.05.
For evaluation, we use the Precision(P), Re-

call(R) and F1 score as metrics in our experiments.

4.2 Experimental Results

OntoNotes. Table 2 shows the experimental re-
sults on OntoNote 4 dataset. The ”Input” column
shows the representation of input sentence, where
”Gold seg” means a sequence of words with gold-
standard segmentation, and ”No seg” means a se-
quence of character without any segmentation.

The first block in Table 2 are the results of word-
based models (Wang et al., 2013; Che et al., 2013;
Yang et al., 2016). By using gold-standard seg-
mentation and external labeled data, all of them
achieve good performance. But the only resource
used in our model are pretrained character and
word embeddings.

The first two rows in the second block show the
performance of the lattice model and character-
based model. The character baseline denotes
the original character-based BiLSTM-CRF model.
Zhang and Yang (2018) propose a lattice LSTM
to exploit word information in character sequence,
giving the F1 score of 73.88%. Compared with
the character baseline, lattice model gains 8.92%
improvement in F1 score, which shows the impor-
tance of word information in character sequence.

In the last four rows, we list the results of our
proposed model. The results show that all of our
models outperform other character-based models,
and the one with self-attention strategy achieves
the best result. Without gold-standard segmen-
tation and external labeled data, our model gives
competitive results to the word-based models on
this dataset. Compared with the character base-
line, our model with self-attention obtains 9.48%
improvement in F1 score, which proves the effec-
tiveness of our way to integrating word informa-
tion. Compared with lattice model, all of our mod-
els achieve better results, which shows that our

Models P R F1
Zhang et al. (2006) 92.20 90.18 91.18
Zhou et al. (2013) 91.86 88.75 90.28
Dong et al. (2016) 91.28 90.62 90.95
Cao et al. (2018) 91.73 89.58 90.64
Lattice (Zhang and Yang, 2018) 93.57 92.79 93.18
Character baseline 89.61 86.98 88.37
WC-LSTM + shortest 93.97 92.59 93.28
WC-LSTM + longest 94.33 93.11 93.71
WC-LSTM + average 94.58 92.91 93.74
WC-LSTM + self-attention 94.36 92.38 93.36

Table 3: Results on MSRA

Models NE NM Overall
Peng and Dredze (2015) 51.96 61.05 56.05
Peng and Dredze (2016) 55.28 62.97 58.99
Sun and He (2017) 54.50 62.17 58.23
He and Sun (2017) 50.60 59.32 54.82
Cao et al. (2018) 54.34 57.35 58.70
Lattice (Zhang and Yang, 2018) 53.04 62.25 58.79
Character baseline 47.98 57.94 52.88
WC-LSTM + shortest 52.99 65.75 59.20
WC-LSTM + longest 52.55 67.41 59.84
WC-LSTM + average 53.19 64.17 58.67
WC-LSTM + self-attention 49.86 65.31 57.51

Table 4: Results on Weibo NER

approach to integrating word information is more
reasonable than lattice model.

MSRA. Table 3 shows the results on MSRA
dataset. Zhang et al. (2006) and Zhou et al. (2013)
use the statistical model with rich hand-crafted
features. Dong et al. (2016) exploit radical fea-
tures in Chinese character. Cao et al. (2018) joint
train Chinese NER task with Chinese word seg-
mentation, in which adversarial learning and self-
attention mechanism are applied for better perfor-
mance. We can observe that our proposed mod-
els outperformance the above models and the one
with average strategy achieves new state-of-the-art
performance.

Weibo. Table 4 shows the results4 on Weibo
dataset. The ”NE”, ”NM” and ”Overall” columns
denote F1-score for named entities, nominal en-
tities(excluding named entities) and both respec-
tively. We can see that WC-LSTM model with
longest word first strategy achieves new state-of-
the-art performance. Multi-task learning (Peng
and Dredze, 2015, 2016; Cao et al., 2018) and
semi-supervised learning (Sun and He, 2017; He
and Sun, 2017) are the most common methods

4The results of (Peng and Dredze, 2015, 2016) are taken
from (Peng and Dredze, 2017)
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Models P R F1
Lattice (Zhang and Yang, 2018) 94.81 94.11 94.46
Character baseline 93.26 93.44 93.35
WC-LSTM + shortest 94.97 94.91 94.94
WC-LSTM + longest 95.27 95.15 95.21
WC-LSTM + average 95.09 94.97 95.03
WC-LSTM + self-attention 95.14 94.79 94.96

Table 5: Results on Chinese Resume

Time(s)/epoch
Character baseline (batch size=1) 880
Character baseline (batch size=8) 253
Lattice 2245
WC-LSTM (batch size=1) 980
WC-LSTM (batch size=8) 350

Table 6: Time per epoch of models

for Weibo NER task due to the small amount of
training data. All of the above models require
additional cross-domain or semi-supervised data.
Compared with those models, our model does not
need additional labeled data; we only exploit pre-
trained character and word embeddings.

Resume. Table 5 shows the results on Chinese
Resume dataset. Consistent with the previous re-
sults, our models outperform lattice model (Zhang
and Yang, 2018). The above experimental results
strongly verify that our method to utilize word in-
formation is more effective than the lattice model.

Our proposed model has achieved state-of-the-
art results on various domains such as news, so-
cial media, and Chinese resume.

4.3 Efficiency

To further explore the efficiency of our model, we
conduct some comparative experiments on train-
ing time and convergence speed. The lattice
model proposed in (Zhang and Yang, 2018) is
our principal comparison object, since it also uti-
lizes the word information in character sequence.
Our model is an extension of the character-based
model, so we also report the results on character-
based model as character baseline. We only con-
duct our experiments on OnteNotes dataset due to
space limitation. And we choose the model with
the self-attention strategy for the comparative ex-
periments, as it outperforms other strategies on
OntoNotes dataset.

The training time of each epoch for all models
is shown in Table 6. The lattice model needs the
most training time for each epoch, since it can only

Figure 3: Convergence curve of models. Our model
can converge within the same epochs as lattice model
does. ”1” and ”8” denotes batch size. Lattice model
can only be trained with batch size=1 due to its DAG
structure.

be trained with batch size=1 due to its complex
DAG structure. Compared with it, our model with
batch size=1 only need half of the training time.
Which shows that our model is more efficient.
With batch size=8, our model is nearly 6 times
faster than the lattice model, which further demon-
strates the efficiency of our model. Compared with
the character baseline, our model only adds a small
amount of training time but greatly improves the
performance. All the experiments are conducted
on a single GPU with NVIDIA Tesla K40m.

Figure 3 shows the learning curve of the mod-
els in Table 6. As we can see from the figure,
whether with batch size=1 or 8, our model can
converge within the same epochs as lattice model
does. But compared with the lattice model, our
model with batch size=8 only takes about 1/7 of
their training time per epoch. Besides, we can ob-
serve from Figure 3, both our model and lattice
model significantly outperform the character base-
line, which shows the importance of the word in-
formation again.

4.4 Detailed Analysis

Case Study. Word information is very useful
for Chinese NER task, since it can provide rich
word boundary information. To verify that our
model can better utilize the boundary information,
we analyze an example from OntoNotes dataset.
As shown in Table 7, the character-based model
cannot detect the existence of the entity ”东北
亚(Northeast Asia)” without word information.
The lattice model incorrectly recognizes ”东北亚
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Sentence 新的 东北亚 大陆桥

(truncated) New Northeast Asian Continental Bridge

Latent words
东北,东北亚,北亚,亚大,亚大陆,大陆,大陆桥,陆桥

Northest, Northeast Asia, North Asia, Second largest, Subcontinent,
Continent, Continental bridge, Land bridge

Gold labels
新 的 东 北 亚 大 陆 桥

O O B-LOC M-LOC E-LOC O O O

Character
新 的 东 北 亚 大 陆 桥

O O O O O O O O

Lattice
新 的 东 北 亚 大 陆 桥

O O B-LOC M-LOC M-LOC M-LOC M-LOC E-LOC

Shortest
新 的 东 北 亚 大 陆 桥

O O B-LOC M-LOC E-LOC O O O

Longest
新 的 东 北 亚 大 陆 桥

O O B-LOC M-LOC E-LOC O O O

Average
新 的 东 北 亚 大 陆 桥

O O B-LOC M-LOC E-LOC O O O

Self-attention
新 的 东 北 亚 大 陆 桥

O O B-LOC M-LOC E-LOC O O O

Table 7: An example of that our models can mitigate
the influence of wrong boundary information while uti-
lizing word information. ”Latent words” denotes all
words in character sequences; ”Character” denotes the
character-based model; ”Lattice” denotes lattice model
and the last four rows are our models with different en-
coding strategies.

大陆桥(Northeast Asian Continental Bridge)” as
an entity, which is caused by the wrong selection
of paths. Different from the lattice model, our
models are not disturbed by the wrong boundary
information and make the correct predictions.
Strategies Analysis. In this part, we analyze
the difference between strategies. The applica-
tion scenarios of shortest word first and longest
word first can be explained by Nested Name Entity
Recognition (Ju et al., 2018; Sohrab and Miwa,
2018). Short word first is good at identifying in-
ner nested entities due to the short word infor-
mation, while longest word first tends to identify
flat entities with the help of long word informa-
tion. Taking ”长江三角洲(Yangtze River Delta)”
as an example, shortest word first recognizes ”长
江(Yangtze)” and ”三角洲(Delta)” as entities, but
longest word first tend to think that they are part
of the entity ”长江三角洲(Yangtze River Delta)”.
Both results are reasonable, but the right result de-
pends on specific needs.

The average and self-attention strategies are the
combination of all words information and can use
more information. Intuitively, they should outper-
form the shortest word first and the longest word
first. But results on Weibo NER(Table 4) and Re-
sume(Table 5) show the opposite effect. We con-
jecture that this is caused by the small amount
of training data since more word information but
small dataset will lead to overfitting. The average
strategy is a special case of the self-attention strat-

Sentence 房维中经叔平

(truncated) Fang Weizhong and Jing Shuping

Latent words
房维,中经,经叔平,经叔,叔平

Fang Wei, Zhongjing, Jing Shuping, Jingshu, Shuping

Gold labels
房 维 中 经 叔 平

B-PER M-PER E-PER B-PER M-PER E-PER

Average
房 维 中 经 叔 平

B-PER M-PER E-PER B-PER M-PER E-PER

Self-attention
房 维 中 经 叔 平

B-PER M-PER M-PER E-PER B-PER E-PER

Table 8: An example of our model applied to infor-
mal text using the average strategy and self-attention
strategy. ”Latent words” denotes all words in character
sequences.

egy where all weights are the same, so we would
like to see the latter outperforms the former when
training data is sufficient. Surprisingly, the aver-
age strategy achieves higher F1 score than the self-
attention strategy in MSRA dataset(Table 3). We
carefully analyze the experimental results and find
that there are a large number of informal texts in
the MSRA test set. Specifically, the MSRA test
set contains some very long sentences, in which
there are a series of Chinese person name without
delimiter. As shown in Table 8, when applied to
such informal text, the self-attention strategy fails
to determine the entity boundary sometimes while
the average strategy correctly recognizes the enti-
ties. And we conjecture that, with more trainable
parameters, the self-attention strategy can better fit
the formal text in the training set but cannot adapt
well to the informal data in the test set, so it per-
forms worse than the average strategy.

Finally, the application scenarios of different
strategies can be summarized as followings. If the
training data is sufficient, we recommend using
self-attention for formal texts and average strategy
for informal texts. If there is only a very small
amount of annotated data, we recommend using
the shortest words first for inner nested entities and
longest word first strategy for flat entities.
Lexicon and Embeddings. To further analyze
the contribution from word lexicon and pretrained
word embeddings, we conduct some compara-
tive experiments by using the same word lexi-
con with and without pretrained embeddings. We
choose the strategy that achieving the best per-
formance for each dataset. We estimate the con-
tribution of the lexicon by replacing pretrained
word embeddings with randomly initialized em-
beddings5. As shown in Table 9, both lexicon

5Same initialization strategy as in ”Implement Details”.
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OntoNotes Resume MSRA Weibo
Character baseline 64.95 93.35 88.37 52.88
WC-LSTM + init 67.81(+2.86) 94.51(+1.16) 90.68(+2.31) 54.94(+2.06)
WC-LSTM + pretrain 74.43(+9.48) 95.21(+1.86) 93.74(+5.37) 59.84(+6.96)

Table 9: Comparison F1 scores between our proposed
model with and without pretrained word embeddings.
Where ”init” and ”pretrain” denote without and with
pretrained embeddings respectively. ”+” denotes the
boost value to baseline.

and pretrained word embeddings are useful to our
model. However, different from the result in lat-
tice model(Yang et al., 2018), pretrained word
embeddings contribute more than lexicon to our
model. Taking the result on Ontonote for example,
the contribution of pretrained embeddings can be
estimated as (9.48%− 2.86%) = 6.62%, which is
higher than the contribution of lexicon 2.86%. The
results show that our model relies more on pre-
trained embeddings instead of the lexicon, which
explains the excellent performance of our model
in different domains.

5 Conclusion and Future Work

In this paper, we propose a novel method to utilize
word information in character sequence for Chi-
nese NER. Four encoding strategies are introduced
to extract fixed-sized but different information for
batch training. By using WC-LSTM to extract
features from the character vector and word vec-
tor, our model can effectively exploit word bound-
ary information and mitigate the influence of word
segmentation errors. Experiments on datasets in
different domains show that our model is more ef-
ficient and faster than the lattice model and also
outperforms other state-of-the-art models.

In the future, we plan to further improve and
perfect the proposed method, such as exploring
some strategies to handle OOV words. Also, the
proposed methods can be further extended to other
Chinese NLP tasks, such as CWS, Text Classifica-
tion, and Sentiment Analysis.
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Abstract

Arabic text is typically written without short
vowels (or diacritics). However, their pres-
ence is required for properly verbalizing Ara-
bic and is hence essential for applications such
as text to speech. There are two types of dia-
critics, namely core-word diacritics and case-
endings. Most previous works on automatic
Arabic diacritic recovery rely on a large num-
ber of manually engineered features, particu-
larly for case-endings. In this work, we present
a unified character level sequence-to-sequence
deep learning model that recovers both types
of diacritics without the use of explicit fea-
ture engineering. Specifically, we employ a
standard neural machine translation setup on
overlapping windows of words (broken down
into characters), and then we use voting to se-
lect the most likely diacritized form of a word.
The proposed model outperforms all previ-
ous state-of-the-art systems. Our best settings
achieve a word error rate (WER) of 4.49%
compared to the state-of-the-art of 12.25% on
a standard dataset.

1 Introduction

Arabic uses two types of vowels, namely long
vowels, which are explicitly placed in the text,
and short vowels, which are diacritic marks that
are typically omitted during writing. In order to
read Arabic words properly, readers need to rein-
troduce the missing diacritics. Therefore, accu-
rate diacritic recovery is essential for some ap-
plications such as text-to-speech. There are, in
turn, two types of Arabic diacritics, namely core-
word diacritics (CW), which specify lexical se-
lection, and case endings (CE), which typically
indicate syntactic role. For example, the word
“AlElm”1 can accept many possible core-word
diacritics depending on the intended meaning

1In this paper, we use Buckwalter transliteration.

such as: “AaloEalam” (the flag) and “AaloEilom”
(the knowledge/science). In our training corpus,
17.1% of the word-cores have more than one
valid diacritized form. In the sentence “Zahara
AaloEalamu” (the flag appeared), “AaloEalamu”
is the subject and takes the case ending “u”, and
in the sentence “ra>ayotu AaloEalama” (I saw
the flag), “AaloEalama” is the object and takes
the case ending “a”. Aside from function words,
past tense and accusative verb forms, and for-
eign names, most words can accept different case-
endings depending on context.

In this paper, we introduce a unified model
for both diacritic types while improving upon the
state-of-the-art. Specifically, we approached the
task as a sequence-to-sequence (seq2seq) prob-
lem (Cho et al., 2014); taking advantage of the re-
cent advancements in Neural Machine Translation
(NMT) (Britz et al., 2017; Kuchaiev et al., 2018)
among other applications where seq2seq models
made a breakthrough (Yu et al., 2016; Witten et al.,
2016; Abadi et al., 2016). Using the analogy of
translation which employs a sequential encoder
and a sequential decoder, the input undiacritized
text will be encoded and then decoded into dia-
critized form.

As we show later, directly applying a seq2seq
model at sentence level using word or charac-
ter representations produces nearly unusable re-
sults that are much worse than the state-of-the-art
due to word insertions, omissions, and substitu-
tions. Such problems are exaggerated when us-
ing word-based models due to Out-Of-Vocabulary
words (OOVs). Conversely, character-based mod-
els suffer from not learning long-term dependen-
cies. To avoid these problems, we train a seq2seq
model on a sliding window of words that are rep-
resented using characters, and we employ voting
to pick the best most likely diacritized form from
different windows. In doing so, we provide suffi-
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cient context to properly guess proper diacritized
forms, while stinting the aforementioned undesir-
able word operations. Further, the use of voting
has the effect of picking the most frequent dia-
critized form obtained from applying the model on
different contexts. The resultant system makes full
use of NMT machinery to achieve error rates that
are 63.3% lower than the best state-of-the-art sys-
tem2.

The contributions in this paper are:

• Adaptation of neural machine translation for
Arabic diacritic recovery with voting.

• Unified model to handle both core-diacritics
and case-endings.

• Substantial improvement over state-of-the-
art with 4.49% word error rate compared to
12.25%.

2 Background

One of the first approaches to Arabic diacritiza-
tion used a Hidden Markov Model (Gal, 2002;
Elshafei et al., 2006) that was applied to the
Qur’an achieving double digit word error rates
(WER). Vergyri and Kirchhoff (2004) used acous-
tic features in conjunction with morphological and
contextual constrains to train a diacritizer and re-
ported a 9% and 28% diacritics error rate (DER)
without and with CEs. Since words are com-
posed of multiple letters with corresponding dia-
critics, DER values are typically lower than WER
values. Nelken and Shieber (2005) used a cas-
cade of word-level, character-level, and morpho-
logical models finite state transducers to attain a
Word Error Rate (WER) of 7.33% without CE
and and 23.61% WER with CE. Zitouni et al.
(2006) trained a maximum entropy model for se-
quence classification using the LDCs Arabic Tree-
bank (ATB) and attained a WER of 18% (with CE)
on 600 articles from An-Nahar Newspaper.

Habash and Rambow (2005); Rashwan et al.
(2011); Bebah et al. (2014); Pasha et al. (2014);
Metwally et al. (2016); Darwish et al. (2017)
combined morphological features along with POS
tagging information and n-gram language mod-
els. MADA-D system (Habash and Rambow,
2007) achieved a 5.5% and 14.9% WER respec-
tively without and with CE. MADAMIRA (Pasha
et al., 2014) ranks a list of candidate analyses from

2Patent pending.

the Buckwalter analyzer (Buckwalter, 2004) using
an SVM classifier and achieves 19.0% and 6.7%
WER with and without CE respectively. Similarly,
Microsoft Arabic Toolkit Services (ATKS) dia-
critizer (Said et al., 2013) uses a rule-based mor-
phological analyzer that produces possible anal-
yses and an HMM in conjunction with rules to
guess the most likely analysis. They report WER
of 11.4% and 4.4% with and without CE. Dar-
wish et al. (2017) used a Viterbi decoder to guess
core word diacritics and SVM-rank to guess case-
endings and their system achieves a WER of
3.29% and 12.77% for words without and with
CE. They trained their system using a large cor-
pus of roughly 4.5 million words.
More recent work employed different neural ar-
chitectures to model the diacritization problem.
Abandah et al. (2015) used a biLSTM-based re-
current neural network trained on the same dataset
as (Zitouni et al., 2006), and they report a WER
of 9.1% including CE on ATB. Similar architec-
tures were explored but with lower results (Rash-
wan et al., 2015; Belinkov and Glass, 2015). Azmi
and Almajed (2015); Osama Hamed (2017) survey
recent work on Arabic diacritization. They con-
cluded that: reported results are often incompara-
ble due to the usage of different test sets; a large
unigram LM for CW diacritic recovery is compet-
itive with many of the systems in the literature. In
this paper, we compare our results to those of Said
et al. (2013); Pasha et al. (2014); Rashwan et al.
(2015); Belinkov and Glass (2015); Darwish et al.
(2017) on standard test set.

3 Methodology

Representation Unit. The diacritization of Ara-
bic is a word-internal property dependent on both
character and word-level contexts. Therefore,
we consider characters as units of representa-
tion. We represent source sentences as a se-
quence of characters by adding a space after ev-
ery character and a word boundary “ ” between
words. The target side, which is fully diacritized,
is split into a sequence of subword units each
consisting of a letter and its diacritic(s). For
example, source word “AlElm” would be rep-
resented as “A/l/E/l/m” and its diacritized target
“AaloEalamu” as “Aa/lo/Ea/la/mu”.

The character-level representation has several
benefits, such as reducing the vocabulary size and
avoiding OOV words. The splitting of diacritized
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words into subword units simplifies the problem as
there will be identical number of source and target
tokens in a parallel sentence. Later, we support our
design decisions with results in the experiments
section. Subwords (BPE (Sennrich et al., 2016))
have been used as a defacto standard in building
NMT systems. They are a natural choice to han-
dle unknown words. However, BPE does not fit in
our scenario as it may create source and target seg-
ments of different lengths. In the Arabic diacriti-
zation problem, both source and target words and
characters are strictly tied to each other and loos-
ening it would result in sub-optimal performance
and may generate unexpected errors.

Context Window. The diacritization of Arabic
words is highly sensitive to context. Character rep-
resentations significantly increase the size of the
source and target sequences. This leads to a well
known limitation of character-based LSTM-based
models, namely poor handling of long range de-
pendencies (Sennrich, 2017). An easy fix is to split
sentences greater than a certain length into multi-
ple lines. However, boundary words may loose
context in the newly created sequences. To handle
this, we propose to keep a fixed size context win-
dow c for every word. Given a sentence, we use
a sliding context window to split it into segments
of overlapping windows of size c as in Table 1.
This fixes the problems of both long range depen-
dencies and context of neighboring words. We are
further aided by the fact that local context can con-
clusively determine the correct diacritization in the
vast majority of cases.

Voting. As shown in Table 1, the sliding window
approach replicates a word present in a sentence c
times. At test time, a word may get different dia-
critized forms from different contexts. We use vot-
ing to choose the most frequent diacritized form
from the c predictions. In case of a tie, we favor
the context where the word appears in the middle.

Sentence w1 w2 w3 w4 w5

c=3 w1 w2 w3

w2 w3 w4

w3 w4 w5

Table 1: Example sentence: w1 w2 w3 w4 w5 with con-
text window c of size 3.

Train Test
Total Uniq Total Uniq OOV

Diacritized 4.5M 333k 18.3k 7.9k 5.0%
Undiacritized 209k 6.8k 3.3%

Table 2: Number of tokens in training and test data.

Seq2Seq Model. We use a seq2seq model con-
sisting of three main components: i) Encoder,
ii) Decoder, and iii) Attention. Given a source
sentence s = w1, ..., wN and a target sentence t
= v1, ..., vN , the encoder models the source sen-
tence and computes a set of hidden states h =
h1, ..., hN . The attention mechanism (Bahdanau
et al., 2014) computes a weighted average of these
hidden states from the previous decoder state,
known as the context vector ci, while decoder
models the target sentence. The seq2seq model is
trained jointly on a large parallel corpus by maxi-
mizing the log-likelihood of the data:

log p(t|s) =
∑

i

|ti|∑

j=1

log p(vij |vi1, ..., vij−1, si)

(1)
where si and ti are the ith source and target sen-
tences. In addition, we experiment with a Trans-
former model (Vaswani et al., 2017), which is an
attention based architecture without LSTM, and
compare its results to the aforementioned seq2seq
model with attention.

4 Experimental Setup and Results

Data. We used a modern diacritized corpus of
4.5 million tokens that covers a wide range of top-
ics such as politics, religion, sport, health, and
economics. For testing, we used the freely avail-
able WikiNews corpus (18,300 words) (Darwish
et al., 2017) as a test set, which covers a variety
of genres. Table 2 reports the size of the training
and test sets including the unique diacritized and
undiacritized tokens and the percentage of OOVs
in the test set that don’t appear in the training set.
We randomly used 10% of the train data for val-
idation and the rest for training. We used a se-
quence length of 100, 500 and 7 tokens for word-
, character-, and window-based systems respec-
tively. The vocabulary is restricted to 100k words
types and 1,000 character units.

System Settings. The settings for LSTM-based
Seq2Seq model were: word embeddings and
LSTM states = 512; 2 layer unidirectional LSTM;
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Exp Description Core WER% CE WER% WER% DER% OOV%

01 Baseline Word 44.29 54.95 54.31 41.62 13.03
02 Baseline Char 41.29 41.95 48.31 36.62 0.00

03 Word 7g 14.83 19.01 20.69 18.92 11.04
04 Char 7g 2.78 6.11 8.32 2.19 0.00

05 Word 7g+overlap 14.50 16.57 18.05 18.14 10.97
06 Char 7g+overlap 2.04 3.23 4.94 1.34 0.00

07 Char 3g+overlap+voting 2.31 5.97 7.79 2.01 0.00
08 Char 5g+overlap+voting 2.37 3.57 5.49 1.49 0.00
∗09 Char 7g+overlap+voting 1.99 3.07 4.77 1.30 0.00

10 Char 11g+overlap+voting 3.03 3.93 6.40 1.78 0.00
†11 Char 7g+overlap+voting (Transformer) 2.05 3.04 4.77 1.29 0.00

12 Combination ∗09 +† 11 1.89 2.89 4.49 1.21 0.00

Table 3: Diacritization results: *g represents ngram size e.g. 7g means 7-gram context. Experiment 09 and 11 are
comparing NMT models – LSTM-based architecture with attention mechanism and Transformer model

and dropout rate = 0.3. The setting for the Trans-
former were: 6 encoder and 6 decoder layers each
of size 512; number of attention heads = 8; feed
forward dimension = 2048; and dropout = 0.1. We
used the OpenNMT (Klein et al., 2017) implemen-
tation with tensorflow for all experiments.

System Runs. We conducted a variety of exper-
iments as follows, namely: Word-level experi-
ments where the input is a sequence of words and
the output is a sequence of diacritized words:
– Baseline Word: uses the full sentences and
shows the deficiency of using NMT directly.
– Word 7g: uses non-overlapping windows of
7 words to compare to our best character-level
model, which also uses a window of length 7.
– Word 7g+overlap: uses a sliding window of 7
words.
Character-level experiments where the input is
represented as a sequence of character and the out-
put as a sequence of diacritized characters:
– Baseline Char: uses the full sentence.
– Char 7g: uses non-overlapping sequences of 7
words.
– Char 7g+overlap: uses a sliding window of 7
words without voting.
– Char ng-overlap+voting: uses a sliding window
of n words with voting, where we varied n to
equal 3, 5, 7, and 11. When n = 7, we exper-
imented with a seq2seq model with attention, a
Transformer model, and a combination of both.

Results. Table 3 summarizes the results of our
experiments. As the results clearly show, us-
ing an NMT model at word or character level
produced unusable results. Both Baselines suf-

Setup WER%

Our System 04.49

Microsoft ATKS (Said et al., 2013) 12.25
Farasa (Darwish et al., 2017) 12.76
RDI (Rashwan et al., 2015) 15.95
MADAMIRA (Pasha et al., 2014) 19.02
MIT (Belinkov and Glass, 2015) 30.50

Table 4: Comparison to other systems for full diacriti-
zation (Darwish et al., 2017).

fer also from excessive repetition of charac-
ters that are often meaningless hallucination
(e.g. “AalofaA}iti AaloHaAdiy waAlt∼awaAliy
Aaloayoiy AloanohaAti AaloanohaAti”). When
we limited the context to 7 words, the results im-
proved dramatically, nonetheless, the output still
suffered from a high ratio of OOVs. Using char-
acters instead alleviated the OOV problem. The
results improved dramatically with contexts of
length 7 yielding the best results. Using voting
lowered WER rate further, leading to a 4.77%
WER. Using a Transformer model led to nearly
identical WER to using our NMT model with at-
tention. However their results are somewhat com-
plimentary. Thus, voting on the predictions across
both systems improved the results further with a
4.49% WER. Table 4 compares our best system
with other systems. The WER of our best system
is 63.3% lower than the state-of-the-art.

Error Analysis. we randomly selected 100 er-
rors word-core and 100 case-ending errors we as-
certain the most common error types. For case-
ending, the top 4 error types were: long-distance
dependency (e.g. coordination or verb subj/obj),
which is an artifact of using limited context – 24%
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of errors; confusion between different syntactic
functions (e.g. N N vs. N ADJ or V Subj vs.
V Obj) – 22%; wrong selection of morphological
analysis (e.g. present tense vs. past tense) – 20%;
and named entities (NEs) – 16%. For long dis-
tance dependencies, increasing context size may
help in some case, but may introduce additional
errors (see Table 3). Perhaps combining multiple
context sizes may help. As for word-core, the top
4 errors were: incorrect selection for ambiguous
words, where most of these errors were related to
active vs. passive voice – 60%; NEs – 32%; bor-
rowed words – 4%; and words with multiple valid
diacritized words – 4%.

5 Conclusion

In this paper, we adapted a seq2seq model to build
a unified model for Arabic diacritic recovery. We
trained the model on a fixed length sliding win-
dow of n words that are represented using their
characters. We further employed voting to pick the
most common diacritized form of a word in differ-
ent contexts. The adaptation yielded a word error
rate of 4.49%, which is 63.3% lower than the best
state-of-the-art system. One possible future direc-
tion is to use a system combination with varying
context sizes with a weighted voting scheme. Fur-
ther, the explicit inclusion of a large gazetteer of
diacritized NEs in the training set would help di-
acritize them properly. We also want to examine
the effect of training data size to determine if more
data would yield better results.
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Abstract

Multi-task learning (MTL) has been studied
recently for sequence labeling. Typically, aux-
iliary tasks are selected specifically in order
to improve the performance of a target task.
Jointly learning multiple tasks in a way that
benefit all of them simultaneously can in-
crease the utility of MTL. In order to do so,
we propose a new LSTM cell which con-
tains both shared parameters that can learn
from all tasks, and task-specific parameters
that can learn task specific information. We
name it a Shared-Cell Long-Short Term Mem-
ory (SC-LSTM). Experimental results on three
sequence labeling benchmarks (named-entity
recognition, text chunking, and part-of-speech
tagging) demonstrate the effectiveness of our
SC-LSTM cell.

1 Introduction

As one of the fundamental tasks in NLP, se-
quence labeling has been studied for years. Before
the blooming of neural network methods, hand-
crafted features were widely used in traditional
approaches like CRFs, HMMs, and maximum en-
tropy classifiers (Lafferty et al., 2001; McCallum
et al., 2000; McCallum and Li, 2003; Florian et al.,
2003). However, applying them to different tasks
or domains is hard. Recently, instead of using
handcrafted features, end-to-end neural network
based systems have been developed for sequence
labeling tasks, such as LSTM-CNN (Chiu and
Nichols, 2015), LSTM-CRF (Huang et al., 2015;
Lample et al., 2016), and LSTM-CNN-CRF (Ma
and Hovy, 2016). These models utilize LSTM to
encode the global information of a sentence into
a word-level representation of its tokens, which
avoids manual feature engineering. Moreover, by
incorporating a character-level representation of
tokens, these models further improve.

˚ Co-first author.

In many such studies, though, neural network
models are trained toward a single task in a super-
vised way by making use of relatively small anno-
tated training material. Jointly learning multiple
tasks can reduce the risk of over-fitting to one task,
and many attempts have been made at doing so for
sequence labeling tasks (Caruana, 1997; Collobert
and Weston, 2008; Collobert et al., 2011). Results
so far are not conclusive.

Some works have reported negative results
overall. For instance in their pioneering work,
Collobert et al. (2011) observed that training their
model on NER, POS tagging and chunking alto-
gether led to slight decrease in performance com-
pared to a similar model trained on each task sepa-
rately. Søgaard and Goldberg (2016) study chunk-
ing and CCG super tagging, coupled with an ad-
ditional POS tagging task. They do report gains
on both target tasks over single task models, but
results varied depending where the additional task
was taken care of in their architecture. The au-
thors actually reported a failure to leverage other
labelling tasks, and concluded that combined tasks
should be sufficiently similar to the target one,
for significant gains to be observed. Similarly,
Alonso and Plank (2017) achieved significant im-
provements for only 1 out of 5 tasks considered.
Also of interest is the work of (Changpinyo et al.,
2018) where the authors investigate the classical
shared encoder-based MTL framework (Collobert
et al., 2011; Collobert and Weston, 2008) on 11 se-
quence labeling datasets including POS, NER, and
chunking. They report that chunking is beneficial
to NER, while POS tagging can be harmful.

We present in Section 2 the two major ap-
proaches proposed for multi-task learning and dis-
cuss their limitations. We describe our approach
in Section 3, and present our experimental settings
and results in Section 4 and 5 respectively. We
further analyze our approach in Section 6, discuss
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related works in Section 7 and conclude in Sec-
tion 8.

2 Multi-task Learning

2.1 Problem Statement

We are given a set of K tasks (in our case
named-entity recognition, text chunking and part
of speech tagging) that we want to train jointly in
an end-to-end fashion. Each task k has an asso-
ciated training set Sk “ tpxki , yki qi P r1,nksu of nk
examples, where xki and yki are sequences of size
mi of tokens and tags respectively. We wish to
learn a single function F which maps any token
input sequence xi to its task-specific labels, where
the mapping defines a probabilistic distribution for
each involved task: ppy1i , . . . , yKi q “ Fpxiq.
2.2 Existing Shared Encoder Methods

There are two kinds of neural-based MTL meth-
ods. The first one — LSTM-s hereafter — uses an
identical representation for all tasks, as proposed
in (Collobert et al., 2011). This is illustrated in
Figure 1 (left), where 3 layers of LSTMs are being
stacked.1 While different tasks directly interact
with all parameters of the model, this increases the
risk of optimization conflicts when gold-standard
labels from different tasks have no significant cor-
relation.

The second class of multi-task architectures is
depicted in the middle part of Figure 1, and is
named LSTM-d hereafter. In this configuration,
each LSTM layer feeds a task-specific classifier
and serves as input to the next stacked LSTM layer
(Søgaard and Goldberg, 2016). The underlying as-
sumption is that tasks may be ordered in such a
way that easier tasks are learned first, the target
tasks being the latest one considered, thus benefit-
ing the hidden state of the lower layers. One draw-
back, however, is that one must decide which task
to consider first, a decision which may impact the
overall performance. Furthermore, using the hid-
den state of lower layers increases the limitation
of learning representation for that task.

We believe that one reason for the lack of con-
sistent benefits of MTL in the labelling litera-
ture is that the proposed models share all or part
of parameters for extracting hidden states, which
leads to optimization conflicts when different tasks

1This typically delivers better performance than having
just one. In practice also, LSTM layers are replaced by bi-
LSTM ones.

require different features. We believe it would
be helpful if we make the model have ability to
learn a task-specific representation (Ammar et al.,
2016; Östling and Tiedemann, 2016; Kiperwasser
and Ballesteros, 2018) at the same time. This
observation led us to design a new LSTM cell
which allows at almost no additional computa-
tion cost to efficiently train a single RNN-based
model, where task-specific labelers clearly outper-
form their singly-tasked counterparts. Actually, by
training our model on NER, chunking and POS
tagging, we report state-of-the-art (or highly com-
petitive) results on each task, without using exter-
nal knowledge (such as gazetteers that has been
shown to be important for NER), or hand-picking
tasks to combine.

Figure 1: Overview of three shared encoder MTL tag-
ging system: (a) LSTM-s (b) LSTM-d (c) our SC-
LSTM based system.

3 Proposed Method

Our solution is depicted in the right part of Fig-
ure 1 and detailed in the next section. It is ac-
tually very similar to the LSTM-s one, except
that each LSTM layer passes on task-specific hid-
den representations that learn the peculiarities of
individual tasks. In the last layer, each classi-
fier is fed with a concatenation of a global rep-
resentation (as in LSTM-s) and the task-specific
one. By doing so, we keep the advantages of both
aforementioned approaches, where one task can
have its task-specific representation as in LSTM-d,
while not enforcing any task order, further giving
the freedom to the model to learn specificities of
each task. For this architecture to work, we need
to modify the classical LSTM cell, which is de-
scribed in the next section.
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3.1 LSTM Cell

An LSTM cell (Hochreiter and Schmidhuber,
1997) is made up of four functional gates which
control the input and output of the memory state
ct: a forget gate ft controls what information
to remove from the memory state of the last
time step, an input gate it controls the informa-
tion to add to the current memory, and an out-
put gate ot controls what information to release
from the current memory state. This mecha-
nism is formalized in Equation 1 where xt, ht is
the input vector and hidden vector at time step
t, σ is the sigmoid function, ĉ is the new can-
didate state, ct is the memory state, which en-
codes information of the current input and his-
tory information, and ˚ indicates the element-wise
product. Wf ,Uf ,Wi,Ui,Wo,Uo,Wc,Uc are
weight matrices that are being learned.

ft “ σpWfht´1 `Ufxtq, (1)

it “ σpWiht´1 `Uixtq,
ot “ σpWoht´1 `Uoxtq,
ĉ “ tanhpWcht´1 `Ucxtq,
ct “ it ˚ ĉ` ft ˚ ct´1,
ht “ ot ˚ tanhpctq,

Figure 2: Structure of an SC-LSTM cell. The dashed
delimited box depicts the task-specific cell. For clarity
reasons, we only show one such cell, while in practice
there is one task-specific cell for each task.

3.2 SC-LSTM Cell

The overall structure of our cell is depicted in Fig-
ure 2. On top of a standard LSTM cell, we add one

cell per task with its own parameters. The stan-
dard LSTM cell is thus shared among the K task-
specific cells, therefore the name we choose for
this new cell, which stands for Shared-Cell LSTM.
Task-specific cells are each parametrized by an
output gate okt which learns to select the useful
information from the shared memory cell ct and
outputs qkt . This is formally described in Equa-
tion 2, where Wk and Uk are two extra weight
matrices that parametrize the kth task, and qkt has
to be understood as a task-specific hidden repre-
sentation since parameters of kth task-specific cell
are only updated by supervision from task k.

okt “ σpWkq
k
t´1 `Ukx

k
t q (2)

qkt “ okt ˚ tanhpctq

In order to make use of both shared and task-
specific information (Kim et al., 2016; Peng et al.,
2017; Hershcovich et al., 2018), for the kth task,
we concatenate the output of the shared cell ht and
of the task-specific one qkt to generate the final la-
tent representation, as noted in Equation 3, where
‘ is the concatenation operation. In practice, we
stack SC-LSTM layers. The top-most layer uses
skt as a representation of the current input, while
cells in lower layers pass the current shared hidden
state ht to the upper SC-LSTM cell. The use of s
in the topmost layer only is arbitrary and should
be investigated.

skt “ qkt ‘ ht (3)

3.3 Training procedure

The training material available may be gathered
from different datasets Sk which means that in-
put sequences differ from one task to another.
Therefore in practice, we buildK dataloaders, and
the training is achieved in a stochastic manner by
looping over the tasks at each epoch, as detailed in
Algorithm 1.

The loss function ε we minimize is a linear
combination of task-specific loss functions, where
the weighting coefficients (λk in Equation 4) are
hyper-parameters.

ε “
Kÿ

k“1
λkLpyk, ŷkq (4)
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Algorithm 1 Stochastic training procedure

1: procedure TRAINING

2: for each epoch do
3: Randomly choose a task k.
4: Randomly choose a training example

not yet considered in the dataset Sk
5: Update the parameters for this task by

taking a gradient step based on this example.
6: Go to step 3 until using all examples.

We seek to minimize cross-entropy of the
predicted and true distributions, therefore task-
specific loss functions are defined according to
Equation 5.

Lpyk, ŷkq “ ´
nkÿ

i“1

miÿ

j“1
yki,j log ŷki,j (5)

where ŷki,j is the prediction of the kth softmax
classifier parametrized by a projection matrix Wk

and a bias vector bk:

ŷki,j “ softmaxpWkski,j ` bkq (6)

where ski,j stands for jth token of the ith sequence
for task k. In an SC-LSTM cell with k tasks,
we will add k matrices and k bias vectors, com-
pared with a vanilla LSTM cell, which increases
the capacity of the resulting model. This extra cal-
culation is conducted in parallel with the original
LSTM computations.

4 Experimental Setting

4.1 Benchmarks

We test several baseline systems and our SC-
LSTM model on three well-established se-
quence labeling benchmarks: CoNLL2003 (Tjong
Kim Sang and De Meulder, 2003) for named-
entity recognition, CoNLL2000 (Tjong Kim Sang
and Buchholz, 2000) for chunking, and the
more recent Universal Dependency dataset (Nivre
et al., 2016) for part-of-speech tagging,2 and on
which recent MTL investigations have been con-
ducted (Alonso and Plank, 2017; Changpinyo
et al., 2018).

We conformed to the pre-defined splits into
train/dev/test except for chunking that does not
contain a validation set. For this dataset, following

2We used UD English POS v1.3.

recent works (Peters et al., 2017; Liu et al., 2017),
sections 15-18 of the Wall Street Journal are used
for training, and we randomly sampled 1000 sen-
tences in the training set as the development set.
Section 20 is used for tests. Table 1 presents the
main characteristics of the training, development
and test sets we used.

Train Dev Test
NER #tags = 4
#sentences 14,987 3,644 3,486
#tokens 205k 52k 47k
#entities 23,523 5,943 5,654
Chunking #tags = 10
#sentencies 8,936 - 2,012
#tokens 212k - 47k
#chunks 107k - 24k
POS #tags = 17
#sentences 12,543 2,002 2,077
#tokens 204k 25k 25

Table 1: Main characteristics of the datasets used.

4.2 Architectural Choices
We used bidirectional LSTM or SC-LSTM as our
encoders for the vector representation of words.
Bidirectional LSTM can capture global informa-
tion of the whole sentence, thanks to the en-
coding of a sequence in a recurrent way. The
vector representation of words consists of three
parts: word embedding, character-level represen-
tation and contextual representation:

• previous works have proven that pre-trained
word embeddings like Word2vec (Mikolov
et al., 2013), SENNA (Collobert et al., 2011),
or Glove (Pennington et al., 2014) have a pos-
itive impact on sequence labeling tasks. We
used Glove embeddings3 of dimension 100,
that are fine-tuned during training;

• character-level information has been proven
useful for three sequence labeling tasks (San-
tos and Zadrozny, 2014; Ma and Hovy, 2016;
Lample et al., 2016) and Some works fur-
ther show its effectiveness (Reimers and
Gurevych, 2017; Yang et al., 2018). In or-
der to encode character sequences, we used
a CNN. The character embedding look-up ta-
ble is initialized by randomly sampling from

3The embedding file glove6B are available https://
nlp.stanford.edu/projects/glove/
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the uniform distribution in the range [-0.1,
0.1];

• the third part of the input vector is contextual
embedding. Most of the recent works found
that contextualized features such as ELMo or
BERT (Peters et al., 2018; Devlin et al., 2018)
can greatly boost performance. We incor-
porate ELMo into our input vector by using
the ELMo implementation of Gardner et al.
(2018).

Conditional random field (CRF) classifiers can
consider the dependency of output tags and has
been proven useful for tasks like NER or chunk-
ing. We consider CRF layers in our models.

To compare the effectiveness of three MTL
models, we first test our SC-LSTM and other
vanilla LSTM based models without CNN based
character-level information extractor and contex-
tual embeddings. In this case, the input will be
a concatenation of word embedding and capital-
ization features4. To compare with the state-of-art
models, we further implemented three more vari-
ants: SC-LSTM-CNN-CRF which makes use of
CNN-based character level features with a CRF
layer on top, very similar to (Ma and Hovy, 2016),
and SC-LSTM-LM-CNN, a variant which consid-
ers contextualized word embeddings as in (Peters
et al., 2018).

4.3 Implementation

For SC-LSTM-LM-CNN, we used mainly the
configuration advocated in (Peters et al., 2018) ex-
cept for the hidden size of SC-LSTM, which we
report in Table 2. We further weighted the NER
task in the objective function of Equation 4 to 3
(λNER), the weights of the other tasks where set
to 1.5 We trained this model SC-LSTM-LM-CNN
using the Adam optimizer (Kingma and Ba, 2014)
with default setting. Such a model spends typi-
cally less than 30 epochs to converge. We choose
the mini-batch size of 10 and used the gradient
clipping threshold 5. All models are implemented
using the Pytorch library (Paszke et al., 2017).

Several tagging schemas have been proposed
for conducting chunking and NER tasks. We used
the most common BIO one in this work.

4Eight features encode capitalization patterns, such as
AllUpper, InitialUpper, etc.

5We found the loss of the NER task to be around 1/3 of
the loss of the chunking and POS tasks.

Layers Parameters
Char-level Embedding dimension 16

Character-CNN

kernel size 3
padding 1
stride 1

channel 128
Word Embedding dimension 100

SC-LSTM
hidden size 256˚3

layer 3
ELMo dimension 1024

Dropout rate 0.5

Table 2: Hyper-parameters used for training the SC-
LSTM-LM-CNN model.

5 Experiments

In this section, we start by comparing MTL ap-
proaches based on LSTM and SC-LSTM cells. We
then report the performance of variants of our ap-
proach we implemented and compare it to state-
of-the-art models.

5.1 biLSTM versus biSC-LSTM
We compare bidirectional LSTM (STL), SC-
LSTM, and baseline MTL models. The results are
shown in Table 3. Training Bi-LSTM models on
each task separately (STL) was first conducted as
a point of comparison (line 1).

For LSTM-s and LSTM-d, we regard one task
as the main task and the others as auxiliary tasks;
a setting consistent with Søgaard and Goldberg
(2016). Because LSTM-s and LSTM-d always fail
to achieve stable and competitive results on the
three tasks we considered at the same time, we
report the best performance we could obtain for
each task (line 2 and 3) specifically. On the con-
trary, our SC-LSTM model is trained once jointly
on all tasks, and only one model is being tested in
the end, which is much easier and more realistic of
a real deployment (line 4).

The results show that our SC-LSTM model im-
proves the performance of the three tasks simul-
taneously compared with LSTM (STL), and out-
performs the other two MTL methods. By joint
learning three tasks, both LSTM-s and LSTM-d
can boost the chunking task significantly, but both
fail to improve NER and POS tasks. This is con-
sistent with observations made in (Collobert et al.,
2011; Søgaard and Goldberg, 2016). We also ob-
serve that our SC-LSTM model also benefits the
chunking task the most. We will analyze this fur-

2400



ther in Section 6.

POS chunking NER
LSTM (STL) 95.46 94.44 89.39

LSTM-s 95.45 95.12 89.35
LSTM-d 95.44 95.24 89.37

SC-LSTM 95.51 96.04 89.96

Table 3: Results of models being trained in STL or
MTL mode. For all MTL models, we report the best
performance via a small grid search over combinations
of the hidden size [100, 200, 300, 400] and the number
of layers [1, 2, 3]. The best performance of each MTL
model was obtained with hidden size 300 and 3 layers.

5.2 SC-LSTM versus state-of-the-art
To further demonstrate the effectiveness of our
SC-LSTM model, we compared different variants
with state-of-the-art approaches, that we classify
into three broad categories:

• Single sequence labeling where models are
trained without the supervision of other tasks.
Specifically, we compare our results to the
LSTM-CRF model of Lample et al. (2016)
and the LSTM-CNN-CRF of Ma and Hovy
(2016), since those are state-of-the-art singly
tasked sequence labelers.

• Multi-tasked sequence labelers where mod-
els leverage the supervision of other tasks.
We compare our model with the representa-
tive approaches of Luo et al. (2015); Søgaard
and Goldberg (2016); Collobert and Weston
(2008); Collobert et al. (2011).

• Models with language model. Recently,
several studies in using contextualized word
embeddings achieved great success in a num-
ber of tasks. Some recent studies (Peters
et al., 2017; Rei, 2017; Peters et al., 2018;
Devlin et al., 2018) are particularly consid-
ered.

It is worth noting that we did not engineer tasks
specific features or integrate external ressources
such as gazetteers in our variants.

5.2.1 NER
Results for the CoNLL 2003 dataset are reported
in Table 4. We observe that our SC-LSTM-LM-
CNN model outperforms all approaches but De-
vlin et al. (2018) and Akbik et al. (2018). The lat-
ter work is using the development set as training

NER F1-score
Collobert et al. (2011) 89.59

Chiu and Nichols (2015) ♣ 91.62
Huang et al. (2015) 88.83

Luo et al. (2015) 91.20
Ma and Hovy (2016) 91.21
Lample et al. (2016) 90.94

Shen et al. (2017) 90.89
Yang et al. (2017) 91.20

Rei (2017) 86.26
Liu et al. (2017) 91.71

Peters et al. (2017) 91.93
Zhang et al. (2018) 91.2

Liu et al. (2018) 91.95
Peters et al. (2018) 92.22
Clark et al. (2018) 92.60

Akbik et al. (2018) ♣ 93.09
Devlin et al. (2018) 92.80

SC-LSTM 89.96
SC-LSTM-CNN-CRF 91.37
SC-LSTM-LM-CNN 92.60

Table 4: F1-score on the CoNLL03 NER dataset. Mod-
els with ♣ use both train and dev splits for training.

material, which avoids a direct comparison. The
former model (BERT) is achieving great success
by leveraging a huge amount of unannotated data
as well as a lot of computation resources we could
not afford in this study. We are however pleased
that our model is leveraging contextual embed-
dings with 0.38 absolute F1 improvement over the
results of Peters et al. (2018). We leave as future
work to investigate whether our MTL model can
leverage BERT embeddings.

5.2.2 Chunking

We compared a number of models on the
CoNLL2000 chunking dataset. A few of them (Ma
and Hovy, 2016; Lample et al., 2016; Peters et al.,
2018) where not tested on this benchmark, and we
reimplemented them. We also trained the compan-
ion toolkits of those models, but (as detailed in the
next section) got slightly lower results for some
reasons. Table 5 reports the performance of the
many approaches we tested.

We observe that our SC-LSTM-LM-CNN ar-
chitecture achieves a new state-of-the-art F1 score,
with over 1 absolute point over the competitive ap-
proach of Peters et al. (2017), and an improvement
of 0.4% over the current state-of-the-art method
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of Clark et al. (2018).

Chunking F1-score
Collobert et al. (2011) 94.32

Huang et al. (2015) 94.13
Ma and Hovy (2016) 94.81:
Lample et al. (2016) 94.68:

Hashimoto et al. (2016) 95.77
Søgaard and Goldberg (2016) 95.56

Shen et al. (2017) 93.88
Yang et al. (2017) 94.66
Liu et al. (2017) 95.96

Peters et al. (2017) 96.37
Liu et al. (2018) 96.13

Peters et al. (2018) 96.92:
Clark et al. (2018) 97.00
Akbik et al. (2018) 96.72

SC-LSTM 96.04
SC-LSTM-CNN-CRF 96.41
SC-LSTM-LM-CNN 97.40

Table 5: F1-score on the CoNLL00 chunking dataset.
Configurations with a : sign are approaches we reim-
plemented.

5.2.3 POS

We conducted experiments on the Universal De-
pendency POS English dataset and present the re-
sults in Table 6. The only study we found that
reports results on the UD v1.3 benchmark we used
here is (Bjerva et al., 2016), and we report the re-
sults they published. For Liu et al. (2017), Pe-
ters et al. (2018) we used the available compan-
ion toolkits6 that we trained ourself with the de-
fault settings. We re-implemented the other ap-
proaches.

Again, we observe that SC-LSTM-LM-CNN
outperforms all other approaches we tested. The
absolute improvement in F1 score over the current
state-of-the-art of Peters et al. (2018) is 0.21%.

In order to further validate our implementations,
we also ran the toolkits of Ma and Hovy (2016)
and Lample et al. (2016) and obtained slightly
lower results7.

6https://github.com/LiyuanLucasLiu/
LM-LSTM-CRF and https://github.com/
allenai/allennlp

7We obtained 95.7% for the toolkit we took from https:
//github.com/XuezheMax/NeuroNLP2 and 95.6%
for the one at https://github.com/glample/
tagger.

POS Accuracy
Collobert et al. (2011) 95.41:

Huang et al. (2015) 95.63:
Ma and Hovy (2016) 95.80:
Lample et al. (2016) 95.78:
Bjerva et al. (2016) 95.67

Liu et al. (2017) 95.95:
Peters et al. (2018) 96.62 :

SC-LSTM 95.51
SC-LSTM-CNN-CRF 95.83
SC-LSTM-LM-CNN 96.83

Table 6: Accuracy on the Universal Dependency En-
glish POS dataset. Configurations with a : sign are ap-
proaches we reproduced.

6 Analysis

We conducted a number of investigations in order
to understand better why our multi-task learning
model is effective.

6.1 Convergence Analysis

We report in Figure 3 the convergence of differ-
ent MTL models on the development set. To ob-
tain those curves, we collected the F1-score on the
NER and chunking tasks as well as the accuracy of
the POS task, and averaged them after each epoch.

Figure 3: The change of F1-score/Accuracy on the
development datasets at different epochs for SC-
LSTM (red solid line), LSTM-s (blue dotted line) and
LSTM-d (green dashed line) baselines. (a) reports re-
sults with NER, chunking and POS; (b) results with
NER and POS; (c) results with chunking and POS; and
(d) results with NER and chunking. All models were
trained using the Adam optimizer with the same set-
ting, and the mini-batch size was set to 10.

We clearly see that the SC-LSTM model con-
verges faster than other ones. It achieves higher
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performance after the first epoch, and after about
ten epochs, it shows a smooth performance curve,
while LSTM-s and LSTM-d models still fluctuate.
This indicates that our model can learn the hid-
den representation of multiple tasks in a faster and
smoother way than the other two methods.

Besides, we observe in Figure 3c and 3d that
combinations of tasks involving chunking typi-
cally show a smooth training curve, on the con-
trary to Figure 3b where NER and POS tasks
are combined. The fact that the training regi-
men fluctuates in the latter case for both LSTM-s
and LSTM-d suggests that conflicts with those two
tasks happen during optimisation, which we do not
observe for our model. Also, Figure 3a illustrates
that combining the three tasks altogether leads to
comparably better performance of our model over
LSTM-s and LSTM-d.

6.2 Effect of Different Task Combinations

We analyzed which task is benefited or harmed by
others under the three MTL settings we considered
and present results in Figure 4.

We find that it leads to better performance for
all MTL models by jointly learning chunking with
NER or POS(see in Figure 4b). This is in particu-
lar the case of our SC-LSTM model which records
the largest gain, especially when all tasks are be-
ing trained on.

Figure 4c shows results obtained on POS. Only
our SC-LSTM model achieves a meaningful im-
provement. We however observe that the NER
task tends to hurt the performance of POS, since
in most cases, the performance of POS+NER is
lower than the one obtained with POS+chunking.

For NER, Figure 4 shows that POS hurts
LSTM-s and LSTM-d models, while the chunking
task is beneficial for all MTL methods.

Clearly, the combination of different tasks has
a different effect on the final performance of each
task. The chunking task seems compatible with
NER and POS tasks, and it boosts the other two
tasks in all three MTL settings, which is consis-
tent with the results of Changpinyo et al. (2018).
Directly jointly training on POS and NER datasets
tends to reduce the performance in LSTM-s and
LSTM-d, which is also consistent with the con-
clusion in (Changpinyo et al., 2018). In conclu-
sion, all of the results show that our SC-LSTM
model is effective at capturing the mutual bene-
fits of all combined tasks. Since it performs con-

sistently better in various settings, we believe our
model to be more robust.

7 Related Work

There are many works that use extra knowledge
to improve the performance of sequence labeling
tasks.

Many works have focussed on jointly learning
two tasks, often with one being considered as the
main task, the other being the auxiliary one (Sø-
gaard and Goldberg, 2016; Bjerva et al., 2016;
Alonso and Plank, 2017). For instance, chunk-
ing, combinatory categorical grammar supertag-
ging, NER, super senses (SemCor), or multiword
expression + supersense will be taken as the main
task, while POS is the auxiliary task in (Søgaard
and Goldberg, 2016). Exceptions to this line of
work include (Collobert et al., 2011) that evaluates
four tasks: POS, chunking, NER and semantic role
labeling; (Kiperwasser and Ballesteros, 2018) that
considers a machine translation task with POS and
dependency parsing. And Niehues and Cho (2017)
considers machine translation with POS and NER
tasks; Zhang and Weiss (2016) show that jointly
learning a POS tagger and a dependency parser is
effective. Miwa and Bansal (2016) jointly trained
models for entity detection and relation extraction
in the field of relation extraction.

Other works are also trying to leverage language
models to empower the performance of sequence
labeling tasks. Notably, Liu et al. (2017) propose
a model which uses a neural language model to
learn character-level knowledge, and conducts se-
quence labeling to guide the language model to-
wards specific tasks. Others (Peters et al., 2017,
2018; Devlin et al., 2018) use neural language
models pre-trained on a large unlabeled corpus to
learn context-sensitive representations of words,
and leverage this representation into the sequence
labeling model.

More related to the present work are studies
that analyze the effectiveness of different combi-
nations of sequence labeling tasks in a multi-task
learning. In particular, Changpinyo et al. (2018)
conduct an investigation on 11 sequence labeling
tasks, while Alonso and Plank (2017) evaluate 5
tasks but report signifiant gains for only one task.

8 Conclusion

In this paper, we propose a simple yet powerful
LSTM cell that leverage both shared and task-

2403



Figure 4: Results of different task groups on each test set: (a) NER, (b) chunking, and (c) POS. Horizontal lines
show results for single-task models(NER: 89.39, Chunking: 94.44 and POS: 95.46).

specific parameters in a multi-task setting de-
signed for sequence labelling. We conduct ex-
tensive experiments to compare both single-task
learning and multi-task learning models. We an-
alyzed the influence of grouping different tasks
under various multi-task settings. Experiments
demonstrate the effectiveness of our model for se-
quence labeling tasks. We report new state-of-
the-art results on both POS and chunking tasks,
and close to state-of-the-art performance on NER,
without exploiting external ressources, neither
diving into dedicated feature engineering.

Despite those positive outcomes, several issues
with multi-task learning for sequence labeling re-
main open. In particular, we only considered 3
tasks here, and therefore plan to test our approach
on more tasks, perhaps understanding better why
some tasks are less useful to others. Also, there are
several ways we could have used our SC-LSTM
cell into our models which we would like to inves-
tigate further. In particular, in this work, we only
used the specific-task hidden states in the last layer
of the model, which can obviously be revisited.
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Abstract

Distantly-labeled data can be used to scale up
training of statistical models, but it is typi-
cally noisy and that noise can vary with the
distant labeling technique. In this work, we
propose a two-stage procedure for handling
this type of data: denoise it with a learned
model, then train our final model on clean
and denoised distant data with standard super-
vised training. Our denoising approach con-
sists of two parts. First, a filtering function
discards examples from the distantly labeled
data that are wholly unusable. Second, a rela-
beling function repairs noisy labels for the re-
tained examples. Each of these components is
a model trained on synthetically-noised exam-
ples generated from a small manually-labeled
set. We investigate this approach on the ultra-
fine entity typing task of Choi et al. (2018).
Our baseline model is an extension of their
model with pre-trained ELMo representations,
which already achieves state-of-the-art perfor-
mance. Adding distant data that has been de-
noised with our learned models gives further
performance gains over this base model, out-
performing models trained on raw distant data
or heuristically-denoised distant data.

1 Introduction

With the rise of data-hungry neural network mod-
els, system designers have turned increasingly to
unlabeled and weakly-labeled data in order to
scale up model training. For information extrac-
tion tasks such as relation extraction and entity
typing, distant supervision (Mintz et al., 2009) is
a powerful approach for adding more data, using
a knowledge base (Del Corro et al., 2015; Ra-
binovich and Klein, 2017) or heuristics (Ratner
et al., 2016; Hancock et al., 2018) to automatically
label instances. One can treat this data just like any
other supervised data, but it is noisy; more effec-
tive approaches employ specialized probabilistic

models (Riedel et al., 2010; Ratner et al., 2018a),
capturing its interaction with other supervision
(Wang and Poon, 2018) or breaking down aspects
of a task on which it is reliable (Ratner et al.,
2018b). However, these approaches often require
sophisticated probabilistic inference for training of
the final model. Ideally, we want a technique that
handles distant data just like supervised data, so
we can treat our final model and its training proce-
dure as black boxes.

This paper tackles the problem of exploiting
weakly-labeled data in a structured setting with a
two-stage denoising approach. We can view a dis-
tant instance’s label as a noisy version of a true un-
derlying label. We therefore learn a model to turn
a noisy label into a more accurate label, then ap-
ply it to each distant example and add the resulting
denoised examples to the supervised training set.
Critically, the denoising model can condition on
both the example and its noisy label, allowing it to
fully leverage the noisy labels, the structure of the
label space, and easily learnable correspondences
between the instance and the label.

Concretely, we implement our approach for the
task of fine-grained entity typing, where a single
entity may be assigned many labels. We learn two
denoising functions: a relabeling function takes an
entity mention with a noisy set of types and returns
a cleaner set of types, closer to what manually la-
beled data has. A filtering function discards ex-
amples which are deemed too noisy to be useful.
These functions are learned by taking manually-
labeled training data, synthetically adding noise to
it, and learning to denoise, similar to a conditional
variant of a denoising autoencoder (Vincent et al.,
2008). Our denoising models embed both entities
and labels to make their predictions, mirroring the
structure of the final entity typing model itself.

We evaluate our model following Choi et al.
(2018). We chiefly focus on their ultra-fine en-
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According to the review aggregator Rotten 
Tomatoes ,  89 % of critics gave [the film] 
positive reviews.
film, movie, show, art, entertainment, creation

[The film] is based on a hit London and New 
York play , which was based on a best-selling 
book.
film, movie, show, art, entertainment, creation

(a)

(b) Djokovic lost to [Rafael Nadal] on Monday, in a 
rain-delayed U.S. Open final.
player, tennis player, champion, achiever, 
winner, contestant, person, athlete

(d)

“A pretty good day all round,” said [Gascoyne , a 
British veteran of stints with the original Tyrrell 
team] in a roller-coaster F1 career.
region 

(c)

person  ✔

Figure 1: Examples selected from the Ultra-Fine Entity Typing dataset of Choi et al. (2018). (a) A manually-
annotated example. (b) The head word heuristic functioning correctly but missing types in (a). (c) Entity linking
providing the wrong types. (d) Entity linking providing correct but incomplete types.

tity typing scenario and use the same two distant
supervision sources as them, based on entity link-
ing and head words. On top of an adapted model
from Choi et al. (2018) incorporating ELMo (Pe-
ters et al., 2018), naı̈vely adding distant data ac-
tually hurts performance. However, when our
learned denoising model is applied to the data,
performance improves, and it improves more than
heuristic denoising approaches tailored to this
dataset. Our strongest denoising model gives a
gain of 3 F1 absolute over the ELMo baseline, and
a 4.4 F1 improvement over naive incorporation
of distant data. This establishes a new state-of-
the-art on the test set, outperforming concurrently
published work (Xiong et al., 2019) and matching
the performance of a BERT model (Devlin et al.,
2018) on this task. Finally, we show that denois-
ing helps even when the label set is projected onto
the OntoNotes label set (Hovy et al., 2006; Gillick
et al., 2014), outperforming the method of Choi
et al. (2018) in that setting as well.

2 Setup

We consider the task of predicting a structured tar-
get y associated with an input x. Suppose we
have high-quality labeled data of n (input, tar-
get) pairs D = {

(
x(1), y(1)

)
, . . . , (x(n), y(n))},

and noisily labeled data of n′ (input, target) pairs
D′ = {(x(1), y(1)noisy), . . . , (x(n

′), y
(n′)
noisy)}. For our

tasks, D is collected through manual annotation
and D′ is collected by distant supervision. We use
two models to denoise data from D′: a filtering
function f disposes of unusable data (e.g., misla-
beled examples) and a relabeling function g trans-
forms the noisy target labels ynoisy to look more
like true labels. This transformation improves the
noisy data so that we can use it toD without intro-
ducing damaging amounts of noise. In the second
stage, a classification model is trained on the aug-
mented data (D combined with denoised D′) and

predicts y given x in the inference phase.

2.1 Case Study: Ultra-Fine Entity Typing

The primary task we address here is the fine-
grained entity typing task of Choi et al. (2018). In-
stances in the corpus are assigned types from a vo-
cabulary of more than 10,000 types, which are di-
vided into three classes: 9 general types, 121 fine-
grained types, and 10, 201 ultra-fine types. This
dataset consists of 6K manually annotated exam-
ples and approximately 25M distantly-labeled ex-
amples. 5M examples are collected using entity
linking (EL) to link mentions to Wikipedia and
gather types from information on the linked pages.
20M examples (HEAD) are generated by extract-
ing nominal head words from raw text and treating
these as singular type labels.

Figure 1 shows examples from these datasets
which illustrate the challenges in automatic anno-
tation using distant supervision. The manually-
annotated example in (a) shows how numerous
the gold-standard labeled types are. By contrast,
the HEAD example (b) shows that simply treating
the head word as the type label, while correct in
this case, misses many valid types, including more
general types. The EL example (c) is incorrectly
annotated as region, whereas the correct coarse
type is actually person. This error is charac-
teristic of entity linking-based distant supervision
since identifying the correct link is a challenging
problem in and of itself (Milne and Witten, 2008):
in this case, Gascoyne is also the name of a re-
gion in Western Australia. The EL example in (d)
has reasonable types; however, human annotators
could choose more types (grayed out) to describe
the mention more precisely. The average number
of types annotated by humans is 5.4 per example
while the two distant supervision techniques com-
bined yields 1.5 types per example on average.

In summary, distant supervision can (1) produce
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Djokovic lost to [Rafael Nadal] on Monday, ...

player

tennis_player

A person who participates in or is skilled at some game

An athlete who plays tennis

++

Rafael Nadal

Good

Bad
✕

tennis player
winner
athlete
baseball player
person

Yes

Yes
Yes
No
Yes

✕

Filter Relabel

Figure 2: Denoising models. The Filter model predicts whether the example should be kept at all; if it is kept,
the Relabel model attempts to automatically expand the label set. Φm is a mention encoder, which can be a
state-of-the-art entity typing model. Φt encodes noisy types from distant supervision.

completely incorrect types, and (2) systematically
miss certain types.

3 Denoising Model

To handle the noisy data, we propose to learn a
denoising model as shown in Figure 2. This de-
noising model consists of filtering and relabeling
functions to discard and relabel examples, respec-
tively; these rely on a shared mention encoder and
type encoder, which we describe in the following
sections. The filtering function is a binary clas-
sifier that takes these encoded representations and
predicts whether the example is good or bad. The
relabeling function predicts a new set of labels for
the given example.

We learn these functions in a supervised fash-
ion. Training data for each is created through syn-
thetic noising processes applied to the manually-
labeled data, as described in Sections 3.3 and 3.4.

For the entity typing task, each example (x, y)
takes the form ((s,m), t), where s is the sentence,
m is the mention span, and t is the set of types
(either clean or noisy).

3.1 Mention Encoder

This encoder is a function Φm(s,m) which maps
a sentence s and mention m to a real-valued vec-
tor vm. This allows the filtering and relabeling
function to recognize inconsistencies between the
given example and the provided types. Note that
these inputs s and m are the same as the inputs for
the supervised version of this task; we can there-
fore share an encoder architecture between our de-
noising model and our final typing model. We use

an encoder following Choi et al. (2018) with a few
key differences, which are described in Section 4.

3.2 Type Encoder

The second component of our model is a module
which produces a vector vt = Φt(t). This is an
encoder of an unordered bag of types. Our basic
type encoder uses trainable vectors as embeddings
for each type and combines these with summing.
That is, the noisy types t1, . . . , tm are embedded
into type vectors {t1, . . . , tm}. The final embed-
ding of the type set t =

∑
j tj .

Type Definition Encoder Using trainable type
embeddings exposes the denoising model to po-
tential data sparsity issues, as some types appear
only a few or zero times in the training data.
Therefore, we also assign each type a vector based
on its definition in WordNet (Miller, 1995). Even
low-frequent types are therefore assigned a plausi-
ble embedding.1

Let wji denote the ith word of the jth type’s
most common WordNet definition. Each wji is
embedded using GloVe (Pennington et al., 2014).
The resulting word embedding vectors wj

i are
fed into a bi-LSTM (Hochreiter and Schmidhu-
ber, 1997; Graves and Schmidhuber, 2005), and
a concatenation of the last hidden states in both
directions is used as the definition representation
wj . The final representation of the definitions is
the sum over these vectors for each type: w =

1We found this technique to be more effective than using
pretrained vectors from GloVe or ELMo. It gave small im-
provements on an intrinsic evaluation over not incorporating
it; results are omitted due to space constraints.
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∑
kw

k.
Our final vt = [t;w], the concatenation of the

type and definition embedding vectors.

3.3 Filtering Function

The filtering function f is a binary classifier de-
signed to detect examples that are completely mis-
labeled. Formally, f is a function mapping a la-
beled example (s,m, t) to a binary indicator z of
whether this example should be discarded or not.

In the forward computation, the feature vectors
vm and vt are computed using the mention and
type encoders. The model prediction is defined as
P (error) = σ

(
u>Highway ([vm;vt])

)
, where σ

is a sigmoid function, u is a parameter vector, and
Highway(·) is a 1-layer highway network (Srivas-
tava et al., 2015). We can apply f to each distant
pair in our distant dataset D′ and discard any ex-
ample predicted to be erroneous (P (error) > 0.5).

Training data We do not know a priori which
examples in the distant data should be discarded,
and labeling these is expensive. We therefore con-
struct synthetic training data Derror for f based on
the manually labeled data D. For 30% of the ex-
amples in D, we replace the gold types for that
example with non-overlapping types taken from
another example. The intuition for this procedure
follows Figure 1: we want to learn to detect ex-
amples in the distant data like Gascoyne where
heuristics like entity resolution have misfired and
given a totally wrong label set.

Formally, for each selected example ((s,m), t),
we repeatedly draw another example ((s′,m′), t′)
from D until we find t′error that does not have any
common types with t. We then create a positive
training example ((s,m, t′error), z = 1). We create
a negative training example ((s,m, t), z = 0) us-
ing the remaining 70% of examples. f is trained
on Derror using binary cross-entropy loss.

3.4 Relabeling Function

The relabeling function g is designed to repair ex-
amples that make it through the filter but which
still have errors in their type sets, such as missing
types as shown in Figure 1b and 1d. g is a function
from a labeled example (s,m, t) to an improved
type set t̃ for the example.

Our model computes feature vectors vm and vt
by the same procedure as the filtering function f .
The decoder is a linear layer with parameters D ∈
R|V t|×(dm+dt). We compute e = σ (D [vm;vt]),

where σ is an element-wise sigmoid operation de-
signed to give binary probabilities for each type.

Once g is trained, we make a prediction t̃ for
each (s,m, t) ∈ D′ and replace t by t̃ to create
the denoised data D′denoise = {(s,m, t̃), . . . }. For
the final prediction, we choose all types t` where
e` > 0.5, requiring at least two types to be present
or else we discard the example.
Training data We train the relabeling function
g on another synthetically-noised dataset Ddrop
generated from the manually-labeled data D. To
mimic the type distribution of the distantly-labeled
examples, we take each example (s,m, t) and ran-
domly drop each type with a fixed rate 0.7 inde-
pendent of other types to produce a new type set
t′. We perform this process for all examples in D
and create a noised training set Ddrop, where a sin-
gle training example is ((s,m, t′), t). g is trained
on D′drop with a binary classification loss function
over types used in Choi et al. (2018), described in
the next section.

One can think of g as a type of denoising
autoencoder (Vincent et al., 2008) whose recon-
structed types t̃ are conditioned on v as well as t.

4 Typing Model

In this section, we define the sentence and men-
tion encoder Φm, which is use both in the de-
noising model as well as in the final prediction
task. We extend previous attention-based models
for this task (Shimaoka et al., 2017; Choi et al.,
2018). At a high level, we have an instance en-
coder Φm that returns a vector vm ∈ RdΦ , then
multiply the output of this encoding by a matrix
and apply a sigmoid to get a binary prediction for
each type as a probability of that type applying.

Figure 3 outlines the overall architecture of
our typing model. The encoder Φm consists of
four vectors: a sentence representation s, a word-
level mention representation mword, a character-
level mention representation mchar, and a head-
word mention vector mhead. The first three of
these were employed by Choi et al. (2018). We
have modified the mention encoder with an addi-
tional bi-LSTM to better encode long mentions,
and additionally used the headword embedding di-
rectly in order to focus on the most critical word.
These pieces use pretrained contextualized word
embeddings (ELMo) (Peters et al., 2018) as input.

Pretrained Embeddings Tokens in the sentence
s are converted into contextualized word vectors

2410



board
location
group
engineer
person

Yes
No
Yes
No
No

✕

[The board of directors] proposed to raise the dividend ... 

Attention

Attention

Char-CNN

Figure 3: Sentence and mention encoder used to predict
types. We compute attention over LSTM encodings of
the sentence and mention, as well as using character-
level and head-word representations to capture addi-
tional mention properties. These combine to form an
encoding which is used to predict types.

using ELMo; let s′i ∈ RdELMo denote the em-
bedding of the ith word. As suggested in Peters
et al. (2018), we learn task specific parameters
γtask ∈ R and stask ∈ R3 governing these embed-
dings. We do not fine-tune the parameters of the
ELMo LSTMs themselves.

Sentence Encoder Following Choi et al. (2018),
we concatenate the mth word vector sm in the
sentence with a corresponding location embed-
ding `m ∈ Rdloc . Each word is assigned one
of four location tokens, based on whether (1) the
word is in the left context, (2) the word is the
first word of the mention span, (3) the word is
in the mention span (but not first), and (4) the
word is in the right context. The input vectors
[s′; `] are fed into a bi-LSTM encoder, with hid-
den dimension is dhid, followed by a span atten-
tion layer (Lee et al., 2017; Choi et al., 2018):
s = Attention(bi-LSTM([s′; l])), where s is the
final representation of the sentence s.

Mention Encoder To obtain a mention repre-
sentation, we use both word and character infor-
mation. For the word-level representation, the
mention’s contextualized word vectors m′ are fed
into a bi-LSTM with hidden dimension is dhid.
The concatenated hidden states of both directions
are summed by a span attention layer to form
the word-level mention representation: mword =
Attention(bi-LSTM(m′)).

Second, a character-level representation is com-
puted for the mention. Each character is embedded
and then a 1-D convolution (Collobert et al., 2011)
is applied over the characters of the mention. This

gives a character vector mchar.
Finally, we take the contextualized word vector

of the headword mhead as a third component of our
representation. This can be seen as a residual con-
nection (He et al., 2016) specific to the mention
head word. We find the headwords in the mention
spans by parsing those spans in isolation using the
spaCy dependency parser (Honnibal and Johnson,
2015). Empirically, we found this to be useful on
long spans, when the span attention would often
focus on incorrect tokens.

The final representation of the input x is a con-
catenation of the sentence, the word- & character-
level mention, and the mention headword repre-
sentations, v =

[
s;mword;mchar;mhead

]
∈ RdΦ .

Decoder We treat each label prediction as an in-
dependent binary classification problem. Thus, we
compute a score for each type in the type vocab-
ulary V t. Similar to the decoder of the relabeling
function g, we compute e = σ (Ev), where E ∈
R|V t|×dΦ and e ∈ R|V t|. For the final prediction,
we choose all types t` where e` > 0.5. If none of
e` is greater than 0.5, we choose t` = arg max e
(the single most probable type).

Loss Function We use the same loss function as
Choi et al. (2018) for training. This loss partitions
the labels in general, fine, and ultra-fine classes,
and only treats an instance as an example for types
of the class in question if it contains a label for that
class. More precisely:

L =Lgeneral1general(t) + Lfine1fine(t)

+ Lultra-fine1ultra-fine(t),
(1)

where L... is a loss function for a specific type
class: general, fine-grained, or ultra-fine, and
1...(t) is an indicator function that is active when
one of the types t is in the type class. Each L... is
a sum of binary cross-entropy losses over all types
in that category. That is, the typing problem is
viewed as independent classification for each type.

Note that this loss function already partially re-
pairs the noise in distant examples from missing
labels: for example, it means that examples from
HEAD do not count as negative examples for gen-
eral types when these are not present. However,
we show in the next section that this is not suffi-
cient for denoising.

Implementation Details The settings of hyper-
parameters in our model largely follows Choi et al.
(2018) and recommendations for using the pre-
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trained ELMo-Small model.2 The word embed-
ding size dELMo is 1024. The type embedding size
and the type definition embedding size are set to
1024. For most of other model hyperparameters,
we use the same settings as Choi et al. (2018):
dloc = 50, dhid = 100, dchar = 100. The num-
ber of filters in the 1-d convolutional layer is 50.
Dropout is applied with p = 0.2 for the pretrained
embeddings, and p = 0.5 for the mention repre-
sentations. We limit sentences to 50 words and
mention spans to 20 words for computational rea-
sons. The character CNN input is limited to 25
characters; most mentions are short, so this still
captures subword information in most cases. The
batch size is set to 100. For all experiments, we
use the Adam optimizer (Kingma and Ba, 2014).
The initial learning rate is set to 2e-03. We imple-
ment all models3 using PyTorch. To use ELMo,
we consult the AllenNLP source code.

5 Experiments

Ultra-Fine Entity Typing We evaluate our ap-
proach on the ultra-fine entity typing dataset from
Choi et al. (2018). The 6K manually-annotated
English examples are equally split into the train-
ing, development, and test examples by the au-
thors of the dataset. We generate synthetically-
noised data,Derror andDdrop, using the 2K training
set to train the filtering and relabeling functions, f
and h. We randomly select 1M EL and 1M HEAD
examples and use them as the noisy data D′. Our
augmented training data is a combination of the
manually-annotated data D and D′denoised.

OntoNotes In addition, we investigate if denois-
ing leads to better performance on another dataset.
We use the English OntoNotes dataset (Gillick
et al., 2014), which is a widely used benchmark
for fine-grained entity typing systems. The orig-
inal training, development, and test splits contain
250K, 2K, and 9K examples respectively. Choi
et al. (2018) created an augmented training set
that has 3.4M examples. We also construct our
own augmented training sets with/without denois-
ing using our noisy data D′, using the same label
mapping from ultra-fine types to OntoNotes types
described in Choi et al. (2018).

2https://allennlp.org/elmo
3The code for experiments is available at https://

github.com/yasumasaonoe/DenoiseET

5.1 Ultra-Fine Typing Results

We first compare the performance of our approach
to several benchmark systems, then break down
the improvements in more detail. We use the
model architecture described in Section 4 and train
it on the different amounts of data: manually la-
beled only, naive augmentation (adding in the raw
distant data), and denoised augmentation. We
compare our model to Choi et al. (2018) as well
as to BERT (Devlin et al., 2018), which we fine-
tuned for this task. We adapt our task to BERT by
forming an input sequence ”[CLS] sentence
[SEP] mention [SEP]” and assign the seg-
ment embedding A to the sentence and B to the
mention span.4 Then, we take the output vector at
the position of the [CLS] token (i.e., the first to-
ken) as the feature vector v, analogous to the usage
for sentence pair classification tasks. The BERT
model is fine-tuned on the 2K manually annotated
examples. We use the pretrained BERT-Base, un-
cased model5 with a step size of 2e-05 and batch
size 32.

Results Table 1 compares the performance of
these systems on the development set. Our model
with no augmentation already matches the system
of Choi et al. (2018) with augmentation, and incor-
porating ELMo gives further gains on both preci-
sion and recall. On top of this model, adding the
distantly-annotated data lowers the performance;
the loss function-based approach of (Choi et al.,
2018) does not sufficiently mitigate the noise in
this data. However, denoising makes the distantly-
annotated data useful, improving recall by a sub-
stantial margin especially in the general class. A
possible reason for this is that the relabeling func-
tion tends to add more general types given finer
types. BERT performs similarly to ELMo with
denoised distant data. As can be seen in the per-
formance breakdown, BERT gains from improve-
ments in recall in the fine class.

Table 2 shows the performance of all settings
on the test set, with the same trend as the perfor-
mance on the development set. Our approach out-
performs the concurrently-published Xiong et al.
(2019); however, that work does not use ELMo.
Their improved model could be used for both de-

4We investigated several approaches, including taking the
head word piece from the last layer and using that for classi-
fication (more closely analogous to what Devlin et al. (2018)
did for NER), but found this one to work best.

5https://github.com/google-research/
bert
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Total General Fine Ultra-Fine

Model P R F1 P R F1 P R F1 P R F1

Ours + GloVe w/o augmentation 46.4 23.3 31.0 57.7 65.5 61.4 41.3 31.3 35.6 42.4 9.2 15.1
Ours + ELMo w/o augmentation 55.6 28.1 37.3 69.3 77.3 73.0 47.9 35.4 40.7 48.9 12.6 20.0
Ours + ELMo w augmentation 55.2 26.4 35.7 69.4 72.0 70.7 46.6 38.5 42.2 48.7 10.3 17.1
Ours + ELMo w augmentation 50.7 33.1 40.1 66.9 80.7 73.2 41.7 46.2 43.8 45.6 17.4 25.2

+ filter & relabel
BERT-Base, Uncased 51.6 32.8 40.1 67.4 80.6 73.4 41.6 54.7 47.3 46.3 15.6 23.4

Choi et al. (2018) w augmentation 48.1 23.2 31.3 60.3 61.6 61.0 40.4 38.4 39.4 42.8 8.8 14.6

Table 1: Macro-averaged P/R/F1 on the dev set for the entity typing task of Choi et al. (2018) comparing various
systems. ELMo gives a substantial improvement over baselines. Over an ELMo-equipped model, data augmen-
tation using the method of Choi et al. (2018) gives no benefit. However, our denoising technique allow us to
effectively incorporate distant data, matching the results of a BERT model on this task (Devlin et al., 2018).

noising as well as prediction in our setting, and we
believe this would stack with our approach.

Usage of Pretrained Representations Our
model with ELMo trained on denoised data
matches the performance of the BERT model. We
experimented with incorporating distant data (raw
and denoised) in BERT, but the fragility of BERT
made it hard to incorporate: training for longer
generally caused performance to go down after a
while, so the model cannot exploit large external
data as effectively. Devlin et al. (2018) prescribe
training with a small batch size and very specific
step sizes, and we found the model very sensitive
to these hyperparameters, with only 2e-05 giving
strong results. The ELMo paradigm of incorpo-
rating these as features is much more flexible and
modular in this setting. Finally, we note that our
approach could use BERT for denoising as well,
but this did not work better than our current ap-
proach. Adapting BERT to leverage distant data
effectively is left for future work.

5.1.1 Comparing Denoising Models
We now explicitly compare our denoising ap-
proach to several baselines. For each denoising
method, we create the denoised EL, HEAD, and
EL & HEAD dataset and investigate performance
on these datasets. Any denoised dataset is com-
bined with the 2K manually-annotated examples
and used to train the final model.

Heuristic Baselines These heuristics target the
same factors as our filtering and relabeling func-
tions in a non-learned way.
SYNONYMS AND HYPERNYMS For each type
observed in the distant data, we add its synonyms
and hypernyms using WordNet (Miller, 1995).
This is motivated by the data construction process
in Choi et al. (2018).

Model P R F1

Ours + GloVe w/o augmentation 47.6 23.3 31.3
Ours + ELMo w/o augmentation 55.8 27.7 37.0
Ours + ELMo w augmentation 55.5 26.3 35.7
Ours + ELMo w augmentation 51.5 33.0 40.2

+ filter & relabel
BERT-Base, Uncased 51.6 33.0 40.2

Choi et al. (2018) w augmentation 47.1 24.2 32.0
LABELGCN (Xiong et al., 2019) 50.3 29.2 36.9

Table 2: Macro-averaged P/R/F1 on the test set for the
entity typing task of Choi et al. (2018). Our denoising
approach gives substantial gains over naive augmenta-
tion and matches the performance of a BERT model.

COMMON TYPE PAIRS We use type pair statis-
tics in the manually labeled training data. For each
base type that we observe in a distant example,
we add any type which is seen more than 90%
of the time the base type occurs. For instance,
the type art is given at least 90% of the times
the film type is present, so we automatically add
art whenever film is observed.

OVERLAP We train a model on the manually-
labeled data only, then run it on the distantly-
labeled data. If there is an intersection between
the noisy types t and the predicted type t̂, we com-
bine them and use as the expanded type t̃. Inspired
by tri-training (Zhou and Li, 2005), this approach
adds “obvious” types but avoids doing so in cases
where the model has likely made an error.

Results Table 3 compares the results on the de-
velopment set. We report the performance on each
of the EL & HEAD, EL, and HEAD dataset. On
top of the baseline ORIGINAL, adding synonyms
and hypernyms by consulting external knowledge
does not improve the performance. Expanding
labels with the PAIR technique results in small
gains over ORIGINAL. OVERLAP is the most ef-
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EL & HEAD EL HEAD

Type Denoising Method P R F1 P R F1 P R F1

RAW DATA 55.2 26.4 35.7 52.3 26.1 34.8 52.8 28.4 36.9
Heuristic Baselines SYNONYMS & HYPERNYMS 43.0 30.0 35.3 47.5 26.3 33.9 44.8 31.7 37.1

PAIR 50.2 29.0 36.8 49.6 27.0 35.0 50.6 31.2 38.6
OVERLAP 50.0 32.3 39.2 49.5 30.8 38.0 50.6 31.4 38.7

Proposed Approach FILTER 53.1 28.2 36.8 51.9 26.5 35.1 51.2 31.2 38.7
RELABEL 52.1 32.2 39.8 50.2 31.4 38.6 50.2 31.8 38.9
FILTER & RELABEL 50.7 33.1 40.1 52.7 30.5 38.7 50.7 32.1 39.3

Choi et al. (2018) 48.1 23.2 31.3 50.3 19.6 28.2 48.4 22.3 30.6

Table 3: Macro-averaged P/R/F1 on the dev set for the entity typing task of Choi et al. (2018) with various types of
augmentation added. The customized loss from Choi et al. (2018) actually causes a decrease in performance from
adding any of the datasets. Heuristics can improve incorporation of this data: a relabeling heuristic (Pair) helps on
HEAD and a filtering heuristic (Overlap) is helpful in both settings. However, our trainable filtering and relabeling
models outperform both of these techniques.

fective heuristic technique. This simple filtering
and expansion heuristic improves recall on EL.
FILTER, our model-based example selector, gives
similar improvements to PAIR and OVERLAP on
the HEAD setting, where filtering noisy data ap-
pears to be somewhat important.6 RELABEL and
OVERLAP both improve performance on both EL
and HEAD while other methods do poorly on EL.
Combining the two model-based denoising tech-
niques, FILTER & RELABEL outperforms all the
baselines.

5.2 OntoNotes Results

We compare our different augmentation schemes
for deriving data for the OntoNotes standard as
well. Table 4 lists the results on the OntoNotes test
set following the adaptation setting of Choi et al.
(2018). Even on this dataset, denoising signifi-
cantly improves over naive incorporation of dis-
tant data, showing that the denoising approach is
not just learning quirks of the ultra-fine dataset.
Our augmented set is constructed from 2M seed
examples while Choi et al. (2018) have a more
complex procedure for deriving augmented data
from 25M examples. Ours (total size of 2.1M) is
on par with their larger data (total size of 3.4M),
despite having 40% fewer examples. In this set-
ting, BERT still performs well but not as well as
our model with augmented training data.

One source of our improvements from data aug-
mentation comes from additional data that is able
to be used because some OntoNotes type can be
derived. This is due to denoising doing a better job

6One possible reason for this is identifying stray word
senses; film can refer to the physical photosensitive object,
among other things.

Model Acc. Ma-F1 Mi-F1

Ours + ELMo w/o augmentation 42.7 72.7 66.7
Ours + ELMo w augmentation 59.3 76.5 70.7
Ours + ELMo w augmentation 63.9 84.5 78.9

+ filter & relabel
Ours + ELMo w augmentation 64.9 84.5 79.2

by Choi et al. (2018)
BERT-Base, Uncased 51.8 76.6 69.1

Shimaoka et al. (2017) 51.7 70.9 64.9
AFET (Ren et al., 2016a) 55.1 71.1 64.7
PLE (Ren et al., 2016b) 57.2 71.5 66.1
Choi et al. (2018) 59.5 76.8 71.8
LABELGCN (Xiong et al., 2019) 59.6 77.8 72.2

Table 4: Test results on OntoNotes. Denoising helps
substantially even in this reduced setting. Using fewer
distant examples, we nearly match the performance us-
ing the data from Choi et al. (2018) (see text).

of providing correct general types. In the EL set-
ting, this yields 730k usable examples out of 1M
(vs 540K for no denoising), and in HEAD, 640K
out of 1M (vs. 73K).

5.3 Analysis of Denoised Labels

To understand what our denoising approach does
to the distant data, we analyze the behavior of our
filtering and relabeling functions. Table 5 reports
the average numbers of types added/deleted by the
relabeling function and the ratio of examples dis-
carded by the filtering function.

Overall, the relabeling function tends to add
more and delete fewer number of types. The
HEAD examples have more general types added
than the EL examples since the noisy HEAD labels
are typically finer. Fine-grained types are added
to both EL and HEAD examples less frequently.
Ultra-fine examples are frequently added to both
datasets, with more added to EL; the noisy EL la-
bels are mostly extracted from Wikipedia defini-
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General Fine Ultra-Fine

Data Add Del Add Del Add Del Filter (%)

EL 0.87 0.01 0.36 0.17 2.03 0.12 9.4
HEAD 1.18 0.00 0.51 0.01 1.15 0.16 10.0

Table 5: The average number of types added or deleted
by the relabeling function per example. The right-most
column shows that the rate of examples discarded by
the filtering function.

tions, so those labels often do not include ultra-
fine types. The filtering function discards similar
numbers of examples for the EL and HEAD data:
9.4% and 10% respectively.

Figure 4 shows examples of the original noisy
labels and the denoised labels produced by the
relabeling function. In example (a), taken from
the EL data, the original labels, {location,
city}, are correct, but human annotators might
choose more types for the mention span, Min-
neapolis. The relabeling function retains the
original types about the geography and adds
ultra-fine types about administrative units such
as {township, municipality}. In exam-
ple (b), from the HEAD data, the original label,
{dollar}, is not so expressive by itself since
it is a name of a currency. The labeling func-
tion adds coarse types, {object, currency},
as well as specific types such as {medium of
exchange, monetary unit}. In another
EL example (c), the relabeling function tries to add
coarse and fine types but struggles to assign mul-
tiple diverse ultra-fine types to the mention span
Michelangelo, possibly because some of these
types rarely cooccur (painter and poet).

6 Related Work

Past work on denoising data for entity typ-
ing has used multi-instance multi-label learning
(Yaghoobzadeh and Schütze, 2015, 2017; Murty
et al., 2018). One view of these approaches is that
they delete noisily-introduced labels, but they can-
not add them, or filter bad examples. Other work
focuses on learning type embeddings (Yogatama
et al., 2015; Ren et al., 2016a,b); our approach
goes beyond this in treating the label set in a struc-
tured way. The label set of Choi et al. (2018) is
distinct in not being explicitly hierarchical, mak-
ing past hierarchical approaches difficult to apply.

Denoising techniques for distant supervision
have been applied extensively to relation extrac-
tion. Here, multi-instance learning and probabilis-

... play their home games at Target Center in [Minneapolis].(a)

location, 
city

location, place, city, country, area, 
region, township, town, municipality

... Vittoria was influenced also by [Michelangelo] ...(c)

architect, sculptor, 
painter, poet 

person, artist, writer 

[The dollar] has been rising , pushing commodities lower ...

dollar 

(b)

object, currency, money, medium of exchange, 
dollar, monetary unit 

Figure 4: Examples of the noisy labels (left) and the
denoised labels (right) for mentions (bold). The col-
ors correspond to type classes: general (purple), fine-
grained (green), and ultra-fine (yellow).

tic graphical modeling approaches have been used
(Riedel et al., 2010; Hoffmann et al., 2011; Sur-
deanu et al., 2012; Takamatsu et al., 2012) as well
as deep models (Lin et al., 2016; Feng et al., 2017;
Luo et al., 2017; Lei et al., 2018; Han et al., 2018),
though these often focus on incorporating signals
from other sources as opposed to manually labeled
data.

7 Conclusion

In this work, we investigated the problem of de-
noising distant data for entity typing tasks. We
trained a filtering function that discards examples
from the distantly labeled data that are wholly un-
usable and a relabeling function that repairs noisy
labels for the retained examples. When distant
data is processed with our best denoising model,
our final trained model achieves state-of-the-art
performance on an ultra-fine entity typing task.
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Abstract

While rule-based detection of subject–verb
agreement (SVA) errors is sensitive to syntac-
tic parsing errors and irregularities and excep-
tions to the main rules, neural sequential la-
belers have a tendency to overfit their training
data. We observe that rule-based error genera-
tion is less sensitive to syntactic parsing errors
and irregularities than error detection and ex-
plore a simple, yet efficient approach to getting
the best of both worlds: We train neural sequ-
ential labelers on the combination of large vo-
lumes of silver standard data, obtained through
rule-based error generation, and gold standard
data. We show that our simple protocol leads
to more robust detection of SVA errors on both
in-domain and out-of-domain data, as well as
in the context of other errors and long-distance
dependencies; and across four standard bench-
marks, the induced model on average achieves
a new state of the art.

1 Introduction

Grammatical Error Detection. Grammatical
Error Detection (GED, Leacock et al., 2010) is
the task of detecting grammatical errors in text.
It is used in various real-world applications, such
as writing assistance tools, self-assessment fra-
meworks and language tutoring systems, facili-
tating incremental and/or exploratory editing of
one’s writing. Accurate error detection systems
also have potential applications for language ge-
neration and machine translation systems, guiding
automatically generated output towards gramma-
tically correct sequences.

The problem of detecting subject–verb agre-
ement (SVA) errors is an important subtask of
GED. In this work, we focus on detecting subject–
verb agreement errors in the English as a Second
Language (ESL) domain. Most SVA errors occur
at the third-person present tense when determining

whether the subject describes a singular or a plu-
ral concept. The following examples demonstrate
subject–verb agreement errors (bold):

(1) a. *They all knows where the conference is.
b. *The Hotel are very close to Town Hall.

The task can be formulated as a sequence labe-
ling problem, with the goal of labeling subject–
verb pairs as being in agreement or not.

Approaches. Sequence labeling problems in
NLP, including GED and the subtask of iden-
tifying SVA errors, have, in recent years, been
handled with Recurrent Neural Networks (RNNs)
trained on large amounts of data (Rei and Yan-
nakoudakis, 2016, 2017). However, most publi-
cly available datasets for GED are relatively small,
making it difficult to learn a general grammar re-
presentation and potentially leading to over-fitting.
Previous work has also shown that neural langu-
age models with a similar architecture have diffi-
culty learning subject–verb agreement patterns in
the presence of agreement attractors (Linzen et al.,
2016).

Rule-based approaches (Andersen et al., 2013)
are still considered a strong alternative to end-to-
end neural networks, with many industry solutions
still relying on rules defined over syntactic trees.
The rule-based approach has the advantage of not
requiring manual annotation, while also allowing
easy access to adding and removing individual ru-
les. On the other hand, language is continuously
evolving, and there are exceptions to most gram-
mar rules we know. Additionally, rule-based mat-
ching typically relies on syntactic pre-processing,
which is error-prone, leading to compounding er-
rors that hurt the downstream GED performance.

Our contributions. In this work, we compare
the performance of rule-based approaches and
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end-to-end neural models for the detection of SVA
errors. We show that rule-based systems are vul-
nerable to errors in the underlying syntactic par-
sers, while also failing to capture irregularities and
exceptions. In contrast, end-to-end neural archi-
tectures are limited by the available labeled exam-
ples and sensitive to the variance in these datasets.
We then make the following observation: while
rule-based error detection is severely affected by
errors and irregularities in syntactic parsing, rule-
based error generation is more robust. SVA errors
can be generated without identifying subject de-
pendency relations in advance, and changing the
number of a verb almost always leads to an er-
ror. This generated data can be used as a silver
standard for optimizing neural sequence labeling
models. We demonstrate that a system trained on
a combination of available labeled data and large
volumes of silver standard data outperforms both
neural and rule-based baselines by a margin on
three out of four standard benchmarks, and on ave-
rage achieves a new state-of-the-art on detecting
SVA errors.

2 Related work

Neural approaches. Recent neural approaches
to GED include Rei and Yannakoudakis (2016)
who argue that bidirectional (bi-) LSTMs, in par-
ticular, are superior to other RNNs when eva-
luated on standard ESL benchmarks for GED
and give state-of-the-art results. Rei and Yan-
nakoudakis (2017) show even better performance
using a multi-task learning architecture for trai-
ning bi-LSTMs that additionally predicts linguis-
tic properties of words, such as their part of spe-
ech (PoS).

Recent studies (Linzen et al., 2016; Gulordava
et al., 2018; Kuncoro et al., 2018) have specifically
analyzed the performance of LSTMs in learning
syntax-sensitive dependencies such as SVA.

Rule-based approaches. Cai et al. (2009) use
a combination of dependency parsing and sen-
tence simplification, as well as special handling
of wh-elements, to detect SVA errors. Once the
subject–verb relation is identified, after parsing the
simplified input sentence, a PoS tagger is used
to check agreement. This is similar in spirit to
the rule-based baseline system used in our expe-
riments below. Wang et al. (2015) use a simi-
lar approach, distinguishing between four diffe-
rent sentence types and using slightly different ru-

les for each type. Their rules are, again, defined
over the outputs of a dependency parser and a PoS
tagger. Sun et al. (2007) use labeled data to derive
rules based on dependency tree patterns.

Automatic error generation. Because of the
scarcity of annotated datasets in GED, research
has been carried out on creating artificial er-
rors, where errors are injected into otherwise cor-
rect text using deterministic rules or probabilis-
tic approaches using linguistic information (Felice
and Yuan, 2014; Kasewa et al., 2018). Studies fo-
cusing on detecting specific error types such as de-
terminers and prepositions (Rozovskaya and Roth,
2011) or noun number (Brockett et al., 2006) are
mainly developed within the framework of auto-
matic error generation. Recent work, expanding
the detection (Rei et al., 2017) and the correction
(Xie et al., 2018) tasks to all types of errors, impro-
ves the performance of neural models by training
on additional artificial error data generated via ma-
chine translation methods.

Miscellaneous. Recent work has also led to
good performance in correcting grammatical er-
rors (Yannakoudakis et al., 2017; Bryant and Bri-
scoe, 2018; Chollampatt and Ng, 2018). However,
in this paper, we are interested in the task of gram-
matical error detection and we therefore compare
our work to current state-of-the-art approaches to
detecting errors and do not report the performance
of correction systems.

3 Subject–verb agreement detection

Following recent work on GED (Rei and Yannako-
udakis, 2016), we define SVA error detection as a
sequence labeling task, where each token is simply
labeled as correct or incorrect. For a given SVA
error, only the verb is labeled as incorrect. Error
types other than SVA are ignored, i.e., we do not
correct the errors in the text and we do not attempt
to predict them as incorrect.

In this paper, we only study SVA in English.
We note that even for English, there is some
controversy about what constitutes an SVA error.
Manaster-Ramer (1987), cites this example, which
has been used by some as an argument for English
exhibiting cross-serial dependencies:

(2) The man and the women dance and sing, res-
pectively.

We also note that subject–verb agreement can
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be more or less pervasive across languages, de-
pending on how rich the morphology is, whether
the given language exhibits pro-drop, and how far
apart subjects and verbs are likely to occur.

4 Systems

4.1 Rule-based system

Typically, building a GED rule-based system is
time-consuming and requires specific knowledge
to deal with the multiple exceptions and irregula-
rities of languages. Difficult cases (such as long
distance subject–verb relations) are often ignored
in order to ensure high precision, at the expense
of the recall of the system. However, our rule-
based system is not limited to the detection of sim-
ple cases of SVA errors. It relies on PoS tags and
dependency relations to identify all types of SVA
errors. Specifically, our rule-based system opera-
tes as follows: (i) it identifies the candidate verbs
based on PoS tags;1 (ii) for a given verb, it uses
the dependency relations to find its subject;2 (iii)
the PoS tag of the verb and its subject are used to
check whether they agree in number and person.
We use predicted Penn Treebank PoS tags and de-
pendency relations provided by the Stanford Log-
linear PoS Tagger (Toutanova et al., 2003) and
the Stanford Neural Network Dependency Parser
(Chen and Manning, 2014) respectively.

4.2 Neural system

We use the state-of-the-art neural sequence labe-
ling architecture for error detection (Rei and Yan-
nakoudakis, 2016). The model receives a sequ-
ence of tokens (w1, ..., wT ) as input and outputs
a sequence of labels (l1, ..., lT ), i.e., one for each
token, indicating whether a token is grammatically
correct (in agreement) or not, in the given context.
All tokens are first mapped to distributed word re-
presentations, pre-trained using word2vec (Miko-
lov et al., 2013) on the Google News corpus. Fo-
llowing Lample et al. (2016), character-based re-
presentations are also built for every word using
a bi-LSTM (Hochreiter and Schmidhuber, 1997)
and then concatenated onto the word embedding.

The combined embeddings are then given as in-
put to a word-level bi-LSTM, creating represen-
tations that are conditioned on the context from

1Present tense verbs + “was” and “were”.
2The subject can be direct – attached with a nsubj re-

lation – or indirect, such as when the syntactic subject is a
relative pronoun, e.g., who, or an expletive, e.g., there.

both sides of the target word. These representa-
tions are then passed through an additional feed-
forward layer, in order to combine the extracted
features and map them to a more suitable space.
A softmax output layer returns the probability dis-
tribution over the two possible labels (correct or
incorrect) for each word. We also include the lan-
guage modeling objective proposed by Rei (2017),
which encourages the model to learn better repre-
sentations via multi-tasking and predicting surro-
unding words in the sentence. Dropout (Srivas-
tava et al., 2014) with probability 0.5 is applied
to word representations and to the output from
the word-level bi-LSTM. The model is optimi-
sed using categorical cross-entropy with AdaDelta
(Zeiler, 2012).

5 Data

5.1 Data preprocessing

As the public datasets either have their own taxo-
nomy or they are not annotated with error types
at all, we apply the error type extraction tool of
Bryant, Felice, and Briscoe (2017) to automatica-
lly get error types mapped to the same taxonomy
for all datasets. The tool automatically annotates
parallel original and corrected sentences with error
type information. When evaluated by human ra-
ters, the predicted error types were rated as “good”
or “acceptable” in at least 95% of the cases. We
use their publicly available tool3 to automatically
get error types for all public datasets mapped to
the same taxonomy of 25 error types in total. We
then set SVA errors as our target class.

5.2 Test data

We compare the rule-based and neural approaches
for the task of SVA error detection on four bench-
marks in the ESL domain.

• FCE. The Cambridge Learner Corpus of
First Certificate in English (FCE) exam
scripts consists of texts produced by ESL
learners taking the FCE exam, which assesses
English at the upper-intermediate proficiency
level (Yannakoudakis et al., 2011). We use
the publicly available test set.

• AESW. The dataset from the Automated
Evaluation of Scientific Writing Shared Task

3https://github.com/chrisjbryant/errant
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2016 (AESW) is a collection of text ex-
tracts from published journal articles (mos-
tly in physics and mathematics) along with
their (sentence-aligned) corrected counter-
parts (Daudaravicius et al., 2016). We test on
the combined trained, development and test
set.4

• JFLEG. The JHU Fluency-Extended GUG
corpus (JFLEG) represents a cross-section of
ungrammatical data, consisting of sentences
written by ESL learners with different profi-
ciency levels and L1s (Napoles et al., 2017).
We evaluate our models on the public test set.

• CoNLL14. The test dataset from the CoNLL
2014 shared task consists of (mostly argu-
mentative) essays written by advanced un-
dergraduate students from the National Uni-
versity of Singapore, and are annotated for
grammatical errors by two native speakers of
English (Ng et al., 2014).

5.3 Training data

ESL writings. We use the following ESL data-
sets as training data:

• Lang8 is a parallel corpus of sentences with
errors and their corrected versions created by
scraping the Lang-8 website5, which is an
open platform where language learners can
write texts and native speakers of that lan-
guage can provide feedback via error cor-
rection (Mizumoto et al., 2011). It contains
1, 047, 393 sentences.

• NUCLE comprises around 1, 400 essays
written by students from the National Uni-
versity of Singapore. It is annotated for error
tags and corrections by professional English
instructors (Dahlmeier et al., 2013). It con-
tains 57, 151 sentences.

• FCE train set. We use the publicly available
FCE training set, containing 25, 748 senten-
ces. A subset of 5, 000 sentences was separa-
ted and used for development experiments.

4Sentences containing special placeholders for mathema-
tical equations, dates, etc. are filtered out.

5http://lang-8.com/

Artificial errors. We generate artificial subject–
verb agreement errors from large amounts of data.
Specifically, we use the British National Corpus
(BNC, BNC-Consortium et al., 2007), a collection
of British English sentences that includes samples
from different media such as newspapers, jour-
nals, letters or essays. Subject–verb agreement
in English merely consists of inflecting 3rd per-
son singular verbs in the present tense (and be in
the past), which makes any text in English fairly
easy to corrupt with SVA errors. We assume that
the BNC data is written in correct British English.
Using predicted PoS tags provided by the Stanford
Log-linear PoS Tagger, we identify verbs in pre-
sent tense, as well as was and were for the past
tense, and flip them to their respective opposite
version using the list of inflected English words
(annotated with morphological features) from the
Unimorph project (Kirov et al., 2016). The final
artificial training set includes the sentences with
injected errors (265, 742 sentences), their original
counterpart, and sentences where SVA errors co-
uld not be injected due to not containing candidate
verbs that could be flipped (241, 295 sentences).

6 Experiments

The models. We compare our neural model
trained on both artificially generated errors
and ESL data (LSTMESL+art) to three baseli-
nes: a neural model trained only on ESL data
(LSTMESL) (i.e., reflecting the performance of
current state-of-the-art approaches for GED), a
language model based method (BERT-LM) and
our rule-based system.
In order to measure the real performance of a
language model (LM) on the detection of SVA
errors, we choose to use the BERT system (Devlin
et al., 2018) to assign probabilities to different
versions of the test sentences. Specifically, we use
the pre-trained uncased BERT-Base model. We
duplicate the sentences each time a corruptible
verb occurs (flipping its number). The LM assigns
a probability to both possible versions of the
verbs. We select the version which has the highest
probability, if this probability is at least 0.16

higher than the probability of the verb in the
original sentence.

6We tune the threshold on the test dataset from the CoNLL
2013 shared task on Grammatical Error Correction of ESL
learner essays.
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FCE AESW CoNLL14 JFLEG

System P R F0.5 P R F0.5 P R F0.5 P R F0.5 F0.5 avg.

Rules 43.75 40.23 43.00 14.82 49.75 17.24 27.93 31.96 28.65 37.50 48.21 39.24 32.03
BERT-LM 66.67 52.87 63.36 18.36 39.61 20.57 50.00 35.24 46.13 60.00 32.14 51.14 45.30
LSTMESL 71.88 26.44 53.49 27.75 10.33 20.75 54.84 17.53 38.46 73.91 30.91 57.82 42.63

LSTMESL+art 72.41 48.84 66.04 19.05 40.66 21.31 49.32 37.11 46.27 64.71 39.29 57.29 47.73

Table 1: Performance of our systems (rule-based and LSTMs) and baselines. BERT-LM is the language model
baseline.

Hyper-parameters. We tune the model hyper-
parameters on the FCE development set, accor-
ding to the F0.5 score. Training is stopped when
F0.5 on the FCE development set does not improve
over 7 epochs. Word representations have size
300, while character representations have size 100.
The word-level LSTM hidden layers have size 300
for each direction, and the character-level LSTM
hidden layers have size 100 for each direction.

Evaluation. Existing approaches are typically
optimised for high precision at the cost of recall,
as a system’s utility depends strongly on the ra-
tio of true to false positives, which has been found
to be more important in terms of learning effect.
A high number of false positives would mean that
the system often flags correct language as incor-
rect, and may therefore end up doing more harm
than good (Nagata and Nakatani, 2010). Because
of this, F0.5 is preferred to F1 in the GED domain
as it puts more weight on precision than recall. For
each experiment, we report the token-level preci-
sion (P), the recall (R), and the F0.5 scores.

7 Results

The main results are summarized in Table 1. Loo-
king at the performance of the LSTMESL+art sys-
tem, we see that on 3 out of 4 benchmarks, our
neural model trained on artificially generated er-
rors outperforms the LSTMESL system with res-
pect to F0.5. On average, over the four bench-
marks, its F0.5 score is 2.43 points higher than the
best performing baseline. Both neural models ob-
tain higher F0.5 scores than the rule-based base-
line, on average and across the board, i.e., +10.6
for LSTMESL and +15.7 for LSTMESL+Art. The
BERT-LM outperforms the LSTMESL (mostly
due to its higher recall, i.e., +18.66) but still does
not reach the F0.5 score of the LSTMESL+Art sys-
tem which gets higher precision and recall overall
(+2.62 and +1.51 respectively).

Furthermore, we observe a trend that the two

LSTM systems trade off precision and recall, with
the LSTMESL system yielding the highest preci-
sion across most datasets, but also yielding signifi-
cantly lower recall than LSTMESL+Art. It is also
evident that the performance varies over domains:
all models struggle with AESW. This is likely due
to the complexity of the scientific writing genre
where, for example, sentences contain parenthe-
ses interposed between a verb and its subject. We
also note errors are far less frequent in this genre,
leading to moderate recall and very low precision.
For the rest of the datasets, system performance is
generally better.

8 Analysis

We analyze the effect of adding artificial errors to
the training data. In particular, we focus on the ro-
bustness of our models by looking at how sensitive
they are to grammatical errors in the surrounding
context; and by looking at how good the models
are at predicting agreement relative to the distance
between the subject and verb. This set of experi-
ments is similar in spirit to Linzen et al. (2016).
We also analyze our rule-based baseline: so far,
we know our rule-based baseline was sensitive to
parser errors and irregularities. We inspect the qu-
ality of the underlying parser by evaluating it on
data that resembles the data used in our experi-
ments, to see whether errors seem to result more
from parser errors or irregularities. Finally, we
also look at the sensitivity of our systems to other
linguistic phenomena such as relative clauses or
conjunctions.

8.1 Sensitivity to other errors in the
surrounding context

In ESL writings, multiple errors can occur in the
same sentence. This means more variable con-
texts, which can lead to degradation in the perfor-
mance of both syntactic parsers / rule-based sys-
tems and GED models.
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Figure 1: Performance (F0.5 scores) of the systems with respect to the noise in test data (i.e., the number of
additional non-SVA errors in sentences).

Testing on noisy contexts We first evaluate how
our systems are impacted by additional non-SVA
errors in the surrounding context of SVA errors in
our test data. For each of the test datasets, we cre-
ate multiple versions, allowing for n non-SVA er-
rors per sentence (we correct the extra non-SVA
errors). This way we can create datasets with di-
fferent levels of complexity with respect to the
grammatical errors within them.

In Figure 1, the F0.5 scores of the models are
shown for different numbers of grammatical errors
per sentence. It is evident that all of the models are
negatively affected by the presence of other errors
in the same sentence. Using more data for trai-
ning – i.e., our artificial training data which does
not include context errors – generally boosts per-
formance on data with and without grammatical
errors in the context. In other words, training with
additional artificially generated errors seems, ove-
rall, to be making our model more robust. We
also note that our rule-based baseline is affected
by errors to roughly the same extent as our base-
line neural model is. One might have thought the
rule-based baseline would suffer more, because of
it being sensitive to errors in the underlying syn-
tactic parser. We return to this issue below.

Training on non-noisy contexts In order to as-
sess the benefit of training on non-erroneous con-
texts, we create a new dataset from our ESL trai-
ning data (see §5.3). Based on the annotations
in the data, we apply the corrections of error ty-
pes other than SVA, thereby only leaving SVA er-
rors in the data. We experiment with how adding
this ‘clean’ dataset to the training set of our exis-
ting systems affects performance. The resulting
F0.5 scores are listed in Table 2. Using ‘clean’
sentences in addition to our original ESL data for
training always positively affects performance. In
this regard, as experimented in (Rei and Yannako-

udakis, 2016), training on more data in the same
domain is a valid solution for improving the per-
formance of LSTM models. However, when also
adding artificially generated data to the training
set, we reach higher scores only on 2 out of the
4 benchmarks. It greatly improves the average
recall (+11.03), without hurting the precision on
FCE and CoNLL14 but affects negatively the pre-
cision on AESW and JFLEG.

FCE AESW CoNLL14 JFLEG

System F0.5 F0.5 F0.5 F0.5

LSTMESL 53.49 20.75 38.46 57.82
LSTMESL+art 66.04 21.31 46.27 57.29

LSTMESL+cor 65.08 27.16 46.26 59.52
LSTMESL+art+cor 67.16 21.12 52.28 54.64

Table 2: Performance (F0.5 scores) of the LSTM mo-
dels when trained using an additional set of ‘clean’ sen-
tences (cor) where non-SVA errors have been correc-
ted.

8.2 Sensitivity to long-distance dependencies
Next, we want to study how well our models per-
form when the subjects and verbs are far apart,
i.e., when the agreement relation is defined over
a long-distance dependency. In order to see how
our systems are affected by the distance between
the subject and verb, we split the test sets based on
different subject–verb distances.

Note, however, that our benchmarks are not an-
notated with PoS tags and dependency relations. If
we binned our test data based on predicted depen-
dencies, the inductive bias of our syntactic parser
and the errors it made would bias our evaluation.
Instead, we perform our analyses on section 22
and 23 of the Penn Treebank (PTB) dataset (Mar-
cus et al., 1993). The PTB however is not annota-
ted with grammatical errors. We therefore corrupt
the sentences by injecting SVA errors, in the same
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way we corrupted the BNC (§5.3) to create addi-
tional training data.

For each sentence in the PTB, we identify a
subject–verb pair, and group the sentences by the
subject–verb distance. We then run our models on
two versions of each sentence: an unaltered ver-
sion and a corrupted one, where we have genera-
ted an SVA error by corrupting the verb, using the
method described earlier (§5.3). This way we can
compute the performance of our models as F0.5

scores over this dataset. The results are displayed
in Figure 2. We can see that the LSTM trained
with artificial data performs significantly better on
long-distance subject–verb pairs than the LSTM
trained only on ESL data. This suggests that trai-
ning on artificially generated errors also makes our
models more robust to this potential source of er-
ror.

1 2 3 4 5 6 7 8 9 101112

0

0.5

1

subject–verb distance

F 0
.5

LSTMESL+art

LSTMESL

rule-based

Figure 2: F0.5 scores of the systems on the PTB as a
function of subject–verb distance.

Note that, in general, there is a substantial gap
between the performance of the two LSTM mo-
dels. This is because one is trained on artificial
data – similar to the data we use in our analysis.
However, the conclusions are based on the relative
differences in performance over long-distance de-
pendencies, and these differences should still be
comparable across the two models.

8.3 Sources of error for our rule-based
baseline

There are two obvious potential sources of error
for our rule-based baseline: sensitivity to errors in
the underlying syntactic parsers, and sensitivity to
the irregularities of language, e.g., when collec-
tive nouns or named entities are subjects, subject–
verb agreement cannot always be determined by
the PoS tags. We show that the main source of
error seems to be irregularities by showing that
the underlying syntactic parsers perform relatively

well, even in the ESL domain.
Table 3 lists the parsing and tagging perfor-

mance of our underlying syntactic parsers across
three domains: learner data (ESL) and web data
(EWT) from the Universal Dependencies (UD)
project (Nivre et al., 2017), as well as the new-
swire data it was trained on (PTB). We only evalu-
ate subject–verb relations, since these are the only
ones of interest in this paper. We see that while
there is a noticeable out-of-domain drop going
from newswire to learner language or web data,
the parser is still able to detect subject–verb rela-
tions with high precision and recall. This suggests
that the vulnerability of our rule-based baseline is
primarily a result of linguistic irregularities and
exceptions to the implemented rules.

UD-ESL UD-EWT PTB 23

Subject–verb precision 88.47 88.86 91.31
Subject–verb recall 89.37 85.11 89.84
PoS tags accuracy 96.36 93.20 97.79

Table 3: The Stanford PoS Tagger and Dependency
Parser’s performance on different treebanks. Subject–
verb precision/recall relates to subject–verb relations.
PoS tag accuracy is only for PoS tags of the subjects
and verbs.

8.4 Sensitivity to other linguistic phenomena
Finally, manually reviewing the errors made by the
rule-based system, we identified frequent lingu-
istic sources of errors, including relative clauses,
conjunctions, ambiguous PoS tags, and collective
nouns. We therefore analyze how the LSTMs
and the rule-based system are globally sensitive to
these potential sources of error. Since our bench-
marks are not annotated with PoS and dependency
relations, we again use the corrupted PTB senten-
ces (see §8.2).

Many of the examples in which our rule-based
baseline fails include relative clauses (when the
verb is the root of a relative clause) and conjunc-
tions (when the subject is a conjunction). A se-
cond major cause of failure is ambiguous verbs,
i.e., verb forms that can also be nouns (ambiguous
PoS, e.g., “need”, “stop”, “point”, etc.), and sub-
jects which are singular nouns describing groups
of people or things (collective nouns, e.g., “team”,
“family”, “staff”, etc.). The following examples
illustrate these cases (underlined):

(3) a. The church and the cathedral are very in-
teresting [. . . ] (conjunction)
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Figure 3: SVA error rates on the PTB data for complex
syntactic structures and ambiguous cases.

b. If there is someone who doesn’t agree
with me, he or she [. . . ] (relative clause)

c. It is said that the majority of the citizens
has got a car [. . . ] (collective noun)

d. [. . . ] and police officer walk around the
building as well. (ambiguous PoS)

We evaluate our models on the PTB data and re-
port the error rate (the lower the better) on pre-
sent tense verbs (Figure 3). Overall, results show
that all models are negatively affected when they
encounter complex syntactic structures and ambi-
guous cases. Figure 3 also confirms that the rule-
based baseline is the most sensitive one to com-
plex structures. Especially in comparison with
the LSTMESL+art model, the rule-based system
achieves good scores on verbs which are not part
of complex structures, but performs significantly
worse on difficult cases. The LSTMESL model
is the worst across almost all cases, while the
LSTMESL+art shows significant improvements
over the baselines, in particular for the difficult ca-
ses.

9 Conclusion

In this paper, we argue for artificial error gene-
ration as an effective approach to learning more
robust neural models for subject–verb agreement
detection. We demonstrate that error generation

is much less sensitive to parsing errors and ir-
regularities than rule-based systems for detecting
subject–verb agreement. On the other hand, arti-
ficial error generation enables us to utilise much
more training data, and therefore can develop
more robust neural models for SVA error detec-
tion that do not overfit the available, manually an-
notated training data. Our simple approach to de-
tecting subject–verb agreements achieves a new
state of the art on three out of four available ben-
chmarks, and, on average, is better than previous
approaches on the task. We show that, in particu-
lar, models trained on large volumes of artificia-
lly generated errors become more robust to other
errors in the surrounding context of SVA, long-
distance dependencies, and other challenging lin-
guistic phenomena.
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Abstract

Unsupervised part of speech (POS) tagging is
often framed as a clustering problem, but prac-
tical taggers need to ground their clusters as
well. Grounding generally requires reference
labeled data, a luxury a low-resource language
might not have. In this work, we describe an
approach for low-resource unsupervised POS
tagging that yields fully grounded output and
requires no labeled training data. We find
the classic method of Brown et al. (1992)
clusters well in our use case and employ a
decipherment-based approach to grounding.
This approach presumes a sequence of cluster
IDs is a ‘ciphertext’ and seeks a POS tag-to-
cluster ID mapping that will reveal the POS
sequence. We show intrinsically that, despite
the difficulty of the task, we obtain reasonable
performance across a variety of languages. We
also show extrinsically that incorporating our
POS tagger into a name tagger leads to state-
of-the-art tagging performance in Sinhalese
and Kinyarwanda, two languages with nearly
no labeled POS data available. We further
demonstrate our tagger’s utility by incorporat-
ing it into a true ‘zero-resource’ variant of the
MALOPA (Ammar et al., 2016) dependency
parser model that removes the current reliance
on multilingual resources and gold POS tags
for new languages. Experiments show that in-
cluding our tagger makes up much of the accu-
racy lost when gold POS tags are unavailable.

1 Introduction

While cellular, satellite, and hardware advances
have ensured that sophisticated NLP technology
can reach all corners of the earth, the language bar-
rier upon reaching remote locales still remains. As
an example, when international aid organizations
respond to new disasters, they are often unable to
deploy technology to understand local reports de-
tailing specific events (Munro and Manning, 2012;
Lewis et al., 2011). An inability to communicate

Figure 1: Overview of our approach to grounded POS
tagging. We use an unsupervised clustering method
(Section 3.2) then reduce and ground the clusters us-
ing a decipherment approach informed by POS tag se-
quence data from many languages (Section 3.3).

with partner governments or civilian populations
in a timely manner leads to preventable casualties.

The lack of adequate labeled training data has
been the major obstacle to expanding NLP’s out-
reach more multilingually. Developments in un-
supervised techniques that require only monolin-
gual corpora (Lample et al., 2018a; Artetxe et al.,
2018) and the ability to leverage labeled resources
in other languages have been proposed to address
this issue (Das and Petrov, 2011; Duong et al.,
2014; Ammar et al., 2016). Unfortunately, these
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methods either do not work in practice on true low-
resource cases or unrealistically assume the avail-
ability of some amount of supervision.

Consider syntactic parsing as a prime example.
Past editions of the CoNLL Shared Task on Multi-
lingual Parsing (Zeman et al., 2017, 2018) fea-
tured a category of target languages for which ei-
ther little or no training data was provided. How-
ever, even in the ‘no-resource’ scenario that most
closely matches our use case, gold part-of-speech
(POS) tags for test data were provided for the
participants to use. Prior to these shared tasks,
Ammar et al. (2016) proposed a variant of their
main model, MALOPA, that was meant to pro-
duce reasonable parses for languages under “zero-
resource” conditions. In order to function, how-
ever, the model requires users to provide gold POS
tags and word mappings from these languages into
a common semantic space, using approaches that
require parallel data (Guo et al., 2015).

Indeed, the compulsion to use POS tag-labeled
data in zero-resource circumstances extends to the
vast, varied lines of research in unsupervised POS
tagging itself! Every approach explored so far ul-
timately requires POS-annotated resources for the
language being studied in order to produce a fi-
nal, grounded output. Even the most conservative
strategies (Goldwater and Griffiths, 2007; Berg-
Kirkpatrick et al., 2010; Stratos et al., 2016) that
do not require any supervised signal during train-
ing still ultimately produce only ungrounded clus-
ters, and require a reference annotated corpus to
map the inferred clusters or states to actual POS
tags.

Making matters worse, evaluation is generally
offered in terms of the ‘many-to-one’ or ‘one-to-
one’ analyses Johnson (2007). These metrics use
a reference corpus to determine the optimal map-
ping of clusters to tags. While this evaluation ap-
proach is intuitively sensible for measuring clus-
ter purity, to actually use such an output, an entire
annotated training corpus is required.1 It is not
enough to simply rely on ungrounded clusters in
real-world systems; grounded labels offer a sort
of universal API between other resources such as
rule-based modules that operate on certain word
types or between resources built from other anno-
tated high-resource language data.

Since POS tag and parallel data resources for

1Additionally, Headden III et al. (2008) demonstrated that
these metrics are not indicative of downstream performance.

new languages are often unavailable or unreliable,
we make the following contributions to ensure the
surprise of a new language does not immobilize
us:

• We introduce a decipherment-based ap-
proach to POS grounding, which yields fully
grounded output and does not require any an-
notated data or parallel corpora in the lan-
guage to be analyzed. The approach uses pre-
existing human-labeled POS tag sequences
from high-resource parent languages (PL)
but no labeled data or sequences for the tar-
get, or child language (CL). An overview of
the approach is shown in Figure 1.

• We demonstrate our approach by evaluat-
ing over a variety of languages spanning 4
families and 8 genera (Germanic, Romance,
Slavic, Japanese, Semitic, Iranian, Indic, and
Bantoid), and show across-the-board reason-
able intrinsic performance, given the diffi-
culty of the task and the stringency (straight-
forward accuracy) in comparison to other un-
supervised evaluation strategies.

• We test the utility of our grounded tags in a
name tagging task, obtaining state-of-the-art
performance for Sinhalese and Kiryarwanda,
two languages with nearly no labeled POS or
named entity resources.

• We further pare down the annotated resources
required in an existing ‘zero-resource’ depen-
dency parser model and show that our un-
supervised and grounded tags are helpful at
closing the gap between a nihilistic tag-free
setting and an unrealistic gold tag setting.

• We release our code so that others may cre-
ate zero-resource syntactic analysis and in-
formation extraction systems at the onset of
the next new emergency.2

2 POS Grounding as Decipherment

We consider the task of POS induction as a two-
step pipeline: from word sequence w to POS tag
sequence p via cluster sequence c. Formally, our
conditional probability model is

2https://github.com/isi-nlp/
universal-cipher-pos-tagging.git
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argmax
p

Pθ(p|w)

= argmax
p

∑

c∈C|w|
Pθ(p, c|w)

= argmax
p

∑

c∈C|w|
Pθ(p|c, w)Pθ(c|w)

where C is the cluster vocabulary and θ param-
eterizes our probability model. If we assume a
deterministic pipelined clustering of words and a
tag labeling model that does not depend on words,
then for chosen ĉ, this becomes

argmax
p

∑

c∈C|w|
Pθ(p|c, w)Pθ(c|w)

= argmax
p

Pθ(p|ĉ)

= argmax
p

Pθ(ĉ|p)Pθ(p) (1)

We call this model the cipher grounder. As
presented it requires an estimate for Pθ(p) for
the CL, which requires POS training data. Un-
der the zero-resource scenario, we instead ap-
proximate Pθ(p) by the tag distribution of a PL.
Then, the cipher table Pθ(ĉ|p) can be trained using
a noisy-channel, expectation-maximization (EM)-
based approach as in Ravi and Knight (2011).

3 POS Tagger construction

We approach the search for optimal components
in the two-step pipeline outlined in Section 2 in
a cascaded manner. First, an optimal word clus-
tering is determined by means of the many-to-one
evaluation method. This method is explained well
by Johnson (2007):

“ ...deterministically map each hidden
state to the POS tag it co-occurs most
frequently with, and return the propor-
tion of the resulting POS tags that are
the same as the POS tags of the gold-
standard corpus.”

While unrealistic for POS tagger performance
purposes, many-to-one is a good choice for de-
termining cluster ‘purity’ and provides a reason-
able grounding upper bound. As the calcula-
tion of many-to-one does require labeled data, we
constrain the use of these labels for development
and will evaluate extrinsically using languages for

which we do not have any training data; see Sec-
tion 5.2.

Secondly, we search for the best approach to
ground the chosen clusters, given several possible
PL options.

After the optimal components and parameters
are determined, we validate POS tag quality intrin-
sically via tag accuracy on reference data where it
exists, and then extrinsically on two downstream
tasks. We investigate a simulated no-resource sce-
narios in the task of dependency parsing, and a real
low-resource scenario in name tagging.

3.1 Datasets

For intrinsic evaluation and optimization of the
tagging pipeline, including all preliminary exper-
iments, we use annotated corpora from Univer-
sal Dependencies (UD) v2.23 for the following
languages: English (en), German (de), French
(fr), Italian (it), Spanish (es), Japanese (ja), Czech
(cs), Russian (ru), Arabic (ar), and Farsi (fa).
For Swahili (sw), we use the Helsinki Corpus of
Swahili 2.0.4 Overall in these experiments we
cover 11 languages and 4 language families.

In our dependency parsing experiments, we use
the Universal Treebank v2.0 (McDonald et al.,
2013) for en, de, fr, es, it, Portuguese (pt), and
Swedish (sv). This set of treebanks is chosen in-
stead of UD in order to obtain results compara-
ble to those of previous work on simulated zero-
resource parsing scenarios (Ammar et al., 2016;
Zhang and Barzilay, 2015; Rasooli and Collins,
2015).

In our name tagging experiments, we use mono-
lingual texts for Sinhalese (si) and Kinyarwanda
(rw) provided by DARPA’s Low Resource Lan-
guages for Emergent Incidents (LORELEI) Pro-
gram during the 2018 Low Resource Human Lan-
guages Technologies (LoReHLT) evaluation.

3.2 Unsupervised Clustering

In this step we compare two approaches to unsu-
pervised ungrounded labeling. The first strategy is
to cluster by word types and thus label each token
with its cluster ID independently of its context.5

We consider Brown’s hierarchical clustering algo-

3http://universaldependencies.org/
4http://urn.fi/urn:nbn:fi:

lb-2016011301
5We refer to ungrounded POS tag labels as ‘clusters’ even

though not all methods induce a clustering.
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rithm, (Brown et al., 1992)6 BROWN; Brown’s ex-
change algorithm,7 (Martin et al., 1998) MARLIN;
and k-means clustering of monolingual word em-
beddings of dimension size 100, trained using fast-
Text (Joulin et al., 2016), E-KMEANS. The second
labeling strategy is context-sensitive; it uses the
Bayesian HMM tagger proposed by Stratos et al.
(2016), which we call A-HMM. As noted previ-
ously, we evaluate unsupervised labeling extrinsi-
cally, via the many-to-one approach, and use the
best performing labeling in the complete two-step
grounded tagging pipeline.

In preliminary experiments, we vary the num-
ber of clusters and hidden states (|C|) between 17
and 500. We initially sought to create one cluster
per UD POS tag and then choose the proper 1:1 as-
signment of cluster to tag, following the approach
of Stratos et al. (2016). However, cluster purity is
low when only 17 clusters are allowed (i.e. each
cluster has words with a variety of POS tags). Nat-
urally, as the number of clusters is raised, the pu-
rity of each cluster improves. We ultimately fix
the cluster limit at 500, which gives a good trade-
off between overall cluster quality for all the un-
grounded tagging methods, and size small enough
to allow EM-based decipherment to be tractable.

Given this setting, we evaluate our four label-
ing strategies using the many-to-one approach, as
presented in Table 1. Due to the larger number
of clusters, the results presented here are higher
than and not comparable to the original literature
describing the methods.8 We can, nevertheless,
make relative judgements. In all cases, clustering
by type with Brown-based algorithms works better
than using a sophisticated tagger such as A-HMM.
Since BROWN and MARLIN obtain similar results,
with no consistently dominant model, in all subse-
quent experiments we use the BROWN labeler with
500 clusters.

3.3 Grounding via Decipherment

We now seek an appropriate method for grounding
the clusters generated in Section 3.2. We experi-

6https://github.com/percyliang/
brown-cluster

7Optimized and implemented by Müller and Schuetze
(2015). Available at http://cistern.cis.lmu.de/
marlin/

8As noted by Clark (2003) and Johnson (2007), in the
limit, keeping each type (or, in the case of A-HMM, TOKEN
in its own cluster will result in the maximum possible many-
to-one (polysemic types prevent perfect accuracy when type
clustering).

ment with en, fr, fa, and sw as CLs. For each CL t,
we instantiate our model following Equation 1, us-
ing the Carmel toolkit (Graehl, 1997) and forming
the cipher table as a one-state transducer. We train
these models using EM for 500 iterations or un-
til convergence, and we select the model with the
lowest perplexity from among 70 random restarts.

Yet unspecified is the nature of the POS lan-
guage model Pθ(p). We begin by training bi-
gram models of POS tag sequences with addi-
tive smoothing using the SRILM toolkit (Stolcke,
2002) for each PL s ∈ S = {en, de, fr, it, es, ja,
ar, cs, ru, sw}. But which PL’s POS tag data to
use for each CL? We explore two initial criteria
for choosing a single suitable PL s: confidence
of the model during decoding (perplexity, PPL),
and typological similarity. For the first criterion,
the PL whose cipher grounder s-t yields the bet-
ter performance is chosen. For the second crite-
rion, the most similar language to CL t is chosen
according to the cosine similarity between typo-
logical features vectors. We employ 102 features
obtained from WALS9 related to word order and
morphosyntactic alignment, further reduced to 50
dimensions using PCA. However, none these cri-
teria correlates significantly to tagging accuracy,
as we elaborate in Section 5.1. We instead try a
combined approach.

The likelihood of cluster ID replacement,
Pθ(ĉi|pj),∀ĉi ∈ C,∀pj in the tagset, is replaced
by

Pavg(ĉi|pj) ∼
∑

s∈S,s 6=t Pθ(ĉi|psj)
|S| − 1

where Pθ(ĉi|psj) is the likelihood of POS tag pj be-
ing represented by cluster ĉi after training with the
language s tag distribution. Note that the CL is ex-
cluded from S for the combination. The combined
cipher grounder is then defined by

argmax
p

Pall(p)Pavg(ĉ|p) (2)

where Pall(p) is a language model trained over the
concatenation of POS sequences of all parent lan-
guages in S. We call this approach CIPHER-AVG.

4 Downstream Tasks

4.1 Name Tagging
We experiment with the LSTM-CNN model pro-
posed by Chiu and Nichols (2016), one of the

9https://wals.info/
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Seq. Tagger en de fr ru fa sw
BROWN 81.37 81.28 84.81 79.78 86.94 87.35
MARLIN 81.53 81.25 85.4 79.14 86.64 88.81
A-HMM 77.12 74.85 81.48 73.88 80.25 76.69
E-KMEANS 63.01 65.14 68.68 70.80 76.94 65.08

Table 1: Comparison of labeling strategies using many-to-one mapping for target languages with available test
data, using 500 clusters or number of states. Accuracy is shown in percentage points.

state-of-the-art name tagging models, as our base-
line model. To incorporate POS features, we ex-
tend the token representation (word and character
embeddings) with a one-hot vector representation
of the POS tag. Figure 2 presents an outline of the
architecture.

Linear

LSTM

CRF

POS
Feature

Word
Representation H

e

w
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bo
rn

Ed
ga

r
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e

O O O B-PER E-PER

Figure 2: Name tagging model evaluated in Sec-
tion 5.2. This is an extension of the model of Chiu
and Nichols (2016) with POS tag features added.

4.2 Multilingual Dependency Parsing
We base our experiments on the no-treebank setup
of MALOPA (Ammar et al., 2016), but change the
underlying transition-based parser to the graph-
based parser proposed by Dozat and Manning
(2017) for implementation convenience. Follow-
ing this setup, for each CL except en, we train
the parser on the concatenation of treebanks of the
other 6 languages as PLs.

The original MALOPA work enriches the input
representation by concatenating pretrained multi-
lingual word embeddings (Guo et al., 2016), mul-
tilingual Brown cluster IDs, and POS tag informa-
tion. However, these representations are obtained
using parallel corpora and gold POS tags are re-
quired for parsing at test time.

In contrast, we are interested in the realistic
scenario in which no resource is available in the
child language but raw text. It is important to
note, however, that our objective is not to beat the
state-of-the-art on this benchmark but to investi-

gate parsing performance fluctuation when cross-
lingual components (gold POS annotations and su-
pervised multilingual embeddings) are replaced by
those obtained in an unsupervised manner.

We investigate the following variations to each
component of the input representation.

• Multilingual word and cluster embed-
dings. The original work of Ammar et al.
(2016) uses ‘robustly projected’ pre-trained
embeddings (Guo et al., 2015) for word em-
beddings and embeddings learned from En-
glish Brown cluster IDs projected through
word alignments (Guo et al., 2016) for clus-
ter embeddings; both of these rely on par-
allel data and we refer to them collectively
as GUO. We replace these with monolin-
gual fastText embeddings (Bojanowski et al.,
2017) projected to a common space using
MUSE, the unsupervised method of Lample
et al. (2018b). For cluster embeddings we
start with fastText monolingual embeddings
trained over Brown cluster ID sequences in-
stead of word tokens (|C| = 256, the same
as in Guo et al. (2016)). Then, unsuper-
vised multilingual embeddings are derived,
again using MUSE.10 Note that this approach,
which we refer to collectively as MUSE, re-
quires no parallel data. We compare both
MUSE and GUO approaches in Section 5.2
and Table 5.

• POS tag scheme. The original work uses
gold POS tag data at both train and test
time. While realistic to have gold POS info
from PLs for training, it is unrealistic to
have this data available for new CLs at test
time. We thus compare the original GOLD

scenario with the realistic CIPHER scenario,
where the training data is still gold, but the
test POS tags use the method presented in this
work. Another realistic scenario dispenses

10Both cluster and word MUSE embeddings are projected
to the corresponding English space.
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with POS disambiguation except for the triv-
ial distinction of punctuation; for compatibil-
ity purposes this is done in both train and test
data and is labeled NONE.

We investigate all combinations of {GUO,
MUSE}-{GOLD, CIPHER, NONE}.

5 Results and Discussion

5.1 Labeling and Cipher Grounding

The results in Table 1 are somewhat at odds with
those presented in Stratos et al. (2016), but these
are done at different operating points; we use
different data, the UD-17 tag set instead of the
Universal Treebank 12 tag set, and, perhaps most
importantly, generate more clusters. We further
note that to some degree, choosing Brown clusters
based on the results in Table 1 compromises
claims of our approach being fully ‘unsupervised’
for those six languages, however our subsequent
experiments on additional languages are truly
unsupervised.

Table 2 presents the intrinsic performance of the
cipher grounder over all PL-CL pairs considered.
The difference between the best and the worst
performing PL for each CL ranges from 24.62
percentage points for Swahili to 48.34 points for
French, and an average difference of 34.5 points
among all languages. The case when PL=CL is
also presented in Table 2 as a reference and pro-
vides a reliable upper-bound under zero-resource
conditions. It is worth noting the difference in
accuracy when comparing the best performing
PL for each CL with its corresponding PL=CL
upper-bound. Among all CLs, the best cipher
grounder for French (es-fr) gets the closest to
its upper-bound with just 4.81 percentage points
of difference, followed by the English grounder
(fr-en) with 13.53 points of difference. On the
other hand, the best Swahili grounder (ar-sw) is
the most distant from its upper-bound with 30.45
points of difference.

Given such wide performance gaps in the CL
set, the choice of a suitable PL becomes crucial for
performance; therein the cipher model confidence
and typological similarity are explored as possible
choice criteria. With regards to model confidence,
the Pearson correlation between accuracy scores
and PPL, expected to be negative, ranges from

−0.71 for English to 0.40 for Farsi. Since the PPL
values for different PLs are not comparable, we
first z-normalize PPL per CL and then concatenate
the results for all CLs. The Pearson correlation
of the resulting PPL-accuracy values is -0.13.
This last result indicates that the most confident
model might not be the most accurate, hence this
criterion is not suitable for choosing a suitable PL.

With regards to typological similarity, we find
that the Pearson correlation between accuracy
scores and cosine similarity of typological feature
vectors, expected to be positive, ranges from 0.44
for English to -0.14 for Farsi. The total correlation
is found to be 0.18. Again, we find that the most
typologically similar s might not be the the most
accurate, hence this criterion is not suitable either.

Hence, it becomes obvious that choosing a sin-
gle PL is an inefficient strategy that does not lever-
age the contribution that other PLs could bring. In
this situation, the combination of cipher grounders
for several PLs represents a sound strategy when
no prior linguistic information of a certain CL
is available. As shown in Table 2, this model,
CIPHER-AVG, obtains accuracy scores of 56.4,
58.6, 37.4, and 37.8 % for en, fr, fa, and sw, re-
spectively. When compared to the best performing
PL for each CL (see bold cells in Table 2), it can be
noticed that the performance gap ranges from just
1.2 percentage points for Swahili to 13.3 points
for French, with an average of 6.1 points among
all target languages.

Let us now compare the performance of
CIPHER-AVG with that of a vanilla supervised
neural model.11 Table 3 shows precision, recall,
and F1 scores for the NOUN tag. Even though
CIPHER-AVG achieved mixed results (mid to low
accuracy), the model robustly achieves mid-range
performance according to F1-score for all CLs.
The results are even more optimistic in terms of
recall for English and French, and in terms of pre-
cision for Farsi and Swahili. This gives us hope
that CIPHER-AVG can provide a useful, if noisy,
signal to downstream tasks that depend on non-
trivial performance over specific POS tags, such
as name tagging, as exposed in the next section.

11We use UDPipe v1.2.0 (Straka and Straková, 2017) to
train the models.
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Parent Language (PL)
CL en de fr it es ja cs ru ar sw CIPHER-AVG PL=CL
en - 57.1 60.4 59.9 59.4 25.1 52.8 49.0 30.7 28.4 56.4 73.9
fr 58.1 56.0 - 68.6 71.9 23.6 48.3 47.8 35.0 26.7 58.6 76.7
fa 13.8 32.3 29.7 22.7 33.3 19.7 33.3 43.5 37.0 38.2 37.4 73.3
sw 24.9 14.3 37.3 21.2 35.9 21.3 25.8 27.9 38.96 - 37.8 69.4

Table 2: Performance of cipher grounder using BROWN (|C| = 500) as labeler. The best PL for each CL besides
itself, is shown in bold. The artificial case where we have CL POS data (PL=CL) is shown for comparison, as is
the ultimately used CIPHER-AVG method.

CIPHER-AVG Supervised
CL P R F1 P R F1
en 47.70 64.4 54.81 94.04 90.44 92.20
fr 56.26 78.82 65.65 96.15 93.72 94.92
fa 64.94 51.23 57.27 96.48 97.77 97.12
sw 53.46 51.82 52.63 98.88 97.50 98.18

Table 3: Comparison of performance over the NOUN tag, as measured by precision (P), recall (R), and F1 scores,
between our combined cipher grounder (CIPHER-AVG) and a supervised tagger.

5.2 Extrinsic evaluation

In the name tagging task, our LSTM-CNN base-
line obtains 78.76% and 70.76% F1 score for
Kinyarwanda and Sinhalese, respectively. When
enriching the input representation with CIPHER-
AVG tags, the performance goes up to 80.16%
and 71.71% respectively. These results sug-
gest that the signal provided by the combined
cipher grounder is significant enough for rele-
vant tags such as common, proper nouns and
noun modifiers. As an example, consider
the sentence Kwizera Peace Ndaruhutse
, wari wambaye nomero 11. The base-
line model fails to recognize Kwizera Peace
Ndaruhutse as a person name. In contrast,
with the PROPN tag assigned by CIPHER-AVG

to Kwizera, Peace, and Ndaruhutse, our
model is able to identify this name.

Likewise, the utility of CIPHER-AVG tags for de-
pendency parsing under zero-resource scenarios is
summarized in Table 4 and Table 5. It is important
to point out that, even though the MALOPA setup
follows the no-treebank setup of Ammar et al.
(2016), parsing scores in the first row of Table
4 differ from those reported by them (Table 8 in
Ammar et al. (2016)). Such difference is to be
expected since the underlying parser used in our
experiments is a graph-based neural parser (Dozat
and Manning, 2017) instead of a transition-based

one (Dyer et al., 2015).12 As mentioned earlier,
our objective is to analyze the effect of our tagger’s
signal on parsing performance under no-resource
scenarios, instead of pushing the state-of-the-art
for the task.

We first analyze the effect of POS tag infor-
mation at test time for the MALOPA setup in Ta-
ble 4. First we remove all POS signal except triv-
ial punctuation information (NONE row), and, pre-
dictably, the scores drop significantly across all
target languages. Then, we use our cipher tags
(CIPHER row) and see improvements for all lan-
guages in LAS and for all but one language in UAS
(de). This demonstrates the value of our cipher ap-
proach.

We then take the next logical step and remove
the parallel data-grounded embeddings, replacing
them with fully unsupervised MUSE embeddings.
Table 5 summarizes these results. Let us com-
pare MUSE-NONE setup (no POS signal at train or
test time) with MUSE-GOLD (gold POS signal at
train and test time). It can be observed that POS
signal improves performance greatly for all lan-
guages when using MUSE embeddings. However,
consider GUO-GOLD and MUSE-NONE. Here we
note a mixed result: whilst de, sv, and it do benefit
from POS information, the other languages do not,
obtaining great improvements from MUSE embed-

12Due to time constraints, we could not experiment with
longer training regimes possibly needed given the high block
dropout rates in Dozat and Manning (2017).
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dings instead. Finally, consider MUSE-CIPHER

(gold POS tags during training, cipher tags during
testing). When compared to MUSE-NONE setup, it
can be observed that, unfortunately, the heuristic
POS tagger is too noisy and gets in MUSE’s way.

6 Related Work

Our proposed tagging pipeline can be interpreted
as first reducing the vocabulary size to a fixed
number of clusters, and then finding a cluster–
POS tag mapping table that best explains the data
without any path constraint (a cluster ID could be
mapped to any POS tag). In this sense, our ap-
proach applies EM to simplify the task (e.g. when
using Brown clustering (Brown et al., 1992)), fol-
lowed by another EM run to optimize cipher table
parameters.

Under this lens, the methods closest to our ap-
proach are those which attempt to reduce or con-
strain the parameter search space prior to running
EM. For instance, Ravi and Knight (2009) explic-
itly search for the smallest model that explains
the data using Integer Programming, and then use
EM to set parameter values. In a different ap-
proach, Goldberg et al. (2008) obtain competitive
performance with a classic HMM model by ini-
tializing the emission probability distribution with
a mixture of language-specific, linguistically con-
strained distributions. However, both of these ap-
proaches are framed around the task of unsuper-
vised POS disambiguation with a full dictionary
(Merialdo, 1994). Previous work relaxes the full
dictionary constraint by leveraging monolingual
lexicons (Haghighi and Klein, 2006; Smith and
Eisner, 2005; Merialdo, 1994; Ravi and Knight,
2009), multilingual tagged dictionaries (Li et al.,
2012; Fang and Cohn, 2017), and parallel corpora
(Duong et al., 2014; Täckström et al., 2013; Das
and Petrov, 2011).

In addition, previous work includes sequence
models that do not rely on any resource besides
raw text during training, namely unsupervised
POS induction models. These models are based,
with few exceptions, on extensions to the standard
HMM; most, in the form of appropriate priors over
the HMM multinomial parameters (Goldwater and
Griffiths, 2007; Johnson, 2007; Ganchev et al.,
2009); others, by using logistic distributions in-
stead of multinomial ones (Berg-Kirkpatrick et al.,
2010; Stratos et al., 2016). However, these models
still need to ground or map hidden states to actual

POS tags to evaluate, and they inevitably resort
to many-to-one or one-to-one accuracy scoring.
Some previous work has been cautious in pointing
out this ill-defined setting (Ravi and Knight, 2009;
Christodoulopoulos et al., 2010), and we argue its
inappropriateness for scenarios in which the test
set is extremely small or even when no annotated
reference corpus exists.

Therefore, the problem of grounding the se-
quence of states or cluster IDs to POS tags without
using any linguistic resource remains unsolved.
We formulate this task as a decipherment problem.
Decipherment aims to find a substitution table be-
tween alphabets or tokens of an encrypted code
and a known language without the need of parallel
corpora. The task has been successfully applied
in alphabet mapping for lost languages (Snyder
et al., 2010), and machine translation at the char-
acter (Pourdamghani and Knight, 2017) and token
level (Ravi and Knight, 2011; Dou et al., 2015).
For the task of POS tag grounding, the sequence
of states or cluster IDs is modeled as an encrypted
code to be deciphered back to a POS sequence.
Furthermore, we tackle the problem from a ‘uni-
versal’ perspective by allowing the cipher learn
from POS sequences from a varied pool of lan-
guages.

Other recent work has declared a ‘radically uni-
versal’ mantra to language inclusivity. Herm-
jakob et al. (2018) presents a Romanizer that cov-
ers all writing systems known to Unicode. Pan
et al. (2017) extends name tagging and linking
capability to hundreds of languages by leverag-
ing Wikipedia. Kirov et al. (2016) has semi-
automatically built inflectional paradigms for hun-
dreds of languages.

7 Conclusion

We present a POS tag grounding strategy based on
decipherment that does not require human-labeled
data to map states or clusters to actual POS tags
and thus can be used in real-world situations re-
quiring grounded POS tags. The decipherment
model considers state or word cluster IDs of a CL
as a cipher text to be deciphered back to a POS
sequence.

The model operates on top of Brown cluster IDs
and requires a POS language model trained on an-
notated corpora of one or more PLs. Experimental
results over a large and linguistically varied set of
PLs show that the choice of which PL to decipher

2435



de fr es it pt sv
Test Tags UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS

GOLD 65.57 52.37 71.27 59.80 73.26 63.13 71.46 59.66 63.28 54.93 77.50 64.90
NONE 40.90 18.61 51.14 30.91 43.82 17.67 48.22 33.29 37.89 16.72 38.15 17.96

CIPHER (this work) 38.31 24.72 54.46 41.04 55.56 41.16 54.05 39.78 46.97 36.07 55.06 36.51

Table 4: Impact of grounded unsupervised POS tagging on MALOPA’s ‘zero-resource’ condition. Bold entries
indicate an improvement over the baseline condition of having no POS tag information (beyond punctuation)

de fr es it pt sv
Embeddings Test Tags UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS

GUO GOLD 65.57 52.37 71.27 59.80 73.26 63.13 71.46 59.66 63.28 54.93 77.50 64.90
MUSE GOLD 66.19 56.28 80.86 72.65 81.06 73.62 82.08 72.40 81.17 76.17 72.46 61.71
MUSE NONE 57.26 45.10 73.84 63.09 77.01 67.06 71.36 60.48 75.31 68.36 60.82 45.25
MUSE CIPHER 48.56 37.13 69.94 59.22 73.86 61.68 69.30 56.85 73.41 65.23 57.39 41.49

Table 5: Changing to unsupervised MUSE embeddings boosts MALOPA’s zero-resource performance significantly
(bold entries), in many cases doing so even without any POS tag information (italic entries), however noisy
decipherment-based POS tags are no longer helpful.

POS tags from is crucial for performance. We ex-
plore model confidence, as measured by perplex-
ity and typological similarities, as intuitive criteria
for PL choice. However, both criteria prove to be
not correlated with tagging accuracy scores. Thus,
we propose a cipher model combination strategy
in order to leverage the word-order patterns in sev-
eral PLs, at the cost of an accuracy drop ranging
from just 1.15 percentage points to 13.33 points.

The resulting combined grounder is completely
language agnostic, making it attractive for the
analysis of languages new to the academic com-
munity. Furthermore, analysis over the tasks of
name tagging and dependency parsing demon-
strate that the tags induced by the combined
grounder provide a non-trivial signal for improve-
ment of the downstream task. We obtain state-of-
the-art results for name tagging in Kinyarwanda
and Sinhalese, languages for which POS anno-
tated corpora is nearly non-existent.
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John DeNero, and Dan Klein. 2010. Painless un-
supervised learning with features. In Human Lan-
guage Technologies: The 2010 Annual Conference
of the North American Chapter of the Association
for Computational Linguistics, pages 582–590, Los
Angeles, California. Association for Computational
Linguistics.

Piotr Bojanowski, Edouard Grave, Armand Joulin, and
Tomas Mikolov. 2017. Enriching word vectors with
subword information. Transactions of the Associa-
tion for Computational Linguistics, 5(1):135–146.

Peter F. Brown, Vincent J. Della Pietra, Peter V. deS-
ouza, Jenifer C. Lai, and Robert L. Mercer. 1992.
Class-based n-gram models of natural language.
Computational Linguistics, 18(4):467–480.

Jason Chiu and Eric Nichols. 2016. Named entity
recognition with bidirectional LSTM-CNNs. Trans-
actions of the Association for Computational Lin-
guistics, 4(1):357–370.

Christos Christodoulopoulos, Sharon Goldwater, and
Mark Steedman. 2010. Two decades of unsuper-
vised POS induction: How far have we come? In
Proceedings of the 2010 Conference on Empirical
Methods in Natural Language Processing, pages
575–584, Cambridge, MA. Association for Compu-
tational Linguistics.

Alexander Clark. 2003. Combining distributional and
morphological information for part of speech induc-
tion. In Proceedings of the tenth conference on Eu-
ropean chapter of the Association for Computational
Linguistics-Volume 1, pages 59–66. Association for
Computational Linguistics.

Dipanjan Das and Slav Petrov. 2011. Unsupervised
part-of-speech tagging with bilingual graph-based
projections. In Proceedings of the 49th Annual
Meeting of the Association for Computational Lin-
guistics: Human Language Technologies, pages
600–609, Portland, Oregon, USA. Association for
Computational Linguistics.

2436



Qing Dou, Ashish Vaswani, Kevin Knight, and Chris
Dyer. 2015. Unifying bayesian inference and vector
space models for improved decipherment. In Pro-
ceedings of the 53rd Annual Meeting of the Associ-
ation for Computational Linguistics and the 7th In-
ternational Joint Conference on Natural Language
Processing (Volume 1: Long Papers), pages 836–
845, Beijing, China. Association for Computational
Linguistics.

Timothy Dozat and Christopher D Manning. 2017.
Deep biaffine attention for neural dependency pars-
ing. In International Conference on Learning Rep-
resentations.

Long Duong, Trevor Cohn, Karin Verspoor, Steven
Bird, and Paul Cook. 2014. What can we get from
1000 tokens? a case study of multilingual POS tag-
ging for resource-poor languages. In Proceedings of
the 2014 Conference on Empirical Methods in Natu-
ral Language Processing (EMNLP), pages 886–897,
Doha, Qatar. Association for Computational Lin-
guistics.

Chris Dyer, Miguel Ballesteros, Wang Ling, Austin
Matthews, and Noah A. Smith. 2015. Transition-
based dependency parsing with stack long short-
term memory. In Proceedings of the 53rd Annual
Meeting of the Association for Computational Lin-
guistics and the 7th International Joint Conference
on Natural Language Processing (Volume 1: Long
Papers), pages 334–343, Beijing, China. Associa-
tion for Computational Linguistics.

Meng Fang and Trevor Cohn. 2017. Model transfer
for tagging low-resource languages using a bilingual
dictionary. In Proceedings of the 55th Annual Meet-
ing of the Association for Computational Linguis-
tics (Volume 2: Short Papers), pages 587–593, Van-
couver, Canada. Association for Computational Lin-
guistics.

Kuzman Ganchev, Ben Taskar, Fernando Pereira, and
Joao Graca. 2009. Posterior vs parameter sparsity in
latent variable models. In Advances in Neural Infor-
mation Processing Systems, pages 664–672.

Yoav Goldberg, Meni Adler, and Michael Elhadad.
2008. EM can find pretty good HMM POS-taggers
(when given a good start). In Proceedings of ACL-
08: HLT, pages 746–754, Columbus, Ohio. Associ-
ation for Computational Linguistics.

Sharon Goldwater and Tom Griffiths. 2007. A fully
Bayesian approach to unsupervised part-of-speech
tagging. In Proceedings of the 45th Annual Meet-
ing of the Association of Computational Linguistics,
pages 744–751, Prague, Czech Republic. Associa-
tion for Computational Linguistics.

Jonathan Graehl. 1997. Carmel finite-state toolkit.
ISI/USC.

Jiang Guo, Wanxiang Che, David Yarowsky, Haifeng
Wang, and Ting Liu. 2015. Cross-lingual depen-
dency parsing based on distributed representations.

In Proceedings of the 53rd Annual Meeting of the
Association for Computational Linguistics and the
7th International Joint Conference on Natural Lan-
guage Processing (Volume 1: Long Papers), pages
1234–1244, Beijing, China. Association for Com-
putational Linguistics.

Jiang Guo, Wanxiang Che, David Yarowsky, Haifeng
Wang, and Ting Liu. 2016. A representation learn-
ing framework for multi-source transfer parsing. In
AAAI Conference on Artificial Intelligence.

Aria Haghighi and Dan Klein. 2006. Prototype-driven
learning for sequence models. In Proceedings of
the Human Language Technology Conference of the
NAACL, Main Conference, pages 320–327, New
York City, USA. Association for Computational Lin-
guistics.

William P. Headden III, David McClosky, and Eu-
gene Charniak. 2008. Evaluating unsupervised
part-of-speech tagging for grammar induction. In
Proceedings of the 22nd International Conference
on Computational Linguistics (Coling 2008), pages
329–336, Manchester, UK. Coling 2008 Organizing
Committee.

Ulf Hermjakob, Jonathan May, and Kevin Knight.
2018. Out-of-the-box universal romanization tool
uroman. In Proceedings of ACL 2018, System
Demonstrations, pages 13–18, Melbourne, Aus-
tralia. Association for Computational Linguistics.

Mark Johnson. 2007. Why doesn’t EM find good
HMM POS-taggers? In Proceedings of the 2007
Joint Conference on Empirical Methods in Natural
Language Processing and Computational Natural
Language Learning (EMNLP-CoNLL), pages 296–
305, Prague, Czech Republic. Association for Com-
putational Linguistics.

Armand Joulin, Edouard Grave, Piotr Bojanowski,
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Abstract

Different languages might have different word
orders. In this paper, we investigate cross-
lingual transfer and posit that an order-
agnostic model will perform better when trans-
ferring to distant foreign languages. To test our
hypothesis, we train dependency parsers on an
English corpus and evaluate their transfer per-
formance on 30 other languages. Specifically,
we compare encoders and decoders based on
Recurrent Neural Networks (RNNs) and mod-
ified self-attentive architectures. The former
relies on sequential information while the lat-
ter is more flexible at modeling word order.
Rigorous experiments and detailed analysis
shows that RNN-based architectures transfer
well to languages that are close to English,
while self-attentive models have better overall
cross-lingual transferability and perform espe-
cially well on distant languages.

1 Introduction

Cross-lingual transfer, which transfers models
across languages, has tremendous practical value.
It reduces the requirement of annotated data for a
target language and is especially useful when the
target language is lack of resources. Recently, this
technique has been applied to many NLP tasks
such as text categorization (Zhou et al., 2016a),
tagging (Kim et al., 2017), dependency parsing
(Guo et al., 2015, 2016) and machine translation
(Zoph et al., 2016). Despite the preliminary suc-
cess, transferring across languages is challenging
as it requires understanding and handling differ-
ences between languages at levels of morphology,
syntax, and semantics. It is especially difficult to
learn invariant features that can robustly transfer
to distant languages.

∗Equal contribution. Listed by alphabetical order.
†Corresponding author.

Prior work on cross-lingual transfer mainly fo-
cused on sharing word-level information by lever-
aging multi-lingual word embeddings (Xiao and
Guo, 2014; Guo et al., 2016; Sil et al., 2018).
However, words are not independent in sentences;
their combinations form larger linguistic units,
known as context. Encoding context information
is vital for many NLP tasks, and a variety of ap-
proaches (e.g., convolutional neural networks and
recurrent neural networks) have been proposed to
encode context as a high-level feature for down-
stream tasks. In this paper, we study how to
transfer generic contextual information across lan-
guages.

For cross-language transfer, one of the key chal-
lenges is the variation in word order among differ-
ent languages. For example, the Verb-Object pat-
tern in English can hardly be found in Japanese.
This challenge should be taken into considera-
tion in model design. RNN is a prevalent family
of models for many NLP tasks and has demon-
strated compelling performances (Mikolov et al.,
2010; Sutskever et al., 2014; Peters et al., 2018).
However, its sequential nature makes it heavily re-
liant on word order information, which exposes
to the risk of encoding language-specific order in-
formation that cannot generalize across languages.
We characterize this as the “order-sensitive” prop-
erty. Another family of models known as “Trans-
former” uses self-attention mechanisms to capture
context and was shown to be effective in various
NLP tasks (Vaswani et al., 2017; Liu et al., 2018;
Kitaev and Klein, 2018). With modification in
position representations, the self-attention mecha-
nism can be more robust than RNNs to the change
of word order. We refer to this as the “order-free”
property.

In this work, we posit that order-free mod-
els have better transferability than order-sensitive
models because they less suffer from overfitting
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Language
Families

Languages

Afro-Asiatic Arabic (ar), Hebrew (he)
Austronesian Indonesian (id)

IE.Baltic Latvian (lv)
IE.Germanic Danish (da), Dutch (nl), English (en),

German (de), Norwegian (no),
Swedish (sv)

IE.Indic Hindi (hi)
IE.Latin Latin (la)

IE.Romance Catalan (ca), French (fr), Italian (it),
Portuguese (pt), Romanian (ro),

Spanish (es)
IE.Slavic Bulgarian (bg), Croatian (hr), Czech

(cs), Polish (pl), Russian (ru), Slovak
(sk), Slovenian (sl), Ukrainian (uk)

Japanese Japanese (ja)
Korean Korean (ko)

Sino-Tibetan Chinese (zh)
Uralic Estonian (et), Finnish (fi)

Table 1: The selected languages grouped by language
families. “IE” is the abbreviation of Indo-European.

language-specific word order features. To test
our hypothesis, we first quantify language dis-
tance in terms of word order typology, and then
systematically study the transferability of order-
sensitive and order-free neural architectures on
cross-lingual dependency parsing.

We use dependency parsing as a test bed pri-
marily because of the availability of unified an-
notations across a broad spectrum of languages
(Nivre et al., 2018). Besides, word order typology
is found to influence dependency parsing (Naseem
et al., 2012; Täckström et al., 2013; Zhang and
Barzilay, 2015; Ammar et al., 2016; Aufrant et al.,
2016). Moreover, parsing is a low-level NLP task
(Hashimoto et al., 2017) that can benefit many
downstream applications (McClosky et al., 2011;
Gamallo et al., 2012; Jie et al., 2017).

We conduct evaluations on 31 languages across
a broad spectrum of language families, as shown
in Table 1. Our empirical results show that order-
free encoding and decoding models generally per-
form better than the order-sensitive ones for cross-
lingual transfer, especially when the source and
target languages are distant.

2 Quantifying Language Distance

We first verify that we can measure “language dis-
tance” base on word order since it is a signifi-
cant distinctive feature to differentiate languages
(Dryer, 2007). The World Atlas of Language
Structures (WALS) (Dryer and Haspelmath, 2013)
provides a great reference for word order typology

Distance
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Figure 1: Hierarchical clustering (with the Nearest
Point Algorithm) dendrogram of the languages by their
word-ordering vectors.

and can be used to construct feature vectors for
languages (Littell et al., 2017). But since we al-
ready have the universal dependency annotations,
we take an empirical way and directly extract word
order features using directed dependency relations
(Liu, 2010).

We conduct our study using the Universal De-
pendencies (UD) Treebanks (v2.2) (Nivre et al.,
2018). We select 31 languages for evaluation and
analysis, with the selection criterion being that the
total token number in the treebanks of that lan-
guage is over 100K. We group these languages by
their language families in Table 1. Detailed sta-
tistical information of the selected languages and
treebanks can be found in Appendix A1.

We look at finer-grained dependency types than
the 37 universal dependency labels2 in UD v2
by augmenting the dependency labels with the
universal part-of-speech (POS) tags of the head
and modifier3 nodes. Specifically, we use triples
“(ModifierPOS, HeadPOS, DependencyLabel)” as
the augmented dependency types. With this, we
can investigate language differences in a fine-
grained way by defining directions on these triples
(i.e. modifier before head or modifier after head).

We conduct feature selection by filtering out
rare types as they can be unstable. We defer the
results in 52 selected types and more details to Ap-
pendix C. For each dependency type, we collect
the statistics of directionality (Liu, 2010; Wang
and Eisner, 2017). Since there can be only two
directions for an edge, for each dependency type,

1Please refer to the supplementary materials for all the
appendices of this paper.

2http://universaldependencies.org/u/dep/index.html
3In this paper, we use the term of “modifier”, which can

also be described as “dependent” or “child” node.
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we use the relative frequency of the left-direction
(modifier before head) as the directional feature.
By concatenating the directional features of all se-
lected triples, we obtain a word-ordering feature
vector for each language. We calculate the word-
ordering distance using these vectors. In this
work, we simply use Manhattan distance, which
works well as shown in our analysis (Section 4.3).

We perform hierarchical clustering based on the
word-ordering vectors for the selected languages,
following Östling (2015). As shown in Figure 1,
the grouping of the ground truth language fami-
lies is almost recovered. The two outliers, Ger-
man (de) and Dutch (nl), are indeed different from
English. For instance, German and Dutch adopt
a larger portion of Object-Verb order in embedded
clauses. The above analysis shows that word order
is an important feature to characterize differences
between languages. Therefore, it should be taken
into consideration in the model design.

3 Models

Our primary goal is to conduct cross-lingual trans-
fer of syntactic dependencies without providing
any annotation in the target languages. The over-
all architecture of models that are studied in this
research is described as follows. The first layer
is an input embedding layer, for which we simply
concatenate word and POS embeddings. The POS
embeddings are trained from scratch, while the
word embeddings are fixed and initialized with the
multilingual embeddings by Smith et al. (2017).
These inputs are fed to the encoder to get contex-
tual representations, which is further used by the
decoder for predicting parse trees.

For the cross-lingual transfer, we hypothesize
that the models capturing less language-specific
information of the source language will have bet-
ter transferability. We focus on the word order in-
formation, and explore different encoders and de-
coders that are considered as order-sensitive and
order-free, respectively.

3.1 Contextual Encoders

Considering the sequential nature of languages,
RNN is a natural choice for the encoder. However,
modeling sentences word by word in the sequence
inevitably encodes word order information, which
may be specific to the source language. To allevi-
ate this problem, we adopt the self-attention based
encoder (Vaswani et al., 2017) for cross-lingual

parsing. It can be less sensitive to word order but
not necessarily less potent at capturing contextual
information, which makes it suitable for our study.

RNNs Encoder Following prior work (Kiper-
wasser and Goldberg, 2016; Dozat and Manning,
2017), we employ k-layer bidirectional LSTMs
(Hochreiter and Schmidhuber, 1997) on top of the
input vectors to obtain contextual representations.
Since it explicitly depends on word order, we will
refer it as an order-sensitive encoder.

Self-Attention Encoder The original self-
attention encoder (Transformer) takes absolute
positional embeddings as inputs, which capture
much order information. To mitigate this, we
utilize relative position representations (Shaw
et al., 2018), with further simple modification
to make it order-agnostic: the original relative
position representations discriminate left and right
contexts by adding signs to distances, while we
discard the directional information.

We directly base our descriptions on those in
(Shaw et al., 2018). For the relative positional self-
attention encoder, each layer calculates multiple
attention heads. In each head, the input sequence
of vectors x = (x1, . . . , xn) are transformed into
the output sequence of vectors z = (z1, . . . , zn),
based on the self-attention mechanism:

zi =

n∑

j=1

αij(xjW
V + aVij)

αij =
exp eij∑n
k=1 exp eik

eij =
xiW

Q(xjW
K + aKij )

T

√
dz

Here, aVij and aKij are relative positional represen-
tations for the two position i and j. Similarly, we
clip the distance with a maximum threshold of k
(which is empirically set to 10), but we do not
discriminate positive and negative values. Instead,
since we do not want the model to be aware of di-
rectional information, we use the absolute values
of the position differences:

aKij = wKclip(|j−i|,k) aVij = wVclip(|j−i|,k)
clip(x, k) = min(|x|, k)

Therefore, the learnable relative postion represen-
tations have k+1 types rather than 2k+1: we have
wK = (wK0 , . . . , w

K
k ), and wV = (wV0 , . . . , w

V
k ).

With this, the model knows only what words are
surrounding but cannot tell the directions. Since

2442



self-attention encoder is less sensitive to word or-
der, we refer to it as an order-free encoder.

3.2 Structured Decoders

With the contextual representations from the en-
coder, the decoder predicts the output tree struc-
tures. We also investigate two types of decoders
with different sensitivity to ordering information.

Stack-Pointer Decoder Recently, Ma et al.
(2018) proposed a top-down transition-based de-
coder and obtained state-of-the-art results. Thus,
we select it as our transition-based decoder. To
be noted, in this Stack-Pointer decoder, RNN is
utilized to record the decoding trajectory and also
can be sensitive to word order. Therefore, we will
refer to it as an order-sensitive decoder.

Graph-based Decoder Graph-based decoders
assume simple factorization and can search glob-
ally for the best structure. Recently, with a deep
biaffine attentional scorer, Dozat and Manning
(2017) obtained state-of-the-art results with sim-
ple first-order factorization (Eisner, 1996; Mc-
Donald et al., 2005). This method resembles the
self-attention encoder and can be regarded as a
self-attention output layer. Since it does not de-
pend on ordering information, we refer to it as an
order-free decoder.

4 Experiments and Analysis

In this section, we compare four architectures
for cross-lingual transfer dependency parsing with
a different combination of order-free and order-
sensitive encoder and decoder. We conduct sev-
eral detailed analyses showing the pros and cons
of both types of models.

4.1 Setup

Settings In our main experiments4 (those ex-
cept Section 4.3.5), we take English as the source
language and 30 other languages as target lan-
guages. We only use the source language for
both training and hyper-parameter tuning. Dur-
ing testing, we directly apply the trained model to
target languages with the inputs from target lan-
guages passed through pretrained multilingual em-
beddings that are projected into a common space
as the source language. The projection is done
by the offline transformation method (Smith et al.,

4Our implementation is publicly available at:
https://github.com/uclanlp/CrossLingualDepParser

2017) with pre-trained 300d monolingual embed-
dings from FastText (Bojanowski et al., 2017). We
freeze word embeddings since fine-tuning on them
may disturb the multi-lingual alignments. We also
adopt gold UPOS tags for the inputs.

For other hyper-parameters, we adopted similar
ones as in the Biaffine Graph Parser (Dozat and
Manning, 2017) and the Stack-Pointer Parser (Ma
et al., 2018). Detailed hyper-parameter settings
can be found in Appendix B. Throughout our ex-
periments, we adopted the language-independent
UD labels and a sentence length threshold of
140. The evaluation metrics are Unlabeled attach-
ment score (UAS) and labeled attachment score
(LAS) with punctuations excluded5. We trained
our cross-lingual models five times with different
initializations and reported average scores.

Systems As described before, we have an
order-free (Self-Attention) and an order-sensitive
(BiLSTM-RNN) encoder, as well as an order-free
(Biaffine Attention Graph-based) and an order-
sensitive (Stack-Pointer) decoder. The combina-
tion gives us four different models, named in the
format of “Encoder” plus “Decoder”. For clar-
ity, we also mark each model with their encoder-
decoder order sensitivity characteristics. For ex-
ample, “SelfAtt-Graph (OF-OF)” refers to the
model with self-attention order-free encoder and
graph-based order-free decoder. We benchmark
our models with a baseline shift-reduce transition-
based parser, which gave previous state-of-the-
art results for single-source zero-resource cross-
lingual parsing (Guo et al., 2015). Since they
used older datasets, we re-trained the model on our
datasets with their implementation6. We also list
the supervised learning results using the “RNN-
Graph” model on each language as a reference of
the upper-line for cross-lingual parsing.

4.2 Results

The results on the test sets are shown in Table 2.
The languages are ordered by their order typology
distance to English. In preliminary experiments,
we found our lexicalized models performed poorly

5In our evaluations, we exclude tokens whose POS tags
are “PUNCT” or “SYM”. This setting is different from the
one adopted in the CoNLL shared task (Zeman et al., 2018).
However, the patterns are similar as shown in Appendix D
where we report the punctuation-included test evaluations.

6https://github.com/jiangfeng1124/acl15-clnndep. We
also evaluated our models on the older dataset and compared
with their results, as shown in Appendix F.
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Lang Dist. to SelfAtt-Graph RNN-Graph SelfAtt-Stack RNN-Stack Baseline Supervised
English (OF-OF) (OS-OF) (OF-OS) (OS-OS) (Guo et al., 2015) (RNN-Graph)

en 0.00 90.35/88.40 90.44/88.31 90.18/88.06 91.82†/89.89† 87.25/85.04 90.44/88.31
no 0.06 80.80/72.81 80.67/72.83 80.25/72.07 81.75†/73.30† 74.76/65.16 94.52/92.88
sv 0.07 80.98/73.17 81.23/73.49 80.56/72.77 82.57†/74.25† 71.84/63.52 89.79/86.60
fr 0.09 77.87/72.78 78.35†/73.46† 76.79/71.77 75.46/70.49 73.02/64.67 91.90/89.14
pt 0.09 76.61†/67.75 76.46/67.98 75.39/66.67 74.64/66.11 70.36/60.11 93.14/90.82
da 0.10 76.64/67.87 77.36/68.81 76.39/67.48 78.22†/68.83 71.34/61.45 87.16/84.23
es 0.12 74.49/66.44 74.92†/66.91† 73.15/65.14 73.11/64.81 68.75/59.59 93.17/90.80
it 0.12 80.80/75.82 81.10/76.23† 79.13/74.16 80.35/75.32 75.06/67.37 94.21/92.38
hr 0.13 61.91†/52.86† 60.09/50.67 60.58/51.07 60.80/51.12 52.92/42.19 89.66/83.81
ca 0.13 73.83/65.13 74.24†/65.57† 72.39/63.72 72.03/63.02 68.23/58.15 93.98/91.64
pl 0.13 74.56†/62.23† 71.89/58.59 73.46/60.49 72.09/59.75 66.74/53.40 94.96/90.68
uk 0.13 60.05/52.28† 58.49/51.14 57.43/49.66 59.67/51.85 54.10/45.26 85.98/82.21
sl 0.13 68.21†/56.54† 66.27/54.57 66.55/54.58 67.76/55.68 60.86/48.06 86.79/82.76
nl 0.14 68.55/60.26 67.88/60.11 67.88/59.46 69.55†/61.55† 63.31/53.79 90.59/87.52
bg 0.14 79.40†/68.21† 78.05/66.68 78.16/66.95 78.83/67.57 73.08/61.23 93.74/89.61
ru 0.14 60.63/51.63 59.99/50.81 59.36/50.25 60.87/51.96 55.03/45.09 94.11/92.56
de 0.14 71.34†/61.62† 69.49/59.31 69.94/60.09 69.58/59.64 65.14/54.13 88.58/83.68
he 0.14 55.29/48.00† 54.55/46.93 53.23/45.69 54.89/40.95 46.03/26.57 89.34/84.49
cs 0.14 63.10†/53.80† 61.88/52.80 61.26/51.86 62.26/52.32 56.15/44.77 94.03/91.87
ro 0.15 65.05†/54.10† 63.23/52.11 62.54/51.46 60.98/49.79 56.01/44.04 90.07/84.50
sk 0.17 66.65/58.15† 65.41/56.98 65.34/56.68 66.56/57.48 57.75/47.73 90.19/86.38
id 0.17 49.20†/43.52† 47.05/42.09 47.32/41.70 46.77/41.28 40.84/33.67 87.19/82.60
lv 0.18 70.78/49.30 71.43†/49.59 69.04/47.80 70.56/48.53 62.33/41.42 83.67/78.13
fi 0.20 66.27/48.69 66.36/48.74 64.82/47.50 66.25/48.28 58.51/38.65 88.04/85.04
et 0.20 65.72†/44.87† 65.25/44.40 64.12/43.26 64.30/43.50 56.13/34.86 86.76/83.28

zh* 0.23 42.48†/25.10† 41.53/24.32 40.56/23.32 40.92/23.45 40.03/20.97 73.62/67.67
ar 0.26 38.12†/28.04† 32.97/25.48 32.56/23.70 32.85/24.99 32.69/22.68 86.17/81.83
la 0.28 47.96†/35.21† 45.96/33.91 45.49/33.19 43.85/31.25 39.08/26.17 81.05/76.33
ko 0.33 34.48†/16.40† 33.66/15.40 32.75/15.04 33.11/14.25 31.39/12.70 85.05/80.76
hi 0.40 35.50†/26.52† 29.32/21.41 31.38/23.09 25.91/18.07 25.74/16.77 95.63/92.93
ja* 0.49 28.18†/20.91† 18.41/11.99 20.72/13.19 15.16/9.32 15.39/08.41 89.06/78.74

Average 0.17 64.06†/53.82† 62.71/52.63 62.22/52.00 62.37/51.89 57.09/45.41 89.44/85.62

Table 2: Results (UAS%/LAS%, excluding punctuation) on the test sets. Languages are sorted by the word-
ordering distance to English, as shown in the second column. ‘*’ refers to results of delexicalized models, ‘†’
means that the best transfer model is statistically significantly better (by paired bootstrap test, p < 0.05) than all
other transfer models. Models are marked with their encoder and decoder order sensitivity, OF denotes order-free
and OS denotes order-sensitive.

on Chinese (zh) and Japanese (ja). We found the
main reason was that their embeddings were not
well aligned to English. Therefore, we use delex-
icalized models, where only POS tags are used as
inputs. The delexicalized results7 for Chinese and
Japanese are listed in the rows marked with “*”.

Overall, the “SelfAtt-Graph” model performs
the best in over half of the languages and beats the
runner-up “RNN-Graph” by around 1.3 in UAS
and 1.2 in LAS on average. When compared
with “RNN-Stack” and “SelfAtt-Stack”, the av-
erage difference is larger than 1.5 points. This
shows that models capture less word order infor-

7We found delexicalized models to be better only at zh
and ja, for about 5 and 10 points respectively. For other lan-
guages, they performed worse for about 2 to 5 points. We
also tried models without POS, and found them worse for
about 10 points on average. We leave further investigation of
input representations to future work.

mation generally perform better at cross-lingual
parsing. Compared with the baseline, our supe-
rior results show the importance of the contextual
encoder. Compared with the supervised models,
the cross-lingual results are still lower by a large
gap, indicating space for improvements.

After taking a closer look, we find an interest-
ing pattern in the results: while the model per-
formances on the source language (English) are
similar, RNN-based models perform better on lan-
guages that are closer to English (upper rows in
the table), whereas for languages that are “distant”
from English, the “SelfAtt-Graph” performs much
better. Such patterns correspond well with our hy-
pothesis, that is, the design of models considering
word order information is crucial in cross-lingual
transfer. We conduct more thorough analysis in
the next subsection.
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Model UAS% LAS%
SelfAtt-Relative (Ours) 64.57 54.14
SelfAtt-Relative+Dir 63.93 53.62

RNN 63.25 52.94
SelfAtt-Absolute 61.76 51.71
SelfAtt-NoPosi 28.18 21.45

Table 3: Comparisons of different encoders (averaged
results over all languages on the original training sets).

4.3 Analysis
We further analyze how different modeling
choices influence cross-lingual transfer. Since we
have not touched the training sets for languages
other than English, in this subsection, we evaluate
and analyze the performance of target languages
using training splits in UD. Performance of En-
glish is evaluated on the test set. We verify that
the trends observed in test set are similar to those
on the training sets. As mentioned in the previous
section, the bilingual embeddings for Chinese and
Japanese do not align well with English. There-
fore, we report the results with delexicalizing. In
the following, we discuss our observations, and
detailed results are listed in Appendix E.

4.3.1 Encoder Architecture
We assume models that are less sensitive to word
order perform better when transfer to distant lan-
guages. To empirically verify this point, we con-
duct controlled comparisons on various encoders
with the same graph-based decoder. Table 3 shows
the average performances in all languages.

To compare models with various degrees of sen-
sitivity to word order, we include several vari-
ations of self-attention models. The “SelfAtt-
NoPosi” is the self-attention model without any
positional information. Although it is most insen-
sitive to word order, it performs poorly possibly
because of the lack of access to the locality of
contexts. The self-attention model with absolute
positional embeddings (“SelfAtt-Absolute”) also
does not perform well. In the case of parsing,
relative positional representations may be more
useful as indicated by the improvements brought
by the directional relative position representa-
tions (“SelfAtt-Relative+Dir”) (Shaw et al., 2018).
Interestingly, the RNN encoder ranks between
“SelfAtt-Relative+Dir” and “SelfAtt-Absolute”;
all these three encoders explicitly capture word or-
der information in some way. Finally, by discard-
ing the information of directions, our relative posi-
tion representation (“SelfAtt-Relative”) performs
the best (significantly better at p < 0.05).
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Figure 2: Evaluation score differences between Order-
Free (OF) and Order Sensitive (OS) modules. We show
results of both encoder (blue solid curve) and decoder
(dashed red curve). Languages are sorted by their
word-ordering distances to English from left to right.
The position of English is marked with a green bar.

One crucial observation we have is that the pat-
terns of breakdown performances for “SelfAtt-
Relative+Dir” are similar to those of RNN: on
closer languages, the direction-aware model per-
forms better, while on distant languages the
non-directional one generally obtains better re-
sults. Since the only difference between our pro-
posed “SelfAtt-Relative” model and the “SelfAtt-
Relative+Dir” model is the directional encoding,
we believe the better performances should credit
to its effectiveness in capturing useful context in-
formation without depending too much on the
language-specific order information.

These results suggest that a model’s sensitivity
to word order indeed affects its cross-lingual trans-
fer performances. In later sections, we stick to our
“SelfAtt-Relative” variation of the self-attentive
encoder and focus on the comparisons among the
four main models.

4.3.2 Performance v.s. Language Distance
We posit that order-free models can do better than
order-sensitive ones on cross-lingual transfer pars-
ing when the target languages have different word
orders to the source language. Now we can ana-
lyze this with the word-ordering distance.

For each target language, we collect two types
of distances when comparing it to English: one is
the word-ordering distance as described in Section
2, the other is the performance distance, which is
the gap of evaluation scores8 between the target
language and English. The performance distance
can represent the general transferability from En-

8In the rest of this paper, we simply average UAS and
LAS for evaluation scores unless otherwise noted.
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(d) Object & Verb (NOUN, VERB, obj)

Figure 3: Analysis on specific dependency types. To save space, we merge the curves of encoders and decoders
into one figure. The blue and red curves and left y-axis represent the differences in evaluation scores, the brown
curve and right y-axis represents the relative frequency of left-direction (modifier before head) on this type. The
languages (x-axis) are sorted by this relative frequency from high to low.

glish to this language. We calculate the correla-
tion of these two distances on all the concerned
languages, and the results turn to be quite high:
the Pearson and Spearman correlations are around
0.90 and 0.87 respectively, using the evaluations
of any of our four cross-lingual transfer models.
This suggests that word order can be an important
factor of cross-lingual transferability.

Furthermore, we individually analyze the en-
coders and decoders of the dependency parsers.
Since we have two architectures for each of the
modules, when examining one, we take the high-
est scores obtained by any of the other mod-
ules. For example, when comparing RNN and
Self-Attention encoders, we take the best evalu-
ation scores of “RNN-Graph” and “RNN-Stack”
for RNN and the best of “SelfAtt-Graph” and
“SelfAtt-Stack” for Self-Attention. Figure 2
shows the score differences of encoding and de-
coding architectures against the languages’ dis-
tances to English. For both the encoding and
decoding module, we observe a similar overall
pattern: the order-free models, in general, per-
form better than order-sensitive ones in the lan-
guages that are distant from the source language
English. On the other hand, for some languages
that are closer to English, order-sensitive mod-
els perform better, possibly benefiting from be-
ing able to capture similar word ordering infor-
mation. The performance gap between order-free

and order-sensitive models are positively corre-
lated with language distance.

4.3.3 Performance Breakdown by Types
Moreover, we compare the results on specific de-
pendency types using concrete examples. For each
type, we sort the languages by their relative fre-
quencies of left-direction (modifier before head)
and plot the performance differences for encoders
and decoders. We highlight the source language
English in green. Figure 3 shows four typical ex-
ample types: Adposition and Noun, Adjective and
Noun, Auxiliary and Verb, and Object and Verb.
In Figure 3a, we examine the “case” dependency
type between adpositions and nouns. The pattern
is similar to the overall pattern. For languages
that mainly use prepositions as in English, differ-
ent models perform similarly, while for languages
that use postpositions, order-free models get better
results. The patterns of adjective modifier (Figure
3b) and auxiliary (Figure 3c) are also similar.

On dependencies between verbs and object
nouns, although in general order-free models per-
form better, the pattern diverges from what we ex-
pect. There can be several possible explanations
for this. Firstly, the tokens which are noun objects
of verbs only take about 3.1% on average over all
tokens. Considering just this specific dependency
type, the correlation between frequency distances
and performance differences is 0.64, which is far
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d English Average
<-2 14.36 12.93
-2 15.45 11.83
-1 31.55 30.42
1 7.51 14.22
2 9.84 10.49
>2 21.29 20.11

Table 4: Relative frequencies (%) of dependency dis-
tances. English differs from the Average at d=1.

less than 0.9 when considering all types. There-
fore, although Verb-Object ordering is a typical
example, we cannot take it as the whole story
of word order. Secondly, Verb-Object dependen-
cies can often be difficult to decide. They some-
times are long-ranged and have complex interac-
tions with other words. Therefore, merely reduc-
ing modeling order information can have compli-
cated effects. Moreover, although our relative-
position self-attention encoder does not explicitly
encode word positions, it may still capture some
positional information with relative distances. For
example, the words in the middle of a sentence
will have different distance patterns from those at
the beginning or the end. With this knowledge, the
model can still prefer the pattern where a verb is in
the middle as in English’s Subject-Verb-Object or-
dering and may find sentences in Subject-Object-
Verb languages strange. It will be interesting to
explore more ways to weaken or remove this bias.

4.3.4 Analysis on Dependency Distances

We now look into dependency lengths and di-
rections. Here, we combine dependency length
and direction into dependency distance d, by us-
ing negative signs for dependencies with left-
direction (modifier before head) and positive for
right-direction (head before modifier). We find a
seemingly strange pattern at dependency distances
|d|=1: for all transfer models, evaluation scores on
d=-1 can reach about 80, but on d=1, the scores
are only around 40. This may be explained by
the relative frequencies of dependency distances
as shown in Table 4, where there is a discrep-
ancy between English and the average of other lan-
guages at d=1. About 80% of the dependencies
with |d|=1 in English is the left direction (mod-
ifier before head), while overall other languages
have more right directions at |d|=1. This suggests
an interesting future direction of training on more
source languages with different dependency dis-
tance distributions.

We further compare the four models on the d=1
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Figure 4: Evaluation differences of models on d=1 de-
pendencies. Annotations are the same as in Figure 3,
languages are sorted by percentages (represented by the
brown curve and right y-axis) of d=1 dependencies.
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Figure 5: Transfer performance of all source-target lan-
guage pairs. The blue and red curves show the averages
over columns and over rows of the source-target pair
performance matrix (see text for details). The brown
curve and the right y-axis legend represent the average
language distance between one language and all others.

dependencies and as shown in Figure 4, the fa-
miliar pattern appears again. The order-free mod-
els perform better at the languages which have
more d=1 dependencies. Such finding indicates
that our model design of reducing the ability to
capture word order information can help on short-
ranged dependencies of different directions to the
source language. However, the improvements are
still limited. One of the most challenging parts
of unsupervised cross-lingual parsing is modeling
cross-lingually shareable and language-unspecific
information. In other words, we want flexible yet
powerful models. Our exploration of the order-
free self-attentive models is the first step.

4.3.5 Transfer between All Language Pairs
Finally, we investigate the transfer performance of
all source-target language pairs.9 We first gen-
erate a performance matrix A, where each en-
try (i, j) records the transfer performance from
a source language i to a target language j. We
then report the following two aggregate perfor-

9Because the size of training corpus for each language
is different in UD, to compare among languages, we train
a parser on the first 4,000 sentences for each language and
evaluate its transfer performance on all other languages.
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mance measures on A in Figure 5: 1) As-source
reports the average over columns of A for each
row of the source language and 2) As-target re-
ports the average over rows of A for each column
of the target language. As a reference, we also
plot the average word-order distance between one
language to other languages. Results show that
both As-source (blue line) and As-target (red line)
highly are anti-correlated (Pearson correlation co-
efficients are −0.90 and −0.87, respectively) with
average language distance (brown line).

5 Related Work

Cross-language transfer learning employing deep
neural networks has widely been studied in the ar-
eas of natural language processing (Ma and Xia,
2014; Guo et al., 2015; Kim et al., 2017; Kann
et al., 2017; Cotterell and Duh, 2017), speech
recognition (Xu et al., 2014; Huang et al., 2013),
and information retrieval (Vulić and Moens, 2015;
Sasaki et al., 2018; Litschko et al., 2018). Learn-
ing the language structure (e.g., morphology, syn-
tax) and transferring knowledge from the source
language to the target language is the main under-
neath challenge, and has been thoroughly investi-
gated for a wide variety of NLP applications, in-
cluding sequence tagging (Yang et al., 2016; Buys
and Botha, 2016), name entity recognition (Xie
et al., 2018), dependency parsing (Tiedemann,
2015; Agić et al., 2014), entity coreference reso-
lution and linking (Kundu et al., 2018; Sil et al.,
2018), sentiment classification (Zhou et al., 2015,
2016b), and question answering (Joty et al., 2017).

Existing work on unsupervised cross-lingual
dependency parsing, in general, trains a depen-
dency parser on the source language and then
directly run on the target languages. Training
of the monolingual parsers are often delexical-
ized, i.e., removing all lexical features from the
source treebank (Zeman and Resnik, 2008; Mc-
Donald et al., 2013), and the underlying feature
model is selected from a shared part-of-speech
(POS) representation utilizing the Universal POS
Tagset (Petrov et al., 2012). Another pool of prior
work improves the delexicalized approaches by
adapting the model to fit the target languages bet-
ter. Cross-lingual approaches that facilitate the
usage of lexical features includes choosing the
source language data points suitable for the tar-
get language (Søgaard, 2011; Täckström et al.,
2013), transferring from multiple sources (Mc-

Donald et al., 2011; Guo et al., 2016; Täckström
et al., 2013), using cross-lingual word clusters
(Täckström et al., 2012) and lexicon mapping
(Xiao and Guo, 2014; Guo et al., 2015). In this
paper, we consider single-source transfer–train a
parser on a single source language, and evaluate it
on the target languages to test the transferability of
neural architectures.

Multilingual transfer (Ammar et al., 2016;
Naseem et al., 2012; Zhang and Barzilay, 2015)
is another broad category of techniques applied to
parsing where knowledge from many languages
having a common linguistic typology is utilized.
Recent works (Aufrant et al., 2016; Wang and Eis-
ner, 2018a,b) demonstrated the significance of ex-
plicitly extracting and modeling linguistic prop-
erties of the target languages to improve cross-
lingual dependency parsing. Our work is different
in that we focus on the neural architectures and
explore their influences on cross-lingual transfer.

6 Conclusion

In this work, we conduct a comprehensive study
on how the design of neural architectures affects
cross-lingual transfer learning. We examine two
notable families of neural architectures (sequential
RNN v.s. self-attention) using dependency parsing
as the evaluation task. We show that order-free
models perform better than order-sensitive ones
when there is a significant difference in the word
order typology between the target and source lan-
guage. In the future, we plan to explore multi-
source transfer and incorporating prior linguistic
knowledge into the models for better cross-lingual
transfer.
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out when he saw the earlier arxiv version of the
paper and providing insightful comments about
word order and related citations. We are grateful
for the Stanford NLP group’s comments and feed-
back when we present the preliminary results in
their seminar. We thank Graham Neubig and the
MT/Multilingual Reading Group at CMU-LTI for
helpful discussions. We also thank USC Plus Lab
and UCLA-NLP group for discussion and com-
ments. This work was supported in part by Na-
tional Science Foundation Grant IIS-1760523.

2448



References
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Abstract

We propose a generative model for a sen-
tence that uses two latent variables, with one
intended to represent the syntax of the sen-
tence and the other to represent its semantics.
We show we can achieve better disentangle-
ment between semantic and syntactic repre-
sentations by training with multiple losses, in-
cluding losses that exploit aligned paraphras-
tic sentences and word-order information. We
also investigate the effect of moving from bag-
of-words to recurrent neural network mod-
ules. We evaluate our models as well as sev-
eral popular pretrained embeddings on stan-
dard semantic similarity tasks and novel syn-
tactic similarity tasks. Empirically, we find
that the model with the best performing syn-
tactic and semantic representations also gives
rise to the most disentangled representations.1

1 Introduction

As generative latent variable models, especially
of the continuous variety (Kingma and Welling,
2014; Goodfellow et al., 2014), have become in-
creasingly important in natural language process-
ing (Bowman et al., 2016; Gulrajani et al., 2017),
there has been increased interest in learning mod-
els where the latent representations are disentan-
gled (Hu et al., 2017). Much of the recent NLP
work on learning disentangled representations of
text has focused on disentangling the representa-
tion of attributes such as sentiment from the rep-
resentation of content, typically in an effort to bet-
ter control text generation (Shen et al., 2017; Zhao
et al., 2017; Fu et al., 2018).

In this work, we instead focus on learning sen-
tence representations that disentangle the syntax
and the semantics of a sentence. We are more-
over interested in disentangling these representa-

1Code and data are available at github.com/
mingdachen/disentangle-semantics-syntax

tions not for the purpose of controlling generation,
but for the purpose of calculating semantic or syn-
tactic similarity between sentences (but not both).
To this end, we propose a generative model of a
sentence which makes use of both semantic and
syntactic latent variables, and we evaluate the in-
duced representations on both standard semantic
similarity tasks and on several novel syntactic sim-
ilarity tasks.

We use a deep generative model consisting of
von Mises Fisher (vMF) and Gaussian priors on
the semantic and syntactic latent variables (respec-
tively) and a deep bag-of-words decoder that con-
ditions on these latent variables. Following much
recent work, we learn this model by optimizing
the ELBO with a VAE-like (Kingma and Welling,
2014; Rezende et al., 2014) approach.

Our learned semantic representations are eval-
uated on the SemEval semantic textual similarity
(STS) tasks (Agirre et al., 2012; Cer et al., 2017).
Because there has been less work on evaluating
syntactic representations of sentences, we propose
several new syntactic evaluation tasks, which in-
volve predicting the syntactic analysis of an un-
seen sentence to be the syntactic analysis of its
nearest neighbor (as determined by the latent syn-
tactic representation) in a large set of annotated
sentences.

In order to improve the quality and disentangle-
ment of the learned representations, we incorpo-
rate simple additional losses in our training, which
are designed to force the latent representations to
capture different information. In particular, our se-
mantic multi-task losses make use of aligned para-
phrase data, whereas our syntactic multi-task loss
makes use of word-order information. Addition-
ally, we explore different encoder and decoder ar-
chitectures for learning better syntactic represen-
tations. Experimentally, we find that by training in
this way we are able to force the learned represen-
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tations to capture different information (as mea-
sured by the performance gap between the latent
representations on each task). Moreover, we find
that we achieve the best performance on all tasks
when the learned representations are most disen-
tangled.

2 Related Work

There is a growing amount of work on learning in-
terpretable or disentangled latent representations
both in machine learning (Tenenbaum and Free-
man, 2000; Reed et al., 2014; Makhzani et al.,
2015; Mathieu et al., 2016; Higgins et al., 2016;
Chen et al., 2016; Hsu et al., 2017) and in var-
ious NLP applications, including sentence senti-
ment and style transfer (Hu et al., 2017; Shen
et al., 2017; Fu et al., 2018; Zhao et al., 2018,
inter alia), morphological reinflection (Zhou and
Neubig, 2017), semantic parsing (Yin et al., 2018),
text generation (Wiseman et al., 2018), and se-
quence labeling (Chen et al., 2018). Another re-
lated thread of work is text-based variational au-
toencoders (Miao et al., 2016; Bowman et al.,
2016; Serban et al., 2017; Xu and Durrett, 2018).

In terms of syntax and semantics in particular,
there is a rich history of work in analyzing their
interplay in sentences (Jurafsky, 1988; van Valin,
Jr., 2005). We do not intend to claim that the
two can be entirely disentangled in distinct rep-
resentations. Rather, our goal is to propose mod-
ica of knowledge via particular multi-task losses
and measure the extent to which this knowledge
leads learned representations to favor syntactic or
semantic information from a sentence.

There has been prior work with similar goals
for representations of words (Mitchell and Steed-
man, 2015) and bilexical dependencies (Mitchell,
2016), finding that decomposing syntactic and se-
mantic information can lead to improved perfor-
mance on semantic tasks. We find similar trends
in our results, but at the level of sentence represen-
tations. A similar idea has been explored for text
generation (Iyyer et al., 2018), where adversarial
examples are generated by controlling syntax.

Some of our losses use sentential paraphrases,
relating them to work in paraphrase modeling (Wi-
eting et al., 2016; Wieting and Gimpel, 2018).
Deudon (2018) recently proposed a variational
framework for modeling paraphrastic sentences,
but our focus here is on learning disentangled rep-
resentations.

x
z

y
x

Figure 1: Graphical model of VGVAE. Dashed lines in-
dicate inference model. Solid lines indicate generative
model.

As part of our evaluation, we develop novel syn-
tactic similarity tasks for sentence representations
learned without any syntactic supervision. These
evaluations relate to the broad range of work in un-
supervised parsing (Klein and Manning, 2004) and
part-of-speech tagging (Christodoulopoulos et al.,
2010). However, our evaluations differ from pre-
vious evaluations in that we employ k-nearest-
neighbor syntactic analyzers using our syntactic
representations to choose nearest neighbors.

There is a great deal of work on applying multi-
task learning to various NLP tasks (Plank et al.,
2016; Rei, 2017; Augenstein and Søgaard, 2017;
Bollmann et al., 2018, inter alia) and, recently,
as a way of improving the quality or disentangle-
ment of learned representations (Zhao et al., 2017;
Goyal et al., 2017; Du et al., 2018; John et al.,
2018).

3 Proposed Approach

Our goal is to extract the disentangled semantic
and syntactic information from sentence represen-
tations. To achieve this, we introduce the vMF-
Gaussian Variational Autoencoder (VGVAE). As
shown in Figure 1, VGVAE assumes a sentence
is generated by conditioning on two independent
variables: semantic variable y and syntactic vari-
able z. In particular, our model gives rise to the
following joint likelihood

pθ(x, y, z) = pθ(y)pθ(z)pθ(x|y, z)

= pθ(y)pθ(z)

T∏

t=1

p(xt | y, z),

where xt is the tth word of x, T is the sentence
length, and p(xt|y, z) is given by a softmax over
a vocabulary of size V . Further details on the pa-
rameterization are given below.

To perform inference, we assume a factored
posterior qφ(y, z|x) = qφ(y|x)qφ(z|x), as has
been used in prior work (Zhou and Neubig, 2017;
Chen et al., 2018). Learning of VGVAE maxi-
mizes a lower bound on marginal log-likelihood:
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log pθ(x) ≥ E
y∼qφ(y|x)
z∼qφ(z|x)

[log pθ(x|z, y)

− log
qφ(z|x)

pθ(z)
− log

qφ(y|x)

pθ(y)
]

= E
y∼qφ(y|x)
z∼qφ(z|x)

[log pθ(x|z, y)] − KL(qφ(z|x)‖pθ(z))

− KL(qφ(y|x)‖pθ(y))
def
== ELBO

(1)

3.1 Parameterizations
VGVAE uses two distribution families in defining
the posterior over latent variables, namely, the von
Mises-Fisher (vMF) distribution and the Gaussian
distribution.

vMF Distribution. vMF can be regarded as a
Gaussian distribution on a hypersphere with two
parameters: µ and κ. µ ∈ Rm is a normalized vec-
tor (i.e. ‖µ‖2 = 1 ) defining the mean direction.
κ ∈ R≥0 is often referred to as a concentration
parameter analogous to the variance in a Gaussian
distribution. vMF has been used for modeling sim-
ilarity between two sentences (Guu et al., 2018),
which is particularly suited to our purpose here,
since we will evaluate our semantic representa-
tions in the context of modeling paraphrases (See
Sections 4.1 and 4.2 for more details). Therefore,
we assume qφ(y|x) follows vMF(µα(x), κα(x))
and the prior pθ(y) follows the uniform distribu-
tion vMF(·, 0).

With this choice of prior and posterior distri-
bution, the KL(qφ(y|x)‖pθ(y)) appearing in the
ELBO can be computed in closed-form:

κα

Im/2(κα)

Im/2−1(κα)
+ (m/2 − 1) log κα−

(m/2) log(2π) − log Im/2−1(κα)+
m

2
log π + log 2 − log Γ(

m

2
),

(2)

where Iv is the modified Bessel function of the
first kind at order v and Γ(·) is the Gamma func-
tion. We follow Davidson et al. (2018) and use an
acceptance-rejection scheme to sample from vMF.

Gaussian Distribution.2 We assume
qφ(z|x) follows a Gaussian distribution

2In preliminary experiments, we observed that using two
distribution families can lead to better performance. This is
presumably because the Gaussian distribution complements
the norm information lost in the vMF distribution.

N (µβ(x), diag(σβ(x))) and that the prior pθ(z)
is N (0, Id), where Id is an d × d identity matrix.
Since we only consider a diagonal covariance ma-
trix, the KL divergence term KL(qφ(z|x)‖pθ(z))
can also be computed efficiently:

1

2
(−

∑

i

log σβi +
∑

i

σβi +
∑

i

µ2
βi − d) (3)

Inference and Generative Models. The infer-
ence models qφ(y|x) and qφ(z|x) are two inde-
pendent word averaging encoders with additional
linear feedforward neural networks for producing
µ(x) and σ(x) (or κ(x)). The generative model
pθ(x|y, z) is a feedforward neural network gθ with
the output being a bag of words. In particular, the
expected output log-probability (the first term in
Eq. 1) is computed as follows:

E
y∼qφ(y|x)
z∼qφ(z|x)

[log pθ(x|y, z)] =

E
y∼qφ(y|x)
z∼qφ(z|x)

[
T∑

t=1

log
exp gθ([y; z])xt∑V
j=1 exp gθ([y; z])j

]

Where V is the vocabulary size, [; ] indicates con-
catenation, T is the sentence length and xt is the
index of the t’th word’s word type.

Recurrent Neural Networks. To facilitate bet-
ter learning of syntax, we also consider replac-
ing both the generative and inference models with
RNN-based sequence models, rather than bag-
of-words models. In this setting, the genera-
tive model pθ(x|y, z) is a unidirectional long-short
term memory network (LSTM; Hochreiter and
Schmidhuber, 1997) and a linear feedforward neu-
ral network for predicting the word tokens (shown
in Figure 2). The expected output log-probability
is computed as follows:

E
y∼qφ(y|x)
z∼qφ(z|x)

[log pθ(x|y, z)] =

E
y∼qφ(y|x)
z∼qφ(z|x)

[
T∑

t=1

log pθ(xt|y, z, x1:t−1)

]

Where V is the vocabulary size, T is the sentence
length and xt is the index of the t’th word’s word
type.

The inference model qφ(y|x) is still a word av-
eraging encoder, but qφ(z|x) is parameterized by
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      encoder

      encoder

Figure 2: Diagram showing LSTM decoder that uses
the semantic variable y and the syntactic variable z.

z encoder z1x1

y encoder y1x1

y encoder y2x2

z encoder z2x2

x1

x2

DPL

Figure 3: Diagram showing the training process when
using the discriminative paraphrase loss (DPL; dotted
lines) and paraphrase reconstruction loss (PRL; dash-
dotted lines). The pair (x1, x2) is a sentential para-
phrase pair, the y’s are the semantic variables corre-
sponding to each x, and the z’s are syntactic variables.

a bidirectional LSTM, where we concatenate the
forward and backward hidden states and then take
the average. The output of the LSTM is then used
as input to a feedforward network with one hidden
layer for producing µ(x) and σ(x) (or κ(x)).

In the following sections, we will introduce sev-
eral losses that will be added into the training of
our base model, which empirically shows the abil-
ity of further disentangling the functionality be-
tween the semantic variable y and the syntactic
variable z.

4 Multi-Task Training

We attempt to improve the quality and disentan-
glement of our semantic and syntactic representa-
tions by introducing additional losses, which en-
courage y to capture semantic information and z
to capture syntactic information. We elaborate on
these losses below.

4.1 Paraphrase Reconstruction Loss
Our first loss is a paraphrase reconstruction loss
(PRL). The key assumption underlying the PRL is
that for a paraphrase pair x1, x2, the semantic in-
formation is equivalent between the two sentences
and only the syntactic information varies. To im-
pose such constraints, PRL is defined as

E
y2∼qφ(y|x2)
z1∼qφ(z|x1)

[ − log pθ(x1|y2, z1)]+

E
y1∼qφ(y|x1)
z2∼qφ(z|x2)

[ − log pθ(x2|y1, z2)]
(4)

That is, we swap the semantic variables, keep
the syntactic variables, and attempt to reconstruct
the sentences (shown in Figure 3). While instead
of using a multi-task objective we could directly
model paraphrases x1 and x2 as being generated
by the same y (which naturally suggests a product-
of-experts style posterior, as in Wu and Goodman
(2018)), we found that for the purposes of our
downstream tasks training with the multi-task loss
gave superior results.

4.2 Discriminative Paraphrase Loss
Our second loss is a discriminative paraphrase loss
(DPL). The DPL explicitly encourages the similar-
ity of paraphrases x1, x2 to be scored higher than
the dissimilar sentences n1, n2 (i.e., negative sam-
ples; see Sec. 5 for more details) by a given margin
δ. As shown in Figure 3, the similarity function in
this loss only uses the semantic variables in the
sentences. The loss is defined as

max(0, δ − d(x1, x2) + d(x1, n1))+

max(0, δ − d(x1, x2) + d(x2, n2))
(5)

The similarity function we choose is the cosine
similarity between the mean directions of the se-
mantic variables from the two sentences:

d(x1, x2) = cosine(µα(x1), µα(x2)) (6)

4.3 Word Position Loss
It has been observed in previous work that word
order typically contributes little to the modelling
of semantic similarity (Wieting et al., 2016). We
interpret this as evidence that word position infor-
mation is more relevant to syntax than semantics,
at least as evaluated by STS tasks. To guide the
syntactic variable to represent word order, we in-
troduce a word position loss (WPL). Although our
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word averaging encoders only have access to the
bag of words of the input, using this loss can be
viewed as a denoising autoencoder where we have
maximal input noise (i.e., an orderless representa-
tion of the input) and the encoders need to learn to
reconstruct the ordering. For both word averaging
encoders and LSTM encoders, WPL is parameter-
ized by a three-layer feedforward neural network
f(·) with input from the concatenation of the sam-
ples of the syntactic variable z and the embedding
vector ei at input position i; we then attempt to
predict a one-hot vector representing the position
i. More specifically, we define

WPL def
== E

z∼qφ(z|x)

[
−

∑

i

log softmax(f([ei; z]))i

]

where softmax(·)i indicates the probability at po-
sition i.

5 Training

KL Weight. Following previous work on
VAEs (Higgins et al., 2016; Alemi et al., 2016),
we attach a weight to the KL divergence and tune
it based on development set performance.

Negative Samples. When applying DPL, we se-
lect negative samples based on maximizing cosine
similarity to sentences from a subset of the data.
In particular, we accumulate k mini-batches dur-
ing training, yielding a “mega-batch” S (Wieting
and Gimpel, 2018). Then the negative samples are
selected based on the following criterion:

n1 = argmax
n∈S∧n 6=x2

cosine(µα(x1), µα(n))

where x1, x2 forms the paraphrase pair and the
mega-batch size is fixed to k = 20 for all of our
experiments. Since all of our models are trained
from scratch, we observed some instabilities with
DPL during the initial stages of training. We sus-
pect that this is because the negative samples at
these initial stages are of low quality. To overcome
this issue, DPL is included starting at the second
epoch of training so that the models can have a
warm start.

6 Experiments

6.1 Setup

We subsampled half a million paraphrase pairs
from ParaNMT-50M (Wieting and Gimpel, 2018)

as our training set. We use SemEval semantic tex-
tual similarity (STS) task 2017 (Cer et al., 2017)
as a development set. For semantic similarity
evaluation, we use the STS tasks from 2012 to
2016 (Agirre et al., 2012, 2013, 2014, 2015, 2016)
and the STS benchmark test set (Cer et al., 2017).
For evaluating syntactic similarity, we propose
several evaluations. One uses the gold parse trees
from the Penn Treebank (Marcus et al., 1993), and
the others are based on automatically tagging and
parsing five million paraphrases from ParaNMT-
50M; we describe these tasks in detail below.

For hyperparameters, the dimensions of the la-
tent variables are 50. The dimensions of word em-
beddings are 50. We use cosine similarity as sim-
ilarity metric for all of our experiments. We tune
the weights for PRL and reconstruction loss from
0.1 to 1 in increments of 0.1 based on the devel-
opment set performance. We use one sample from
each latent variable during training. When eval-
uating VGVAE based models on STS tasks, we
use the mean direction of the semantic variable
y, while for syntactic similarity tasks, we use the
mean vector of the syntactic variable z.

6.2 Baselines
Our baselines are a simple word averaging
(WORDAVG) model and bidirectional LSTM aver-
aging (BLSTMAVG) model, both of which have
been shown to be very competitive for model-
ing semantic similarity when trained on para-
phrases (Wieting and Gimpel, 2018). Specifically,
WORDAVG takes the average over the word em-
beddings in the input sequence to obtain the sen-
tence representation. BLSTMAVG uses the av-
eraged hidden states of a bidirectional LSTM as
the sentence representation, where forward and
backward hidden states are concatenated. These
models use 50 dimensional word embeddings and
50 dimensional LSTM hidden vectors per direc-
tion. These baselines are trained with DPL only.
Additionally, we scramble the input sentence for
BLSTMAVG since it has been reported benefi-
cial for its performance in semantic similarity
tasks (Wieting and Gimpel, 2017).

We also benchmark several pretrained embed-
dings on both semantic similarity and syntactic
similarity datasets, including GloVe (Pennington
et al., 2014),3 SkipThought (Kiros et al., 2015),4

3We use 300 dimensional Common Crawl embeddings
available at nlp.stanford.edu/projects/glove

4github.com/ryankiros/skip-thoughts
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semantic var. syntactic var.
bm avg bm avg

GloVe 39.0 48.7 - -
SkipThought 42.1 42.0 - -
InferSent 67.8 61.0 - -
ELMo 57.7 60.3 - -
BERT 4.5 15.0 - -
WORDAVG 71.9 64.8 - -
BLSTMAVG 71.4 64.4 - -
VGVAE 45.5 42.7 40.8 43.2
VGVAE + WPL 51.5 49.3 28.1 31.0
VGVAE + DPL 68.4 58.2 37.8 40.5
VGVAE + PRL 67.9 57.8 29.6 32.7
VGVAE + PRL + WPL 69.8 61.3 23.2 27.9
VGVAE + PRL + DPL 71.2 64.2 31.7 33.9
VGVAE + DPL + WPL 71.0 63.5 24.1 29.0
ALL 72.3 65.1 20.1 24.2
ALL + LSTM enc. 72.5 65.1 16.3 24.5
ALL + LSTM enc. & dec. 72.9 65.5 11.3 19.3

Table 1: Pearson correlation (%) for STS test sets. bm:
STS benchmark test set. avg: the average of Pearson
correlation for each domain in the STS test sets from
2012 to 2016. Results are in bold if they are high-
est in the “semantic variable” columns or lowest in the
“syntactic variable” columns. “ALL” indicates all of
the multi-task losses are used.

InferSent (Conneau et al., 2017),5 ELMo (Peters
et al., 2018),6 and BERT (Devlin et al., 2018).7

For GloVe, we average word embeddings to form
sentence embeddings. For ELMo, we average the
hidden states from three layers and then average
the hidden states across time steps. For BERT, we
use the averaged hidden states from the last atten-
tion block.

7 Results and Analysis

7.1 Semantic Similarity

As shown in Table 1, the semantic and syntactic
variables of our base VGVAE model show simi-
lar performance on the STS test sets. As we be-
gin adding multi-task losses, however, the perfor-
mance of these two variables gradually diverges,
indicating that different information is being cap-
tured in the two variables. More interestingly,
note that when any of the three losses is added
to the base VGVAE model (even the WPL loss
which makes no use of paraphrases), the perfor-
mance of the semantic variable increases and the
performance of the syntactic variable decreases;

5We use model V1 available at github.com/
facebookresearch/InferSent

6We use the original model available at allennlp.
org/elmo

7We use bert-large-uncased available at github.com/
huggingface/pytorch-pretrained-BERT

this suggests that each loss is useful in encourag-
ing the latent variables to learn complementary in-
formation.

Indeed, the trend of additional losses both in-
creasing semantic performance and decreasing
syntactic performance holds even as we use more
than two losses, except for the single case of VG-
VAE + PRL + DPL, where the syntactic perfor-
mance increases slightly. Finally, we see that
when the bag-of-words VGVAE model is used
with all of the multi-task losses (“ALL”), we ob-
serve a large gap between the performance of the
semantic and syntactic latent variables, as well as
strong performance on the STS tasks that outper-
forms all baselines.

Using LSTM modules further strengthens the
disentanglement between the two variables and
leads to even better semantic performance. While
using an LSTM encoder and a bag-of-words de-
coder is difficult to justify from a generative mod-
eling perspective, we include results with this con-
figuration to separate out the contributions of the
LSTM encoder and decoder.

7.2 Syntactic Similarity

So far, we have only confirmed empirically that
the syntactic variable has learned to not capture
semantic information. To investigate what the syn-
tactic variable has captured, we propose several
syntactic similarity tasks.

In particular, we consider using the syntactic la-
tent variable in calculating nearest neighbors for
a 1-nearest-neighbor syntactic parser or part-of-
speech tagger. We use our latent variables to de-
fine the similarity function in these settings and
evaluate the quality of the output parses and tag
sequences using several metrics.

Our first evaluation involves constituency pars-
ing, and we use the standard training and test splits
from the Penn Treebank. We predict a parse tree
for each sentence in the test set by finding its near-
est neighbor in the training set based on the co-
sine similarity of the mean vectors for the syntactic
variables. The parse tree of the nearest neighbor
will then be treated as our prediction for the test
sentence. Since the train and test sentences may
differ in length, standard parse evaluation met-
rics are not applicable, so we use tree edit dis-
tance (Zhang and Shasha, 1989)8 to compute the
distance between two parse tree without consider-

8github.com/timtadh/zhang-shasha
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Constituent Parsing (TED, ↓) Constituent Parsing (F1, ↑) POS Tagging (%Acc., ↑)
GloVe 120.8 27.3 23.9
SkipThought 99.5 30.9 29.6
InferSent 138.9 28.0 25.1
ELMo 103.8 30.4 27.8
BERT 101.7 28.6 25.4
Random baseline 121.4 19.2 12.9
Upper bound performance 51.6 71.1 62.3
WORDAVG 107.0 25.5 21.4
BLSTMAVG 106.8 25.7 21.6

semantic var. syntactic var. semantic var. syntactic var. semantic var. syntactic var.
VGVAE 109.3 111.4 25.2 25.0 21.1 21.0
VGVAE + WPL 112.3 105.9 24.1 28.2 20.3 24.2
VGVAE + DPL 108.1 110.6 25.1 26.1 21.3 21.8
VGVAE + PRL 111.9 110.9 24.7 26.9 21.0 22.2
VGVAE + DPL + WPL 111.2 105.0 25.1 28.8 21.5 24.6
VGVAE + PRL + DPL 108.0 110.4 25.0 26.2 21.1 22.1
VGVAE + PRL + WPL 109.4 105.1 24.4 28.1 20.6 23.6
ALL 110.0 104.7 25.4 29.3 21.4 25.5
ALL + LSTM enc. 112.0 101.0 25.7 37.3 22.1 34.0
ALL + LSTM enc. & dec. 114.6 100.5 25.3 38.8 21.4 35.7

Table 2: Syntactic similarity evaluations, showing tree edit distance (TED) and labeled F1 score for constituent
parsing, and accuracy (%) for part-of-speech tagging. Numbers are bolded if they are worst in the “semantic
variable” column or best in the “syntactic variable” column. “ALL” indicates all the multi-task losses are used.

ing word tokens.

To better understand the difficulty of this task,
we introduce two baselines. The first randomly
selects a training sentence. We calculate its perfor-
mance by running it ten times and then reporting
the average. We also report the upper bound per-
formance given the training set. Since computing
tree edit distance is time consuming, we subsam-
ple 100 test instances and compute the minimum
tree edit distance for each sampled instance. Thus,
this number can be seen as the approximated upper
bound performance for this task given the training
set.

To use a more standard metric for these syn-
tactic similarity tasks, we must be able to retrieve
training examples with the same number of words
as the sentence we are trying to parse. We ac-
cordingly parse and tag the five million paraphrase
subset of the ParaNMT training data using Stan-
ford CoreNLP (Manning et al., 2014). To form a
test set, we group sentences in terms of sentence
length and subsample 300 sentences for each sen-
tence length. After removing the paraphrases of
the sentences in the test set, we use the rest of
the training set as candidate sentences for nearest
neighbor search, and we restrict nearest neighbors
to have the same sentence length as the sentence
we are attempting to parse or tag, which allows us
to use standard metrics like labeled F1 score and
tagging accuracy for evaluation.

7.2.1 Results
As shown in Table 2, the syntactic variables
and semantic variables demonstrate similar trends
across these three syntactic tasks. Interestingly,
both DPL and PRL help to improve the perfor-
mance of the syntactic variables, even though
these two losses are only imposed on the semantic
variables. We saw an analogous pattern in Table 1,
which again suggests that by pushing the seman-
tic variables to learn information shared by para-
phrastic sentences, we also encourage the syntac-
tic variables to capture complementary syntactic
information. We also find that adding WPL brings
the largest improvement to the syntactic variable,
and keeps the syntactic information carried by the
semantic variables at a relatively low level. Fi-
nally, when adding all three losses, the syntactic
variable shows the strongest performance across
the three tasks.

In addition, we observe that the use of the
LSTM encoder improves syntactic performance
by a large margin and the LSTM decoder improves
further, which suggests that the use of the LSTM
decoder contributes to the amount of syntactic in-
formation represented in the syntactic variable.

Among pretrained representations, Skip-
Thought shows the strongest performance overall
and ELMo has the second best performance in
the last two columns. While InferSent performs
worst in the first column, it gives reasonable
performance for the other two. BERT performs
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Figure 4: Constituency parsing F1 scores and part-of-
speech tagging accuracies by sentence length, for 1-
nearest neighbor parsers based on semantic and syn-
tactic variables, as well as a random baseline and an
oracle nearest neighbor parser (“Best”).

relatively well in the first column but worse in the
other two.

To investigate the performance gap between the
bag-of-words VGVAE and VGVAE with LSTM
modules, in Figure 4 we plot the performance of
our models and baselines as the length of the target
sentence increases. We see that performance in all
settings degrades as the sentences get longer. This
may be due to the fact that the data is much sparser
as sentence length increases (leaving fewer can-
didate nearest neighbors for prediction). We also
see that above 4 words or so the performance gap
between the bag-of-words VGVAE and VGVAE
with LSTM modules becomes more and more ob-
vious. This may be because the bag-of-words en-
coder has a harder time capturing syntactic infor-
mation as sentence length increases. In addition,
there is a slight improvement from using an LSTM
decoder when the sentence length increases be-
yond 12 or so, which suggests that a bag-of-words
decoder may struggle to capture certain parts of
the syntactic information in the sentence, even
when using an LSTM encoder.

7.3 Qualitative Analysis
To qualitatively evaluate our latent variables, we
find (via cosine similarity) nearest neighbor sen-
tences to test set examples in terms of both the
semantic and syntactic representations. We also
find nearest neighbors of words (which we view
as single-word sentences). We discuss the results
of this analysis below.

7.3.1 Lexical Analysis
Table 3 shows word nearest neighbors for both
syntactic and semantic representations. We see

that the most similar words found by the syn-
tactic variable share the same part-of-speech tags
with the query words. For example, “starting”
is close to “getting” and “taking,” even though
these words are not semantically similar. Words
retrieved according to the semantic variable, how-
ever, are more similar semantically, e.g., “begin”
and “starts”. As another example, “times” is sim-
ilar to words that are either related to descriptions
of frequency (e.g., “twice” and “often”) or related
to numbers (e.g., “thousand”, “seven”).

7.3.2 Sentential Analysis

As shown in Table 4, sentences that are similar in
terms of their semantic variables tend to have sim-
ilar semantics. However, sentences that are simi-
lar in terms of their syntactic variables are mostly
semantically unrelated but have similar surface
forms. For example, “you ’re gon na save her
life .” has the same meaning as “you will save
her .” while having a similar syntactic structure
to “you ’re gon na give a speech .” (despite hav-
ing very different meanings). As another exam-
ple, although the semantic variable does not find
a good match for “i have much more colours at
home .”, which can be attributed to the limited
size of candidate sentences, the nearest syntactic
neighbor (“you have a beautiful view from here .”)
has a very similar syntactic structure to the query
sentence.

8 Discussion

In this paper we explored simple methods to dis-
entangle syntax and semantics in latent represen-
tations of sentences. One goal was to measure the
impact of simple decisions on the disentanglement
of both the semantic and syntactic variables, even
when restricting ourselves to simplified bag-of-
words encoders. Due to the constrained nature of
these bag-of-words models, we found that it was
important to use different word embedding spaces
for the semantic and syntactic encoders. In pre-
liminary experiments, we experimented with the
use of the same word embedding space but dis-
tinct feed-forward layers in the two latent vari-
able encoders. However, this setting proved ex-
tremely difficult to achieve a disentanglement be-
tween syntax and semantics. Hence an important
component of disentanglement with these bag-of-
words encoders is the use of different word em-
bedding spaces.
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starting syntactic: getting heading sitting chasing taking require trying sharing bothering pushing paying
semantic: begin start stopping forward rising wake initial starts goes started again getting beginning

area syntactic: engines certificate guests bottle responsibility lesson pieces suit bags vessel applications
semantic: sector location zone fields rooms field places yard warehouse seats coordinates territory

considered syntactic: stable limited odd scary classified concerned awful purple impressive embarrassing jealous
semantic: thought assumed regard reasons wished understood purposes seemed expect guessed meant

jokes syntactic: gentlemen photos finding baby missile dna parent shop murder science recognition sheriff
semantic: funny humor prize stars cookie paradise dessert worthy smile happiness thrilled ideal kidding

times syntactic: princess officer wounds plan gang ships feelings user liar elements coincidence degrees pattern
semantic: twice later thousand pages seven every once often decade forgotten series four eight day time

Table 3: Examples of the most similar words to particular query words using syntactic variable (first row) or
semantic variable (second row).

Query Sentence Semantically Similar Syntactically Similar
i have much more colours at home . even if there was food , would n’t it be

at least 300 years old ?
you have a beautiful view from here .

victor had never known darkness like it . he had never experienced such darkness
as this .

you seem like a really nice kid .

this is , uh , too serious . but this is too serious . it is , however , illegal discrimination .
you ’re gon na save her life . you will save her . you ’re gon na give a speech .
we ’ve got to get a move on . come on , we got ta move . you ’ll have to get in there .
and that was usually the highlight of my
day .

i really enjoyed it when i did it . and yet that was not the strangest aspect
of the painting .

we do need to collect our taxes somehow . we have to earn the money we need . now i have to do my job .
this is just such a surprise . oh . this is a surprise . this is just a little gain .
okay . aw , that ’s so romantic . it ’s so romantic ! oh . well , that ’s not good .
we ’re gon na have to do something about
this .

we ’ll have to do something about that . we ’re gon na have to do something
about yours .

Table 4: Examples of most similar sentences to particular query sentences in terms of the semantic variable or the
syntactic variable.

We also conducted experiments using LSTM
encoders and decoders as recurrent neural net-
works are a natural way to capture syntactic in-
formation in a sentence. We found this approach
to give us additional benefits for both disentan-
gling semantics and syntax and achieving better
results overall. Nonetheless, we find it encourag-
ing that even when using bag-of-words encoders,
our multi-task losses are able to achieve a sepa-
ration as measured by our semantic and syntactic
similarity tasks.

9 Conclusion

We proposed a generative model and several losses
for disentangling syntax and semantics in sentence
representations. We also proposed syntactic sim-
ilarity tasks for measuring the amount of disen-
tanglement between semantic and syntactic rep-
resentations. We characterized the effects of the
losses as well as the use of LSTM modules on
both semantic tasks and syntactic tasks. Our mod-
els achieve the best performance across both sets
of similarity tasks when the latent representations
are most disentangled.
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Abstract

Unsupervised document representation learn-
ing is an important task providing pre-trained
features for NLP applications. Unlike most
previous work which learn the embedding
based on self-prediction of the surface of text,
we explicitly exploit the inter-document infor-
mation and directly model the relations of doc-
uments in embedding space with a discrimi-
native network and a novel objective. Exten-
sive experiments on both small and large pub-
lic datasets show the competitiveness of the
proposed method. In evaluations on standard
document classification, our model has errors
that are relatively 5 to 13% lower than state-of-
the-art unsupervised embedding models. The
reduction in error is even more pronounced in
scarce label setting.

1 Introduction

Rapid advance in deep methods for natural lan-
guage processing has contributed to a growing
need for vector representation of documents as in-
put features. Applications for such vector repre-
sentations include machine translation (Sutskever
et al., 2014), text classification (Dai and Le, 2015),
image captioning (Mao et al., 2015), multi-lingual
document matching (Pham et al., 2015), question
answering (Rajpurkar et al., 2016), and more. This
work studies unsupervised training for encoders
that can efficiently encode long paragraph of text
into compact vectors to be used as pre-trained fea-
tures. Existing solutions are mostly based on the
assumption that a good document embedding can
be learned through modeling the intra-document
information by predicting the occurrence of terms
inside the document itself. We argue that such an
assumption might not be sufficient to obtain mean-

∗ Equally contribution.

ingful a document embedding as they do not con-
sider inter-document relationships.

Traditional document representation models
such as Bag-of-words (BoW) and TF-IDF show
competitive performance in some tasks (Wang and
Manning, 2012). However, these models treat
words as flat tokens which may neglect other use-
ful information such as word order and semantic
distance. This in turn can limit the models effec-
tiveness on more complex tasks that require deeper
level of understanding. Further, BoW models suf-
fer from high dimensionality and sparsity. This is
likely to prevent them from being used as input
features for downstream NLP tasks.

Continuous vector representations for docu-
ments are being developed. A successful thread
of work is based on the distributional hypothesis,
and use contextual information for context-word
predictions. Similar to Word2Vec (Mikolov et al.,
2013), PV (Le and Mikolov, 2014) is optimized
by predicting the next words given their contexts
in a document, but it is conditioned on a unique
document vector. Word2Vec-based methods for
computing document embeddings achieve state-
of-the-art performance on document embedding.
Such methods rely on one strong underlying as-
sumption: it is necessary to train the document
embedding to optimize the prediction of the tar-
get words in the document. In other words, the
objective requires the model to learn to predict the
target words in surface text. We argue that there
are several concerns with such a self-prediction as-
sumption.

The strategy of predicting target words there-
fore only exploits in-document information, and
do not explicitly model the inter-document dis-
tances. We believe an ideal embedding space
should also infer the relations among training doc-
uments. For example, if all documents in the
corpus are about machine learning, then the con-
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cept of machine learning becomes less critical in
the embedding. However, if the corpus contains
documents from different areas of computer sci-
ence, then the concept of machine learning should
be encoded in any document relevant to it. We
therefore claim that the embedding of a document
should not only depend on the document itself
but also the other documents in the corpus, even
though previous work seldom makes this consid-
eration.

In addition, accurate predictions at the lexicon
or word level do not necessarily reflect that the
”true semantics” have been learned. For example,
in IMDB dataset review No.10007:

”... the father did such a good job.”

Obviously, good can be replaced with synonyms
like nice without significantly altering the mean-
ing of the sentence. However, since the syn-
onyms are treated as independent tokens in PV and
Doc2VecC, the lexicon good must be predicted ex-
actly. Moreover, to accurately predict the final
word job, the embedding probably only needs to
know that did a good job is a very common phrase,
without having to understand the true meaning of
job. This example shows that in order to accu-
rately predict a local lexicon, the embedding might
opt to encode the syntactic relationship instead of
true semantics. Enforcing document embeddings
to make predictions at the word level could be too
strong of an objective. More specifically, we argue
that the true semantics should not only depend on
a small context, but also the relations with other
training documents at document level.

To address the above concerns we propose a
novel model for learning document embedding un-
supervisedly. In contrast with previous work (PV
and Doc2Vec), we model documents according to
two aspects.

First, we abandon the concept of context word
prediction when training an embedding model.
Instead we propose a self-supervision learning
framework to model inter-document information.
Conceptually, we use the embedding to determine
whether a sentence belongs to a document. Our
encoder is equipped with a discriminator to clas-
sify whether a sentence embedding is derived from
a document given that document’s embedding.
This explicitly enforces documents to be spread
reasonably in the embedding space without any la-
bels so that they can be discriminated. To the best

of our knowledge, this is the first deep embedding
work to explicitly model the inter-document rela-
tionship.

Second, in our approach the predictions are in-
ferred at the sentence level. This avoids the effect
of only predicting the surface meaning in word
level (e.g. good vs. nice). Unlike previous work,
our model is explicitly optimized to represent doc-
uments as combinations of sequence embedding
beyond words seen in training.

Below we summarize the key contributions:

• We present a deep and general framework
and a novel objective for learning document
representation unsupervisedly. Our models
are end-to-end, easy to implement, and flexi-
ble to extend.

• We perform experiments through sentiment
analysis and topic classification to show that
our model, referred to as self-discriminative
document embedding (SDDE), is competitive
to the state-of-the-art solutions based on tra-
ditional context-prediction objectives.

• Our extensive experiments quantitatively and
qualitatively show that SDDE learns more ef-
fective features that capture more document-
level information. To the best of our knowl-
edge, SDDE is the first deep network to
model inter-instance information at docu-
ment level.

• We further propose to evaluate unsupervised
document embedding models in weakly-
supervised classification. That is, lots of un-
labeled documents with only few labels at-
tached to some of them, which is a realistic
scenario that unsupervised embedding could
be particularly useful.

2 Related Work

Here we give an overview of other related meth-
ods on learning unsupervised text representations.
Besides BoW and TF-IDF, Latent Dirichlet Al-
location models (Deerwester et al., 1990; Blei
et al., 2003) leverage the orthogonality of high-
dimensional BoW features by clustering a prob-
abilistic BoW for latent topics.

Several models extend from Word2Vec
(Mikolov et al., 2013), using context-word
predictions for training document embedding
end-to-end. PV (Le and Mikolov, 2014) keeps
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a document embedding matrix in memory and is
jointly trained. The required training parameters
are linear to the number of documents and thus
prohibit PV from being trained on a large corpus.
Moreover, expensive inference for new documents
is required during testing. To address the above
concerns, Doc2VecC (Chen, 2017) combines PV
and a denoising autoencoder (DEA) (Chen et al.,
2012) with BoW vectors as global document in-
formation instead. The final document embedding
are then produced by simply averaging the jointly
trained word embedding.

Another thread of work uses two-stage pipelines
to construct sentence/document embedding from
pre-trained word embedding. Arora et al. (2017)
propose post-processing weighting strategies on
top of word embedding to build sentence represen-
tations. WME (Wu et al., 2018) propose a random
feature kernel method based on distance between
pairs of words, which also shows inter-document
information helps. However, the cost scales with
the size of training samples such that it is hard to
be applied on large-scale dataset.

There have been more embedding work on sen-
tences compared to documents. These approaches
mostly learn the sentence embedding by model-
ing the sentence-level (Kiros et al., 2015; Tang
et al., 2017b,a; Logeswaran and Lee, 2018) or
word-level (Pagliardini et al., 2018; Kenter et al.,
2016; Arora et al., 2018) distribution hypothesis
(Harris, 1954; Polajnar et al., 2015) in a large or-
dered corpus. We note that the main difference be-
tween learning embedding for sentences and doc-
uments is that documents are not ordered in a cor-
pus. Some other work model sentences with RNN
autoencoders (Hill et al., 2016a; Gan et al., 2017).
Documents often refer to long-length text contain-
ing multiple sentences, which might be hard to
model with RNNs (Pascanu et al., 2013; Jing et al.,
2017) and time-consuming on large corpus.

3 Model and Design Rationale

To facilitate downstream tasks, a document em-
bedding is required to compress useful features
into a compact representation. It is not an easy
task to learn discriminable features unsupervisedly
since validation information is not accessible for
training. We first introduce some notations:

• V: the training corpus vocabulary of size |V|;

• X = {X1, · · · , Xn}: a training corpus of docu-

ment size n = |X |, in which each document Xi

is a set of sentences Si;

• Si = {s1i , · · · , s
|xi|
i }: a document divided into

a set of sentences, of set size |Si|, in which
each sentence sji ∈ R|V|×Tj contains a sequence
of variable length Tj of word one-hot vectors
w1
j , · · · ,w

Tj
j , each in R|V|×1. S is the set of

total sentences
n⋃
i=1
Si in the training corpus, of

size m = |S|;

• hw: the size of the word embedding and U ∈
Rhw×|V|: the word embedding projection ma-
trix. We use uw to denote the column in U for
word w

• hs: the size of the sentence embedding and es ∈
Rhs : the embedding of sentence s.

• di ∈ Rhs : document Xi’s embedding.

Our goal is to learn a function F : X → Rhs×n
that maps document Xi to di unsupervisedly.

Next, we formulate how SDDE represents a
document, then introduce our self-discriminative
learning procedure we use to train it.

3.1 Document Representation

We consider a document as mean of sentences,
i.e., breaking a document into several subse-
quences. We demonstrate several benefits of the
design in SDDE. First, decomposing long docu-
ments into shorter but reasonable semantic unit
(e.g., sentences) makes encoding easier and faster
since they can be processed in parallel. Simi-
lar concepts of modeling documents hierarchically
have shown benefits in some supervised tasks such
as text classification (Yang et al., 2016). It also
makes the model insensitive to document length,
which is important because length varies greatly
in real documents (see Table 1).

In training, we further propose to represent
a document during training using the average
of only a subset of its sentences. This special
sentence-level dropout is beneficial for training
by creating up to

(|Xi|
q

)
combinations for each doc-

ument, where q is the number of sentences to keep.
This enforces the local sentence representations to
capture global information of a document by rep-
resenting it with a subset of sentences in it. The
word embedding is used as globally shared build-
ing blocks for sentence embedding.
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For a document Xi = {sji}, or Si, the embed-
ding is derived from averaging the respective rep-
resentations of subsequences. Noted as:

di =
1

q

q∑

j=1,
s∼PSi (s)

ejs, (1)

where
es = E(s), (2)

where a sentence encoder E is introduced to pro-
duce sentence embedding for sji . In practice, sen-
tences can be obtained by simply segmenting doc-
uments with punctuation. In testing, the document
embedding is obtained by averaging all the sen-
tences in which:

d =
1

|Si|
∑

∀s∈Si
es. (3)

We note that averaging subsequences differs
from averaging of words in two aspects. First,
each sentence is encoded individually before be-
ing averaged, allowing incorporation of word or-
der into design rationale at least in a reasonable
range. Second, subsequences may have different
lengths that reveal syntactic information. To il-
lustrate, BoW/mean-of-word models suffer from
ambiguously modeling two different documents
which are similar in word distributions but differ in
some aspects of interest. Mean-of-sentence model
avoids such concern by modeling documents at the
sentence level. It could be expected that it is much
less likely to find two documents with similar sen-
tence distribution than similar word distribution.
Mean-of-sentences formulation can be smoothly
reduced to mean-of-word models (by treating each
word as a sentence) or pure sequence models (by
treating each document as a very long sentence).

3.2 Self-Discriminative Learning
Unlike PV or Doc2VecC which emphasize mod-
eling distributional information within individual
documents, we model relations across documents.
The basic idea is that we hope to learn an embed-
ding for each sentence in the document as well as
a discriminator that determines whether a sentence
belongs to a document. Self-discriminative learn-
ing uses a discriminator network D to determine
whether a sentence belongs to a document. The
aim is to learn a suitable embedding and a good
discriminator to determine if a sentence belongs to

Algorithm 1 Self-Discriminative Learning for
Unsupervised Document Embedding

Input: Documents X = {Xi}n1 , p, k, hw, hs.
Output: Function F : X → Rhs that maps
text of a document to an embedding d ∈ Rhs .

1: Compute S =
n⋃
i=1
Si from set Si of each Xi.

2: Create and initialize D, U.
3: Create and initialize E as in Eq. 5 or Eq. 6.
4: while not converge do:
5: for i = 1, . . . , n do
6: Sample s from Si.
7: Get eps ← E(s) as a positive sample.
8: Sample s1i , . . . , s

q
i from Si \ {s}.

9: for j = 1, . . . , q do
10: Get ejs ← E(sji )
11: end for
12: Get di with Eq. 1 given {ejs}qj=1.
13: for ` = 1, . . . , k do
14: Sample s′` from S \ Si.
15: Get e`s′ ← E(s′`) as a negative sample.
16: end for
17: Compute Eq. 4 given di, e

p
s , {e`s′}k`=1.

18: Backprop and update for E, D, U.
19: end for
20: end while
21: Return F (E,U),

a document. The overall procedure is summarized
in Algorithm 1.

We propose an objective that explicitly opti-
mizes SDDE towards representing a document
with mean of (encoded) sentences. To optimize
the discriminator D, we formulate it as a binary
classifier that takes pairs of document embedding
d of a document Xi and a sentence embedding es,
(d, es), as inputs. The discriminator is asked to
discriminate using d whether the sentence s be-
longs to the document Xi or the other documents
X ′ ∈ X \ {Xi}. The loss then becomes:

log(1−D(d, eps))+
k∑

`=1

E
s′∼PS ,
s′ /∈Si

[
log(D(d, e`s′))

]
,

(4)
for each document with one positive sample eps
and k negative samples of sentences es′ , where s′

are not in the sentence set Si of Xi, as s′ /∈ Si.
Note that eps is not used for d otherwise it would
be trivial to be solved by the discriminator.

The spirits of self-discriminative learning can
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be understood as unsupervisedly mimicking su-
pervised inference without knowledge of any label
information by treating sentences from other doc-
uments as fake/negative samples. One main con-
cern that it is possible to find similar sentences in
two different documents. Our discriminator par-
ticularly addresses this issue by optimizing for the
most discriminative sentences rather than similar
ones that might not be critical to shape the em-
bedding. To minimize the loss, the encoder would
tend to preserve the most essential feature to facil-
itate the discriminator to push away any two doc-
uments, which should encourage the embedding
points spread even more widely across the space.
This in turn should result in more ease in down-
stream tasks: for example in learning a decision
hyperplane in a classification task.

3.3 Sentence Encoder

Next, we narrow down to sentence encoder E.
Given a sequence of word one-hot vectors as a sen-
tence s = [w1, . . . ,wT ], we project them into an
embedding layer U to retrieve their corresponding
word embedding. Note that the word embedding
are trained jointly.

Our first method uses:

E(s) = φ(ReLU(G(Ust))), (5)

where G is a single-layer RNN encoder using
GRU cells to process the word embedding se-
quences and φ is a linear transform for dimension
hs of sentence embedding.

Our second method, we use a schema of mean-
of-word for advantage of fast generation, we av-
erage the word embedding w within a sentence s
along time axis as AVG encoder:

E(s) = φ(ReLU(
1

|s|

|s|∑

i=1

Uwt
i)), (6)

Let us stress that the role of encoderE is to extract
local feature from every sentence, and the over-
all objective encourages SDDE to represent docu-
ments as mean of sentence embedding.

3.4 Discriminator

An undesired pitfall comes from a learned weak
encoder with a powerful discriminator causing the
embedding produced by the encoder useless for
downstream tasks. To avoid such a pitfall, we

Dataset #Class #Train / #Test Doc Length Sent Length

IMDB 2 75k / 25k 124.6±8,856.7 11.6±105.5
Yelp P. 2 560k / 38k 70.0±4,117.8 8.2±48.7
AG’s News 4 120k / 7.6k 27.2±66.1 11.8±66.7
DBPedia 14 560k / 70k 32.8±231.3 9.7±68.6

Table 1: Statistics of the datasets. Length of document
and sentence in words (mean±variance), which could
be high for real-world scenarios such as online reviews.

Dataset k p hw hs

IMDB 1 3 100 100
Yelp P. 1 3 300 500
AG’s News 3 1 100 100
DBPedia 4 2 300 500

Table 2: Hyperparameters used in experiments. The
document embedding trained with the same hyperpa-
rameters are used for all the evaluations without task-
specific tuning.

adopt lightweight network structures for discrimi-
nators. For the IMDB datasets, we find inner prod-
uct (dV)tE(s) with a learnable matrix V suffi-
cient. For the other datasets in Table 1, two fully-
connected layers with ReLU activations in latent
are used.

3.5 Sampling Sentences

We relate our method to the Negative Sampling
(Mikolov et al., 2013) technique which is a simpli-
fied objective of softmax approximation (Mikolov
et al., 2013; Mnih and Teh, 2012; Zoph et al.,
2016). Negative sampling has been used as an
efficient and effective technique in learning word
embedding. We reformulate it to train document
embedding by sampling in sentence level, which
is easy to implement and efficient to train just like
Word2Vec (Mikolov et al., 2013).

In practice, when training with mini-batches the
documents for negative samples are from the same
mini-batch, which requires small extra computa-
tion efforts.

SDDE requires a similar number of parameters
as Doc2VecC does, but much less than PV. In ad-
dition, the sentence encoder is flexible and can in-
corporate other techniques of text processing such
as attention methods.

4 Experiments

4.1 Setup

Public datasets on sentiment analysis and topic
classification across diverse domains including
online reviews, news, and Wiki pages are used in-
cluding IMDB dataset (Maas et al., 2011) and the
others from Zhang et al. (2015). Table 1 provides
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a summary. Only the training splits are used in
training embedding with subsampled training split
for cross-validations.

We preprocess the datasets by normalizing the
text to lower class and replacing words appearing
less than 10 times with a UNK token. Out-of-
vocabulary words in testing set are also replaced.
All our baseline models use the same input data.
To define the sentences for experiment, we uti-
lize the sentence tokenizer from NLTK. For the
documents containing only one sentence we sim-
ply divide it into multiple subsequences for sam-
pling. We use RMSProp method for optimiza-
tion. Dropout 50% of input to the discriminator.
Weights are random-uniformly initialized between
[-1, 1].

The other hyperparameters are summarized in
Table 2. All the models use the same embedding
size for fair comparison. The trained document
embedding are used for all the evaluations without
specific tuning.

4.2 Evaluation

Generally, it is not easy to evaluate an unsuper-
vised embedding model. In Section 4.3 and 4.4,
we evaluate the performance on standard docu-
ment classification following the common prac-
tice used by previous work (Chen, 2017; Wu et al.,
2018; Arora et al., 2017): a classification task with
a linear SVM (Fan et al., 2008) trained on the la-
bels in each dataset. Next, we study unsupervised
document embedding on two novel aspects. In
Section 4.5, we study a weakly-supervised clas-
sification setting that fits the realistic scenario of
using unsupervised embedding with only a few la-
bels. In Section 4.6, we provide a metric to eval-
uate the effectiveness of modeling inter-document
information.

4.3 Sentiment Analysis with IMDB Dataset

We first compare our models with the others state-
of-the-art competitors. RNN-LM (Mikolov et al.,
2010) and Skip-thought (Kiros et al., 2015) are
RNN-based. SIF (Arora et al., 2017), W2V-AVG
(Mikolov et al., 2013), and WME (Wu et al., 2018)
are two-stage approach that post-processing on
word embedding. We collect the results reported
on the widely-used benchmark sentiment classifi-
cation dataset IMDB. For PV, we use Gensim im-
plementation (Řehůřek and Sojka, 2010); versions

https://www.nltk.org/

Model Error%

Skip-thought* (Kiros et al., 2015) 17.4
SIF (GloVe) (Arora et al., 2017) 15.0
RNN-LM* (Mikolov et al., 2010) 13.6
W2V-AVG* (Mikolov et al., 2013) 12.7
DEA* (Chen et al., 2012) 12.5
PV-DM 20.0
PV-DBoW 12.0
WME (Wu et al., 2018) 11.5
Doc2VecC* (Chen, 2017) 11.7

SDDE-AVG 10.6
SDDE-RNN 10.2

Table 3: Sentiment Classification on IMDB Bench-
mark. *Results are collected from Chen (2017).

Pred SDDE-RNN Doc2VecC
True False True False

#Sent 14.8 14.7 14.5 14.8

Table 4: Mean of #sentence per document in IMDB
dataset, in groups of classification correctness.

of both Distributed Memory (DM) and Distributed
Bag of Words (DBoW) are reported. For differ-
ent encoders in SDDE, AVG is for averaging word
embedding and RNN is for the RNN encoder.

Self-Discriminative Learning is Effective
From the experiment result in Table 3, we can see
that our self-discriminative learning is effective
and superior on the document embedding models
for both AVG and RNN versions. SDDE-RNN
achieves best accuracy on IMDB dataset 1.5%
margin against Doc2VecC.

Study the Property of SDDE Unlike previous
work modeling documents on the word or short
context level, SDDE operates on the sentence
level. We study the false and true predictions
output by SVM upon SDDE in comparison with
Doc2VecC. Table 5 show some examples that have
the largest difference. We observed SDDE can
better capture contradicting or contrasting opin-
ions. We observe some wrong predictions (Row
3) are due to the ambivalent reviews. SDDE is in-
sensitive to the number of sentences; we found the
effect of the number of sentences per document
was trivial as shown in Table 4.

4.4 Large-Scale Document Classification on
More Dataset

Next, we borrow some public large-scale dataset
in Table 1 to further validate the effectiveness
of SDDE compared to the other models. For
Doc2vecC and SIF, we use the code from the au-
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Label: 1 i don t even like watching those late night talk shows , but i found this one really interesting . i imagine it s probably close to the truth
— it feels like an honest account , if that means anything . kinda feel for the people somewhat when you watch it . a nice movie for a
saturday night .

SDDE: 0.89
Doc2VecC: 0.27

Label: 0 i m a boorman fan but this is arguably his least successful film . comedy has never been his strong suit , and here his attempts at
screwball farce are clumsily done . still , it s almost worth seeing for boorman s eye for talent : this is one of uma thurman s first
starring roles , and as always she is ravishing to watch . on a sad side note boorman wrote the script with his daughter , <UNK> who
died a couple years ago .

SDDE: 0.12
Doc2VecC: 0.75

Label: 0 michael dudikoff stars as joe armstrong a martial artist who fights ninjas who are stealing weapons from the u s army , in this
entertaining yet admittedly brainless martial arts actioner , which is hampered by too many long pauses without action , but
helped by some high energy action <UNK> as well as steve james performance .

SDDE: 0.77
Doc2VecC: 0.10

Table 5: IMDB Examples with scores 0 to 1 for negative to positive assigned by SVM.

Model Yelp P. AG DBP.

PV-DM 17.6 39.6 21.6
PV-DBoW 12.1 16.8 10.4
Word2Vec AVG 8.0 14.2 2.7
SIF 8.4 13.8 2.9
Doc2VecC 7.4 10.4 2.0

SDDE-RNN 8.7 12.7 8.6
SDDE-AVG 6.7 9.8 1.8

Table 6: Testing error rate (%) with standard classifi-
cation on public datasets. Bold text indicates passing
hypothesis test with p-value < 0.05 with different ran-
dom initialization.

Model IMDB Yelp P. AG DBP.

Doc2VecC 12.5 11.5 13.9 3.6
PV-DBoW 13.7 18.6 13.9 13.1

SDDE 11.7 10.0 10.0 2.9

Table 7: Testing error (%) in weakly-supervised set-
ting. Only 1k labeled data per class were used. 4.5).

thors. We use SIF to generate document embed-
ding with Word2Vec trained on each dataset as its
inputs.

Results are shown in Table 6. SDDE-AVG
performs slightly better across different dataset.
We hypothesis SDDE gets larger improvement on
IMDB dataset since SDDE can handle longer doc-
uments better by exploiting sentence embeddings.
On the other hand, the RNN version of SDDE per-
forms significantly worse than the word-averaging
version. We may remind the reader that state-of-
the-art unsupervised document embedding models
are not RNN-based. The effects of word order are
still unclear. Wieting and Gimpel (2017) provides
a study of sentence embedding. We hypothesize
that it may be difficult for an RNN encoder to
learn to incorporate multi-domain information in
datasets with many classes (e.g., DBpedia) unsu-
pervisedly. This would be our future work.

4.5 Classification with Few Labeled Data

Next, we consider a more real-world weakly-
supervised learning scenario: classification on the

https://github.com/mchen24/iclr2017
https://github.com/PrincetonML/SIF

(a) IMDB

(b) AG’s news

Figure 1: t-SNE embedding Visualizations of weakly-
supervised learning experiments in Section 4.5. Col-
ored points are labeled training data in the experiments
and gray points are the unlabeled testing documents.

datasets we have used in previous experiments, but
this time only when very few labels are available.

We hypothesize that SDDE is particularly use-
ful for classification with few labels since the self-
discriminative learning has exploited the possible
features to map the text onto the embedding space
properly during the representation learning phase.
The embedding is expected to be more discrim-
inable to facilitate finding the classification deci-
sion hyperplanes with fewer labeled data.

We randomly sample equal number of instances
from each class to train a SVM and verify with
the whole testing set. PV-DBoW, Doc2VecC, and
SDDE-AVG are examined in this experiment. We
use the same pre-trained document embedding as
in the previous experiments. We repeat the whole
procedure 30 times and report the means and tune
the penalty parameter C to find the best value for
each model. Results in Figure 2 and Table 7 show
SDDEs outperform PV and Doc2VecC. We visu-
alize the training points with t-SNE. As shown in
Figure 1, SDDE seems to be able to spread the em-
bedded data more widely, which eventually leads
to better usage of scarce data for classification.
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Figure 2: Weakly-supervised learning on datasets in Table 1. Training with [10, 20, 30, 40, 50, 100, 1000] instances
per class (X-axis) and computing the accuracy on the whole testing set (Y-axis).

Model IMDB Yelp P. AG DBP.

Metric A E A-E A E A-E A E A-E A E A-E

Doc2VecC .78 .76 .02 .52 .49 .03 .57 .46 .11 .60 .40 .20
Word2Vec AVG .86 .85 .01 .54 .51 .03 .57 .44 .13 .75 .61 .14
PV-DBoW .28 .27 .01 .11 .10 .01 .71 .60 .09 .45 .36 .09

SDDE .36 .27 .09 .14 .08 .06 .20 .01 .19 .58 -.03 .61

Table 8: Distances of Intra & Inter-class cosine similarity. A for IntraCos and E for InterCos, note that they cannot
be compared across different models. Instead, distance A-E defined in Equation 7 is reported to study a method’s
effectiveness of modeling inter-document features. The higher the number the better.

4.6 Distance of Intra&Inter-Class Pairwise
Cosine Similarity

Definition We examine our assumption of the
ability of SDDE to model inter-document feature.
Similar to (Hill et al., 2016b), we consider pair-
wise cosine similarity between documents with
topic labels, this allows us to quantitatively eval-
uate unsupervised document embedding at inter-
document level. Our assumption is that: if pair-
wise similarity between documents is calculated
based on different kinds of embedding, the bet-
ter embedding results should comply with the
properties of both high similarities between those
documents within the same underlying class, de-
noted as IntraCos(d, d′) and low similarities be-
tween document pairs from different classes, or
InterCos(d, d̃). The mean distance:

mean(IntraCos)−mean(InterCos), (7)

is considered as our metric to avoid simply max-
imizing IntraCos or minimizing InterCos.

SDDE Provides High Separation Table 8 shows
the evaluation. The distances (Eq. 7) for the base-
line models are small, which support our assump-
tion that these methods are not able to model inter-
document features properly. On the other hand,
distances for SDDE are significantly larger. With
the classification experiments, we believe SDDE
better preserves meaningful inter-document fea-
tures. Figure 3 shows some meaningful clusters in
SDDE in the World class as cohesive sub-classes.

Figure 3: SDDE-AVG t-SNE visualization of class
”World” in AG News dataset testing set. Titles of docu-
ments are shown. Meaningful clusters such as (A) dis-
aster, (B) election, and (C) war.

5 Conclusion

Compared to mainstream unsupervised document
embedding models (trained to perform predictions
on the lexicon level) SDDE embeddings capture
information at the inter-document level, as they
are trained to maximize the distance between a
sentence and a corresponding document. We hope
the underlying idea of SDDE offers the document-
embedding community a new investigation direc-
tion. Self-discriminative learning shows potential
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for real-world scarcely-labeled scenarios, and our
future work will focus on joint training of repre-
sentations for semi-supervised learning.
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Radim Řehůřek and Petr Sojka. 2010. Software Frame-
work for Topic Modelling with Large Corpora. In
Proceedings of the LREC 2010 Workshop on New
Challenges for NLP Frameworks, pages 45–50, Val-
letta, Malta. ELRA. http://is.muni.cz/
publication/884893/en.

Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. 2014.
Sequence to sequence learning with neural net-
works. In NIPS, pages 3104–3112.

Shuai Tang, Hailin Jin, Chen Fang, Zhaowen Wang,
and Virginia R. de Sa. 2017a. Rethinking skip-
thought: A neighborhood based approach. In Pro-
ceedings of the 2nd Workshop on Representation
Learning for NLP, Rep4NLP@ACL 2017, Vancou-
ver, Canada, August 3, 2017, pages 211–218.

Shuai Tang, Hailin Jin, Chen Fang, Zhaowen
Wang, and Virginia R. de Sa. 2017b. Trim-
ming and improving skip-thought vectors. CoRR,
abs/1706.03148.

Sida Wang and Christopher D. Manning. 2012. Base-
lines and bigrams: Simple, good sentiment and topic
classification. In The 50th Annual Meeting of the As-
sociation for Computational Linguistics, Proceed-
ings of the Conference, July 8-14, 2012, Jeju Island,
Korea - Volume 2: Short Papers, pages 90–94.

John Wieting and Kevin Gimpel. 2017. Revisiting re-
current networks for paraphrastic sentence embed-
dings. In Proceedings of the 55th Annual Meeting of
the Association for Computational Linguistics, ACL
2017, Vancouver, Canada, July 30 - August 4, Vol-
ume 1: Long Papers, pages 2078–2088.

Lingfei Wu, Ian En-Hsu Yen, Kun Xu, Fangli
Xu, Avinash Balakrishnan, Pin-Yu Chen, Pradeep
Ravikumar, and Michael J. Witbrock. 2018. Word
mover’s embedding: From word2vec to document

embedding. In Proceedings of the 2018 Conference
on Empirical Methods in Natural Language Pro-
cessing, Brussels, Belgium, October 31 - November
4, 2018, pages 4524–4534.

Zichao Yang, Diyi Yang, Chris Dyer, Xiaodong He,
Alex Smola, and Eduard Hovy. 2016. Hierarchical
attention networks for document classification. In
NAACL HLT, pages 1480–1489.

Xiang Zhang, Junbo Zhao, and Yann LeCun. 2015.
Character-level convolutional networks for text clas-
sification. In NIPS, pages 649–657.

Barret Zoph, Ashish Vaswani, Jonathan May, and
Kevin Knight. 2016. Simple, fast noise-contrastive
estimation for large RNN vocabularies. In NAACL
HLT, pages 1217–1222.

2474



Proceedings of NAACL-HLT 2019, pages 2475–2485
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Adaptive Convolution for Text Classification

Byung-Ju Choi Jun-Hyung Park SangKeun Lee
Department of Computer Science and Engineering

Korea University, Korea
{bj1123, irish07, yalphy}@korea.ac.kr

Abstract

In this paper, we present an adaptive
convolution for text classification to give
stronger flexibility to convolutional neural
networks (CNNs). Unlike traditional
convolutions that use the same set of filters
regardless of different inputs, the adaptive
convolution employs adaptively generated
convolutional filters that are conditioned
on inputs. We achieve this by attaching
filter-generating networks, which are carefully
designed to generate input-specific filters, to
convolution blocks in existing CNNs. We
show the efficacy of our approach in existing
CNNs based on our performance evaluation.
Our evaluation indicates that adaptive
convolutions improve all the baselines,
without any exception, as much as up to 2.6
percentage point in seven benchmark text
classification datasets.

1 Introduction

Text classification assigns topics to texts by
understanding the semantics of the texts. It is
one of the fundamental tasks in natural language
processing (NLP) which has a broad range of
applications, including web search (Broder et al.,
2007), contextual advertising (Lee et al., 2013),
and user profiling (Kazai et al., 2016). Traditional
approaches to text classification use sparse
representations of text, such as bag-of-words
(Lodhi et al., 2002). To date, neural network-
based text embedding techniques, particularly
convolutional neural networks (CNNs) (Kim,
2014; Zhang et al., 2015; Wang et al., 2018b) have
shown remarkable results in text classification.

One of the driving forces of CNNs is
a convolution operation. It screens local
information which appear in inputs (either input
texts or outputs from the previous convolution
block) by convolving a set of filters with

inputs. In the context of text classification, this
operation is analogous to questions and answers.
Convolutional filters are like questions asking for
the intensity of particular patterns in receptive
fields. Outputs of convolution operations are the
answers from the inputs to the questions. CNNs
derive the right class with stacked convolution
blocks1. On this point, CNNs can be likened
to players of the twenty questions who guess
the answers by iteratively asking questions and
receiving information.

However, differences exist between humans
and traditional CNNs in the manner in which
they play this game. Humans adaptively ask
questions by fully utilizing information they have
obtained. If players have narrowed the answer
down to the name of a person, they would not
want to ask questions such as, “Does that have
four legs?”. Rather, they would prefer questions
related to the target’s profession or origin that are
practical for inferring the answer. In contrast,
typical CNNs use the same set of filters in any
circumstances (Kim, 2014; Johnson and Zhang,
2017; Wang et al., 2018b). This may hamper
CNNs from leveraging the information they have
as intermediate hidden representations of inputs
processed in consecutive convolution operations,
and focusing their capacity on disentangling
uncertainty.

Motivated by this, we propose an adaptive
convolution to give stronger flexibility to
networks and allow networks to simulate human
capabilities of utilizing the information they have.
The adaptive convolution performs convolution
operations with filters (questions) dynamically
generated conditioned on inputs (outputs from
the previous convolution block). We achieve this
by attaching filter-generating networks, carefully

1Pooling can be interleaved with convolution. However,
this does not affect the nature of a convolution block.
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designed modular networks for generating filters,
to convolutional blocks in CNNs. Each attached
filter-generating network produces filters from
the input and pass the filters to its convolution
block. Generated filters are reflections of the
information contained in the inputs and allow
the networks to focus on extracting informative
features. We further propose a hashing technique
to substantially compress the size of the filter-
generating networks, and prevent a considerable
increase in the number of parameters when
applying the adaptive convolution.

Our adaptive convolution can easily be applied
to existing CNNs, because of the modularity of
the filter-generating networks. We demonstrate
that significant gains can be realized by applying
adaptive convolutions to baseline CNNs (Kim,
2014; Johnson and Zhang, 2017; Wang et al.,
2018b), based on a performance evaluation. Our
adaptive convolutions improve performance of
all the baseline CNNs as much as up to 2.6
percentage point, without any exception, in seven
text classification benchmark datasets.

To summarize, our technical contributions are
three fold:
• We propose an adaptive convolution which

can give stronger flexibility to existing
CNNs.
• We design a hashing technique to apply

the adaptive convolution without a
considerable increase in the number of
required parameters.
• We show the effectiveness of our approach

based on an evaluation on seven text
classification benchmark datasets.

The remainder of this paper is organized as
follows. Section 2 discusses related works and
Section 3 describes the proposed methodology.
We present our evaluation in Section 4 and
conclude the paper in Section 5.

2 Related Works

2.1 CNN-based Text Classification
Ever since single layer CNNs were successfully
applied to text classification with pre-trained
word embeddings (Kim, 2014), many researches
have sought effective utilization of CNNs in
text classification. Kalchbrenner et al. (2014)
introduced a dynamic k-max pooling to handle
variable length sequences. Zhang et al. (2015)
classified texts wholly based on the characters in

the texts. Lai et al. (2015) and Xiao et al. (2016)
incorporated recurrent neural networks (RNNs)
into CNNs. Conneau et al. (2017) and Johnson
et al. (2017) investigated deepening CNNs.
Wang et al. (2018b) used dense connections to
reuse features from upstream layers at downstream
layers. Interests of these researches were
concentrated to network architectures, pooling
operations or input structures, accepting the nature
of the convolution operation. Our work is different
from them in that we focus on the convolution
operation.

2.2 Parameter Generation

Generating parameters in neural networks have
been examined in various researches. Noh et
al. (2016) used embedded questions to adaptively
create parameters for a fully connected layer
in visual question answering. Bertinetto et
al. (2016) predicted parameters of a predictor
network from an exemplar in a one-shot learning
framework. Van den Oord et al. (2016) generated
feature-wise biases from descriptive labels or tags
that were directly added to layer outputs for
conditional image generation. Liu et al. (2017)
introduced a specifically designed meta network
to produce weights for compositional matrices in
tree structured neural networks.

Several researches have adopted parameter
generation for conditional normalization (CN).
In these studies, parameters in the normalization
layer were substituted with learned functions
of conditioning information, the outputs from
which were then used as normalizing parameters.
Different types of CN include conditional instance
normalization (Dumoulin et al., 2017) for style
transfer, dynamic layer normalization (Kim et al.,
2017) for speech recognition and conditional
batch normalization (De Vries et al., 2017) for
visual question answering. Perez et al. (Perez
et al., 2018) relaxed CN by modulating inputs with
affine transformation without normalization.

Studies that are most similar to our own
involve generating convolutional filters in the
field of computer vision. Klein et al. (2015)
proposed a dynamic convolution layer for weather
prediction. They generated filters for subsequent
frames with the previous image. De Brabandere
et al. (2016) expanded the dynamic convolution
layer by allowing position-specific filters. Niklaus
et al (2017) estimated convolutional filters with
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images in receptive patches to interpolate their
corresponding output pixels. Kang et al.
(2017) produced convolutional filters with side
information such as camera perspective for crowd
counting. These approaches can be generalized
by the hypernetworks (Ha et al., 2017) in which
all weights for the main networks are generated
with original inputs. Although this idea can
be directly applied for text processing (Shen
et al., 2018a), our approach is different from
theirs in that we generate filters with outputs
from previous convolution blocks, to fully utilize
intermediate information obtained from networks
as they process inputs.

3 Proposed Methodology

This section introduces our adaptive convolution.
Instead of convolving the same set of filters with
inputs, an adaptive convolution uses dynamically
generated filters conditioned on the outputs from
the previous convolution block. In Section 3.1,
we explain how the filters are generated in the
filter-generating network. In Section 3.2, we show
how the adaptive convolution operates with the
generated filters, and how it can be applied to
existing CNNs.

3.1 Filter-Generating Network

Figure 1 schematically shows the overall
architecture of our filter-generating network.
The filter-generating network takes an input to a
convolution block I = [x1,x2, · · · ,xm]. m is the
length which can be the number of words in each
text or reduced number of it as a result of a pooling
operation. Entry xi ∈ Rd is a d-dimensional
vector in the ith position in the input. d is equal to
the number of filters of the previous convolution
block, except for the first convolution block which
uses word embedding dimension. It outputs a set
of k convolutional filters F = [f1,f2, · · · ,fk].
Each filter f i ∈ Rh·d consists of a filter size h by
d weights.

The filter-generating network generates filters
in two phases: context vector generation and filter
generation. During context vector generation, the
variable size input I is encapsulated into a fixed
size g-dimensional context vector c ∈ Rg. During
filter generation, the filter-generating network
adaptively produces filters from the context vector.

Context Vector Generation We generate a
context vector by leveraging the sequential

Figure 1: Graphical illustration of filter-generating
network. It generates context vector by self-attending
hidden states of bidirectional GRU. Convolutional
filters are generated from context vector.

information inherent in inputs. An input to
each convolution block is an intermediate hidden
representation of a text. Clearly, text has a
sequential nature. This property is preserved
when text is processed in typical CNNs because
they do not shuffle position information between
convolution blocks. Operations in CNNs produce
an entry for each position from the corresponding
position of the filters. As words within a text are
dependent on each other, entries within an input
are related.

To gain some dependencies between entries
in a sequence, we use the Gated Recurrent
Unit (GRU) (Cho et al., 2014). We found
from our preliminary experiments that GRU
shows comparable performance to the Long-
Short Term Memory (LSTM) (Hochreiter and
Schmidhuber, 1997) with fewer parameters and
lower computational cost. We obtain a hidden
state ht ∈ Rg for entry xt by concatenating two
hidden states of bidirectional GRU at time step t :

−→
ht =

−−−→
GRU(xt,

−−→
ht−1),

←−
ht =

←−−−
GRU(xt,

←−−
ht+1),

ht = [
−→
ht;
←−
ht] (1)

We then have m number of hidden states H =
[h1,h2, · · · ,hm]. We encapsulate H into a fixed
size context vector c by the weighted sum of
hidden states :

c =

m∑

j=1

ajhj (2)

where aj is a scalar weight of each hidden state hj
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calculated as follows:

aj =
exp(q>hj)∑m
k=1 exp(q>hk)

(3)

where q is a trainable query vector. This is
a special case of self-attention (Lin et al., 2017)
with a hop size of one and without a hidden state
projection. The context vector c is an effective
summarization of the input, and convolutional
filters can be readily generated from the fixed size
context vector.

Filter Generation : Once we obtain the
context vector c by attending hidden states of
the bidirectional GRU, we generate convolutional
filters F by a function of c.

F = f(c) (4)

Although any kinds of function can be applied, we
are interested in adding filter-generating networks
to existing CNNs. In order for existing CNNs
to be trained in an end-to-end fashion even after
filter-generating networks are added to them, a
differentiable architecture is preferred so that
gradients can be backpropagated. We use a fully-
connected layer for its simplicity. With this
layer, convolutional filters can be generated in two
different approaches: full generation and hashed
generation. For clarity, we explain how each filter
f i is generated. All filters in F are produced in
the same manner.

Full Generation: The most straightforward way
to generate a convolutional filter is to use an
output of a fully-connected layer directly as a
convolutional filter. The layer takes the context
vector c and yields filter f i as follows:

f i = W ic (5)

where W i ∈ R(h·d)×g is the weight matrix for
generating ith filters.

Hashed Generation: Full generation requires
numerous parameters because the size of the
matrix W i increases quadratically between the
size of the context vector and the convolutional
filter. This may cause a memory issue in very
deep CNNs. To address this issue, we employ a
hashing trick. The hashing trick allows the filter to
be generated with only a fraction of the required
number of parameters for full generation.

Our hashing trick is motivated by the recently
proposed hash embeddings (Svenstrup et al.,

2017), which constructs word embeddings with
the weighted sum of n component vectors from
a shared pool. Based on this idea, we generate
each f i by a linear combination of component
filters from a shared pool. The shared pool E ∈
Rb×(h·d) contains b component filters. We select
n component filters for f i from the shared pool
using predefined hash functions. The filter f i is
generated by the linear combination as follows:

f i =
n∑

j=1

pi,jHj(f̂ i) (6)

where pi,j is the importance parameter which
determines the weight for the linear combination,
and Hj is a function that outputs a component
filter from an ID of the filter, which is denoted as
f̂ i. Hj is implemented by Hj = EDj(f̂ i)

, where
Dj is a hash function. More specifically, Dj takes
f̂ i, and outputs a bucket index in {1, · · · , b}. The
component filter is extracted by taking a row of the
bucket index in E. To obtain input-specific filters,
we control pki as follows:

pi,j = wi,j
>c (7)

where wi,j ∈ Rg is a vector for generating pi,j
from the context vector.

Because we require n numbers of pi,j , n · g
parameters are needed to generate each filter. The
number of the importance parameters n can be
chosen to be quite small (we typically use five),
and it can provide a huge reduction in the number
of parameters compared to the full generation,
which uses h · d · g parameters. The additional
parameters for the hashed generation come from
the shared pool E. Yet, their portion is relatively
small, because E is shared across the filters and
the size of the shared pool b can be moderate (we
typically use 20).

3.2 Adaptive Convolution

We achieve the adaptive convolution by
adding a filter-generating network to each
convolution block. The filter-generating network
yields filters from its input (output from the
previous convolution block). The adaptive
convolution involves the input-specifically
generated filters, which are applied to inputs to
produce new outputs. More formally, a feature
oi,j corresponding to the filter f i and jth position
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Dataset AG DBPedia Yelp.p Yelp.f Yahoo Amazon.p Amazon.f
# of training data 120k 560k 560k 650k 1400k 3600k 3000k
# of test data 7.6k 70k 38k 50k 60k 400k 650k
# of classes 4 14 2 5 10 2 5
# of average words 44 54 155 157 108 90 92
# of vocabulary 27k 129k 63k 68k 161k 223k 202k

Table 1: Statistics of the datasets

Algorithm 1 Generalized forward propagation of
CNNs applied with the adative convolution.

Inputs : A text as a sequence of words
Outputs : Label predictions

1: I ← embeds a sequence of words
2: for each convolution block in CNNs do
3: c← context generation(I)
4: F ← filter generation(c)
5: O ← convolution(I ,F)

// apply convolution to I with F
6: O ← pooling(O)
7: I ← O
8: end for
9: label predictions← softmax(I)

10: return label predictions

of window in inputs is computed as follows:

oi,j = φ(f>i xj:j+h−1) (8)

where xj:j+h−1 denotes the concatenation of
inputs [xj ,xj+1, · · · ,xj+h−1], and φ is an
activation function such as ReLU (Nair and
Hinton, 2010). A position feature oj is
produced by concatenating features from all filters
f1,f2, · · · ,fk, which are applied to the jth

position of a window. The output of an adaptive
convolution is a sequence of position features
O = [o1,o2, · · · ,om−h+1]. This output becomes
the input to the next convolution block, after
operations predefined in the network structure
(such as a pooling) are applied. This procedure is
repeated for all convolution blocks in the network.
Algorithm 1 details our approach. Models adopted
with our adaptive convolution can be trained in
a typical backpropagation, as all components in
adaptive convolution are differentiable.

4 Experiments

4.1 Experimental Settings

Datasets and Data Preprocessing We employ
seven datasets covering seven different

classification tasks compiled by Zhang et al.
(2015). Statistics are summarized in Table 1.
‘AG’,‘DBPedia’ and ‘Yahoo’ are news, ontology,
and topic classification datasets, respectively. The
others are sentiment classification datasets, where
‘.p’(polarity) in the dataset name indicates that
labels are binary and ‘.f’ (full) means that the
labels refer to the number of stars.

We tokenize each text using Stanford’s
CoreNLP (Manning et al., 2014) after converting
all uppercase letters to lowercase letters. In
building a vocabulary, we retain words that appear
more than five times in a corpus. We replace
remaining words with the special ‘UNK’ tokens.

Baselines We select three baseline CNNs
to which we apply our adaptive convolution.
First one is CNN (Kim, 2014), the basic
form of CNNs consists of a single convolution
block. The others are recently proposed DPCNN
(Johnson and Zhang, 2017) and DenseCNN (Wang
et al., 2018b) which employ multiple convolution
blocks. We reproduce these three models and
apply adaptive convolutions to assess the efficacy
of our methodology. All of them are word-level
CNNs. We do not apply adaptive convolutions
to character-level CNNs (Zhang et al., 2015;
Conneau et al., 2017) because of their relatively
poor performance compared to word-level CNNs
(Johnson and Zhang, 2016). We also compare
the performance of our methodology with ACNN
(Shen et al., 2018a). Similar to our approach,
ACNN employs dynamically generated filters for
convolutions. Different from our approach,
however, it generates filters with original inputs
from a single subnetwork. Note that ACNN is
a specifically designed network architecture, so
its filter generation approach can not readily be
applied to other existing CNNs. Models other
than CNNs, such as RNNs (Yang et al., 2016;
Lin et al., 2017; Wang et al., 2017) and word
embedding-based models (Joulin et al., 2017;
Shen et al., 2018b; Wang et al., 2018a) are also
included as baseline models. We do not include
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Models AG DBPedia Yelp.p Yelp.f Yahoo Amazon.p Amazon.f

CharCNN (Zhang et al., 2015) * 91.45 98.45 95.12 62.05 71.20 95.07 59.57
VDCNN (Conneau et al., 2017) * 91.3 98.7 95.7 64.7 73.4 95.7 63.0
FastText (Joulin et al., 2017) * 92.5 98.6 95.7 63.9 72.3 94.6 60.2
WSEM (Shen et al., 2018b) * 92.66 98.57 95.81 63.79 73.53
LEAM (Wang et al., 2018a) * 92.45 99.02 95.31 64.09 77.42
HAN (Yang et al., 2016) 93.28 98.99 97.08 67.92 75.88 95.94 63.54

(75.8) (63.6)
KnnLSTM (Wang et al., 2017) * 94.2 99.1 94.5 61.9 74.4 95.3 60.3
Self-Attention (Lin et al., 2017) † 91.5 98.3 94.9 63.4 59.8
ACNN (Shen et al., 2018a) 93.82 99.01 96.51 65.98 74.95 95.54 62.03

(98.93) (96.21)
CNN (Kim, 2014) 93.15 98.92 96.33 65.52 74.2 95.24 61.09

(93.05) (98.88) (96.54) (65.79) (73.94) (95.73) (62.49)
(Ours) AC CNN - full generation 94.07 99.17 97.18 68.12 76.15 96.23 63.60
(Ours) AC CNN - hashed generation 93.81 99.13 97.16 68.07 76.01 96.25 63.74
DPCNN (Johnson and Zhang, 2017) 92.87 98.98 96.77 67.01 75.33 96.07 63.30
(Ours) AC DPCNN - full generation 94.03 99.13 97.05 67.91 76.36 96.31 63.94
(Ours) AC DPCNN - hashed generation 93.70 99.10 97.12 67.98 76.07 96.20 63.72
DenseCNN (Wang et al., 2018b) 93.30 99.00 96.48 66.02 74.91 95.95 62.71

(93.6) (99.2) (96.5) (66.0) (63.0)
(Ours) AC DenseCNN - full generation 94.35 99.12 97.01 67.63 76.43 96.30 63.91
(Ours) AC DenseCNN - hashed generation 93.63 99.09 96.96 67.74 75.95 96.14 63.59

Table 2: Test accuracies [%] on the seven text classification datasets. Results marked with * are reported in each
reference, while results marked with † are re-printed following (Wang et al., 2018b). If not specified, results are
from our implementations. Values in the parentheses are from their reference, except for CNN whose performances
is reported in (Johnson and Zhang, 2016).

CNN DPCNN DenseCNN
(depth=11) (depth=6)

Baseline 0.4M 3.1M 2.2M
Hashed generation 2.1M 7.1M 11.6M
Full generation 217.5M 220M 263.2M

Table 3: Number of parameters in each model.
Parameter counts do not include word embeddings.

the models where transfer learning is applied,
such as ULMFiT (Howard and Ruder, 2018) to
compare the capacity of models by themselves,
not the effectiveness of transfer.

Training Details We implement all of the
models with PyTorch (Paszke et al., 2017)
framework. For all the models and datasets, we
use 300 dimensional GloVe (Pennington et al.,
2014) vectors trained on 840 billion words for
word embedding initialization and initialize out-
of-vocabulary words with Gaussian distribution
with the standard deviation of 0.6. We do
not use the text region embedding (Johnson and
Zhang, 2017), for fair comparisons with other
comparative models. We optimize parameters
using Adam (Kingma and Ba, 2015) with initial
learning rate of 0.01 and batch size of 128.

Gradients are clipped at 5.0 by norm. We use
ReLU activation after convolution operations.

Model-specific configurations are as follows:

• CNN: We use the total of 300 filters, with 100
filters each having window size of 3,4 and 5.
• DPCNN: We use 100 filters with a size of 3,

for each convolution operation. We set the
depth to 11 for all the datasets except for the
‘AG’ dataset in which depth is set to 9.
• DenseCNN: We use 75 filters with a size of

3 for each convolution block. Input texts are
padded or truncated to a fixed length. We set
the fixed length to 300, except for the ‘AG’ in
which 100 is used. For ‘AG’ dataset, we use
six convolution blocks and seven for all the
other datasets.

These configurations are set on the validation
set held out by 10% from the training data. If not
specified, the same configurations are used in all
the datasets. Once we fit model settings, we apply
our adaptive convolution to those settings. We use
600 for the context vector size (i.e. 300 for GRU
hidden states). In the hashed generation, we use
20 for the hash (shared) pool size and five for the
number of importance parameters.
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(a)

(b)

Figure 2: Validation accuracies on Yahoo dataset with
different model settings. (a) shows the results with
different filter size, where x-axis is in logarithmic scale.
(b) illustrates varying performance on different depths.

4.2 Main Results

Table 2 shows the evaluation results on the
datasets. In the table, CharCNN and VDCNN
are character level CNNs. FastText, SWEM and
LEAM are word embedding-based models. HAN,
KnnLSTM and Self-Attention are RNN variants.
‘AC’ in the model names indicate that adaptive
convolution is applied in the model. Both ‘full
generation’ and ‘hashed generation’ are filter-
generating methods.

As shown in the table, adaptive convolutions
improve all baseline CNNs in all datasets, with
no exception. The performance improvements
are relatively small for datasets in which known
performances are already nearly 100%. In
DBPedia dataset, performance improves by as
much as 0.15 percentage point (%p) over the
baselines. However, for datasets with a potential
for considerable performance improvement,
such as Yelp.f and Yahoo datasets, adaptive
convolutions produce significant results. The
performance improvements are up to 2.6%p for
Yelp.f dataset.

Without adaptive convolutions, RNNs show
better performance than CNNs on most datasets.
However, when adaptive convolutions are applied,
our baselines perform better than RNN variants
on every dataset. Also our approaches perform

(a)

(b)

Figure 3: Validation accuracies on Yahoo dataset
with different hashed generation settings. (a) shows
the results with different number of importance
parameters, and (b) depicts performance with different
hash (shared) pool size.

better than word embedding-based models except
for LEAM model on Yahoo dataset. Furthermore,
our adaptive convolutions beat ACNN on all the
datasets. This suggests that generating filters
block by block with outputs from the previous
convolution block is much more efficient than
generating filters with original inputs in a single
subnetwork.

Adaptive convolutions are found to be effective
both in the full and hashed generation. The
performance differences between the hashed
generation and the full generation are within
0.3%p except for a few cases (AG and Yahoo
datasets in DenseCNN). However, the hashed
generation is much more efficient than the full
generation in terms of the parameter size. Overall,
the total number of parameters for models with the
hashed generation is less than 3% that of the full
generation (Table 3).

4.3 Analysis
Analysis on model settings To further
demonstrate the effectiveness of our adaptive
convolutions, we compare the performance with
varying filter sizes and depths. We select CNN
and AC CNN with filter sizes ranging from 2 to
150 to check the performance with different filter
sizes. To analyze the effect of depths, we choose
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DPCNN and DenseCNN, and their counterparts
to which adaptive convolutions are applied. We
evaluate the performance with depths ranging
from 2 to 13.

The results are illustrated in Figure 2. Note
that validation accuracies are lower than test
accuracies because only 90% of the training set
is used to save remaining 10% for the validation
set. As can be seen in the figure, models
adopted with our adaptive convolutions show
stable performance. In case of filter sizes, CNN
drastically drops performance when the filter size
gets smaller. Its performance with the filter size of
two is 8.4%p lower than that of the filter size of
100. However, the performance of AC CNN with
the filter size of two declines by 0.6%p from the
model with the filter size of 100, which is only 10
percent of the performance loss of CNN.

This tendency is also found in the analysis
on depths. Performance of DPCNN and
DenseCNN with depths of two or three are
0.6%p lower than that of the baselines with the
best performing depths. Contrarily, models with
adaptive convolutions perform only 0.12%p lower
with depths of two or three than models with the
best performing depths.

These results demonstrate that adaptive
convolutions effectively generate filters for
capturing important information that need to be
disambiguated given current inputs. Only few
filters and shallow depths are enough for the
adaptive convolution to extract such information.
This suggests that the required effort to tune
hyperparameters can be mitigated by applying
adaptive convolutions.

Additional noteworthy fact is that increasing
filter sizes and depths beyond a certain level
does not lead to performance improvements in
all the baseline CNNs. In case of CNN, no
change in performance is observed when the
filter size exceeds 100. In case of DenseCNN,
increasing depths more than seven rather results
in a performance drop and increasing depths of
DPCNN exceeding eleven has no effect on the
performance. This implies that performance gain
is caused by the effectiveness of the proposed
adaptive convolution, instead of the increased
number of parameters (Table. 3).

Analysis on hashed generation We investigate
the effect of the hashed generation settings on the
performance with different importance parameters

AC CNN AC DPCNN AC DenseCNN

with GRU 75.86 75.87 75.72
w/o GRU 74.76 75.37 75.36

Table 4: Validation accuracies on Yahoo dataset for the
hashed generation-based models with different context
generation settings.

and hash (shared) pool sizes. The number of
importance parameters is ranging from 2 to 9 and
the hash (shared) pool size is in the range from
10 to 100. The results are shown in Figure 3. As
illustrated, increasing the sizes of hash pool and
importance parameters beyond certain threshold
does not guarantee performance gain. The number
of importance parameter is optimal at five. Higher
value of it has no effect on performance and in
some cases, negatively affect performance. In case
of the hash pool size, 20 is enough for containing
candidate filters.

This observation supports the previous
finding (Denil et al., 2013) that many redundant
parameters exist in deep neural networks.
Our results reveal that the networks can be
parameterized with a set of candidate weights,
and their size can be sufficiently small to
significantly reduce the number of required
parameters in the network with little performance
loss.

Effect of GRU We perform an ablation test
to validate the usage of GRUs in generating
the context vector. Table 4 shows the results of
the ablation test. In all models, utilizing GRUs
in generating the context vector significantly
improves performance as much as up to
1.1%p. This clearly indicates the existence of
dependencies between entries in each layer. These
can be effectively captured and incorporated into
the context vector with GRUs and attention-based
context vector generation scheme.

Filter visualization To better understand
generated filters by adaptive convolutions with
different inputs, we visualize filters with t-SNE
(Maaten and Hinton, 2008). We compare filters
trained with the baseline CNN as well as filters
generated by AC CNN from different input texts.
The corresponding results are shown in Figure 4.
As clearly seen, filters from CNN are dispersed in
the projected space. By contrast, filters generated
by AC CNN with a positively and a negatively
labeled sample are concentrated on the upper right
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Figure 4: Filters visualized with t-SNE. Filters
generated by AC CNN and trained in CNN on Yelp.p
dataset are visualized. Negatively and positively
labeled samples are used to generate filters from AC
CNN.

and the lower left part of the space, respectively.
This demonstrates that the generated filters in
adaptive convolutions are focused to disambiguate
uncertainty in given information. Filters trained
in CNN are not specified to given inputs, but are
generally tuned to solve given tasks.

5 Conclusion

In this paper, we have introduced the adaptive
convolution to endow flexibility to convolution
operations. Further, we have proposed the hashing
technique which can drastically reduce the number
of parameters for adaptive convolutions. We have
validated our approach based on the performance
evaluation with seven datasets, and investigated
the effectiveness of adaptive convolutions through
analysis. We believe that our methodology is
applicable to other NLP tasks with text pairs, such
as textual entailment, question answering. We
plan to apply the proposed approach to those tasks
in the future.
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Abstract

Aspect-based sentiment analysis involves the
recognition of so called opinion target expres-
sions (OTEs). To automatically extract OTEs,
supervised learning algorithms are usually em-
ployed which are trained on manually anno-
tated corpora. The creation of these corpora is
labor-intensive and sufficiently large datasets
are therefore usually only available for a very
narrow selection of languages and domains.
In this work, we address the lack of avail-
able annotated data for specific languages by
proposing a zero-shot cross-lingual approach
for the extraction of opinion target expres-
sions. We leverage multilingual word embed-
dings that share a common vector space across
various languages and incorporate these into a
convolutional neural network architecture for
OTE extraction. Our experiments with 5 lan-
guages give promising results: We can suc-
cessfully train a model on annotated data of a
source language and perform accurate predic-
tion on a target language without ever using
any annotated samples in that target language.
Depending on the source and target language
pairs, we reach performances in a zero-shot
regime of up to 77% of a model trained on
target language data. Furthermore, we can in-
crease this performance up to 87% of a base-
line model trained on target language data by
performing cross-lingual learning from multi-
ple source languages.

1 Introduction

In recent years, there has been an increasing in-
terest in developing sentiment analysis models
that predict sentiment at a more fine-grained level
than at the level of a complete document. A
paradigm coined as Aspect-based Sentiment Anal-
ysis (ABSA) addresses this need by defining the
sentiment expressed in a text relative to an opinion
target (also called aspect). Consider the following
example from a restaurant review:

“ Moules were excellent , lobster ravioli was VERY
salty ! ”

In this example, there are two sentiment state-
ments, one positive and one negative. The posi-
tive one is indicated by the word “excellent” and
is expressed towards the opinion target “Moules”.
The second, negative sentiment, is indicated by the
word “salty” and is expressed towards the “lobster
ravioli”.

A key task within this fine-grained sentiment
analysis consists of identifying so called opinion
target expressions (OTE). To automatically extract
OTEs, supervised learning algorithms are usually
employed which are trained on manually anno-
tated corpora. In this paper, we are concerned with
how to transfer classifiers trained on one domain
to another domain. In particular, we focus on the
transfer of models across languages to alleviate
the need for multilingual training data. We pro-
pose a model that is capable of accurate zero-shot
cross-lingual OTE extraction, thus reducing the re-
liance on annotated data for every language. Simi-
lar to Upadhyay et al. (2018), our model leverages
multilingual word embeddings (Smith et al., 2017;
Lample et al., 2018) that share a common vector
space across various languages. The shared space
allows us to transfer a model trained on source lan-
guage data to predict OTEs in a target language
for which no (i.e. zero-shot setting) or only small
amounts of data are available, thus allowing to ap-
ply our model to under-resourced languages.

Our main contributions can be summarized as
follows:

• We present the first approach for zero-shot
cross-lingual opinion target extraction and
achieve up to 87% of the performance of a
monolingual baseline.

• We investigate the benefit of using multi-
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ple source languages for cross-lingual learn-
ing and show that we can improve by 6 to
8 points in F1-Score compared to a model
trained on a single source language.

• We investigate the benefit of augmenting
the zero-shot approach with additional data
points from the target language. We ob-
serve that we can save hundreds of annotated
data points by employing a cross-lingual ap-
proach.

• We compare two methods for obtaining
cross-lingual word embeddings on the task.

2 Approach

A common approach for extracting opinion target
expressions is to phrase the task as a sequence tag-
ging problem using the well-known IOB scheme
(Tjong Kim Sang and Veenstra, 1999) to repre-
sent OTEs as a sequence of tags. According to
this scheme, each word in our text is marked with
one of three tags, namely I, O or B that indicate
if the word is at the Beginning1, Inside or Outside
of a target expression. An example of such an en-
coding can be seen below:

The wine list is also really nice .
O I I O O O O O

By rephrasing the task in this way, we can ad-
dress it using established sequence tagging mod-
els. In this work, we use a multi-layer convolu-
tional neural network (CNN) as our sequence tag-
ging model. The model receives a sequence of
words as input features and predicts an output se-
quence of IOB tags. In order to keep our model
simple and our results clear, we restrict our in-
put representation to a sequence of word embed-
dings. While additional features such as Part-of-
Speech (POS) tags are known to perform well in
the domain of OTE extraction (Toh and Su, 2016;
Kumar et al., 2016; Jebbara and Cimiano, 2016),
they would require a separately trained model for
POS-tag prediction which can not be assumed to
be available for every language. We refrain from
using more complex architectures such as memory
networks as our goal is mainly to investigate the
possibility of performing zero-shot cross-lingual
transfer learning for OTE prediction. Being the

1Note that the B token is only used to indicate the bound-
ary of two consecutive phrases.

first approach proposing this, we leave the ques-
tion of how to increase performance of the ap-
proach by using more complex architectures to fu-
ture work.

In the following, we describe our monolingual
CNN model for OTE extraction which we use as
our baseline model. Afterwards, we show how we
adapt this model for a cross-lingual and even zero-
shot regime.

2.1 Monolingual Model

Our monolingual baseline model consists of a
word embedding layer, a stack of convolution lay-
ers, a standard feed-forward layer followed by a
final output layer. Formally, the word sequence
w = (w1, . . . ,wn) is passed to the word em-
bedding layer that maps each word wi to its em-
bedding vector xi using an embedding matrix W.
The sequence of word embedding vectors x =
(x1, . . . ,xn) is processed by a stack of L convo-
lutional layers2, each with a kernel width of lconv,
dconv filter maps and RELU activation function
f (Nair and Hinton, 2010). The final output of
these convolution layers is a sequence of abstract
representations hL = (hL1 , . . . ,h

L
n) that incorpo-

rate the immediate context of each word by means
of the learned convolution operations. The hid-
den states hLi of the last convolution layer are pro-
cessed by a regular feed-forward layer to further
increase the model’s capacity and the resulting se-
quence is passed to the output layer.

In a last step, each hidden state is projected
to a probability distribution over all possible out-
put tags qi = (qBi , q

I
i , q

O
i ) using a standard feed-

forward layer with weights Wtag, bias btag and a
softmax activation function.

Since the prediction of each tag can be inter-
preted as a classification, the network is trained
to minimize the categorical cross-entropy between
expected tag distribution pi and predicted tag dis-
tribution qi of each word i:

H(pi, qi) = −
∑

t∈T
pti log(q

t
i),

where T = {I,O,B} is the set of IOB tags, pti ∈
{0, 1} is the expected probability of tag t and qti ∈
[0, 1] the predicted probability. Figure 1 depicts
the sequence labeling architecture.

2The input sequences are padded with zeros to allow the
application of the convolution operations to the edge words.
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Figure 1: Model for sequence tagging using convolu-
tion operations. For simplicity, we only show a single
convolution operation. The gray boxes depict padding
vectors. The layers inside the dashed box are shared
across multiple languages.

2.2 Cross-Lingual Model

Our cross-lingual model works purely with cross-
lingual embeddings that have been trained on
monolingual datasets and in a second step have
been aligned across languages. In fact, the embed-
dings are pre-computed in an offline fashion and
are not adapted while training the convolutional
network on data from a specific language. As the
inputs to the convolutional network are only the
cross-lingual embeddings, the network can be ap-
plied to any language for which the embeddings
have been aligned.

Since the word embeddings for source and tar-
get language share a common vector space, the
shared parts of the target language model are able
to process data samples from the completely un-
seen target language and perform accurate predic-
tion i.e. enabling zero-shot cross-lingual extrac-
tion of opinion target expressions.

We rely on two approaches to compute em-
beddings that are aligned across languages. Both
methods rely on fastText (Bojanowski et al., 2017)
to compute monolingual embeddings trained on
Wikipedia articles. The first method is the one
proposed by Smith et al. (2017), which com-
putes a singular value decomposition (SVD) on
a dictionary of translated word pairs to obtain an
optimal, orthogonal projection matrix from one
space into the other. We refer to this method as
SVD-aligned. We use these embeddings3 in
our experiments in Sections 3.3, 3.4 and 3.6.

The second method proposed by Lample et al.
(2018) performs the alignment of embeddings

3Obtained from: https://github.com/
Babylonpartners/fastText_multilingual

across languages in an unsupervised fashion, with-
out requiring translation pairs.

The approach uses adversarial training to ini-
tialize the cross-lingual mapping and a synthet-
ically generated bilingual dictionary to fine-tune
it with the Procrustes algorithm (Schönemann,
1966). We refer to the multilingual embeddings4

from Lample et al. (2018) as ADV-aligned.
These are used in Section 3.5.

3 Evaluation

In this section, we investigate the proposed zero-
shot cross-lingual approach and evaluate it on the
widely used dataset of Task 5 of the SemEval 2016
workshop. With our evaluation, we answer the fol-
lowing research questions:

RQ1: To what degree is the model capable of
performing OTE extraction for unseen lan-
guages?

RQ2: Is there a benefit in training on more than
one source language?

RQ3: What improvements can be expected when
a small amount of samples for the target
language are available?

RQ4: How big is the impact of the used align-
ment method on the OTE extraction perfor-
mance?

Before we answer these questions, we give a brief
overview over the used datasets and resources.

3.1 Datasets
As part of Task 5 of the SemEval 2016 workshop
(Pontiki et al., 2016), a collection of datasets for
aspect-based sentiment analysis on various lan-
guages and domains was published. Due to its
relatively large number of samples and high cov-
erage of languages and domains, the datasets are
commonly used to evaluate ABSA approaches. To
answer our research questions, we make use of
a selection of the available datasets. We eval-
uate our cross-lingual approach on the available
datasets for the restaurant domain for the 5 lan-
guages Dutch (nl), English (en), Russian (ru),
Spanish (es) and Turkish (tr)5. Table 1 gives a
brief overview of the used datasets.

4Obtained from: https://github.com/
facebookresearch/MUSE

5We tried to include the dataset of French reviews in our
evaluation but the provided download script no longer works.
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Dataset #Sent. #Tokens #Targets

en (train) 2000 29278 1880
en (test) 676 10080 650
es (train) 2070 36164 1937
es (test) 881 13290 731
nl (train) 1722 24981 1283
nl (test) 575 7690 394
ru (train) 3655 53734 3159
ru (test) 1209 17856 972
tr (train) 1232 12702 1385
tr (test) 144 1360 159

Table 1: Statistics of the SemEval 2016 ABSA dataset
for the restaurant domain.

3.2 Experimental Settings

In all our experiments, we report F1-scores for the
extracted opinion target expressions computed on
exact matches of the character spans as in the orig-
inal SemEval task (Pontiki et al., 2016).

As described in Section 2.2, our model relies
on pretrained multilingual embeddings. For both
SVD-aligned and ADV-aligned, we use the
embeddings as provided by the original authors.
However, we restrict our vocabulary to the most
frequent 50,000 words per language6 to reduce
memory consumption.

For all experiments, we fix our model architec-
ture to 5 convolution layers with each having a ker-
nel size of 3, a dimensionality of 300 units and a
ReLU activation function (Nair and Hinton, 2010).
The penultimate feed-forward layer has 300 di-
mensions and a ReLU activation, as well. We ap-
ply dropout (Srivastava et al., 2014) on the word
embedding layer with a rate of 0.3 and between
all other layers with 0.5. The word embeddings
and the penultimate layer are L1-regularized (Ng,
2004).

The network’s parameters are optimized us-
ing the stochastic optimization technique Adam
(Kingma and Ba, 2015). We optimize the number
of training epochs for each model using early stop-
ping (Caruana et al., 2000) but do not tune other
hyperparameters of our models. We always pick
20% of our available training data for the valida-
tion process. For the zero-shot scenario, this en-
tails that we optimize the number of epochs on the
source language and not on the target language to
simulate true zero-shot learning.

6As appearing in the respective embedding files.

3.3 Zero-Shot Transfer Learning

In this section, we present our evaluation for zero-
shot learning. We first examine a setting with a
single source language. Then, we evaluate the ef-
fect of cross-lingual learning from multiple source
languages.

Single Source Language This part of our eval-
uation addresses our first research question:

RQ1: To what degree is the model capable of
performing OTE extraction for unseen lan-
guages?

To answer this question, we perform a set of ex-
periments in the zero-shot setting. We train a
model on the training portion of a source language
and evaluate the model performance on all possi-
ble target languages. Figure 2 shows the obtained
scores. The reported results are averaged over 10
runs with different random seeds. The main di-
agonal represents results of models both trained
and tested on target language data. We considered
these our monolingual baselines.

In general, the proposed approach achieves rel-
atively high scores for some language pairs, al-
though with large performance differences de-
pending on the exact source and target language
pairs. Looking at the absolute scores, the best
performing cross-lingual language pair is en→es
with an F1-score of 0.5. This is followed by
en→nl at 0.46. The lowest is es→tr with an
F1-score of 0.14. When considering the results
relative to their respective monolingual baselines,
the highest relative performance is achieved by
en→nl at 77% of a nl→nl model, followed
by en→es and ru→nl, which both reach an F-
Measure of about 74%. The weakest performing
language pair is still es→tr at 29% relative per-
formance. In general, the Turkish language seems
to benefit the least from the cross-lingual trans-
fer learning, while Russian is on average the best
source language in terms of relative performance
achievement for the target languages.

Overall, the presented results show that it is
in fact possible for most considered languages to
train a model for OTE extraction without ever us-
ing any annotated data in that target language.

Multiple Source Languages In the next exper-
iment, we want to address our second research
question:
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en es nl ru tr
target language

en

es

nl

ru

tr

so
ur

ce
 la

ng
ua

ge

0.66 0.5 0.46 0.37 0.17

0.43 0.68 0.29 0.28 0.14

0.45 0.44 0.6 0.37 0.17

0.42 0.49 0.45 0.56 0.3

0.33 0.42 0.34 0.35 0.48

Figure 2: Zero-shot F1-scores for cross-lingual learn-
ing from a single source to a target language.

target en es nl ru tr

best→target 0.45 0.50 0.46 0.37 0.30
all others→target 0.52 0.58 0.53 0.43 0.27

target→target 0.66 0.68 0.60 0.56 0.48

Table 2: Zero-shot results for cross-lingual learning
from multiple source languages to a target language.
The row best→target represents the best perform-
ing cross-lingual model from Figure 2 for each target
language. all others→target are the results for
training on all languages except for the target language.
target→target shows the monolingual scores that
act as a baseline.

RQ2: Is there a benefit in training on more than
one source language?

As we explained in Section 2.2, our approach
allows us to train and test on any number of
source and target languages, provided that we have
aligned word embeddings for each considered lan-
guage.

In order to answer our second research question,
we train a model on the available training data for
all but one language and perform prediction on the
test data for the left-out language. The results for
these experiments are summarized in Table 2. We
can see that all languages with the exception of
Turkish seem to profit from a cross-lingual trans-
fer setting with multiple source languages. The
absolute improvements are in the range of 6 to 8
points in F1-Score while the performance on Turk-
ish samples drops by 3 points.

We can summarize that we can obtain sub-
stantial improvements for most languages when
training on a combination of multiple source lan-
guages. In fact, for en, es, nl and ru, the results

of our cross-lingual models trained on all other
languages reach between 78% to 87% relative per-
formance of a model trained with target language
data.

3.4 Cross-Lingual Transfer Learning with
Additional Target Language Data

While our goal is to reduce the effort of annotat-
ing huge amounts of data in a target language to
which the model is to be transferred, it might still
be reasonable to provide a few annotated samples
for a target language. Our next research question
addresses this issue:

RQ3: What improvements can be expected when
a small amount of samples for the target
language are available?

We answer this question by training our models
jointly on a source language dataset as well as a
small amount of target language samples and com-
pare this to a baseline model that only uses tar-
get language samples. By gradually increasing the
available target samples, we can directly observe
their benefit on the test performance. Figure 3
shows a visualization for the source language en
and the target languages es, nl, ru, and tr.

We can immediately see that a monolingual
model requires at least 100 target samples to pro-
duce meaningful results as opposed to a cross-
lingual model that performs well with source lan-
guage samples alone. Training on increasing
amounts of target samples improves the model
performances monotonically for each target lan-
guage and the model leveraging the bilingual data
consistently outperforms the monolingual baseline
model. The benefits of the source language data
are especially pronounced when very few target
samples are available, i.e. less than 200. As an
example, a model trained on bilingual data using
all available English samples and 200 Dutch sam-
ples is competitive to a monolingual model trained
on 1000 Dutch samples (0.55 vs. 0.56).

As one would expect, the results in Table 2 and
Figure 3 suggest that training the model on more
data samples leads to a better performance. Since
our model can leverage the data from all languages
simultaneously, we can exhaust our resources and
train an instance of our model that has access to all
training data samples from all languages, includ-
ing the target training data. This is reflected by the
dashed line in Figure 3. We see, however, that the
model cannot leverage the other source languages
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Figure 3: Cross-lingual results for increasing numbers
of training samples from the target language.

beyond what it achieves with the combination of
the full target and English language data alone.

3.5 Comparison of Alignment Methods

The previous experiments show that we can
achieve good performance in a cross-lingual set-
ting for OTE extraction using the multilingual
word embeddings proposed by Smith et al. (2017).
Now we address our final research question:

RQ4: How big is the impact of the used align-
ment method on the OTE extraction perfor-
mance?

With our final research question, we compare our
previous results to an alternative method of align-
ing word embeddings in multiple languages. We
repeat our experiments in Section 3.3 using the
embeddings of Lample et al. (2018) which we re-
fer to as ADV-aligned.

To enable a direct comparison to the zero-shot
results in Section 3.3, we report absolute differ-
ences in F1-Score to the scores obtained with
SVD-aligned for all source and target language
combinations.

As can be seen in Figure 4, the two meth-
ods do perform well overall, albeit different for
specific language pairs. In a monolingual set-
ting (i.e. main diagonal), ADV-aligned per-
forms slightly worse than SVD-aligned with
the exception of en→en. Using ADV-aligned,
Spanish appears to be a more effective source

en es nl ru tr
target language

en

es

nl

ru

tr

so
ur

ce
 la

ng
ua

ge

0.74 -0.82 -4.6 -2.4 2.3

3.5 -0.41 4.7 1.9 4.9

1.2 0.097 -0.87 -4.6 2.9

2 -1.8 -3.7 -0.44 0.17

3.5 -3.3 -6.2 -2.9 -1.1

Figure 4: Zero-shot results comparing the multilin-
gual embeddings ADV-aligned to SVD-aligned.
A positive value means higher absolute F1 score for
ADV-aligned and vice versa. For readability, score
differences are scaled by a factor of 100.

language than using SVD-aligned as the av-
erage performance is about 2.9 points higher. It
can also be observed that the cross-lingual trans-
fer learning works better for English as a target
language using ADV-aligned since the average
performance is about 2.2 points higher than for
SVD-aligned. The opposite is true for Dutch as
a target language, which shows a reduction in per-
formance by 2.1 points on average. Overall, for 13
of the 25 language pairs, the embeddings based on
SVD-aligned perform better than embeddings
aligned with ADV-aligned.

3.6 Comparison to State-of-the-Art
In this last part of our evaluation, we want to
put our work into perspective of prior systems
for opinion target extraction on the SemEval 2016
restaurant datasets. We report results for our mul-
tilingual model that is trained on the combined
training data of all languages and evaluated on
the corresponding test datasets. We compare our
model to the respective state-of-the-art for each
language in Table 3.

We can see that the competition is strongest
for English where we fall behind recent monolin-
gual systems. This corresponds to rank 7 of 19 of
the original SemEval competition. Regarding the
other languages, we see that we are close to the
best Spanish and Dutch systems and even clearly
outperform systems for Russian and Turkish by at
least 7 points in F1-score. With that, we present
the first approach on this task to achieve such com-
petitive performances for a variety of languages
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System en es nl ru tr

Toh and Su (2016) 0.723 – – – –
Àlvarez-López et al. (2016) 0.666 0.685 – – –
Kumar et al. (2016) 0.685 0.697 0.644 – –
Pontiki et al. (2016)* 0.441 0.520 0.506 0.493 0.419
Li and Lam (2017) 0.734 – – – –
all→target (Ours) 0.660 0.687 0.624 0.567 0.490

Table 3: Overview of the current state-of-the-art for
opinion target extraction for 5 languages. Our model is
trained on the combined training data of all languages
and evaluated on the respective test datasets. The row
marked with * is the baseline provided by the work-
shop organizers. To our knowledge, no better model is
published for Russian and Turkish.

with a single, multilingual model.

3.7 Discussion and Future Work

The presented experiments shed light on the per-
formance of our proposed approach under vari-
ous circumstances. In the following, we want to
discuss its limitations and consider explanations
for performance differences of different language
pairs.

Model Limitations The core of our proposed
sequence labeling approach consists of aligned
word embeddings and shared CNN layers. Due to
the limited context of a CNN layer, the model can
only base its decisions for each word on the local
information around that word. In many cases, this
information is sufficient since most opinion tar-
get expressions are adjective-noun phrases7 which
are well enough identified by the local context for
most considered languages.

As future work, it is worth to investigate in how
far our findings translate to more complex model
architectures that have been proposed for OTE ex-
traction, such as memory networks or attention-
based models.

Language Characteristics Due to the inherent
variability of natural languages and of the used
datasets, it is difficult to identify the exact rea-
sons for the observed performance differences be-
tween language pairs. However, we suspect that
language features such as word order, inflection,
or agglutination affect the compatibility of lan-
guages. As an example, Turkish is considered
a highly agglutinative language, that is, complex
words are composed by attaching several suffixes

790% of OTEs in the English dataset consist of zero or
more adjectives followed by at least one noun.

to a word stem. This sets it apart from the other
4 languages. This language feature might present
a difficulty in our approach since the appending
of suffixes is not optimally reflected in the tok-
enization process and the used word embeddings.
An approach that performs alignment of languages
on subword units might alleviate this problem and
lead to performance gains for language pairs with
similar inflection rules.

Syntactic regularities such as word order might
also play a role in our transfer learning approach.
It is reasonable to assume that the CNN layers of
our approach pick up patterns in the word order of
a source language that are indicative of an opin-
ion target expression, e.g. ”the [NOUN] is good”.
When applying such a model to a target language
with drastically different word order regularities,
these patterns might not appear as such in the tar-
get language.

For the considered languages, we see follow-
ing characteristics: Where English and Spanish
are generally considered to follow a Subject-Verb-
Object (SVO) order, Dutch largely exhibits a com-
bination of SOV and SVO cases. Turkish and Rus-
sian are overall flexible in their word order and al-
low a variety of syntactic structures. In the case of
Turkish, its morphological and syntactic features
seem to explain some of the relatively low results.
However, with the small sample of languages and
the many potential influencing factors at play, we
are aware that it is not possible to draw any strong
conclusions. Further research has to be conducted
in this direction to answer open questions.

4 Related Work

Our work brings together the domains of opinion
target extraction on the one side and cross lingual
learning on the other side. In this section, we give
a brief overview of both domains and point out
parallels to previous work.

Opinion Target Extraction San Vicente et al.
(2015) present a system that addresses opinion
target extraction as a sequence labeling problem
based on a perceptron algorithm with token, word
shape and clustering-based features.

Toh and Wang (2014) propose a Conditional
Random Field (CRF) as a sequence labeling model
that includes a variety of features such as Part-of-
Speech (POS) tags and dependency tree features,
word clusters and features derived from the Word-
Net taxonomy. The model is later improved us-
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ing neural network output probabilities (Toh and
Su, 2016) and achieved the best results on the Se-
mEval 2016 dataset for English restaurant reviews.

Jakob and Gurevych (2010) follow a very sim-
ilar approach that addresses opinion target extrac-
tion as a sequence labeling problem using CRFs.
Their approach includes features derived from
words, Part-of-Speech tags and dependency paths,
and performs well in a single and cross-domain
setting.

Kumar et al. (2016) present a CRF-based model
that makes use of a variety of morphological and
linguistic features and is one of the few systems
that submitted results for more than one language
for the SemEval 2016 ABSA challenge. The
strong reliance on high-level NLP features, such as
dependency trees, named-entity information and
WordNet features restricts its wide applicability to
resource-poor languages.

Among neural network models Poria et al.
(2016) and Jebbara and Cimiano (2016) use deep
convolutional neural network (CNN) with Part-of-
Speech (POS) tag features. Poria et al. (2016) also
extend their base model using linguistic rules.

Wang et al. (2017) use coupled multi-layer at-
tentions to extract opinion expressions and opin-
ion targets jointly. This approach, however, relies
on additional annotations for opinion expressions
alongside annotations for the opinion targets.

Li and Lam (2017) propose two LSTMs with
memory interaction to detect aspect and opinion
terms. In order to generate opinion expression an-
notations for the SemEval dataset, a sentiment lex-
icon is used in combination with high precision
dependency rules.

For a more comprehensive overview of ABSA
and OTE extraction approaches we refer to Pontiki
et al. (2016).

Cross-Lingual and Zero-Shot Learning for Se-
quence Labelling With the CLOpinionMiner,
Zhou et al. (2015) present a method for cross-
lingual opinion target extraction that relies on ma-
chine translation. The approach derives an an-
notated dataset for a target language by translat-
ing the annotated source language data. Part-of-
Speech tags and dependency path-features are pro-
jected into the translated data using the word align-
ment information of the translation algorithm. The
approach is evaluated for English to Chinese re-
views. A drawback of the presented method is
that it requires access to a strong machine trans-

lation algorithm for source to target language that
also provides word alignment information. Addi-
tionally, it builds upon NLP resources that are not
available for many potential target languages.

Addressing the task of zero-shot spoken lan-
guage understanding (SLU), Upadhyay et al.
(2018) follow a similar approach as our work.
They use the aligned embeddings from Smith
et al. (2017) in combination with a bidirectional
RNN and target zero-shot SLU for Hindi and
Turkish.

Overall, our work differs from the related work
by presenting a simple model for the zero-shot
extraction of opinion target expressions. By us-
ing no annotated target data or elaborate NLP re-
sources, such as Part-of-Speech taggers or depen-
dency parsers, our approach is easily applicable to
many resource-poor languages.

5 Conclusion

In this work, we presented a method for cross-
lingual and zero-shot extraction of opinion target
expressions which we evaluated on 5 languages.
Our approach uses multilingual word embeddings
that are aligned into a single vector space to allow
for cross-lingual transfer of models.

Using English as a source language in a zero-
shot setting, our approach was able to reach an F1-
score of 0.50 for Spanish and 0.46 for Dutch. This
corresponds to relative performances of 74% and
77% compared to a baseline system trained on tar-
get language data. By using multiple source lan-
guages, we increased the zero-shot performance
to F1-scores of 0.58 and 0.53, respectively, which
correspond to 85% and 87% in relative terms. We
investigated the benefit of augmenting the zero-
shot approach with additional data points from the
target language. Here, we observed that we can
save several hundreds of annotated data points by
employing a cross-lingual approach. Among the
5 considered languages, Turkish seemed to benefit
the least from cross-lingual learning in all experi-
ments. The reason for this might be that Turkish
is the only agglutinative language in the dataset.
Further, we compared two approaches for aligning
multilingual word embeddings in a single vector
space and found their results to vary for individ-
ual language pairs but to be comparable overall.
Lastly, we compared our multilingual model with
the state-of-the-art for all languages and saw that
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we achieve competitive performances for some
languages and even present the best system for
Russian and Turkish.
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Abstract

Cross-domain sentiment classification aims to
predict sentiment polarity on a target domain
utilizing a classifier learned from a source
domain. Most existing adversarial learning
methods focus on aligning the global marginal
distribution by fooling a domain discrimina-
tor, without taking category-specific decision
boundaries into consideration, which can lead
to the mismatch of category-level features. In
this work, we propose an adversarial category
alignment network (ACAN), which attempts
to enhance category consistency between the
source domain and the target domain. Specif-
ically, we increase the discrepancy of two po-
larity classifiers to provide diverse views, lo-
cating ambiguous features near the decision
boundaries. Then the generator learns to create
better features away from the category bound-
aries by minimizing this discrepancy. Exper-
imental results on benchmark datasets show
that the proposed method can achieve state-
of-the-art performance and produce more dis-
criminative features.

1 Introduction

Sentiment classification aims to automatically
identify the sentiment polarity (i.e., positive or
negative) of the textual data. It has attracted
a surge of attention due to its widespread ap-
plications, ranging from movie reviews to prod-
uct recommendations. Recently, deep learning-
based methods have been proposed to learn good
representations and achieved remarkable success.
However, the performances of these works are
highly dependent on manually annotated training
data while annotation process is time-consuming
and expensive. Thus, cross-domain sentiment
classification, which aims to transfer knowledge
learned on labeled data from related domains

∗ Equal contribution
† Corresponding author

(called source domain) to a new domain (called
target domain), becomes a promising direction.

One key challenge of cross-domain sentiment
classification is that the expression of emotional
tendency usually varies across domains. For in-
stance, considering reviews about two sorts of
products: Kitchen and Electronics. One set of
reviews would contain opinion words such as “de-
licious” or “tasty”, and the other “rubbery” or
“blurry”, to name but a few. Due to the small in-
tersection of two domain words, it remains a sig-
nificant challenge to bridge the two domains diver-
gence effectively.

Researchers have developed many algorithms
for cross-domain sentiment classification in the
past. Traditional pivot-based works (Blitzer et al.,
2007; Yu and Jiang, 2016) attempt to infer the
correlation between pivot words, i.e., the domain-
shared sentiment words, and non-pivot words, i.e.,
the domain-specific sentiment words by utilizing
multiple pivot prediction tasks. However, these
methods share a major limitation that manual se-
lection of pivots is required before adaptation.
Recently, several approaches (Sun et al., 2016;
Zellinger et al., 2017) focus on learning domain
invariant features whose distribution is similar in
source and target domain. They attempt to mini-
mize the discrepancy between domain-specific la-
tent feature representations. Following this idea,
most existing adversarial learning methods (Ganin
et al., 2016; Li et al., 2017) reduce feature differ-
ence by fooling a domain discriminator. Despite
the promising results, these adversarial methods
suffer from inherent algorithmic weakness. Even
if the generator perfectly fools the discriminator,
it merely aligns the marginal distribution of the
two domains and ignores the category-specific de-
cision boundaries. As shown in Figure 1 (left), the
generator may generate ambiguous or even mis-
matched features near the decision boundary, thus
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hindering the performance of adaptation.
To address the aforementioned limitations, we

propose an adversarial category alignment net-
work (ACAN) which enforces the category-level
alignment under a prior condition of global
marginal alignment. Based on the cluster assump-
tion in (Chapelle et al., 2009), the optimal predic-
tor is constant on high density regions. Thus, we
can utilize two classifiers to provide diverse views
to detect points near the decision boundaries and
train the generator to create more discriminative
features into high-density region. Specifically, we
first maximize the discrepancy of the outputs of
two classifiers to locate the inconsistent polarity
prediction points. Then the generator is trained to
avoid these points in the feature space by minimiz-
ing the discrepancy. In such an adversarial man-
ner, the ambiguous points are kept away from the
decision boundaries and correctly distinguished,
as shown in Figure 1 (right).

We evaluate our method on the Amazon reviews
benchmark dataset which contains data collected
from four domains. ACAN is able to achieve
the state-of-the-art results. We also provide anal-
yses to demonstrate that our approach can gen-
erate more discriminative features than the ap-
proaches only aligning global marginal distribu-
tion (Zhuang et al., 2015).

2 Related Work

Sentiment Classification: Deep learning based
models have achieved great success on sentiment
classification (Zhang et al., 2011). These models
usually contain one embedding layer which maps
each word to a dense vector, and different network
architectures then process combined word vectors
to generate a representation for classification. Ac-
cording to diverse network architectures, four cat-
egories are divided including Convolutional Neu-
ral Networks (CNNs) (Kalchbrenner et al., 2014;
Kim, 2014), Recurrent Neural Networks (RNNs)
(Yang et al., 2016; Zhou et al., 2016b), Recursive
Neural Networks (RecNNs) (Socher et al., 2013)
and other neural networks (Iyyer et al., 2015).
Domain Adaption: The fundamental challenge
to solve the domain adaptation lies here is that
data from the source domain and target domain
have different distributions. To alleviate this
difference, there are many pivot-based methods
(Blitzer et al., 2007; He et al., 2011; Gouws et al.,
2012; Yu and Jiang, 2016; Ziser and Reichart,

Figure 1: Left: marginal distribution alignment by
minimizing the distance between two domains can
generate ambiguous feature near the decision bound-
ary. Right: two different classifiers locate ambigu-
ous features by considering decision boundary to make
category-level alignment.

2018) which try to align domain-specific opinion
(non-pivot) words through domain-shared opinion
(pivot) words as the expression of emotional ten-
dency usually varies across domains, which is a
major reason of the domain difference. However,
selecting pivot words for these methods first is
very tedious, and the pivot words they find may
not be accurate. Apart from pivot-based methods,
denoising auto-encoders (Glorot et al., 2011; Chen
et al., 2012; Yang and Eisenstein, 2014) have been
extensively explored to learn transferable features
during domain adaption by reconstructing noise
input. Despite their promising results, they are
based on discrete representation. Recently, some
adversarial learning methods (Ganin et al., 2016;
Li et al., 2017, 2018) propose to reduce this differ-
ence by minimizing the distance between feature
distributions. But these methods solely focus on
aligning the global marginal distribution by fool-
ing a domain discriminator, which can lead to the
mismatch of category-level features. To solve this
issue, we propose to further align the category-
level distribution by taking the decision boundary
into consideration. Some recent works with class-
level alignment have been explored in computer
vision applications (Saito et al., 2017, 2018).
Semi-supervised learning: Considering the tar-
get samples as unlabeled data, our work is some-
how related to semi-supervised learning (SSL).
SSL has several critical assumptions, such as clus-
ter assumption that the optimal predictor is con-
stant or smooth on connected high density regions
(Chapelle et al., 2009), and manifolds assumption
that support set data lies on low-dimensional man-
ifolds (Chapelle et al., 2009; Luo et al., 2017). Our
work takes these assumptions to develop the ap-
proach.
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Figure 2: The overview of the proposed adversarial category alignment network in training and test phase.

3 Method

3.1 Problem Definition and Overall
Framework

We are given two domains Ds and Dt, denot-
ing the source domain and the target domain re-
spectively. Ds =

{
x

(s)
i , y

(s)
i

}ns

i=1
are ns labeled

source domain examples, where x
(s)
i means a sen-

tence and y
(s)
i is the corresponding polarity label.

Dt =
{

x
(t)
i

}nt

i=1
are nt unlabeled target domain

examples. In our proposed method, we denote
G as a feature encoder that extracts features from
the input sentence. Then two classifiers F1 and
F2 map these features to soft probabilistic outputs
p1(y|x) and p2(y|x) respectively.

The goal is to train a model to classify the target
examples correctly with the aid of source labeled
data and target unlabeled data. To achieve this, we
first train G, F1 and F2 to obtain global marginal
alignment. This step reduces the distance between
two domains but generates ambiguous target fea-
tures near the decision boundary. Thus, F1 and F2

are adjusted to detect them by maximizing predic-
tion discrepancy. After that, G is trained to gen-
erate better features avoiding appearing near the
decision boundary. The method also regularizes
G by taking the target data samples into consider-
ation. In this way, we can achieve the category
alignment. The proposed Adversarial Category
Alignment Network (ACAN) is illustrated in Fig-
ure 2. The detailed training progress is described
in Appendix D.

3.2 Marginal Distribution Alignment

To solve the domain adaption problem, we first
consider minimize the classification error on the
source labeled data for two classifiers:

Lcls = − 1

ns

ns∑

i=1

K∑

j=1
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i (j) log ỹ
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1i (j)

− 1

ns

ns∑

i=1

K∑

j=1

y
(s)
i (j) log ỹ
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i ))

(1)

where K denotes the number of different polari-
ties. In addition, similar to (Zhuang et al., 2015),
our method tries to explicitly minimize the dis-
tance between the embedding features from both
the source and the target domains. We adopt the
Kullback−Leibler (KL) to estimate the distribu-
tion divergence:

Lkl =

n∑

i=1

gs(i) log
gs(i)

gt(i)
+
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i=1

gt(i) log
gt(i)
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nt
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g′
t

||g′
t||1
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where gs, gt ∈ RD, || · ||1 denotes L1 normaliza-
tion. In this way, the latent network representa-
tions of two domains are encouraged to be similar.
In other words, the marginal distribution is forced
to be aligned.
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3.3 Category-level Alignment
Diverse Views: Considering the marginal distri-
bution alignment, there could be some ambigu-
ous features near the decision boundary, which are
easy to be incorrectly categorized into a specific
class. If we alter the boundary of classifier F1 and
F2, the samples closer to the decision boundary
would have larger change. To explore these sam-
ples, we use F1 and F2 to provide diverse guid-
ance. We define a discrepancy between proba-
bilistic outputs of the two classifiers p1(y|x) and
p2(y|x). The formula is:

Ldis = Ex∼Dt [d(p1(y|x), p2(y|x))] (3)

where d(p1(y|x), p2(y|x)) defines the average ab-
solute difference for K classes, which is:

d(p1(y|x), p2(y|x))=
1

K

K∑

i=1

|p1i(y|x)−p2i(y|x)|

(4)
Specifically, we first fix the generator G and

train the classifiers F1,F2 to detect points near the
decision boundary by maximizing their discrep-
ancy. The objective is as follows:

max
F1,F2

Ex∼Dt [
1

K

K∑

i=1

|p1i(y|x) − p2i(y|x)|] (5)

Then, this discrepancy is minimized by optimizing
G in order to keep these points away from the deci-
sion boundary and categorized into correct classes.
The objective is as follows:

min
G

Ex∼Dt [
1

K

K∑

i=1

|p1i(y|x) − p2i(y|x)|] (6)

This adversarial step is repeated in the whole
training process so that we can continuously lo-
cate non-discriminative points and classify them
correctly, forcing the model to achieve category-
level alignment on two domains.

3.4 Training Steps
The whole training procedure can be divided into
three steps. In the first step, we consider both min-
imizing the classification error and marginal dis-
tribution discrepancy to achieve global marginal
alignment. The loss function of this step can be
written as:

L1 = Lcls + λ1Lkl (7)

In the second step, we consider increasing the dif-
ference of two classifiers F1 and F2 for the fixed
G, thus the ambiguous features can be located by
the diverse views. The loss function is defined as
below:

L2 = Lcls − λ2Ldis (8)

Lcls is used here to ensure the stability of the train-
ing process. λ2 is a hyper-parameter controlling
the range of classifiers. In the third step, the dif-
ference of two classifiers should be reduced for the
fixed F1 and F2:

L3 = Lcls + λ3Ldis (9)

Lcls and λ3 used here are similar to the second
step. We repeat this step n times to balance the
generator and two classifiers. After each step,
the corresponding part of the network parameters
will be updated. Algorithm 1 describes the overall
training procedure.

Algorithm 1 Training procedure of ACAN

Require: Ds, Dt, G, F1, F2

Require: λ1, λ2, λ3, iteration number n
for i ∈ [1, max−epochs] do

for minibatch B(s), B(t) ∈ D(s), D(t) do
compute Lcls on

[
xi ∈ B(s), yi ∈ B(s)

]

compute Lkl on
[
xi ∈ B(s), xj ∈ B(t)

]

L1 = Lcls + λ1Lkl
update G, F1, F2 by minimizing L1

compute Lcls on
[
xi∈B(s) , yi∈B(s)

]

compute Ldis on
[
xi∈B(t) , xi∈B(t)

]

L2 = Lcls − λ2Ldis
fix G, update F1, F2 by minimizing L2.
for j ∈ [1, n] do

compute Lcls on
[
xi ∈ B(s), yi ∈ B(s)

]

compute Ldis on
[
xi ∈ B(t), xi ∈ B(t)

]

L3 = Lcls + λ3Ldis
fix F1, F2, update G by minimizing L3.

end for
end for

end for

3.5 Generator Regularizer

To further enhance the feature generator, we in-
troduce to regularize G with the information of
unlabeled target data. Generally, the mapping of
G(·) can been seen a low-dimensional feature of
the input. According to the manifolds assump-
tion (Chapelle et al., 2009), this feature space is
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expected to be low-dimensional manifold and lin-
early separable. Inspired by (Luo et al., 2017), we
consider the connections between data points to
regularize G(·) in the feature space. Specifically,
the regularizer is formulated as follows:

R(G) =
∑

x∈Dt

lG(xi, xj) (10)

here lG is to approximate the semantic similarity
of two feature embeddings. Possible options in-
clude triplet loss (Wang et al., 2016), Laplacian
eigenmaps (Belkin and Niyogi, 2003) etc. After
exploring many tricks, we find below is optimal
which is also used by (Luo et al., 2017):

lG =

{
d2

i,j sij =1

max(0, m−di,j)
2 sij =0

(11)

where di,j is L2 distance between data points, m
is a predefined distance, and sij indicates whether
xi and xj belong to the same class or not. Eq. 10
serves as a regularization that encourages the out-
put of R(G) to be distinguishable among classes.
It is applied on target data and integrated in the
framework in the third training step, weighted by
λ4. During the training, the underlying label of
xi is estimated by taking the maximum posterior
probability of the two classifiers.

3.6 Theoretical Analysis
In this subsection, we provide a theoretical analy-
sis of our method, which is inspired by the theory
of domain adaptation in (Ben-David et al., 2010).

For each domain, there is a labeling function on
inputs X , defined as f : X → [0, 1]. Thus, the
source domain is denoted as 〈Ds, fs〉 and the tar-
get domain as 〈Dt, ft〉. We define a hypothesis
function h: X → [0, 1] and a disagreement func-
tion:

ε(h1, h2) = E[|h1(x) − h2(x)|] (12)

Then the expected error on the source samples
εs(h, f) of h is defined as:

εs(h) = εs(h, fs) = Ex∼Ds [|h(x)−fs(x)|] (13)

Also for the target domain, we have

εt(h) = εs(h, ft) = Ex∼Dt [|h(x) − ft(x)|] (14)

As is introduced in (Ben-David et al., 2010), the
probabilistic bound of the error of hypothesis h on
the target domain εt(h) is defined as:

∀h ∈ H, εt(h) ≤ εs(h) + 1
2dHΔH(Ds, Dt) + λ (15)

where the expected error εt(h) is bounded by three
terms: (1) the expected error on the source exam-
ples εs(h); (2) the divergence between the distri-
butions Ds and Dt; (3) the combined error of the
ideal joint hypothesis λ.

First, the training algorithm is easy to mini-
mize εs(h) with source label information. Second,
λ is expected to be negligibly small and can be
usually disregarded. Therefore, the second term
dHΔH(Ds, Dt) is important quantitatively in com-
puting the target error.

Regarding dHΔH(Ds, Dt), we have

dHΔH(Ds, Dt) = 2 sup
h,h′∈H

|εs(h, h′) − εt(h, h′)|

=2 sup
h,h′∈H

|Ex∼Ds [|h(x)−h′(x)|]−Ex∼Dt [|h(x)−h′(x)|]|
(16)

where h and h′ are two sets of hypotheses in
H. As we have sufficient labeled source exam-
ples to train, h and h′ can have consistent and
correct predictions on the source domain data.
Thus, dHΔH(Ds, Dt) is approximately calculated
as Ex∼Dt [|h(x) − h′(x)|]. In our model, the hy-
pothesis h can be decomposed into the feature ex-
tractor G and the classifier F using the notation ◦.
Thus dHΔH(Ds, Dt) can be formulated as:

sup
F1,F2

Ex∼Dt [|F1 ◦ G(x) − F2 ◦ G(x)|] (17)

For fixed G, sup can be replaced by max. There-
fore, F1 and F2 are trained to maximize the dis-
crepancy of their outputs and we expect G to min-
imize this discrepancy. So we obtain

min
G

max
F1,F2

Ex∼Dt [|F1 ◦ G(x) − F2 ◦ G(x)|] (18)

The maximization of F1 and F2 is to provide di-
verse views, to find ambiguous points near the de-
cision boundary, and the minimization of G is to
keep these points away from the decision bound-
ary. To optimize Eq. 18, we assist the model to
capture the whole feature space on the target do-
main better and achieve lower errors.

4 Experiments

4.1 Data and Experimental Setting

We evaluate the proposed ACAN on the Amazon
reviews benchmark datasets collected by Blitzer
(2007). It contains reviews from four differ-
ent domains: Books (B), DVDs (D), Electron-
ics (E), Kitchen appliances (K). There are 1000
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Source → Target
Previous Work Models ACAN Models

SVM AuxNN DANN PBLM DAS Baseline ACAN-KL ACAN-KM ACAN

D → B 75.20 80.80 81.70 82.50 82.05 81.30 83.00 82.85 82.35
E → B 68.85 78.00 78.55 71.40 80.00 79.50 80.30 79.80 79.75
K → B 70.00 77.85 79.25 74.20 80.05 79.05 79.10 79.60 80.80
B → D 77.15 81.75 82.30 84.20 82.75 82.50 83.35 83.25 83.45
E → D 69.50 80.65 79.70 75.00 80.15 79.25 81.00 80.80 81.75
K → D 71.40 78.90 80.45 79.80 81.40 79.10 80.15 82.25 82.10
B → E 72.15 76.40 77.60 77.60 81.15 77.80 78.80 80.85 81.20
D → E 71.65 77.55 79.70 79.60 81.55 78.00 81.30 82.75 82.80
K → E 79.75 84.05 86.65 87.10 85.80 84.35 84.70 86.20 86.60
B → K 73.50 78.10 76.10 82.50 82.25 78.00 77.30 81.00 83.05
D → K 72.00 80.05 77.35 83.20 81.50 74.65 73.05 77.65 78.60
E → K 82.80 84.15 83.95 87.80 84.85 81.05 83.70 83.70 83.35

Average 73.66 79.85 80.29 80.40 81.96 79.55 80.48 81.78 82.15

Table 1: Accuracy of adaptation on Amazon benchmark. All results are the averaged performance of each neural
model by a 5-fold cross-validation protocol.

positive and 1000 negative reviews for each do-
main, as well as a few thousand unlabeled exam-
ples, of which the positive and negative reviews
are balanced. Following the convention of pre-
vious works (Zhou et al., 2016a; Ziser and Re-
ichart, 2018; He et al., 2018), we construct 12
cross-domain sentiment classification tasks. In
our transferring task, we employ a 5-fold cross-
validation protocol, that is, in each fold, 1600 bal-
anced samples are randomly selected from the la-
beled data for training and the rest 400 for valida-
tion. The results we report are the averaged per-
formance of each model across these five folds.

4.2 Training Details and Hyper-parameters

In our implementation, the feature encoder G con-
sists of three parts including a 300-dimensional
word embedding layer using GloVe (Pennington
et al., 2014), a one-layer CNN with ReLU activa-
tion function adopted in (Yu and Jiang, 2016; He
et al., 2018) and a max-over-time pooling through
which final sentence representation is obtained.
Specifically, the convolution filter and the window
size of this one-layer CNN are 300 and 3 sepa-
rately. Similarly, the classifier F1 and F2 can be
decomposed into one dropout layer and one fully
connected output layer. For the fully connected
layer, we constrain the l2-norm of the weight vec-
tor, setting its max norm to 3. For the imple-
mentation of generator regularizer, we apply dou-
bly stochastic sampling approximation due to the
computational complexity.

The margin m is set to 1 in this procedure. Dur-
ing training period, λ1, λ2, λ3, λ4, and n are set
to 5.0, 0.1, 0.1, 1.5, 2. Similar to (He et al.,

2018), we parametrize λ4 as a dynamic weight
exp[−5(1 − t

max−epochs)
2]λ4. This is to mini-

mize the effort of the regularizer as the predictor
is not good at the beginning of training. We train
30 epochs for all our experiments with batch-size
50 and dropout rate 0.5. RMSProp (Tieleman and
Hinton, 2012) optimizer with learning rate set to
0.0001 is used for all experiments.

4.3 Methods for Comparison

We consider the following approaches for compar-
isons (The URLs of previous methods code and
data we use are in Appendix A):
SVM (Fan et al., 2008): This is a non-domain-
adaptation method, which trains a linear SVM on
the raw bag-of-words representation of the labeled
source domain.
AuxNN (Yu and Jiang, 2016): This method uses
two auxiliary tasks to learn sentence embeddings
that works well across two domains. For fair com-
parison, we replace the neural model in this work
with our CNN encoder.
DANN (Ganin et al., 2016): This method ex-
ploits a domain classifier to minimize the discrep-
ancy between two domains via adversarial training
manner. we replace its encoder with our CNN-
based encoder.
PBLM (Ziser and Reichart, 2018): This is a repre-
sentation learning model that exploits the structure
of the input text. Specifically, we choose CNN as
the task classifier.
DAS (He et al., 2018): This method employs
two regularizations: entropy minimization and
self-ensemble bootstrapping to refine the classifier
while minimizing the domain divergence.
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Figure 3: Visualization by applying principal component analysis to the representation of source training data and
target testing data produced by ACAN-KL (left) and ACAN (right) for K→E task. The red, blue, green, and black
points denote the source positive, source negative, target positive, and target negative examples correspondingly.

Baseline: Our baseline model is a non-adaptive
CNN similar to (Kim, 2014), trained without using
any target domain information, which is a variant
of our model by setting λ1, λ2, λ3, λ4 to zeros.
ACAN-KL: ACAN-KL is a variant of our model
which minimizes the distance between the features
of two domains by minimizing the KL divergence.
(set λ2 = λ3 = λ4 = 0)
ACAN-KM: ACAN-KM introduces the adversar-
ial category mapping based on ACAN-KL without
the regularizer. (set λ4 = 0).
ACAN: It is our full model.

4.4 Results

Table 1 shows the classification accuracy of differ-
ent methods on the Amazon reviews, and we can
see that the proposed ACAN outperforms all other
methods generally. It is obvious to see that SVM
performs not well in domain transferring task,
beaten by Baseline. We can notice that exploring
the structure of the input text (AuxNN and PBLM)
brings some improvements over Baseline. How-
ever, these two pivot-based methods present rela-
tively lower ability than DAS, which jointly mini-
mizes global feature divergence and refines clas-
sifier. Compared to DAS, our proposed ACAN
can improve 0.19% on the average accuracy. This
can be explained by that we deal with the relation-
ship between target features distribution and clas-
sifier more precisely. Finally, we conduct exper-
iments on the variants of the ACAN. It is clear
that the performances of Baseline, ACAN-KL,
ACAN-KM and ACAN present a growing trend
in most cases. Compared with ACAN-KL, ACAN
achieves large gain from 80.48% to 82.15%, show-
ing the effectiveness of category-level alignment.

4.5 Case Study

To better understand the results of different mod-
els, we conduct experiments on task B → E.
For each sentiment polarity, we first extract the
most related CNN filters according to the learned
weights of the output layer in classifier F1. Since
all listed models use a window size of 3, the out-
puts of CNN with the highest activation values
correspond to the most useful trigrams.

As shown in Table 2, we identify the top tri-
grams from 10 most related CNN filters on the
target domain. It is obvious that Baseline and
ACAN-KL are more likely to capture the domain-
independent words, such as “pointless”, “disap-
pointing” and “great”. Thus, the performance
of these two models drops much when applied
to the target domain. Besides, DAS can capture
more words of the target domain, but it is lim-
ited to nouns with less representativeness, such
as ”receiver”, ”product” and etc. Compared to
them, ACAN is able to extract the domain-specific
words like “flawlessly” and “rechargeable”. These
results are consistent with the accuracy of each
model’s predictions. We also conduct experiments
on the tasks B → K and K → D. Due to the space
limitations, the results are presented in Appendix
B.

4.6 Visualization of features

For more intuitive understanding of the differences
between the global marginal alignment and cate-
gory alignment, we further perform a visualiza-
tion of the feature representations of the ACAN-
KL and ACAN model for the training data in the
source domain and the testing data in the target do-
main for the K→E task. As can be seen in Figure
3, global marginal alignment causes ambiguous
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Method Negative Sentiment Positive Sentiment

Baseline

audio-was-distorted, is-absolutely-pointless, *-very-disappointing,
waste-of-money, was-point-most, an-unsupported-config,
an-extremely-disappointed, author-album-etc,
cure-overnight-headphones, aa-rechargable-batteries

wep-encryption-detailed, totally-wireless-headset, best-!-i,
love-it-!, again-period-!, beautifully-great-price,
awesome-accurate-sound, beautifully-designed-futuristic,
wonderful-product-*, glad-i-purchased

ACAN-KL

totally-useless-method, audio-was-distorted, *-very-weak,
*-very-disappointing, extra-ridiculous-buttons, hopeless-mess-no,
now-as-useless, waste-of-cash, is-absolutely-pointless,
manual-is-useless

gift-i-love, uniden-cordless-telephone, a-journey-to,
totally-wireless-headset, your-own-frequencies, a-gift-excellent,
exceptional-being-rechargeable, gorgeous-picture-excellent,
with-wireless-security, beautifully-designed-futuristic

DAS

receiver-was-faulty, defective-product-i, is-useless-i,
do-not-waste, did-not-work, very-poor-quality,
the-crappy-keyboard, just-too-weak, is-absolutely-pointless,
very-stupid-design

is-an-excellent, excellent-monitor-with, is-very-nice,
truly-excellent-headphones, an-incredible-sound
advanced-technology-incredible, this-is-an, !-highly-recommended
show-very-easy, picture-is-fabulous

ACAN

very-poorly-designed, garbage-im-sorry, handed-was-defective,
receiver-was-faulty, *-very-disappointing, audio-was-distorted
dirty-and-scratched, extra-ridiculous-buttons,
cartridges-are-incompatible, awful-absolutely-horrible

performs-flawlessly-hours, a-gift-excellent, beautifully-great-price,
encryption-detailed-monitoring, fit-excellent-sound, !-very-happy,
exceptional-being-rechargeable, beautifully-designed-futuristic,
smooth-accurate-tracking, digital-camera-during

Table 2: Comparison of the top trigrams chosen from 10 most related CNN filters learned on the task B → E. The
entire table contains the results achieved by the variants of our method. * denotes a padding. The domain-specific
words are in bold.

Figure 4: The influence of the number of labeled target
data on the task E → D and B → E.

features locating between two clusters while cat-
egory alignment effectively projects these points
into clusters, thus leading a more robust classifi-
cation result. We also conduct experiments on the
tasks B → E and B → K. Due to the space limita-
tions, the results are presented in Appendix C.

4.7 Model Analysis

In this part, we provide analysis to our proposed
ACAN variants. In Figure 4, we show the com-
parison between Baseline and ACAN under a set-
ting that some labeled target data are randomly
selected and mixed with training data. Here, we
present results on two transferring tasks while a
similar tendency can be observed in other pairs.
With an increase in the number of randomly se-
lected labeled target data, the difference between
the two models gradually decreases and ACAN
also progressively obtains better results. These
trends indicate that our ACAN is more effective

Figure 5: The training process of four ACAN model
variants on the task K → E.

with no or little-labeled target data and can further
benefit from more labeled target data. In Figure
5, we can easily observe that ACAN continuously
shows better results during the whole training pro-
cess among four settings. After some epochs,
ACAN-KL starts presenting lower testing accu-
racy than Baseline. One possible reason is that
those categories which are initially well aligned
between the source and target may be incorrectly
mapped because of ignoring category-level feature
distribution. This observation can prove our moti-
vation in some degree.

5 Conclusion

In this paper, we propose a novel approach,
which utilizes diverse view classifiers to achieve
category-level alignment for sentiment analysis.
Unlike previous works, we take the decision
boundary into consideration, thus classifying the
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target samples correctly into the corresponding
category. Experiments show the proposed ACAN
significantly outperforms state-of-the-art methods
on the Amazon benchmark. In future we would
like to adapt our method to other domain adapta-
tion tasks and consider more effective alternatives
for the generator regularizer.
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A URLs of Data and Code

Here, we provide a list of URLs about the dataset
and the code of the previous methods we compare.

• The Amazon product review dataset gath-
ered by Blitzer et al (2007): http://
jmcauley.ucsd.edu/data/amazon/

• Code for AuxNN (Yu and Jiang, 2016):
https://github.com/jefferyYu/

Learning-Sentence-Embeddings-

for-cross-domain-sentiment

-classification

• Code for DANN (Ganin et al., 2016):
https://github.com/pumpikano/
tf-dann

• Code for PBLM (Ziser and Reichart, 2018):
https://github.com/yftah89/
PBLM-Domain-Adaptation

• Code for DAS (He et al., 2018): https://
github.com/ruidan/DAS

B Trigram Full Results

In the paper, Table 2 shows the top trigrams cho-
sen from 10 most related CNN filters learned on
the task B → E by the DAS the and variants of the
ACAN. For a more comprehensive presentation,
we also conduct experiments on the task B → K
and K → D, and the results are listed in Table 3
and Table 4 respectively. It is obvious that the pro-
posed ACAN is better to capture domain-specific
words, compared to its variants and DAS.

C Visualization full results

In this paper, Figure 3 visualizes the feature repre-
sentations of the ACAN-KL and ACAN model for
the training data in the source domain and the test-
ing data in the target domain for the K→E task.
For a more comprehensive presentation, we also
conduct experiments on the task B → E and B →
K, and the results are listed in Figure 7 and Figure
8 respectively. It is obvious that global marginal
alignment causes ambiguous features locating be-
tween two clusters while category alignment ef-
fectively projects these points into clusters.

D Detailed Illustration of Training Phase

The overview of the propose ACAN is shown in
Figure 2. For a better understanding, we present
the changes of decision boundaries and data distri-
bution during the network training process, shown
in Figure 6. First, we train F1 and F2 to locate the
points near the decision boundary by maximizing
their discrepancy. Then, we train G to minimize
the discrepancy to achieve category-level align-
ment. At the same time, the generator G is reg-
ularized with data from target domain.
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Method Negative Sentiment Positive Sentiment

Baseline

rice-also-disappointing, be-such-shoddy, basically-worthless-*,
does-n’t-toast, waste-your-time, is-totally-useless,
waste-of-time, was-sorely-disappointed,
safe-stainless-versus, were-very-dull

sophisticated-gorgeous-retro, lodge-properly-packaged,
delonghi-cooked-pretty, this-stunning-slice, beautifully-i-highly,
perfection-!-i, an-excellent-performer, beautiful-shape-!,
your-cooking-equipment, *-highly-recommend

ACAN-KL

totally-useless-and, rice-also-disappointing, be-such-shoddy,
flatware-is-unusable, misleading-advertising-i,
waste-of-time, poorly-made-expensive, were-very-dull,
makes-weak-coffee, was-sorely-disappointed

dishwasher-nonstick-!, beautifully-get-a, this-stunning-slice,
!-happy-holidays, look-wonderful-and, beautifully-i-highly,
month-i-!, excellent-addition-to,
*-highly-recommend, grilled-meats-and

DAS

was-very-disappointing, shoddy-junk-garbage, totally-useless-and,
thermometer-very-disappointing, disappointing-coffee-maker,
by-flimsy-brittle, do-not-waste, waste-of-time,
very-disappointing-and, be-lukewarm-disgusting

makes-wonderful-tasting, this-beautiful-pan, is-an-excellent,
sophisticated-gorgeous-retro, is-highly-recommend, awesome-!-!,
makes-great-coffee, and-versatile-pan,
also-highly-recommend, it-is-great

ACAN

kettle-was-leaking, totally-useless-and, rice-also-disappointing,
flatware-is-unusable, was-sorely-disappointed, waste-of-money
flat-crooked-ugly, is-no-metal,
now-basically-worthless, makes-weak-coffee

sophisticated-gorgeous-retro,great-hot-drinks, it-a-learning,
!-happy-holidays, great-grilled-sandwiches, !-highly-recommend,
it-toasts-beautifully, look-wonderful-and,
excellent-addition-to, nonstick-!-you

Table 3: Comparison of the top trigrams chosen from 10 most related CNN filters learned on the task B → K. The
entire table contains the results achieved by the variants of our method. * denotes a padding. The domain-specific
words are in bold.

Method Negative Sentiment Positive Sentiment

Baseline

beyond-is-badly, such-gross-audio, returning-for-the,
poorly-executed-poorly, director-john-ford, is-so-disappointing,
does-not-work, is-a-disappointment,
lighting-poor-directing, pathetic-remake-from

hip-hop-dvd, combines-multiple-genres,
the-most-amazing, very-good-price, stylish-photography,
best-performances-since, amazing-!-the, lasting-and-unique,
accomplished-and-dedicated, loves-being-able

ACAN-KL

return-an-even, such-gross-audio, star-hollywood-material,
poorly-executed-poorly, does-not-work,
a-complete-failure, is-a-disappointment, pathetic-remake-from,
waste-of-money, failed-miserably-alyson

beautifully-classic-comedy, adult-who-enjoys, i-bought-loves,
the-most-acclaimed, combines-multiple-genres, very-good-price,
’s-memorable-entrance, great-and-splendid,
acclaimed-romantic-comedies, stylish-photography-and

DAS

release-the-movie, a-total-waste, dodging-bullets-and,
incompetent-direction-by, is-absolutely-horrible,
very-disappointing-once, is-pretty-pathetic, was-a-waste
awful-the-ending, pathetic-remake-from

entertaining-and-inspirational, truly-enjoy-it, an-amazing-artist,
superb-production-and, very-good-price, fantastic-film-!,
best-performance-since, perfect-love-on,
amazing-film-from, and-fascinating-documentaries

ACAN

unfunny-overrated-movie, of-gross-caricature, was-a-waste,
pathetic-remake-from, poorly-executed-poorly, was-awful-from,
directing-poor-writing, is-a-disappointment,
disgusting-badly-written, tasteless-unoriginal-drivel

combines-multiple-genres, very-good-price, are-great-featuring,
accomplished-and-dedicated, great-performance-tongue,
’s-stylish-photography, is-my-favourite, family-classics-action
the-most-amazing, fantastic-action-picture

Table 4: Comparison of the top trigrams chosen from 10 most related CNN filters learned on the task K → D. The
entire table contains the results achieved by the variants of our method. * denotes a padding. The domain-specific
words are in bold.

Source 

Target

Maximize Discrepancy Minimize DiscrepancyRegularization

Target Cluster 
Decision Boundary

Adversarial Training 

Figure 6: The detail of changes in decision boundaries and data distribution during the network training process.
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Figure 7: Visualization by applying principal component analysis to the representation of source training data and
target testing data produced by ACAN-KL (left) and ACAN (right) for B→E task. The red, blue, green, and black
points denote the source positive, source negative, target positive, and target negative examples correspondingly.

Figure 8: Visualization by applying principal component analysis to the representation of source training data and
target testing data produced by ACAN-KL (left) and ACAN (right) for B→K task. The red, blue, green, and black
points denote the source positive, source negative, target positive, and target negative examples correspondingly.
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Abstract

Opinion target extraction and opinion words
extraction are two fundamental subtasks in As-
pect Based Sentiment Analysis (ABSA). Re-
cently, many methods have made progress on
these two tasks. However, few works aim at
extracting opinion targets and opinion words
as pairs. In this paper, we propose a novel
sequence labeling subtask for ABSA named
TOWE (Target-oriented Opinion Words Ex-
traction), which aims at extracting the corre-
sponding opinion words for a given opinion
target. A target-fused sequence labeling neu-
ral network model is designed to perform this
task. The opinion target information is well
encoded into context by an Inward-Outward
LSTM. Then left and right contexts of the opin-
ion target and the global context are combined
to find the corresponding opinion words. We
build four datasets for TOWE based on several
popular ABSA benchmarks from laptop and
restaurant reviews. The experimental results
show that our proposed model outperforms the
other compared methods significantly. We be-
lieve that our work may not only be helpful for
downstream sentiment analysis task, but can
also be used for pair-wise opinion summariza-
tion.

1 Introduction

Sentiment analysis, also known as opinion min-
ing (Pang and Lee, 2007; Liu, 2012), has drawn
increasing attention of researchers and industries
in recent years. It can provide valuable information
from user-generated reviews. However, sentiment
analysis at sentence level or document level some-
times cannot provide more detailed information,
thus a finer-grained task, Aspect-Based Sentiment
Analysis (ABSA) (Pontiki et al., 2014), is proposed
to identify the opinions of a specific target or aspect

∗Corresponding author.

Review:
“My friends and I were on vacation in NY and was referred 
to Chance by a friend. I found the food to be outstanding, 
particularly the salmon dish I had. I also ordered the Change 
Mojito, which was out of this world. My friends settled for 
rice dishes, but we came back the following day to try the 
dim sum, which was not outstanding, but good. We ate out in 
the back patio, which is worth it as it's cool and the music is 
hear well there. Overall, excellent restaurant!”

The list of extracted targets and opinion words as pairs:
• food : [outstanding]
• salmon dish : [outstanding]
• Change Mojito : [out of this world]
• dim sum : [not outstanding, good]
• back patio : [worth, cool]
• music : [hear well]
• restaurant : [excellent]

Figure 1: The upper part is a restaurant review and the
lower part shows the pairs of extracted opinion targets
(in red) and opinion words (in blue).

in reviews. ABSA consists of multiple subtasks in-
cluding aspect category detection, opinion target
extraction, aspect level sentiment classification etc.
Opinion target extraction (OTE) and opinion words
extraction (OWE) are two such fundamental sub-
tasks. Opinion targets, sometimes called aspect
terms, are the words or phrases in the sentence rep-
resenting features or entities towards which users
show attitude. Opinion words (or opinion terms)
refer to those terms used to express attitude explic-
itly. For example, in the sentence “The menu is
limited but almost all of the dishes are excellent.”,
the words “menu” and “dishes” are two opinion
targets, and the words “limited” and “excellent” are
opinion words. More examples can be found in the
upper part of Figure 1.

Recently, a great number of works based on neu-
ral networks have been done on these two sub-
tasks (Liu et al., 2015; Poria et al., 2016; Xu et al.,
2018). Furthermore, some works also integrate the
two subtasks into a multi-task learning architec-
ture to extract them jointly, which achieves great
progress on both subtasks (Wang et al., 2016, 2017;
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Li and Lam, 2017). However, the extracted opin-
ion targets and opinion words are not in pairs
and the correspondence is not extracted. For in-
stance, in the example sentence, 〈menu:limited〉
and 〈dishes:excellent〉 are two opinion pairs. Ob-
viously, extracting them as pairs is significant for
ABSA. Additionally, in Figure 1, the list of pairs ex-
tracted from the example review can be considered
to be an extractive pair-wise opinion summariza-
tion.

Considering the significance of the pairs in re-
views and promising results of targets extraction
in previous works, in this paper, we propose a new
subtask for ABSA named TOWE (Target-oriented
Opinion Words Extraction). Given a review and a
target in the review, the objective of TOWE is to
extract the corresponding opinion words describ-
ing or evaluating the target from the review. Then,
TOWE can form pairs of the given target and its
corresponding opinion words.

Motivated by the success of neural networks in
natural language processing, we design a powerful
sequence labeling neural network model to per-
form TOWE. The task TOWE aims to extract the
target-oriented opinion terms. In the same review,
for different targets, the model needs to output dif-
ferent results. Therefore, a core challenge is the
learning of target-specific context representations.
We design a neural encoder to incorporate target in-
formation and generate the target-fused context. To
be specific, we propose an Inward-Outward LSTM
to pass target information to the left context and
the right context of the target respectively. Then
we combine the left, right and global context to
encode the sentence and make sequence labeling.
It is essential and reasonable to formulate TOWE
as a sequence labeling task because some opinion
terms include several words and one opinion target
may correspond to multiple opinion terms. We try
two different decoding strategies in the experiment.

Our main contributions are summarized as fol-
lows:

• We propose a sequence labeling subtask
for ABSA: TOWE (Target-oriented Opinion
Words Extraction), which can offer assistance
and interpretability for downstream tasks in
ABSA.

• We design a novel sequence labeling neural
network model to perform TOWE. It can gen-
erate target-specific context representations
for different targets in the same review.

• We build four datasets from different domains
serving as a benchmark for future works.
We conduct extensive experiments on these
datasets, and the results show that our model
could significantly exceed a variety of base-
lines.

We release the datasets and our source code at
https://github.com/NJUNLP/TOWE

2 Related works

A lot of works have been carried out for Opin-
ion Targets Extraction. Traditional methods can
be categorized into unsupervised/semi-supervised
methods (Hu and Liu, 2004; Zhuang et al., 2006;
Qiu et al., 2011) and supervised methods (Jakob
and Gurevych, 2010; Shu et al., 2017). Recently,
deep learning methods have also made progress in
this task. Liu et al. (2015) apply a recurrent neu-
ral network with pre-trained word emebddings to
solve this task. Yin et al. (2016) exploit a CRF with
dependency-paths enhanced word embeddings for
aspect term extraction. Poria et al. (2016) use a
deep convolutional neural network (CNN) and Xu
et al. (2018) propose a CNN model with double
embeddings.

Some works extract the targets and opinion
words jointly as a co-extraction strategy. Qiu
et al. (2011) propose double propagation to ex-
pand opinion targets and opinion words lists in a
bootstrapping way. Liu et al.(2013) extract the tar-
gets and opinion words jointly with modeling the
relation from a statistical word alignment model.
This co-extraction strategy can also be adopted in
neural networks with multi-task learning (Wang
et al., 2016, 2017; Li and Lam, 2017). However, in
all these works, the extracted targets and opinion
words are separated.

In the literature, only a few works discussed
opinion pairs. Hu and Liu (2004) use the distance
information and recognize the nearest adjective of
target as the opinion words. Zhuang et al. (2006)
utilize lexicons and human-built word lists to ex-
tract the targets and opinion words in the corpus,
and then identify valid feature-opinion pairs with
syntactic rule templates based on dependency pars-
ing trees. However, these two methods heavily
depend on the external resources such as parsers or
lexicons and the performance of these approaches
relies on the quality of parsing result. By con-
trast, our model is a purely data-driven supervised
learning method and does not need any external
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linguistic knowledge, lexicons or handcrafted tem-
plates. Moreover, in these two methods, the pro-
cess of detecting opinion words and the process
of discovering correspondence is separated into
two tasks, which suffers from error propagation.
Our model for TOWE aims at detecting the corre-
sponding opinion words in one step with sequence
labeling.

3 Our Methods

3.1 Task Formulation

Given a sentence s = {w1, w2, . . . , wi, . . . , wn}
consisting of n words, and a opinion target t in the
sentence, the task is to make sequence labelling on
the sentence to extract the target-oriented opinion
words. We use the BIO tagging scheme (Ramshaw
and Marcus, 1995) on this task. For each word
wi in the sentence s, it should be tagged as yi ∈
{B, I,O} (B: Beginning, I: Inside, O: Others).

For example, for different opinion targets, the
sentence “Waiters are very friendly and the pasta
is out of this world .” is tagged in wi/yi style as
follows:

1. Waiters/O are/O very/O [friendly/B] and/O
the/O pasta/O is/O out/O of/O this/O world/O ./O
(Given opinion target: waiter, extract “friendly” as
corresponding opinion word).

2. Waiters/O are/O very/O friendly/O and/O
the/O pasta/O is/O [out/B of/I this/I world/I] ./O
(Given Opinion target: pasta, extract “out of this
world” as corresponding opinion words).

3.2 Framework

Figure 2 shows the framework of our methods,
which follows an encoder-decoder architecture. We
propose a target-fused encoder to incorporate the
target information into context and learn target-
specific context representations, then pass them to
the decoder for sequence labeling. In the target-
fused encoder, we first use an Inward-Outward
LSTM to model the left context and right context
of the target, then combine them with the global
context. In the decoder, we can adopt two different
decoding strategies. We present the details of each
component in the following sections.

3.3 Target-Fused Encoder

We first generate the input vectors for each word
by using a embedding lookup table L ∈ Rd×|V |,
where d is the embedding dimension and |V | is the
vocabulary size. The embedding lookup table will

map s = {w1, w2, . . . , wt, . . . , wn} to a sequence
of vectors {e1, e2, · · · , ei, . . . , en} as words repre-
sentations where ei ∈ Rd.

Typically, neural sequence labeling models use
recurrent neural networks, such as LSTM (Hochre-
iter and Schmidhuber, 1997) or BiLSTM, to model
the sentence. However, merely using BiLSTM
to model the whole sentence is totally target-
independent. For the different target terms in the
same sentence, BiLSTM outputs equal representa-
tion and cannot generate target-specific results.

As mentioned before, the core challenge of
TOWE is the learning of target-specific context
representations. It is evident that different targets
have different positions in the sentence and thus
different contexts. So, we first split the sentence
into three segments: left context {w1, w2, · · · , wl},
target term {wl+1, · · · , wr−1} and right context
{wr, · · · , wn} and left and right contexts are target-
specific.We use a left LSTM to model the left con-
text plus target and a right LSTM to model the
target plus right context respectively. In this way
the target-specific contexts could generate target-
specific context representations. However, the di-
rection of the two LSTMs is a crucial problem.

3.3.1 Inward-LSTM
We can use a simple strategy called Inward-LSTM,
which follows the design of TD-LSTM (Tang et al.,
2016). As Figure 2 shows, Inward-LSTM runs
the two LSTMs from the two ends of the sentence
to the middle target respectively. It runs the left
LSTM from the first word to opinion target as a
forward-LSTM and a right LSTM from the last
word to the opinion target as a backward-LSTM,
so we call it as Inward. This is a process of passing
the context to target. We obtain left context rep-
resentations HL and right context representations
HR as follows:

hL
i =
−−−−→
LSTM(hL

i−1, ei),∀i ∈ [1, · · · , r − 1] , (1)

hR
i =
←−−−−
LSTM(hR

i+1, ei), ∀i ∈ [l + 1, · · · , n] . (2)

It is obvious that the words of opinion target
{wl+1, · · · , wr−1} are represented twice in the left
LSTM and right LSTM. We simply average the
two representations for the same word to get the
representation of target words:

hLR
i =

(hL
i + hR

i )

2
, ∀i ∈ [l + 1, · · · , r − 1] . (3)

Then the context representation is: HI =
{hL

1 , · · · ,hL
l ,h

LR
l+1, · · · ,hLR

r−1,h
R
r , · · · ,hR

n} .
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 wonderful  but the battery life is short
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r
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Left context Target term Right context

Figure 2: The framework of our method. The subfigure on the right side is an illustration for averaging the hidden
states of the Opinion Target.

3.3.2 Outward-LSTM
Although passing contexts to the target in Inward-
LSTM is a good strategy for encoding whole sen-
tence representation, only using this strategy is not
enough for TOWE because the target information
is not passed to the left and right context. For ex-
ample, in the sentence “I found the food to be out-
standing.”, the opinion target is “food”, the Inward-
LSTM will first model “outstanding” and then
model “food”. The representation of “outstanding”
does not contain the information of “food”.

To solve this problem, we design a novel strat-
egy specifically for TOWE, i.e., Outward-LSTM.
The idea of the Outward-LSTM is to pass the tar-
get to the context, which we believe is a better
choice. As Figure 2 shows, the Outward-LSTM
starts two LSTMs from the target in the middle
and run towards the both ends of the sentence,
which means the left LSTM is a backward LSTM
and the right LSTM is a forward LSTM. We av-
erage the duplicate target hidden states and get
the target-fused context representations HO =
{hL

1 , · · · ,hL
l ,h

LR
l+1, · · · ,hLR

r−1,h
R
r , · · · ,hR

n}:

hL
i =
←−−−−
LSTM(hL

i+1, ei),∀i ∈ [1, · · · , r − 1] , (4)

hR
i =
−−−−→
LSTM(hR

i−1, ei),∀i ∈ [l + 1, · · · , n] , (5)

hLR
i =

(hL
i + hR

i )

2
,∀i ∈ [l + 1, · · · , r − 1] . (6)

This concise and reasonable strategy can solve
the problems remaining in the Inward-LSTM. As

we start the LSTM from the target, the target’s in-
formation is fused into each word in the sentence.
Also, the Outward-LSTM ensures that for differ-
ent targets each word has different representations.
Take the sentence “Its camera is wonderful but the
battery life is short !” as an example. For target

“camera” or “battery life”, the target-fused represen-
tations for “short” are different and can generate
target-specific results.

3.3.3 IO-LSTM
We can combine the both strategy and adopt an
Inward-Outward LSTM (IO-LSTM). IO-LSTM
concatenates the outputs of Outward-LSTM and
Inward-LSTM. The output of Outward-LSTM is
crucial for incorporating target information into
context, while the Inwards-LSTM is included so
they can complement each other and act as a Target-
specific Bidirectional LSTM. The target-fused con-
text representations are denoted as HIO:

hIO
i =

[
hI
i;h

O
i

]
. (7)

3.3.4 IOG: IO-LSTM + Global context
To extract the target-oriented opinion words, only
considering the context of each side in isolation
is not enough. The left context and right context
in the IO-LSTM are separated, and the left LSTM
and right LSTM only share the opinion target. It is
important to understand the global meaning of the
whole sentence while detecting the opinion words
on the left and right context. So we introduce the
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global context to further improve the IO-LSTM.
We use a BiLSTM to model the whole sentence
embeddings e = {e1, e2, · · · , ei, . . . , en} and ob-
tain global contextualized representation HG as
follows:

hG
i =

[−→
hi;
←−
hi

]
, (8)

−→
h i = LSTM(

−→
h i−1, ei) , (9)

←−
h i = LSTM(

←−
h i+1, ei) . (10)

Then we combine left-right contexts from IO-
LSTM and global context, as shown in Figure 2.
This enables us to obtain the final target-specific
contextualized representation r for each word:

ri =
[
hIO
i ;hG

i

]
. (11)

The final representation r is fused with both target
information and global context information, which
can be passed to the decoder for sequence labeling.

3.4 Decoder and Training
Given a sequential representation r, we can use r to
compute p(y|r) where y = {y1, · · · , yn} are BIO-
label sequence for the sentence and yi ∈ {B, I,O}.
Two different decoding policies can be adopted.

3.4.1 Greedy decoding
The first is greedy decoding, formulated as a three-
class classification problem at each position inde-
pendently. We use softmax to compute the proba-
bility:

p(yi|ri) = softmax (Wsri + bs) . (12)

Greedy decoding just simply selects the tag with
highest point-wise probability. It does not consider
the dependencies between tags but runs faster. We
use the negative log likelihood (NLL) as the loss
for one sentence:

L(s) = −
n∑

i=1

3∑

k=1

I(yi = k) log p(yi = k|wi) .

(13)

3.4.2 CRF
The second decoding method is to use Conditional
Random Field (CRF) (Lafferty et al., 2001). CRF
considers the correlations between tags in neigh-
borhoods and score the whole sequence of tags.
Specifically, we use a linear-chain CRF and score
the tag sequence as conditional probability:

p(y|r) = exp(s(r,y))∑
y′∈Y exp(s(r,y′))

, (14)

where Y is the set of all possible tag sequences
and s(r,y)) =

∑n
i (Ayi−1,yi +Pi,yi) is the score

function. Ayi−1,yi measures the transition score
from yi−1 to yi and Pi = Wsri + bs. So we use
negative log likehood as the loss of the sentence:

L(s) = − log p(y|r) . (15)

When given a new sentence for decoding, we will
output the tag sequence that maximizes the condi-
tional probability with Viterbi algorithm.

Finally, we minimize the loss for training:

J(θ) =

|D|∑

s

L(s) . (16)

4 Experiments

4.1 Datasets
We build the datasets based on the SemEval chal-
lenge 2014 Task4, SemEval Challenge 2015 task 12
and SemEval Challenge 2016 task 5 (Pontiki et al.,
2014, 2015, 2016). The SemEval challenge pro-
vides several datasets from restaurant and laptop do-
main. These datasets are very popular benchmarks
for many ABSA subtasks, including Aspect cate-
gory detection, Opinion Target Extraction, Opinion
Words Extraction and Target-Dependent Sentiment
Analysis (TDSA).

In the original datasets of SemEval challenge,
the opinion targets (aspect terms) are annotated,
but the opinion words and the correspondence with
targets are not provided. So we annotate the corre-
sponding opinion words for the annotated targets.
Every sentence is annotated by two people, and
the conflicts will be checked. Each instance of the
datasets consists of a sentence, the position of the
target and the positions of the corresponding opin-
ion words. Note that we only keep the sentences
that contain pairs of target and opinion words. The
sentences without targets or with implicit opinion
expressions are not included.

Finally, we generate four datasets: 14res and
14lap from SemEval 2014, 15res from SemEval
2015 and 16res from SemEval 2016. 14res, 15res,
and 16res contain reviews from restaurant domain.
The sentences in 14lap come from laptop domain.
The statistics of the four datasets is shown in Ta-
ble 1.

4.2 Settings
In our experiments, we initialize word embedding
vectors with 300-dimension GloVe vectors which
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Dataset #sentences #targets

14res Training 1627 2643
Testing 500 865

14lap Training 1158 1634
Testing 343 482

15res Training 754 1076
Testing 325 436

16res Training 1079 1512
Testing 329 457

Table 1: Statistics of datasets. The number of targets is
identical to the number of pairs and instances

are pre-trained on unlabeled data of 840 billion
tokens (Pennington et al., 2014). The word em-
beddings are fixed and not fine-tuned during the
training stage. The dimension of hidden states in
all the LSTM cell is set as 200. Adam (Kingma
and Ba, 2015) is chosen as the optimization method
with the default setting in the original paper. We
randomly split 20% of the train set as dev set for
tunning the hyperparameters and early stopping.
Then we test the models on testing sets and the
average result of five runs is reported.

4.3 Evaluation Metrics

Precision, recall and F1 score are used as the met-
rics to measure the performance of models. An
extracted opinion words span is regarded as a cor-
rect prediction when the starting and ending offset
of the predicted span are both identical to those of a
golden opinion words span. We compute Precision,
Recall and F1 with the span as the unit.

4.4 Compared Methods

Since we are the first to study this sequence labeling
task, there is no available sequence labeling model
in the literature to be compared. Although there
are a number of complicated models in TDSA, the
task is different. Those TDSA models focus on
sentence-level representations for sentiment clas-
sification, while for TOWE the representation on
token-level representations is more crucial. Simply
transferring the TDSA models for TOWE is not
suitable.

Except for two rule-based methods, we can only
design and implement the baselines for TOWE our-
selves. Our final model is the IOG encoder with a
greedy decoding strategy. We compare it with the
following baselines:

• Distance-rule: Hu and Liu(2004) use the dis-
tance and POS tags to determine the opinion
words. Following this idea, we first use the
nltk toolkit to make part-of-speech tagging

on each word and select the nearest adjective
from the target as the corresponding opinion
word.

• Dependecy-rule: We adopt the strategies pro-
posed in (Zhuang et al., 2006) which uses
dependency-tree based templates to identify
opinion pairs. The POS tag of opinion targets
and opinion words and the dependency path
between them in the training set are recorded
as rule templates.1 The high-frequency de-
pendency templates are used for detecting the
related opinion words in the testing set.

• LSTM/BiLSTM: This method is an
LSTM/BiLSTM network built on top of
word embeddings proposed by (Liu et al.,
2015). We pass the whole sentence into
the LSTM/BiLSTM and each hidden state
is fed to a softmax layer for three-class
classification, which works as sentence-level
opinion words extraction.

• Pipeline: This method combines BiLSTM
and Distance-rule method in a pipelined way.
We first train a sentence-level opinion words
extraction model with BiLSTM and extract all
the opinion words in the test sentences; then
we select the closest extracted opinion words
of the target as the result.

• Target-Concatenated BiLSTM (TC-
BiLSTM): This method incorporates the
target information into sentence by concate-
nation. A target vector is obtained by the
average pooling of target word embeddings.
The word representation at each position
is the concatenation of word embedding
and target vector, which is then fed into a
BiLSTM for sequence labeling.

4.5 Results and Discussion
The main results can be found in Table 2. Note that
all the neural models in Table 2 adopt greedy decod-
ing. The performance of Distance-rule method is
not satisfactory and the worst among all the meth-
ods; its recall score is especially low. IOG ob-
tains an F1 score with a greater-than 30% improve-
ment over the Distance-rule method. Dependency-
rule method obtains a general improvement than
Distance-rule, but it was still lower than the below
sequence-labeling based methods. This reveals the

1We use the parsers in spaCy: https://spacy.io
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Models
14res 14lap 15res 16res

P R F1 P R F1 P R F1 P R F1
Distance-rule 58.39 43.59 49.92 50.13 33.86 40.42 54.12 39.96 45.97 61.90 44.57 51.83

Dependency-rule 64.57 52.72 58.04 45.09 31.57 37.14 65.49 48.88 55.98 76.03 56.19 64.62
Pipeline 77.72 62.33 69.18 72.58 56.97 63.83 74.75 60.65 66.97 81.46 67.81 74.01
LSTM 52.64 65.47 58.34 55.71 57.53 56.52 57.27 60.69 58.93 62.46 68.72 65.33

BiLSTM 58.34 61.73 59.95 64.52 61.45 62.71 60.46 63.65 62.00 68.68 70.51 69.57
TC-BiLSTM 67.65 67.67 67.61 62.45 60.14 61.21 66.06 60.16 62.94 73.46 72.88 73.10

IOG 82.85 77.38 80.02 73.24 69.63 71.35 76.06 70.71 73.25 85.25 78.51 81.69

Table 2: Main Results in terms of Precsion, Recall and F1-score. Best results are in bold. IOG outperms all the
baselines significantly (p < 0.01).

Models
14res 14lap 15res 16res

P R F1 P R F1 P R F1 P R F1
Inward-LSTM 53.64 70.06 60.67 55.49 54.96 55.18 53.84 68.60 60.32 66.46 73.83 69.92

Outward-LSTM 81.08 73.65 77.17 70.34 64.90 67.48 74.18 65.60 69.62 81.12 77.68 79.35
IO-LSTM 82.09 75.44 78.62 72.90 66.49 69.51 74.71 67.22 70.74 83.31 78.67 80.91

IOG 82.85 77.38 80.02 73.24 69.63 71.35 76.06 70.71 73.25 85.25 78.51 81.69
IOG + CRF 82.97 77.73 80.24 74.19 68.96 71.39 75.50 71.68 73.51 84.41 79.43 81.84

Table 3: Comparisions for different model design in terms of Precsion, Recall and F1-score.

lack of robustness in rule-based approaches. The
error propagation from syntactic parsers is also a
reason for poor performance.

The Pipeline model performs much better than
rule-based methods, obtaining an especially high
precision, showing that machine-learning methods
can obtain better opinion words extraction. How-
ever, pipeline model is still not ideal, and the F1-
score is approximately 10% lower than our pro-
posed model in several datasets. This reflects that
the distance information is not sufficient for detect-
ing target-oriented opinion words while IOG could
better handle long distance dependency problem.
Also, this strategy cannot solve the cases where one
target corresponds to more than one opinion term.
It also suffers from error propagation.

LSTM and BiLSTM are both target-independent
leading to low precision, and their performance is
even worse than pipeline method. IOG outperforms
BiLSTM by about 15% averagely, which indicates
the target information should be included.

TC-BiLSTM includes the target information by
concatenation and obtains better general perfor-
mance than LSTM and BiLSTM. However, TC-
BiLSTM is still over 10% lower than IOG and is
slightly inferior to Pipeline, showing that the con-
catenation is not a good way to incorporate the
target information for TOWE. We believe that the
problem is that the concatenated target may inter-
fere with the other targets in the same sentence.

IOG achieves the best performance on all

datasets from different domains compared to both
the rule-based methods and neural models. We can
conclude that IOG can learn target-specific repre-
sentations more effectively and can better capture
the correspondence between targets and opinion
words.

4.6 Model Analysis
To compare the different design of our model and
provide more compared models, we also report the
results of the variants of our models in Table 3.

• Inward-LSTM: HI computed from (1), (2),
(3) are fed to the greedy decoder for sequence
labeling.

• Outward-LSTM: HO computed from (4),
(5), (6) are fed for greedy decoding

• IO-LSTM: Combining Inwards-LSTM and
Outwards-LSTM, HIO is obtained by concate-
nation of HI and HO in (7), which is then
used for greedy decoding.

• IOG+CRF: Passing the representations r in
IOG to a CRF decoder.

The performance of Inward-LSTM is inferior,
similar to the target-independent BiLSTM. This
demonstrates that only passing the context to target
is similar to not considering the target information
owing to the problems we discussed before.

The F1-score of Outward-LSTM exceeds that of
the Inward-LSTM by more than 10%. This shows
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Sentence Distance-rule Dependency rule Pipeline BiLSTM TC-BiLSTM IOG
The bread is top notch as well . top% NULL% top notch! top notch! NULL% top notch!

BEST spicy tuna roll, great asian salad . asian% “great”, ”asian”% great! asian% “BEST”, ”great”% great!
I love the drinks , esp lychee martini ,

and the food is also VERY good .
lyche% love! love! “love”,“good”% “love”,“good”% love!

Food was decent , but not great . decent% “decent”, “great”% decent%
“decent”,

“not great”
! decent%

“decent”,
“not great”

!

The food was excellent -
authentic Italian cuisine made absolutely fresh .

excellent! NULL% excellent! excellent! “excellent”, “fresh”% excellent!

The food was excellent -
authentic Italian cuisine made absolutely fresh .

Italian% “authentic”, “Italian ”% authentic% excellent%
“authentic”,

“excellent ”, “fresh”
% “authentic”, “fresh”!

Table 4: Examples for the extracted result, the target terms are in red and the golden corresponding opinion words
are in blue.

that passing target into context is a better choice
and learning the target-specific word representa-
tions is crucial. In fact, Outward-LSTM has already
outperformed all the previous baselines, which in-
dicates that this is a really good design for TOWE.
IO-LSTM which combine the Inward and Outward
is slightly better than Outward-LSTM, showing
that Inward-LSTM can still provide supplementary
information for Outward-LSTM. Through combin-
ing global context with IO-LSTM as IOG model,
we roughly obtain a further 1% improvement.

We also test our model with a linear Conditional-
Random-Field as the decoder. CRF considers the
label dependencies. It can be observed that IOG
with CRF obtains a slight improvement.

4.7 Case Study

To demonstrate the effectiveness of our model, we
pick some examples in the test dataset in 14res and
show the extracted results of different models.

In the first sentence, since the Distance-rule can-
not extract phrases, the extraction it makes is in-
correct. In addition, merely selecting the nearest
adjective using the Distance-rule approach does
not enable coverage in all cases, as shown in the
second and third sentence (e.g., the “asian” and

“lyche”). Dependency-rule in some cases fails to ex-
tract any word owing to the error of parser and no
template to match. Pipeline method has the prob-
lem that it cannot handle the cases that one target
corresponds to multiple opinion terms (e.g., “not
great” is not extracted in the fourth sentence). The
drawback of BiLSTM is that it does not include
target information, so it extracts both “love” and

“good” in the third sentence while only “love” is
the corresponding opinion word for “drinks”. Al-
though TC-BiLSTM is a target-specific model, it
tends to extract irrelevant opinion words because
of the interference from concatenation. In the last
two rows of Table 4, we show the same sentence
with two different targets and only IOG does not

make mistakes for both targets. IOG outputs the
correct results for all the sentences in the table.

5 Conclusion and Future Works

In this paper, we propose a novel subtask for aspect-
based sentiment analysis: Target-oriented Opinion
Words Extraction (TOWE) which aims at extract-
ing the corresponding opinion words for a given
opinion target. We design a novel neural model
IOG to solve this task. IOG can effectively encode
target information into left and right context respec-
tively. Then we combine the left and right context
of the opinion target and global context for extract-
ing the corresponding opinion word in the decoder.
We contribute four datasets based on several bench-
marks. The experimental results demonstrate that
our model achieves the best performance across all
the datasets from different domains.

In future works, TOWE could be utilized to fur-
ther improve the performance on downstream sen-
timent analysis tasks with building a more inter-
pretable model, such as enhanced-feature or multi-
task learning. In addition, an end-to-end opinion
extractive summary method without given golden
targets is also a future work.
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Abstract

We address the problem of abstractive summa-
rization in two directions: proposing a novel
dataset and a new model. First, we col-
lect Reddit TIFU dataset, consisting of 120K
posts from the online discussion forum Red-
dit. We use such informal crowd-generated
posts as text source, in contrast with exist-
ing datasets that mostly use formal documents
as source such as news articles. Thus, our
dataset could less suffer from some biases
that key sentences usually locate at the be-
ginning of the text and favorable summary
candidates are already inside the text in sim-
ilar forms. Second, we propose a novel ab-
stractive summarization model named multi-
level memory networks (MMN), equipped
with multi-level memory to store the informa-
tion of text from different levels of abstraction.
With quantitative evaluation and user stud-
ies via Amazon Mechanical Turk, we show
the Reddit TIFU dataset is highly abstrac-
tive and the MMN outperforms the state-of-
the-art summarization models. The code and
dataset are available at http://vision.
snu.ac.kr/projects/reddit-tifu.

1 Introduction

Abstractive summarization methods have been un-
der intensive study, yet they often suffer from in-
ferior performance compared to extractive meth-
ods (Allahyari et al., 2017; Nallapati et al., 2017;
See et al., 2017). Admittedly, by task defini-
tion, abstractive summarization is more challeng-
ing than extractive summarization. However, we
argue that such inferior performance is partly due
to some biases of existing summarization datasets.
The source text of most datasets (Over et al., 2007;
Hermann et al., 2015; Cohan et al., 2018; Grusky
et al., 2018; Narayan et al., 2018a) originates from
formal documents such as news articles, which
have some structural patterns of which extractive

methods better take advantage.
In formal documents, there could be a strong

tendency that key sentences locate at the begin-
ning of the text and favorable summary candi-
dates are already inside the text in similar forms.
Hence, summarization methods could generate
good summaries by simply memorizing keywords
or phrases from particular locations of the text.
Moreover, if abstractive methods are trained on
these datasets, they may not show much abstrac-
tion (See et al., 2017), because they are implicitly
forced to learn structural patterns (Kedzie et al.,
2018). Grusky et al. (2018) and Narayan et al.
(2018a) recently report similar extractive bias in
existing datasets. They alleviate this bias by col-
lecting articles from diverse news publications or
regarding intro sentences as gold summary.

Different from previous approaches, we pro-
pose to alleviate such bias issue by changing the
source of summarization dataset. We exploit user-
generated posts from the online discussion forum
Reddit, especially TIFU subreddit, which are
more casual and conversational than news articles.
We observe that the source text in Reddit does
not follow strict formatting and disallows models
to simply rely on locational biases for summariza-
tion. Moreover, the passages rarely contain sen-
tences that are nearly identical to the gold sum-
mary. Our new large-scale dataset for abstrac-
tive summarization named as Reddit TIFU con-
tains 122,933 pairs of an online post as source text
and its corresponding long or short summary sen-
tence. These posts are written by many different
users, but each pair of post and summary is cre-
ated by the same user.

Another key contribution of this work is to pro-
pose a novel memory network model named multi-
level memory networks (MMN). Our model is
equipped with multi-level memory networks, stor-
ing the information of source text from different
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levels of abstraction (i.e. word-level, sentence-
level, paragraph-level and document-level). This
design is motivated by that abstractive summariza-
tion is highly challenging and requires not only to
understand the whole document, but also to find
salient words, phrases and sentences. Our model
can sequentially read such multiple levels of infor-
mation to generate a good summary sentence.

Most abstractive summarization methods (See
et al., 2017; Li et al., 2017; Zhou et al., 2017; Liu
et al., 2018; Cohan et al., 2018; Paulus et al., 2018)
employ sequence-to-sequence (seq2seq) models
(Sutskever et al., 2014) where an RNN encoder
embeds an input document and another RNN
decodes a summary sentence. Our MMN has
two major advantages over seq2seq-based mod-
els. First, RNNs accumulate information in a few
fixed-length memories at every step regardless of
the length of an input sequence, and thus may
fail to utilize far-distant information due to van-
ishing gradient. It is more critical in summariza-
tion tasks, since input text is usually very long
(>300 words). On the other hand, our convolu-
tional memory explicitly captures long-term infor-
mation. Second, RNNs cannot build representa-
tions of different ranges, since hidden states are
sequentially connected over the whole sequence.
This still holds even with hierarchical RNNs that
can learn multiple levels of representation. In con-
trast, our model exploits a set of convolution op-
erations with different receptive fields; hence, it
can build representations of not only multiple lev-
els but also multiple ranges (e.g. sentences, para-
graphs, and the whole document).

Our experimental results show that the proposed
MMN model improves abstractive summarization
performance on both our new Reddit TIFU and ex-
isting Newsroom-Abs (Grusky et al., 2018) and
XSum (Narayan et al., 2018a) datasets. It out-
performs several state-of-the-art abstractive mod-
els with seq2seq architecture such as (See et al.,
2017; Zhou et al., 2017; Li et al., 2017). We eval-
uate with quantitative language metrics (e.g. per-
plexity and ROUGE (Lin, 2004)) and user studies
via Amazon Mechanical Turk (AMT).

The contributions of this work are as follows.

1. We newly collect a large-scale abstractive
summarization dataset named Reddit TIFU.
As far as we know, our work is the first to
use non-formal text for abstractive summa-
rization.

2. We propose a novel model named multi-level
memory networks (MMN). To the best of our
knowledge, our model is the first attempt to
leverage memory networks for the abstrac-
tive summarization. We discuss the unique
updates of the MMN over existing memory
networks in Section 2.

3. With quantitative evaluation and user studies
via AMT, we show that our model outper-
forms state-of-the-art abstractive summariza-
tion methods on both Reddit TIFU, News-
room abstractive subset and XSum dataset.

2 Related Work

Our work can be uniquely positioned in the con-
text of the following three topics.

Neural Abstractive Summarization. Many
deep neural network models have been proposed
for abstractive summarization. One of the most
dominant architectures is to employ RNN-based
seq2seq models with attention mechanism such as
(Rush et al., 2015; Chopra et al., 2016; Nallap-
ati et al., 2016; Cohan et al., 2018; Hsu et al.,
2018; Gehrmann et al., 2018).In addition, recent
advances in deep network research have been
promptly adopted for improving abstractive sum-
marization. Some notable examples include the
use of variational autoencoders (VAEs) (Miao and
Blunsom, 2016; Li et al., 2017), graph-based at-
tention (Tan et al., 2017), pointer-generator mod-
els (See et al., 2017), self-attention networks (Liu
et al., 2018), reinforcement learning (Paulus et al.,
2018; Pasunuru and Bansal, 2018), contextual
agent attention (Celikyilmaz et al., 2018) and in-
tegration with extractive models (Hsu et al., 2018;
Gehrmann et al., 2018).

Compared to existing neural methods of ab-
stractive summarization, our approach is novel
to replace an RNN-based encoder with explicit
multi-level convolutional memory. While RNN-
based encoders always consider the whole se-
quence to represent each hidden state, our multi-
level memory network exploits convolutions to
control the extent of representation in multiple lev-
els of sentences, paragraphs, and the whole text.

Summarization Datasets. Most existing sum-
marization datasets use formal documents as
source text. News articles are exploited the most,
including in DUC (Over et al., 2007), Giga-
word (Napoles et al., 2012), CNN/DailyMail (Nal-
lapati et al., 2016; Hermann et al., 2015), News-
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TIFU by forgetting my chemistry textbook and all of my
notes in a city five hours away

(…) So the past three days I was at a sporting event in Windsor.
I live pretty far from Windsor, around a 5 hour drive. (…)
A five hour drive later, I finally got back home. I was ready to
start catching up on some homework when I realized I left my
binder (which has all of my assignments, homework etc.) in it,
and my chemistry textbook back in Windsor.
I also have a math and chem test next week which I am now so
completely screwed for. (…)

[Long Summary] (29 words)

[Source Text] (282 words)

TL;DR I forgot my chemistry textbook and binder full of
notes in Windsor, which is five hour drive away and I am
now screwed for the rest of the semester.

[Short Summary] (16 words)

Figure 1: An example post of the TIFU subreddit.

room (Grusky et al., 2018) and XSum (Narayan
et al., 2018a) datasets. Cohan et al. (2018) in-
troduce datasets of academic papers from arXiv
and PubMed. Hu et al. (2015) propose the LC-
STS dataset as a collection of Chinese microblog’s
short text each paired with a summary. However,
it selects only formal text posted by verified or-
ganizations such as news agencies or government
institutions. Compared to previous summarization
datasets, our dataset is novel in that it consists of
posts from the online forum Reddit.

Rotten Tomatoes and Idebate dataset (Wang and
Ling, 2016) use online text as source, but they are
relatively small in scale: 3.7K posts of Rotten-
Tomatoes compared to 80K posts of TIFU-short as
shown in Table 1. Moreover, Rotten Tomatoes use
multiple movie reviews written by different users
as single source text, and one-sentence consensus
made by another professional editor as summary.
Thus, each pair of this dataset could be less coher-
ent than that of our TIFU, which is written by the
same user. The Idebate dataset is collected from
short arguments of debates on controversial top-
ics, and thus the text is rather formal. On the other
hand, our dataset contains the posts of interesting
stories happened in daily life, and thus the text is
more unstructured and informal.

Neural Memory Networks. Many mem-
ory network models have been proposed to im-
prove memorization capability of neural networks
(Kaiser et al., 2017; Na et al., 2017; Yoo et al.,
2019). Weston et al. (2014) propose one of early
memory networks for language question answer-
ing (QA); since then, many memory networks
have been proposed for QA tasks (Sukhbaatar

Dataset # posts # words/post # words/summ
RottenTomatoes 3,731 2124.7 (1747) 22.2 (22)

Idebate 2,259 178.3 (160) 11.4 (10)
TIFU-short 79,949 342.4 (269) 9.33 (8)
TIFU-long 42,984 432.6 (351) 23.0 (21)

Table 1: Statistics of the Reddit TIFU dataset com-
pared to existing opinion summarization corpora, Rot-
tenTomatoes and Idebate (Wang and Ling, 2016). We
show average and median (in parentheses) values.

et al., 2015; Kumar et al., 2016; Miller et al.,
2016). Park et al. (2017) propose a convolutional
read memory network for personalized image cap-
tioning. One of the closest works to ours may be
Singh et al. (2017), which use a memory network
for text summarization. However, they only deal
with extractive summarization by storing embed-
dings of individual sentences into memory.

Compared to previous memory networks, our
MMN has four novel features: (i) building a
multi-level memory network that better abstracts
multi-level representation of a long document, (ii)
employing a dilated convolutional memory write
mechanism to correlate adjacent memory cells,
(iii) proposing normalized gated tanh units to
avoid covariate shift within the network, and (iv)
generating an output sequence without RNNs.

3 Reddit TIFU Dataset

We introduce the Reddit TIFU dataset whose key
statistics are outlined in Table 1. We collect data
from Reddit, which is a discussion forum platform
with a large number of subreddits on diverse topics
and interests. Specifically, we crawl all the posts
from 2013-Jan to 2018-Mar in the TIFU subred-
dit, where every post should strictly follow the
posting rules, otherwise they are removed. Thanks
to the following rules1, the posts in this subreddit
can be an excellent corpus for abstractive summa-
rization: Rule 3: Posts and titles without context
will be removed. Your title must make an attempt
to encapsulate the nature of your f***up. Rule 11:
All posts must end with a TL;DR summary that is
descriptive of your f***up and its consequences.
Thus, we regard the body text as source, the ti-
tle as short summary, and the TL;DR summary
as long summary. As a result, we make two sets
of datasets: TIFU-short and TIFU-long. Figure 1
shows an example post of the TIFU subreddit.

1https://reddit.com/r/tifu/wiki/rules.
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Figure 2: Relative locations of bigrams of gold summary in the source text across different datasets.

PG Lead Ext-Oracle PG/Lead PG/Oracle
Dataset R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L Ratio (R-L) Ratio (R-L)

CNN/DM (Nallapati et al., 2016) 36.4 15.7 33.4 39.6 17.7 36.2 54.7 30.4 50.8 0.92x 0.66x
NY Times (Sandhaus, 2008) 44.3 27.4 40.4 31.9 15.9 23.8 52.1 31.6 46.7 1.70x 0.87x

Newsroom (Grusky et al., 2018) 26.0 13.3 22.4 30.5 21.3 28.4 41.4 24.2 39.4 0.79x 0.57x
Newsroom-Abs (Grusky et al., 2018) 14.7 2.2 10.3 13.7 2.4 11.2 29.7 10.5 27.2 0.92x 0.38x

XSum (Narayan et al., 2018a) 29.7 9.2 23.2 16.3 1.6 12.0 29.8 8.8 22.7 1.93x 1.02x
TIFU-short 18.3 6.5 17.9 3.4 0.0 3.3 8.0 0.0 7.7 5.42x 2.32x
TIFU-long 19.0 3.7 15.1 2.8 0.0 2.7 6.8 0.0 6.6 5.59x 2.29x

Table 2: Comparison of F1 ROUGE scores between different datasets (row) and methods (column). PG is a state-
of-the-art abstractive summarization method, and Lead and Ext-Oracle are extractive ones. PG/Lead and
PG/Oracle are the ROUGE-L ratios of PG with Lead and Ext-Oracle, respectively. We report the numbers
for each dataset (row) from the corresponding cited papers.

3.1 Preprocessing

We build a vocabulary dictionary V by choosing
the most frequent V (=15K) words in the dataset.
We exclude any urls, unicodes and special char-
acters. We lowercase words, and normalize digits
to 0. Subreddit names and user ids are replaced
with @subreddit and @userid token, respectively.
We use markdown2 package to strip markdown
format, and spacy3 to tokenize words. Common
prefixes of summary sentences (e.g. tifu by, tifu-,
tl;dr, etc) are trimmed. We do not take OOV words
into consideration, since our vocabulary with size
15K covers about 98% of word frequencies in our
dataset. We set the maximum length of a doc-
ument as 500. We exclude the gold summaries
whose lengths are more than 20 and 50 for TIFU-
short and TIFU-long, respectively. They amount
to about 0.6K posts in both datasets (i.e. less than
1% and 3%). We use these maximum lengths,
based on previous datasets (e.g. 8, 31, 56 words
on average per summary in Gigaword, DUC, and
CNN/DailyMail datasets, respectively). We ran-
domly split the dataset into 95% for training, 5%
for test.

3.2 Abstractive Properties of Reddit TIFU

We discuss some abstractive characteristics found
in Reddit TIFU dataset, compared to existing sum-

2https://python-markdown.github.io/.
3https://spacy.io.

marization datasets based on news articles.
Weak Lead Bias. Formal documents including

news articles tend to be structured to emphasize
key information at the beginning of the text. On
the other hand, key information in informal online
text data are more spread across the text. Figure
2 plots the density histogram of the relative loca-
tions of bigrams of gold summary in the source
text. In the CNN/DailyMail and Newsroom, the
bigrams are highly concentrated on the front parts
of documents. Contrarily, our Reddit TIFU dataset
shows rather uniform distribution across the text.

This characteristic can be also seen from the
ROUGE score comparison in Table 2. The Lead
baseline simply creates a summary by selecting
the first few sentences or words in the document.
Thus, a high score of the Lead baseline implicates
a strong lead bias. The Lead scores are the lowest
in our TIFU dataset, in which it is more difficult
for models to simply take advantage of locational
bias for the summary.

Strong Abstractness. Besides the locational
bias, news articles tend to contain wrap-up sen-
tences that cover the whole article, and they of-
ten have resemblance to its gold summary. Its
existence can be measured by the score of the
Ext-Oracle baseline, which creates a summary
by selecting the sentences with the highest average
score of F1 ROUGE-1/2/L. Thus, it can be viewed
as an upper bound for extractive models (Narayan
et al., 2018a,b; Nallapati et al., 2017).
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Figure 3: Illustration of the proposed multi-level memory network (MMN) model.
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Figure 4: Comparison between (a) the gated linear unit
(Gehring et al., 2017) and (b) the proposed normalized
gated tanh unit.

In Table 2, the ROUGE scores of the
Ext-Oracle are the lowest in our TIFU dataset.
It means that the sentences that are similar to gold
summary scarcely exist inside the source text in
our dataset. This property forces the model to be
trained to focus on comprehending the entire text
instead of simply finding wrap-up sentences.

Finally, PG/Lead and PG/Oracle in Table
2 are the ROUGE-L ratios of PG with Lead and
Ext-Oracle, respectively. These metrics can
quantify the dataset according to the degree of dif-
ficulty for extractive methods and the suitability
for abstractive methods, respectively. High scores
of the TIFU dataset in both metrics show that it is
potentially an excellent benchmark for evaluation
of abstractive summarization systems.

4 Multi-level Memory Networks (MMN)

Figure 3 shows the proposed multi-level memory
network (MMN) model. The MMN memorizes
the source text with a proper representation in the
memory and generates a summary sentence one
word at a time by extracting relevant information
from memory cells in response to previously gen-
erated words. The input of the model is a source
text {xi} = x1, ..., xN , and the output is a se-
quence of summary words {yt} = y1, ..., yT , each
of which is a symbol from the dictionary V .

4.1 Text Embedding

Online posts include lots of morphologically sim-
ilar words, which should be closely embedded.
Thus, we use the fastText (Bojanowski et al.,
2016) trained on the Common Crawl corpus, to
initialize the word embedding matrix Wemb. We
use the same embedding matrix Wemb for both
source text and output sentences. That is, we
represent a source text {xi}Ni=1 in a distributional
space as {d0

i }Ni=1 by d0
i = Wembxi where xi is

a one-hot vector for i-th word in the source text.
Likewise, output words {yt}Tt=1 is embedded as
{o0t }Tt=1, and d0

i and o0t ∈ R300.

4.2 Construction of Multi-level Memory

As shown in Figure 3(a), the multi-level memory
network takes the source text embedding {d0

i }Ni=1

as an input, and generates S number of memory
tensors {Ma/c

s }Ss=1 as output, where superscript
a and c denote input and output memory repre-
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sentation, respectively. The multi-level memory
network is motivated by that when human under-
stand a document, she does not remember it as a
single whole document but ties together several
levels of abstraction (e.g. word-level, sentence-
level, paragraph-level and document-level). That
is, we generate S sets of memory tensors, each
of which associates each cell with different num-
ber of neighboring word embeddings based on the
level of abstraction. To build memory slots of such
multi-level memory, we exploit a multi-layer CNN
as the write network, where each layer is chosen
based on the size of its receptive field.

However, one issue of convolution is that large
receptive fields require many layers or large filter
sizes. For example, stacking 6 layers with a filter
size of 3 results in a receptive field size of 13, i.e.
each output depends on 13 input words. In order
to grow the receptive field without increasing the
computational cost, we exploit the dilated convo-
lution (Yu and Koltun, 2016; Oord et al., 2016a)
for the write network.

Memory Writing with Dilated Convolution.
In dilated convolution, the filter is applied over an
area larger than its length by skipping input values
with a certain gap. Formally, for a 1-D n-length
input x ∈ Rn×300 and a filter w : {1, ..., k} →
R300, the dilated convolution operation F on s el-
ements of a sequence is defined as

F(x, s) =
k∑

i=1

w(i) ∗ xs+d·(i−bk/2c) + b, (1)

where d is the dilation rate, k is the filter size,
s − d · (i − bk/2c) accounts for the direction of
dilation and w ∈ Rk×300×300 and b ∈ R300 are
the parameters of the filter. With d = 1, the dilated
convolution reduces to a regular convolution. Us-
ing a larger dilation enables a single output at the
top level to represent a wider range of input, thus
effectively expanding the receptive field.

To the embedding of a source text {d0
i }Ni=1, we

recursively apply a series of dilated convolutions
F (d0) ∈ RN×300. We denote the output of the
l-th convolution layer as {dli}Ni=1.

Normalized Gated Tanh Units. Each convolu-
tion is followed by our new activation of normal-
ized gated tanh unit (NGTU), which is illustrated
in Figure 4(b):

GTU(dl) = tanh(F lf (dl)) ◦ σ(F lg(dl)), (2)

dl+1 = LayerNorm(dl + GTU(dl)), (3)

where σ is a sigmoid, ◦ is the element-wise multi-
plication and F lf and F lg denote the filter and gate
for l-th layer dilated convolution, respectively.

The NGTU is an extension of the existing gated
tanh units (GTU) (Oord et al., 2016a,b) by apply-
ing weight normalization (Salimans and Kingma,
2016) and layer normalization (Ba et al., 2016).
This mixed normalization improves earlier work
of Gehring et al. (2017), where only weight nor-
malization is applied to the GLU. As in Figure
4(a), it tries to preserve the variance of activations
throughout the whole network by scaling the out-
put of residual blocks by

√
0.5. However, we ob-

serve that this heuristic does not always preserve
the variance and does not empirically work well
in our dataset. Contrarily, the proposed NGTU
not only guarantees preservation of activation vari-
ances but also significantly improves the perfor-
mance.

Multi-level Memory. Instead of using only the
last layer output of CNNs, we exploit the outputs
of multiple layers of CNNs to construct S sets
of memories. For example, memory constructed
from the 4-th layer, whose receptive field is 31,
may have sentence-level embeddings, while mem-
ory from the 8-th layer, whose receptive field is
511, may have document-level embeddings. We
obtain each s-th level memory M

a/c
s by resem-

bling key-value memory networks (Miller et al.,
2016):

Ma
s = dm(s), Mc

s = dm(s) + d0. (4)

Recall that Ma
s and Mc

s ∈ RN×300 are input and
output memory matrix, respectively. m(s) indi-
cates an index of convolutional layer used for the
s-th level memory. For example, if we set S = 3
and m = {3, 6, 9}, we make three-level memo-
ries, each of which uses the output of the 3-rd,
6-th, and 9-th convolution layer, respectively. To
output memory representation Mc

s, we add the
document embedding d0 as a skip connection.

4.3 State-Based Sequence Generation
We discuss how to predict the next word yt+1 at
time step t based on the memory state and previ-
ously generated words y1:t. Figure 3(b) visualizes
the overall procedure of decoding.

We first apply max-pooling to the output of the
last layer of the encoder network to build a whole
document embedding dwhole ∈ R300:

dwhole = maxpool([dL1 ; ...;d
L
N ]). (5)
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The decoder is designed based on WaveNet
(Oord et al., 2016a) that uses a series of causal di-
lated convolutions, denoted by F̂(ol1:t) ∈ Rt×300.
We globally condition dwhole to obtain embed-
dings of previously generated words ol1:t as:

hlf/g = F̂ lf/g(ol1:t +Wl
f/gd

whole), (6)

hla = tanh(hlf ) ◦ σ(hlg), (7)

ol+1
1:t = LayerNorm(ol1:t + hla), (8)

where hlf/g are the filter and gate hidden state re-
spectively, and learnable parameters are Wl

f and
Wl

g ∈ R300×300. We initialize o0t = Wembyt.
We set the level of the decoder network to L = 3
for TIFU-short and L = 5 for TIFU-long.

Next, we generate S number of query vectors
{qst}Ss=1 at time t to our memory network as

qst = tanh(Ws
qo
L
t + bsq), (9)

where Ws
q ∈ R300×300 and bsq ∈ R300.

Each of these query vectors {qst}Ss=1 is fed into
the attention function of each level of memory. As
in (Vaswani et al., 2017), the attention function is

Ms
ot = softmax(

qst (M
a
s)
T

√
demb

)Mc
s, (10)

where we set demb = 300 for the embedding di-
mension and Ms

ot ∈ R300.
Next, we obtain the output word probability:

st = softmax(Wo[M
1
ot ; ...;M

S
ot ;o

L
t ]), (11)

where Wo ∈ R(300×(S+1))×V . Finally, we se-
lect the word with the highest probability yt+1 =
argmaxs∈V(st). Unless yt+1 is an EOS token, we
repeat generating the next word by feeding yt+1

into the output convolution layer of Eq.(8).

4.4 Training
We use the softmax cross-entropy loss from esti-
mated yt to its target yGT,t. However, it forces
the model to predict extremes (zero or one) to dis-
tinguish among the ground truth and alternatives.
The label smoothing alleviates this issue by acting
as a regularizer that makes the model less confi-
dent in its prediction. We smooth the target distri-
bution with a uniform prior distribution u (Pereyra
et al., 2017; Edunov et al., 2017; Vaswani et al.,
2017). Thus, the loss over the training set D is

L = −
∑

log pθ(y|x)−DKL(u||pθ(y|x)).

We implement label smoothing by modifying the
ground truth distribution for word yGT,t to be
p(yGT,t) = 1− ε and p(y′) = ε/V for y′ 6= yGT,t
where ε is a smoothing parameter set to 0.1. Fur-
ther details can be found in the Appendix.

5 Experiments

5.1 Experimental Setting

Evaluation Metrics. We evaluate the summa-
rization performance with two language metrics:
perplexity and standard F1 ROUGE scores (Lin,
2004). We remind that lower perplexity and higher
ROUGE scores indicate better performance.

Datasets. In addition to Reddit TIFU, we also
evaluate on two existing datasets: abstractive sub-
set of Newsroom (Grusky et al., 2018) and XSum
(Narayan et al., 2018a). These are suitable bench-
marks for evaluation of our model in two aspects.
First, they are specialized for abstractive summa-
rization, which meets well the goal of this work.
Second, they have larger vocabulary size (40K,
50K) than Reddit TIFU (15K), and thus we can
evaluate the learning capability of our model.

Baselines. We compare with three abstractive
summarization methods, one basic seq2seq model,
two heuristic extractive methods and variants of
our model. We choose PG (See et al., 2017),
SEASS (Zhou et al., 2017), DRGD (Li et al., 2017)
as the state-of-the-art methods of abstractive sum-
marization. We test the attention based seq2seq
model denoted as s2s-att (Chopra et al., 2016).
As heuristic extractive methods, the Lead-1 uses
the first sentence in the text as summary, and the
Ext-Oracle takes the sentence with the highest
average score of F1 ROUGE-1/2/L with the gold
summary in the text. Thus, Ext-Oracle can be
viewed as an upper-bound for extractive methods.

We also test variants of our method MMN-*.
To validate the contribution of each component,
we exclude one of key components from our
model as follows: (i) -NoDilated with conven-
tional convolutions instead, (ii) -NoMulti with
no multi-level memory (iii) -NoNGTU with exist-
ing gated linear units (Gehring et al., 2017). That
is, -NoDilated quantifies the improvement by
the dilated convolution, -NoMulti assesses the
effect of multi-level memory, and -NoNGTU vali-
dates the normalized gated tanh unit.

Please refer to the Appendix for implementation
details of our method.
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TIFU-short
Methods PPL R-1 R-2 R-L
Lead-1 n/a 3.4 0.0 3.3

Ext-Oracle n/a 8.0 0.0 7.7
s2s-att (Chopra et al., 2016) 46.2 18.3 6.4 17.8

PG (See et al., 2017) 40.9 18.3 6.5 17.9
SEASS (Zhou et al., 2017) 62.6 18.5 6.4 18.0
DRGD (Li et al., 2017) 69.2 14.6 3.3 14.2

MMN 32.1 20.2 7.4 19.8
MMN-NoDilated 31.8 19.5 6.8 19.1
MMN-NoMulti 34.4 19.0 6.1 18.5
MMN-NoNGTU 40.8 18.6 5.6 18.1

TIFU-long
Lead-1 n/a 2.8 0.0 2.7

Ext-Oracle n/a 6.8 0.0 6.6
s2s-att (Chopra et al., 2016) 180.6 17.3 3.1 14.0

PG (See et al., 2017) 175.3 16.4 3.0 13.5
SEASS (Zhou et al., 2017) 387.0 17.5 2.9 13.9
DRGD (Li et al., 2017) 176.6 16.8 2.0 13.6

MMN 114.1 19.0 3.7 15.1
MMN-NoDilated 124.2 17.6 3.4 14.1
MMN-NoMulti 124.5 14.0 1.5 11.8
MMN-NoNGTU 235.4 14.0 2.6 12.1

Table 3: Summarization results measured by perplexity
and ROUGE-1/2/L on the TIFU-short/long dataset.

Newsroom-Abs XSum
Methods R-1 R-2 R-L R-1 R-2 R-L
s2s-att 6.2 1.1 5.7 28.4 8.8 22.5

PG 14.7 2.2 11.4 29.7 9.2 23.2
ConvS2S - - - 31.3 11.1 25.2

T-ConvS2S - - - 31.9 11.5 25.8
MMN (Ours) 17.5 4.7 14.2 32.0 12.1 26.0

Table 4: Summarization results in terms of ROUGE-
1/2/L on Newsroom-Abs (Grusky et al., 2018) and
XSum (Narayan et al., 2018a). Except MMN, all scores
are referred to the original papers. T-ConvS2S is the
topic-aware convolutional seq2seq model.

5.2 Quantitative Results

Table 3 compares the summarization performance
of different methods on the TIFU-short/long
dataset. Our model outperforms the state-of-the-
art abstractive methods in both ROUGE and per-
plexity scores. PG utilizes a pointer network
to copy words from the source text, but it may
not be a good strategy in our dataset, which is
more abstractive as discussed in Table 2. SEASS
shows strong performance in DUC and Gigaword
dataset, in which the source text is a single long
sentence and the gold summary is its shorter ver-
sion. Yet, it may not be sufficient to summarize
much longer articles of our dataset, even with its
second-level representation. DRGD is based on
the variational autoencoder with latent variables to
capture the structural patterns of gold summaries.
This idea can be useful for the similarly structured
formal documents but may not go well with di-

TIFU-short TIFU-long
vs. Baselines Win Lose Tie Win Lose Tie
s2s-att 43.0 28.3 28.7 32.0 24.0 44.0

PG 38.7 28.0 33.3 42.3 33.3 24.3
SEASS 35.7 28.0 36.3 47.0 37.3 15.7
DRGD 46.7 17.3 15.0 61.0 23.0 16.0
Gold 27.0 58.0 15.0 22.3 73.7 4.0

Table 5: AMT results on the TIFU-short/long between
our MMN and four baselines and gold summary. We
show percentages of responses that turkers vote for our
approach over baselines.

verse online text in the TIFU dataset.
These state-of-the-art abstractive methods are

not as good as our model, but still perform
better than extractive methods. Although the
Ext-Oracle heuristic is an upper-bound for ex-
tractive methods, it is not successful in our highly
abstractive dataset; it is not effective to simply
retrieve existing sentences from the source text.
Moreover, the performance gaps between abstrac-
tive and extractive methods are much larger in our
dataset than in other datasets (See et al., 2017;
Paulus et al., 2018; Cohan et al., 2018), which
means too that our dataset is highly abstractive.

Table 4 compares the performance of our MMN
on Newsroom-Abs and XSum dataset. We report
the numbers from the original papers. Our model
outperforms not only the RNN-based abstractive
methods but also the convolutional-based methods
in all ROUGE scores. Especially, even trained on
single end-to-end training procedure, our model
outperforms T-ConvS2S, which necessitates two
training stages of LDA and ConvS2S. These re-
sults assure that even on formal documents with
large vocabulary sizes, our multi-level memory is
effective for abstractive datasets.

5.3 Qualitative Results

We perform two types of qualitative evaluation to
complement the limitation of automatic language
metrics as summarization evaluation.

User Preferences. We perform Amazon Me-
chanical Turk (AMT) tests to observe general
users’ preferences between the summarization of
different algorithms. We randomly sample 100
test examples. At test, we show a source text and
two summaries generated by our method and one
baseline in a random order. We ask turkers to
choose the more relevant one for the source text.
We obtain answers from three different turkers for
each test example. We compare with four abstrac-
tive baselines (s2s-att, PG, SEASS and DRGD)

2526



(…) I decided to go over to my friends house to a small party at

1 in the morning. I knew my parents would say no so I snuck

out of the house. (…) I had been talking to my mom about how

sad even hearing the theme song made me. Also she had seen

me watching a bunch of sad anime theme songs and tearing up a

little so she must have thought I was depressed. When I got

home today my mom was practically in tears. (…)

[Source Text]

(GT) sneaking out of my friends house last night

(Ours) sneaking out of my friends house

(s2s-att) sneaking out of town

(PG) not watching my friends

(SEASS) accidentally spoiling my mom song

(DRGD) watching a movie

[Short Summary]

(…) Saturday was on my way to a party and this dog was

walking in the road. (…) Since it was a holiday I couldn't get

her scanned for a chip but she was obviously neglected. Missing

fur from flea infestation, (…) Yesterday I was able to go get her

scanned for a chip. No chip. So I get ready to take her home and

deflea her. (…) Anyway a third party today starts accusing me

of stealing (…) and talking about pressing charges. (…)

[Source Text]

(GT) Saved a dog. Had to give dog back to possible abusers.

Being accused of stealing the fucking dog. No good deed

goes unpunished.

(Ours) tried to help a dog got a bit and got accused of stealing

(s2s-att) got accused of being a dog by stealing a _UNK bit

the dog and accused of stealing dog to the police

(SEASS) called a dog a _UNK might get charged with _UNK

[Long Summary]

(PG) _EOS

(DRGD) i was a _UNK dog and I wasn’t playing attention 

and got arrested for being a _UNK _UNK

Figure 5: Examples of abstractive summary generated
by our model and baselines. In each set, we too show
the source text and gold summary.

and the gold summary (Gold).
Table 5 summarizes the results of AMT tests,

which validate that human annotators significantly
prefer our results to those of baselines. As ex-
pected, the gold summary is voted the most.

Summary Examples. Figure 5 shows selected
examples of abstractive summarization. Baselines
often generate the summary by mostly focusing
on some keywords in the text, while our model
produces the summary considering both keywords
and the whole context thanks to multi-level mem-
ory. We present more examples in the Appendix.

6 Conclusions

We introduced a new dataset Reddit TIFU for ab-
stractive summarization on informal online text.
We also proposed a novel summarization model
named multi-level memory networks (MMN). Ex-
periments showed that the Reddit TIFU dataset

is uniquely abstractive and the MMN model is
highly effective. There are several promising fu-
ture directions. First, ROUGE metrics are lim-
ited to correctly capture paraphrased summaries,
for which a new automatic metric of abstractive
summarization may be required. Second, we can
explore the data in other online forums such as
Quora, Stackoverflow and other subreddits.
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A Implementation Details

All the parameters are initialized with the Xavier
method (Glorot and Bengio, 2010). We apply
the Adam optimizer (Kingma and Ba, 2015) with
β1 = 0.9, β2 = 0.999 and ε = 1e − 8. We ap-
ply weight normalization (Salimans and Kingma,
2016) to all layers. We set learning rate to 0.001
and clip gradient at 0.3. At every 4 epochs, we
divide learning rate by 10 until it reaches 0.0001.
We train our models up to 12 epochs for TIFU-
short and 60 epochs for TIFU-long.

Table 6 summarizes the setting of hyperparam-
eters for our model in all experiments on TIFU-
short/long dataset, Newsroom abstractive subset
and XSum.

B Novel N-gram Ratios

Table 7 compares the ratios of novel N-grams in
the reference summary between datasets. Follow-
ing (See et al., 2017; Narayan et al., 2018a), we
compute this ratio as follows; we first count the

Description Common Configurations
Initial learning rate 0.001

Embedding dimension (demb) 300
Kernel size (k) 3
Dilation rate (d) 2l

Description TIFU-short TIFU-long
Grad clip 0.3 0.3

# of encoder layers 9 8
# of decoder layers 3 5

Layers used for memory (m) {3, 6, 9} {4, 8}
Smoothing parameter (ε) 0.1 0.05

Description Newsroom-Abs XSum
Grad clip 0.3 0.8

# of encoder layers 10 9
# of decoder layers 6 6

Layers used for memory (m) {3, 6, 10} {4, 7, 9}
Smoothing parameter (ε) 0.05 0.05

Table 6: Model hyperparameters in experiments on
TIFU-short/long, Newsroom abstractive subset and
XSum.

Novel N-gram Ratio
Dataset 1-gram 2-gram 3-gram 4-gram

CNN/DailyMail 10.3 49.9 70.5 80.3
NY Times 11.0 45.5 67.2 77.9
Newsroom 15.6 45.4 57.2 62.2

Newsroom-Ext 1.5 5.9 8.9 11.1
Newsroom-Mix 11.6 47.0 66.5 76.8
Newsroom-Abs 33.9 83.9 97.1 99.5

XSum 35.8 83.5 95.5 98.5
TIFU-short 29.7 71.5 88.1 93.8
TIFU-long 27.4 76.7 92.5 97.0

Table 7: Comparison of novel N-gram ratios between
Reddit TIFU and other summarization datasets.

number of N-grams in the reference summary that
do not appear in the source text and divide it with
the total number of N-grams. The higher the ra-
tio is, the less the identical N-grams are in the
source text. The CNN/DailyMail, New York
Times, Newsroom datasets all, for example, ex-
hibit low novel 1-gram ratios as 10.3%, 11.0%,
15.6 % respectively. This means that about 90%
of the words in reference summary already exist
inside the source text. It is due to that the sum-
maries from formal documents (e.g. news and aca-
demic papers) tend to have same expressions with
the source documents. Therefore, these datasets
may be more suitable for extractive summariza-
tion than abstractive one; on the other hand, our
dataset is more abstractive.

We also compare the novel N-gram ratio for
XSum and three subsets of Newsroom;

(i) Newsroom-Ext, a subset favorable for
extractive methods, (ii) Newsroom-Mix, a
subset favorable for mixed methods, and (iii)
Newsroom-Abs, a subset favorable for abstrac-
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(…) We use an internal messaging application software at work
which has been great for communicating with other teammates.
A lot of us have started using it to complain about things we are
not happy about at work. (…) This leads me to today where just
as i am about to go home my manager calls me in to a private
meeting looking really upset. Then they mentioned the program
name and that they had received an email, and suddenly I
realized I had fucked up one of the quirks of this program is that
when someone is offline it emails them the message. A recently
ex co-worker is still active on the chat for quick questions for
the next 2 weeks. They came online so we started having a
conversation, then another co-worker walked up to me for a
chat who has been having a rough week and complained about
our boss. When they finished their rant, I then messaged my ex
co-worker that my boss wasn't popular with the staff at the
moment as that was the second minor complaint I had heard that
week. They had gone offline, so an email was sent to their old
work email. Past employees emails get sent to the boss, in case
important emails are sent to them. So after the meeting I still
have my job. I had an awkward conversation with my boss (…)

(…) This weekend I went out and bought myself a motorcycle!
I've been planning on buying one this summer and I finally
went out and did it. (…) I geared up and went on my way for
my first ride. (…) I went all the way back to my house and alas,
no phone. So I spent the next 4 hours walking the route to my
girlfriends house looking along the side of the road for my
phone. These are all back roads to my girlfriends house so I had
to really get in the undergrowth to look for my phone. It got
dark and I headed home feeling dejected. The next morning my
friend came over with my phone! The only damage was a few
scuffs to my otterbox. I couldn't believe he found it, and as it
turns out it fell off my bike and tumbled onto the side of his
driveway. I chalked this up as a win and considered myself
lucky. Until yesterday. I woke up with poison ivy all over my
body. And when I say all over my body, I mean ALL OVER my
body. I have some on my arms, legs, face, and most importantly
all over my dick. And the worst spot of them all is on my dick. I
have never been so uncomfortable in my life. I must have had
some of the oil on my hands and scratched an itch down there.
Needless to say I haven't been on my new motorcycle since I've
had this and I've been doing as little moving as possible at my
job and at home. F***.

[Source Text]

(Gold) taking a ride on my new motorcycle
(Ours) buying my new motorcycle
(s2s-att) trying to be a good samaritan
(PG) not wearing my cargo helmet

[Short Summary]

(SEASS) going for a ride
(DRGD) getting my phone stuck

(…) Later that night, the rest of the family proceeded to play
cards and become quite intoxicated. Me, being the little shit that
I was, and probably still am, took this opportunity to raid the
liquor cooler, and made off with a bottle of wine. I, along with a
few other of my underage cousins, ran off to consume our loot.
Now, in most situations, this really wouldn't be a that big deal,
however, getting drunk at 18 wasn't where my f*** up occurred.
(…) John tells her it'll be okay, that he will smooth talk it over
with them, and that she should bring them a bottle of their
favorite wine. Well John and Jane are having dinner outside to
meet the parents, and when Jane goes to retrieve her gift of wine
to John's parents, she discovers the wine is gone. Jane then
begins to panic, and starts tearing up the surrounding area
looking for it. John's parents have no idea what she's freaking
out about, or why John would bring crazy to the family reunion.
(…) Jane now slips into complete hysteria, and runs inside to
lock herself in the bathroom. (…) The day after, John convinces
his parents to try again, and all goes very well, especially since
last night's thief is still recovering from his first wine hangover.
(…)

[Source Text]

(Gold) stealing a bottle of wine

(Ours) getting drunk and stealing a wine bottle

(s2s-att) getting drunk and making a family cry

(PG) ruining my future dinner vacation

[Short Summary]

(SEASS) accidentally stealing alcohol from my cousin’s 
parent’s party
(DRGD) smoking a cigarette

[Source Text]

(Gold) message program at work emailed a private message 
between a past co worker and myself to my boss saying how 
people where not happy with them
(Ours) sent a message to my boss and now i ’m in a meeting 
with my boss
(s2s-att) i lied about my boss to get my job and now i ’m in a 
job with a new job

[Long Summary]

(PG) i got a program that sacked from work and i got sent to 
a metting by my boss

(…) My girlfriend and I have just started to "get a bit more
uncomfortable with each other". (…) My curfew for the night
had been midnight, however we both got a bit carried away in
the beautiful setting (…) I had over extended my curfew by
around an hour. This prompted my mother to call me angrily
and groggily claiming that she was mad at me. I defended
myself by saying that we both fell asleep listening to the docile
tones of Steve Harvey on "Family Feud". (…) I sent my
girlfriend a text that said something along the lines of "X acts of
affection. Comments questions, or complaints?" However upon
hitting the send button I noticed that it was heading in the
direction of my birth giver. I panicked and luckily managed to
put it into airplane mode! (…) I quickly googled "How to
prevent texts from sending" and it said to simply delete the text
while it was on airplane mode. I did so, and proceeded to turn
airplane mode off, however the "always correct Internet" was
wrong and I hear my mom receive the text in the next room
over. I quickly went into her room to try and crack her phone's
code in order to diffuse the bomb (…) I then asked my mother
for her phone so that I could "call mine". She reluctantly agreed
and I hurriedly rushed to my room. (…)

[Source Text]

(Gold) did some funky stuff with my date
(Ours) accidentally sent an inappropriate text to a girl and 
then accidentally sent it to my mother’s phone and now i’m
trouble
(PG) tifu by answering an airplane call and accidentally 
adding my mothers phone and her phone to find out she was 
sleeping on me

[Long Summary]

(SEASS) I accidentally sent a text to my mom that I was 
sending her a text from the _UNK bomb

Figure 6: Examples of abstractive summary generated by our model and baselines. In each set, we too show the
source text and reference summary.
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tive methods. We summarize two interesting ob-
servations as follows. First, as expected, the more
favorable for abstractive methods is, the higher
novel n-gram ratio is. Second, novel n-gram ratios
of Newsroom-Abs and XSum are higher than
those of our dataset, even though their data sources
are news publications. Thus, we argue that novel
n-gram ratios are pretty good but not a sufficient
measure to find extractive bias in the summariza-
tion dataset.

C More Examples

Figure 6 illustrates selected examples of summary
generation. In each set, we show a source text, a
reference summary and generated summaries by
our method and baselines. In the examples, while
baselines generate summary by mostly focusing
on some keywords, our model produces summary
considering both keywords and the whole context
thanks to the multi-level memory.
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Abstract

Automating the assessment of learner sum-
maries provides a useful tool for assessing
learner reading comprehension. We present
a summarization task for evaluating non-
native reading comprehension and propose
three novel approaches to automatically assess
the learner summaries. We evaluate our mod-
els on two datasets we created and show that
our models outperform traditional approaches
that rely on exact word match on this task. Our
best model produces quality assessments close
to professional examiners.

1 Introduction

Summarization is a well-established method of
measuring reading proficiency in traditional En-
glish as a second or other language (ESOL) assess-
ment. It is considered an effective approach to test
both cognitive and contextual dimensions of read-
ing (Weir et al., 2013). However, due to the high
time and cost demands of manual summary assess-
ment, modern English exams usually replace the
summarization task with multiple choice or short
answer questions that are easier to score (Alder-
son, 2005). Automating the assessment of learner
summarization skills provides an efficient evalua-
tion method for the quality of the learner summary
and can lead to effective educational applications
to enhance reading comprehension tasks.

In this paper, we present a summarization task
for evaluating non-native reading comprehension
and propose three novel machine learning ap-
proaches to assessing learner summaries. First,
we extract features to measure the content simi-
larity between the reading passage and the sum-
mary. Secondly, we calculate a similarity matrix
based on sentence-to-sentence similarity between

∗The work by the first author was done at the University
of Cambridge prior to joining Amazon Research.

the reading passage and the summary, and apply
a Convolutional Neural Network (CNN) model to
assess the summary quality using the similarity
matrix. Thirdly, we build an end-to-end summa-
rization assessment model using the Long Short
Term Memory (LSTM) model. Finally, we com-
bine the three approaches in a single system using
a simple parallel ensemble modeling technique.
We compiled two datasets to evaluate our models,
and we release this data with the paper. We show
that our models outperform traditional approaches
that rely on exact word match on the task and that
our best model produces quality assessments close
to professional examiners.

2 Related Work

Most of the previous studies on summary assess-
ment are aimed at evaluating automated summa-
rization systems (Lin, 2004; Lin and Hovy, 2003;
Nenkova et al., 2007). In contrast to this line of
work, our goal is to assess human-written sum-
maries rather than machine-generated ones.

Within the educational domain, several applica-
tions have been developed to help students with
their writing summarization skills. Summary
Street (Wade-Stein and Kintsch, 2004) is an edu-
cational software designed for children to develop
summarization skills. It asks students to write a
summary to a reading passage, and scores the sum-
mary by using Latent Semantic Analysis (LSA)
to construct semantic representations of the text.
This system uses the cosine similarity score based
on LSA as the sole indicator of content similar-
ity. OpenEssayist (Whitelock et al., 2013) is an
interactive system that provides students with the
automated feedback about their summative essays.
The system extracts the key words, phrases and
sentences from the essays and helps the students
to investigate their distribution in text and the po-
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tential implications for the clarity of the narrative.

The work that is most similar to ours is the au-
tomatic scoring of a summarization task by Mad-
nani et al. (2013), who designed a task to measure
the reading comprehension skills of American stu-
dents. In their experiments, students were asked to
write a four-sentence summary for each of the two
three-paragraph reading passages, with the first
sentence summarizing the whole passage and the
following three sentences summarizing each para-
graph. To build an automated system to score the
summaries, they randomly select a student sum-
mary with the highest score as the reference, and
use 8 feature types to train a logistic regression
classifier to predict the summary score. They train
a separate classifier for each of the two passages,
and obtain accuracy scores of 65% and 52% re-
spectively, outperforming the most-frequent-score
baselines of 51% and 32%. Most of the features
used in Madnani et al. (2013) are based on verba-
tim overlap. Although such metrics prove to be
effective in various tasks, they cannot capture the
content similarity when paraphrasing or a higher
level of abstraction are used in the summary.

Few studies have addressed summarization as-
sessment at a higher level. More recently, Ruseti
et al. (2018) have used Recurrent Neural Networks
(RNNs) to automatically score summaries. In their
model, a concatenated representation of the sum-
mary and the text built from two separate RNNs as
well as a complexity score of the text are fed to a
fully connected layer to predict a real number be-
tween [0, 1]. This number is then mapped to 3 dis-
crete classes representing the quality of the sum-
mary using linear regression. Their best model
achieves 55.24% in accuracy on a dataset of 636
summaries collected using Mechanical Turk.

In this paper, we address several limitations
of previous work. We build a system that uses
verbatim features as well as features capturing
higher level of abstraction. First, we aim to
build a generic system that can evaluate the qual-
ity of a summary without having to train a sepa-
rate model for each text. Second, whereas Mad-
nani et al. (2013) use a student summary with
the highest score as the reference to evaluate the
candidate summary, our goal is to build a fully-
automated system that does not require selecting
a pre-defined reference. Third, we aim to explore
features and structures capable of better modeling
semantic similarity beyond verbatim overlap.

3 Data

This section outlines the summarization task used
in our experiments. First, learners, regardless
of their proficiency level, were asked to read
three reading passages extracted from the Cam-
bridge English Exams dataset of Xia et al. (2016)
at the lower (B1), upper intermediate (B2), and
advanced (C1) levels of the Common European
Framework of Reference for Languages (CEFR).
Then they were asked to write a summary of 50,
100, and 120 words for each of the three tasks.1

3.1 Pilot study with simulated learner data
Before launching the experiments with the actual
language learners and in order to develop the auto-
mated summary evaluation system, we first ran a
pilot study and collected “simulated learner” sum-
maries from 50 members of our university. Since
most participants of this study would speak En-
glish at an advanced (C1-C2) level, we asked them
to write a “good summary” and a “bad summary”
for each reading passage, mimicking a learner.
The participants were asked to produce grammat-
ically correct sentences and to write a “bad” sum-
mary in a way that a learner who does not fully
understand the original passage might produce.
In total, 300 summaries were collected (with 150
good summaries and 150 bad ones). The simu-
lated learner data was then used to train binary
classification systems to assess whether a sum-
mary captures the passage content properly or not.

3.2 Real learner data

Learner levels Count
B1 40
B2 40

C1-C2 57
Total 137

Table 1: The distribution of the learner proficiency lev-
els in the real learner data

Next, we collected summaries from second lan-
guage learners at B1, B2 and C1-C2 levels of pro-
ficiency.2 In total, 411 summaries from 137 learn-
ers were collected. The distribution of the learner
proficiency levels is shown in Table 1.

1The word limits on the summarization tasks are set to
keep a relatively constant compression ratio between the
summary and the length of the original passage.

2The proficiency levels of learners were self-identified.
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Figure 1: A histogram illustrating the score distribution
in the real learner data

The summaries were then scored by three pro-
fessional ESOL annotators using a 6-point scale
defined as follows:

Band 5: The summary demonstrates excellent understand-
ing of the original passage: Content covers all the main
points of the passage. All content included is accurate,
with no irrelevant details or repetitions. Target reader is
fully informed.

Band 4: Performance shares features of Bands 3 and 5.

Band 3: The summary demonstrates acceptable under-
standing of the passage: Most of the main points are in-
cluded. Most of the content is relevant and paraphrased,
with some irrelevant details, repetitions or inaccuracy of
content. Target reader is on the whole informed.

Band 2: Performance shares features of Bands 1 and 3.

Band 1: The summary demonstrates very little under-
standing of the passage: Most of the content is of limited
relevance, with repetitions or verbatim borrowing from the
original text. In some paraphrased parts of the text, inac-
curacy of content or omissions of main points are evident.
Target reader is minimally informed.

Band 0: No understanding of the passage is demonstrated.
The content is totally irrelevant to the original passage.
Target reader is not informed.

Figure 1 shows the distribution of the scores
for the learner summaries. The pairwise correla-
tion between annotators ranges between 0.690 and
0.794. To derive the final score for each summary,
we take the average of the scores by the three an-
notators. This results in a set of real-valued aver-
age scores on the scale of [0, 5] and allows us to
treat this task as a regression problem and make
use of the continuity of the assessment scale. The
goal of the experiments on this data is then to train
a regression model to predict a score that corre-
lates well with the annotators’ judgments.

4 Methods

In this section, we introduce three different ap-
proaches to the automated evaluation of the learner
summaries.

4.1 Measures for summary assessment

First of all, we extract a number of features to de-
scribe the similarity of the summary and the read-
ing text and apply a machine learning model to
predict the summary quality.

The summarization task for reading comprehen-
sion examines the content relevance and the ability
to convey the main ideas of the text in the sum-
mary. To automatically assess the learner sum-
mary, we compare the candidate summary against
a reference to assess the quality of its content.

We experiment with two types of references to
evaluate the candidate summary: firstly, we com-
pare the candidate summary against the original
passage directly, and secondly, we extract key sen-
tences from the original text with an automated
extractive summarizer and compare the candidate
summary to the set of key sentences. Ideally, an
extractive summarizer extracts a subset of sen-
tences from the passage that are highly represen-
tative of the original text. Although the extracted
key sentences are not necessarily coherent among
themselves, they provide a representation of the
main ideas of the text. Comparing the candidate
summary against the key sentences allows us to
examine the content relevance and the coverage of
the main ideas in the candidate summary. We com-
pare two popular summarizers in selecting the key
sentences for reference: TextRank (Mihalcea and
Tarau, 2004) and MEAD (Radev et al., 2004). We
also compare the extractive summarizers against
the baseline of using a random selection of sen-
tences as the reference.

After obtaining the reference, we derive four
types of linguistic features to evaluate the quality
of the learner summary: (1) verbatim features, (2)
semantic similarity features, (3) features based on
distributed vector representations of the summary,
and (4) features that describe discourse and other
textual characteristics of the summary.

4.1.1 Verbatim features
Verbatim similarity is the most straightforward
measure that indicates content similarity. Verba-
tim features measure the lexical overlap of the text
units between the candidate summary and the ref-
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erence. We use the following metrics to mea-
sure verbatim similarity: ROUGE (Lin, 2004),
BLEU (Papineni et al., 2002), and METEOR
(Denkowski and Lavie, 2011). The three metrics
are commonly used to assess automated summa-
rization systems. ROUGE and BLEU are based on
exact word match of N-grams, and METEOR ex-
tends the exact word match with stem, synonym,
and paraphrase matches extracted from the Word-
Net (Miller, 1995) and a background dictionary,
which allows for more flexible expressions.

4.1.2 Semantic similarity features
Although verbatim overlap metrics prove to be ef-
fective in various tasks, they fail to capture the
content similarity when paraphrasing and higher
levels of abstraction are used in the summary. To
compensate for this, word embeddings and sen-
tence embeddings are used to model semantic sim-
ilarity at the word and the sentence level. We mea-
sure the semantic similarity between words and
sentences in the texts and combine the scores into
a measure of document-level semantic similarity.

1. Word similarity: Word2vec (Mikolov et al.,
2013) is a model for learning distributed vec-
tor representations of words from a large cor-
pus of text. We use embeddings pre-trained
on Wikipedia to compute word-to-word co-
sine similarity between the candidate sum-
mary and the reference. We experiment with
three scoring functions to construct the text-
level semantic similarity measures from the
word-to-word scores:

(1) average word similarity on every word
pair in the candidate summary and the refer-
ence;

(2) a greedy method (Mihalcea et al., 2006)
that finds the best-matching word with max-
imum similarity scores and computes the av-
erage over the greedily selected pairs;

(3) optimal matching (Rus and Lintean,
2012) that finds the optimal alignment of
word pairs and then takes the average over
the alignment.

2. Sentence similarity: Skip-thought (Kiros
et al., 2015) is a model for learning dis-
tributed representations of sentences. It uses
an RNN-encoder to compose the sentence
vector, and a decoder conditioned on the re-
sulting vector that tries to predict the previ-

ous and the next sentences in the context. We
use the model pre-trained on the BookCorpus
(Zhu et al., 2015) to generate our sentence
vectors. Additionally, we experiment with
composing the sentence vectors using word
embedding summation and taking the aver-
age (average word embeddings). We use
the same functions for word-level similarity
to compute the text semantic similarity from
the sentence vectors.

4.1.3 Distributed vector representations of
the summary

In addition to the word and sentence similarities,
we investigate methods to model the content simi-
larity between the candidate summary and the ref-
erence directly at the document level.

Specifically, we use the following five ap-
proaches to construct vector representations of
learner summaries:

TF-IDF is a common method to construct docu-
ment representations in information retrieval. TF-
IDF weighted document vectors are frequently
used for measuring query-document similarity.

Doc2Vec (Le and Mikolov, 2014) is a neural
network model for learning distributed representa-
tion of documents. We use the “distributed mem-
ory of paragraph vectors (PV-DM)” variant of the
model to construct our vector representation of the
summary. The PV-DM model maps the document
to a vector space and uses a combination of the
document vector and the vectors of surrounding
words to predict a target word.

Latent Semantic Analysis (LSA) (Landauer,
2006) applies singular value decomposition
(SVD) on the term-document matrix to obtain vec-
tor space representation of documents.

Latent Dirichelet Allocation (LDA) (Blei
et al., 2003) represents the documents as mixtures
of topics. It can be used to measure the content
similarity and topical relevance of documents.

We also make use of the average word embed-
dings to encode the summary.

We use the Simple English Wikipedia corpus3

as our background resource to learn the document
representations. The Simple English Wikipedia
data is used to train the models because its doc-
uments are rendered simple for English learners.
Therefore, the lexical usage and syntactic struc-
ture in Simple English Wikipedia are more simi-
lar to the summaries written by learners. We take

3https://simple.wikipedia.org
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the cosine similarity between the candidate and the
reference vectors to evaluate their similarity.

4.1.4 Discourse and other textual features
Apart from the content-based measures of the
summary, the textual quality of the summary is
also important for its overall quality estimation.
For instance, good summaries tend to be more co-
herent and logically consistent. We extract lexi-
cal chain-based discourse measures to assess the
coherence of the text. Lexical chains model the
semantic relations among entities throughout the
text. We implement the lexical chaining algorithm
developed by Galley and McKeown (2003) and
extract 7 lexical chain-based features.4

We also measure the following superficial tex-
tual features:

Length: Number of words in the summary.
Compression ratio: The ratio of the number of

words in the summary to the number of words in
the reading passage.

Type-token ratio: The ratio of the number of
unique words to the total number of words in the
summary.

Text readability: The reading difficulty (the
CEFR level) of the passage to be summarized.

After the features are extracted, we train a Sup-
port Vector Machine (SVM) (Cortes and Vapnik,
1995) model for the classification task (Section
3.1) and a Kernel Ridge Regression (KRR) (Saun-
ders et al., 1998) model for the regression task
(Section 3.2).

4.2 Assessing summary using similarity
matrix

Secondly, we construct a sentence similarity ma-
trix between the candidate summary and the orig-
inal reading passage and apply a Convolutional
Neural Network (CNN) model on the similarity
matrix to predict the quality of the summary.

Lemaire et al. (2005) proposed a computational
cognitive model for assessing extractive summa-
rization. In their experiments, they presented 278
American school students with two reading pas-
sages and asked them to underline three to five
sentences that they considered the most important
in the texts. The underlined sentences were com-
pared against the set of all the sentences from the

4Features include: number of lexical chains per docu-
ment, number of lexical chains normalized by text length, av-
erage/maximum lexical chain length, average/maximum lex-
ical chain span, and the number of long chains.

(a) The similarity matrix of a good Summary A

(b) The similarity matrix of a bad Summary B

Figure 2: Similarity matrices of two summaries for the
same reading passage from the simulated learner data.
Summary A is a good summary and Summary B is a
bad summary. The rows of the matrix represent sen-
tences in the summary and the columns of the matrix
represent sentences in the reading passage.

original passage. They observed that the impor-
tant sentences selected by the students are highly
connected to the rest of the sentences in the text,
where the connection is defined by the semantic
similarity of the sentences.

Based on their observations, we hypothesize
that sentences in a good summary should have
a well-distributed connection with as many sen-
tences as possible in the original text, because a
good summary is supposed to cover all the im-
portant information in the text. In contrast, sen-
tences in a bad summary may fail to form a well-
distributed connection with sentences in the orig-
inal text. For example, if a bad summary only
captures a few of the main points in the original
text, then the sentences in such a summary would
be connected only to the sentences where these
points are mentioned in the original text, lacking
the connections to the rest of the text. If a bad sum-
mary is generally irrelevant to the original text,
sentences in such a summary would be minimally
connected to most of the sentences in the origi-
nal text. Beside these extreme cases on summary
quality scale, summaries of intermediate quality
may display patterns of connection to the original
passage that share the characteristics of the good
summary and the bad summary to various degrees.

Following this idea, we construct a sentence
similarity matrix between the candidate summary
and the original text. Each element of the matrix is
a cosine similarity score between the vector repre-
sentations of a sentence from the summary and a
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Figure 3: The merged LSTM model

sentence from the original text. We use the two
sentence similarity models described in Section
4.1.2, skip-thought and average word embeddings,
to build the sentence vectors.

According to our hypothesis, the quality of the
summary corresponds to different patterns in the
similarity matrix. The similarity matrix can be
viewed as a heat map “image” from which we
can learn patterns to detect the quality of the sum-
mary. Figure 2 demonstrates the similarity matri-
ces of two summaries for the same reading passage
from the simulated learner data. The shade of the
coloured map indicates the degree of similarity be-
tween two sentences: the darker the shade is, the
more similar the sentences are. In this example,
Summary A is an example of a good summary, and
Summary B is an example of a bad summary. We
can see that sentences in Summary A are similar to
a number of sentences in the original text, result-
ing in a well-distributed heat map. By contrast,
sentences in Summary B are similar to five par-
ticular sentences in the text and are less similar to
other sentences, which is reflected by the isolated
dark patches in the image. On the whole, Sum-
mary A has higher similarity scores than Summary
B, which makes its heat map darker. These two
examples illustrate how different patterns may be
observed in the heat map of the summaries of dif-
ferent quality.

To learn these patterns automatically, we apply
a CNN model on the similarity matrix to predict
the quality of the summary. However, it should be
noted that CNNs usually work best when a large
amount of training data is available, whereas the
summary data we have collected represents a rel-
atively small dataset. We compare the results of
the CNN model against the feature extraction ap-
proach to investigate how well the model can learn
from the limited amount of data.

4.3 Assessing summary using LSTM-based
models

Thirdly, we experiment with several LSTM-based
neural network models for assessing the summary
quality. The LSTM-based models are used to learn
representations of the summary and estimate its
quality automatically, without having to manually
extract features from it.

Recurrent neural networks with LSTM units
(Hochreiter and Schmidhuber, 1997) have shown
impressive results on various NLP tasks (Wang
and Jiang, 2016; Rocktäschel et al., 2015). In
essence, they are capable of embedding long text
sequences into a vector representation which can
later be decoded for use in various applications.

4.3.1 Merged LSTM model
Inspired by the recent advances with LSTMs in
NLP tasks, we propose a merged LSTM model
(see Figure 3) for assessing learner summaries.
The merged LSTM model encodes the summary
and the reading text separately with two bidirec-
tional LSTMs, and merges the embedded sum-
mary and embedded reading text representations
into a joint representation to predict the summary
score. We explore four functions to merge the en-
coded vectors, including concatenation, addition,
dot product and linear combination.

4.3.2 Attention-based LSTM model
As the merged LSTM model encodes the summary
and reading text separately, it needs to propagate
dependencies over long sequences to compare the
summary and the text. The joint representation
obtained in the merged LSTM model cannot fully
capture the connection between the summary and
the text. In this section, we propose an attention-
based LSTM model which makes use of an atten-
tion mechanism to better model the relation be-
tween the summary and the reading text.

2537



Figure 4: Attention mechanism architecture in the
attention-based LSTM model for summary assessment

The attention mechanism was first introduced
by Bahdanau et al. (2014) for machine transla-
tion. In general, the attention model learns a
soft alignment between the input and the output
in the encoder-decoder framework. The attention
mechanism allows the model to learn what to at-
tend to in the input states and mitigates the long-
dependency bottleneck of the LSTM.

In the attention-based model for summary as-
sessment, the original text and the summary are
still encoded using two separate LSTMs. How-
ever, the text representation is formed by a
weighted sum of the hidden states of the text en-
coder, where the weights can be interpreted as the
degree to which the summary attends to a particu-
lar token in the text. The summary representation
and the text representation are combined with a
nonlinear function into a joint representation and
then fed into the fully connected layer to predict
the summary quality. Figure 4 is an illustration
of the attention mechanism between the embedded
summary and the embedded input text.

Mathematically, suppose s is the encoded sum-
mary vector and a(t) is the hidden state of the
LSTM for the text at each token t. Then the final
representation r of the encoded text is a weighted
sum of a(t):

r = a · w =
T∑

t=1

a(t)w(t)

The weight for each token w(t) is computed by:

w(t) =
exp(α(t))

∑T
t=1 exp(α(t))

where

α(t) =Waα · a(t) +Wsα · s

Figure 5: Combining three approaches using ensemble
modelling

is an alignment model.
The joint representation m of the summary and

the text is a combination of the summary vector s
and the weighted input text vector r.

m = tanh(Wsm ∗ s+Wrm ∗ r + b)

where Wsm, Wrm and b are the parameters of a
linear combination function.

4.4 Ensemble modelling

Ensemble modelling combines several machine
learning techniques into one model in order to im-
prove the stability and accuracy of the prediction.
We explore combining the three different models
(see Figure 5) into a single model by taking the
majority vote from the binary classification mod-
els and taking the average value of the predicted
scores from the regression models. We compare
the performance of the combined models against
the individual models to investigate if and to what
extent ensemble modelling is useful for assessing
the summaries.

5 Experiments and Results

5.1 Experimental set-up

We evaluate our models on the real learner data
and on the simulated learner data, for consistency,
using 5-fold cross validation. In each fold, 60%
of the data is used as the training set, 20% as the
development set, and 20% as the test set.5

We compare our models against five baselines:
most frequent baseline, random baseline, ROUGE

5We choose the best model based on the development set,
retrain the selected model on the combination of the training
and the development data, and evaluate the model on the test
set.
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Models Variants Accuracy

Baseline Baseline type

most-frequent 50.0%

random 50.0%

ROUGE 59.3%

BLEU 51.7%

ROUGE + BLEU 59.6%

SVM reference type

random 58.8%

TextRank 63.8%

MEAD 62.9%

original text 65.6%

CNN similarity matrix type
avg word embeddings 65.8%
skip-thought vectors 63.4%

LSTM
Merged LSTM

merging
concatenation 68.0%

addition 68.1%

function
multiplication 69.1%

linear combination 70.4%

Attention LSTM 71.1%

Combined model SVM+CNN+LSTM 75.3%*

Table 2: Model performance on the simulated learner data. We use the bold font to indicate the best model for
each method. The asterisk sign indicates the best performance across all models.

baseline,6 BLEU baseline, and ROUGE + BLEU
baseline.

We use accuracy to evaluate the models on the
simulated learner data, and on the real learner data,
we report scores of two evaluation metrics: Pear-
son correlation coefficient (PCC) and Root Mean
Square Error (RMSE), which are commonly used
for evaluating regression models.

5.2 Results

Table 2 shows the results of the baseline and the
four types of models on the simulated learner data,
and Table 3 reports the results of the models on the
real learner data.

On the simulated learner data, the best vari-
ants from all three methods outperform the base-
lines. The improvement is statistically signifi-
cant (p<0.05) using t-test for all three methods.
We combine the best variants from the three ap-
proaches into a single system by taking the ma-
jority vote from the models. The resulting system
achieves the best accuracy of 75.3% in predicting
the binary type of the summary on the simulated
learner data.

On the real learner data, we found that the
feature extraction-based model outperforms the

6A baseline trained on ROUGE features only.

CNN model and LSTM-based models, which also
significantly outperform the baselines. The re-
sults suggest that the neural network-based mod-
els are not as effective as the traditional feature
extraction-based method for the regression task, at
least when the training data is limited in size.

However, although the CNN and LSTM models
are not the best-performing models individually,
a combination of the three methods (KRR, CNN
and LSTM) still improves the performance. We
believe that this is because the three independent
models capture different aspects of the summary
quality that are complementary to each other. In
addition, the combined model is more robust to
outliers. For example, when two models agree on
an instance while the third model does not, the
combined model will select the majority vote or
the average score of the model estimations, hence
achieving a better performance in estimating the
summary quality. Overall, the best model perfor-
mance is close to human performance.

We also observe that when assessing the sum-
maries with extracted features, using the original
document as the reference works better than using
other types of reference. This might be because
the extractive summarizers only select sentences
that are highly related to others, where the relation
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Models Variants PCC RMSE

Baseline Baseline type

most-frequent - 1.30

random 0.011 1.79

ROUGE 0.499 1.12

BLEU 0.208 2.88

ROUGE + BLEU 0.499 1.11

KRR reference type

random 0.517 1.11

TextRank 0.576 1.06

MEAD 0.557 1.08

original text 0.636 0.99

CNN similarity matrix type
avg word embeddings 0.504 1.12
skip-thought vectors 0.458 1.14

LSTM
Merged LSTM

merging
concatenation 0.487 1.13

addition 0.466 1.13

function
multiplication 0.490 1.12

linear combination 0.484 1.13

Attention LSTM 0.494 1.12

Combined model KRR+CNN+LSTM 0.665* 0.97*

Table 3: Results of the regression model performance on the learner data. We use the bold font to indicate the best
model for each method. The asterisk sign indicates the best performance across all models.

is typically judged by the word overlap, therefore
missing the bits of text where topical words occur
less often.

6 Conclusion

In this paper, we introduce a summarization task
for testing reading comprehension of learners and
present several automated systems to assess the
quality of the learner summary. We collected sum-
maries from members of our university and from
the real learners to evaluate our systems. We pro-
pose and compare three approaches to assess the
summaries, including the feature extraction-based
model, the CNN-based model using similarity ma-
trix, and the LSTM-based model. The best system,
built using a combination of three models, yields
an accuracy of 75.3% on the simulated learner
data, and PCC = 0.665, RMSE = 0.97 on the
real learner data. Although not directly compara-
ble to other studies, we note that these results are
higher than those reported in previous work.

Our systems are generalizable and address the
limitations of the previous research in this area
as: (1) they are capable of evaluating the quality
of a summary without the need of being trained
on each input text separately, (2) they do not re-
quire a pre-defined reference, and (3) they are ca-
pable of capturing content similarity beyond ver-
batim overlap, taking into account paraphrasing

and higher levels of abstraction.
We believe that although the application pre-

sented in this paper focuses on assessing learner
summaries, these techniques may also be useful
for benchmarking automated summarization sys-
tems. Evaluation of these techniques for bench-
marking automated summarization systems is one
direction for our future research.

We make the summary data available at
https://www.cl.cam.ac.uk/˜ek358/
learner-summaries.html.
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Abstract

Neural sequence-to-sequence models have
been successfully applied to text compression.
However, these models were trained on huge
automatically induced parallel corpora, which
are only available for a few domains and tasks.
In this paper, we propose a novel interactive
setup to neural text compression that enables
transferring a model to new domains and com-
pression tasks with minimal human supervi-
sion. This is achieved by employing active
learning, which intelligently samples from a
large pool of unlabeled data. Using this setup,
we can successfully adapt a model trained on
small data of 40k samples for a headline gener-
ation task to a general text compression dataset
at an acceptable compression quality with just
500 sampled instances annotated by a human.

1 Introduction

Text compression is the task of condensing one or
multiple sentences into a shorter text of a given
length preserving the most important information.
In natural language generation applications, such
as summarization, text compression is a major step
to condense the extracted important content of the
source documents. But text compression can also
be applied in a wide range of related applications,
including the generation of headlines (Filippova
et al., 2015), captions (Wubben et al., 2016), sub-
titles (Vandegehinste and Pan, 2004; Luotolahti
and Ginter, 2015), and the compression of text for
small screens (Corston-Oliver, 2001).

Neural sequence-to-sequence (Seq2Seq) mod-
els have shown remarkable success in many areas
of natural language processing and specifically in
natural language generation tasks, including text
compression (Rush et al., 2015; Filippova et al.,
2015; Yu et al., 2018; Kamigaito et al., 2018). De-
spite their success, Seq2Seq models have a ma-
jor drawback, as they require huge parallel cor-

pora with pairs of source and compressed text to
be able to learn the parameters for the model. So
far, the size of the training data has been propor-
tional to the increase in the model’s performance
(Koehn et al., 2003; Suresh, 2010), which is a ma-
jor hurdle if only limited annotation capacities are
available to manually produce a corpus. That is
why existing research employs large-scale auto-
matically extracted compression pairs, such as the
first sentence and the presumably shorter headline
of a news article. However, such easy-to-extract
source data is only available for a few tasks, do-
mains, and genres and the corresponding models
do not generalize well from the task of headline
generation to other text compression tasks.

In this paper, we propose an interactive setup to
neural text compression, which learns to compress
based on user feedback acquired during training
time. For the first time, we apply active learning
(AL) methods to neural text compression, which
greatly reduces the amount of the required train-
ing data and thus yields a much more data-efficient
training and annotation workflow. In our experi-
ments, we find that this approach enables the suc-
cessful transfer of a model trained on headline
generation data to a general text compression task
with a minimum of parallel training instances.

The objective of AL is to efficiently select unla-
beled instances that a user should annotate to ad-
vance the training. A key component of AL is the
choice of the sampling strategy, which curates the
samples in order to maximize the model’s perfor-
mance with a minimum amount of user interac-
tion. Many AL sampling strategies have proven
effective for human-supervised natural language
processing tasks other than compression (Hahn
et al., 2012; Peris and Casacuberta, 2018; Liu
et al., 2018).

In our work, we exploit the application of
uncertainty-based sampling using attention disper-
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sion and structural similarity for choosing samples
to be annotated for our interactive Seq2Seq text
compression model. We employ the AL strategies
for (a) learning a model with a minimum data, and
(b) adapting a pretrained model with few user in-
puts to a new domain.

In the remaining paper, we first discuss related
work and introduce the state-of-the-art Seq2Seq
architecture for the neural text compression task.
Then, we propose our novel interactive compres-
sion approach and demonstrate how batch mode
AL can be integrated with neural Seq2Seq mod-
els for text compression. In section 4, we in-
troduce our experimental setup, and in section 5,
we evaluate our AL strategies and show that our
approach successfully enables (a) learning the
Seq2Seq model with a minimum of data, (b) trans-
fer of a pretrained headline generation model to a
new compression task and dataset with minimal
user interaction. To encourage further research
and enable reproducing our results, we publish our
code as open-source software.1

2 Related Work

In this section, we discuss related work to our re-
search concerning: (1) neural text compression
models, (2) existing text compression corpora and
(3) active learning for neural models.

Neural text compression. Neural text compres-
sion models can be broadly classified into two cat-
egories: (a) deletion-based extractive models and
(b) abstractive models. The goal of the deletion-
based models is to delete unimportant words from
a source text to generate a shorter version of the
text. In contrast, abstractive models generate a
shorter text by inserting, reordering, reformulat-
ing, or deleting words of the source text.

Previously, deletion-based extractive methods
explored various modeling approaches, includ-
ing the noisy-channel model (Knight and Marcu,
2002; Turner and Charniak, 2005), integer linear
programming (Clarke and Lapata, 2007), varia-
tional autoencoders (Miao and Blunsom, 2016),
and Seq2Seq models (Filippova et al., 2015). Sim-
ilarly, recent abstractive models have seen tree-to-
tree transduction models (Cohn and Lapata, 2013)
and variations of Seq2Seq models, such as atten-
tion (Rush et al., 2015), attentive long short-term
memory (LSTM) models (Wubben et al., 2016)

1https://github.com/UKPLab/
NAACL2019-interactiveCompression

and operation networks where the Seq2Seq model
decoder is replaced with a deletion decoder and a
copy-generate decoder (Yu et al., 2018).

Filippova et al. (2015) show that Seq2Seq mod-
els without any linguistic features have the abil-
ity to delete unimportant information. Kami-
gaito et al. (2018) incorporate higher-order de-
pendency features into a Seq2Seq model and re-
port promising results. Rush et al. (2015) pro-
pose an attention-based Seq2Seq model for gen-
erating headlines. Chopra et al. (2016) further im-
prove this task with recurrent neural networks. Al-
though Seq2Seq models show state-of-the-art re-
sults on different compression datasets, there is yet
no work which investigates whether large train-
ing corpora are needed to train neural compression
models and if there are efficient ways to train and
adapt them to other datasets with few annotations.

Text compression corpora. Early publicly
available text compression datasets are manually
curated but small (Cohn and Lapata, 2008; Clarke
and Lapata, 2006, 2008). These datasets are
typically used by unsupervised approaches as
they are 200 times smaller in size compared to the
annotated data used for training state-of-the-art
supervised approaches. Filippova and Altun
(2013) introduce an extractive compression
dataset of 250k headline and first sentence com-
pression pairs based on Google News, which they
use for training a supervised compression method.
Similarly, Rush et al. (2015) create another large
abstractive dataset of 4 million headline and first
sentence compression pairs from news articles
extracted from the Annotated Gigaword corpus
(Napoles et al., 2012). Although these datasets
are large, they predominantly address headline
generation for news.

Creating such large corpora manually for a
new task or domain is hard. Toutanova et al.
(2016) pioneered the manual creation of a multi-
reference compression dataset MSR-OANC with
6k sentence–short paragraph pairs from business
letters, newswire, journals, and technical doc-
uments sampled from the Open American Na-
tional Corpus2. They provide five crowd-sourced
rewrites for a fixed compression ratio and also
acquire quality judgments. This dataset cov-
ers multiple genres compared to the large au-
tomatically collected compression datasets, and
Toutanova et al. (2016) show that neural Seq2Seq

2https://www.anc.org/data/oanc
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Figure 1: Pipeline of our interactive text compression model. The pipeline is divided into three main components:
(1) Neural Seq2Seq text compression model, (2) active learning, and (3) interactive text compression

models trained on headline generation datasets fail
to achieve state-of-the-art results as compared to
an ILP-based unsupervised method. In our work,
we go beyond that and investigate strategies to eas-
ily adapt pretrained models to such small datasets
employing minimal user input.

Active learning for neural models. AL has
been successfully applied to various natural lan-
guage processing tasks, including corpus anno-
tation (Hahn et al., 2012; Yan et al., 2011), do-
main adaptation (Chan and Ng, 2007), personal-
ized summarization (P. V. S. and Meyer, 2017),
machine translation (Haffari and Sarkar, 2009),
language generation (Mairesse et al., 2010), and
many more. Only recently, it has been applied
to neural models: Wang et al. (2017a) propose
an AL approach for a black box semantic role
labelling (SRL) model where the AL framework
is an add-on to the neural SRL models. Peris
and Casacuberta (2018) use AL in neural machine
translation. They propose quality estimation sam-
pling, coverage sampling, and attention distraction
sampling strategies to query data for interactive
machine translation. Liu et al. (2018) addition-
ally propose an AL simulation trained on a high-
resource language pair to transfer their model to
low-resource language pairs. In another line of re-
search, Sener and Savarese (2018) discuss a core-
set AL approach as a batch sampling method for
neural image classification based on convolutional
neural networks. Although AL techniques have
been widely used in natural language processing,
to our knowledge, there is yet no work on the use
of AL for neural text compression. We fill this gap
by putting the human in the loop to learn effec-
tively from a minimal amount of interactive feed-
back and for the first time, we explore this data-

efficient AL-based approach to adapt a model to a
new compression dataset.

3 Approach

To address this research problem, we first describe
the neural Seq2Seq text compression models we
use. Then, we introduce our active learning strate-
gies to select the training samples interactively for
in-domain training as well as for domain adapta-
tion, and we describe a novel interactive neural
text compression setup. Figure 1 illustrates the
main components of our system.

3.1 Neural Seq2Seq Text Compression
In this work, we employ state-of-the-art Seq2Seq
models with attention (Seq2Seq-gen) (Rush et al.,
2015) and pointer-generated networks with cover-
age (Pointer-gen) (See et al., 2017) as our base
models, which we use for our AL-based interac-
tive text compression setup.

Both Seq2Seq models are built upon the
encoder-decoder framework by Sutskever et al.
(2014). The encoder encodes the input sequence
x = (x1, x2.., xn) represented by an embedding
matrix into a continuous space using a bidirec-
tional LSTM network and outputs a sequence of
hidden states. The decoder is a conditional bidi-
rectional LSTM network with attention distribu-
tion (Luong et al., 2015)

aji =
exp(eji )∑n
k=1 exp(e

j
k)

(1)

where eji is computed at each generation step j
with the encoder states henci and the decoder states
hdecj :

eji = q · tanh(W enc
h henci +W dec

h hdecj + batt) (2)
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where q , W enc
h , W dec

h and batt are learnable pa-
rameters. The attention distribution aji is used to
compute the weighted sum of the encoder hidden
states, also known as the context vector

c∗j =
n∑

i

ajih
enc
i (3)

To obtain the vocabulary distribution P vocab
j at

generation step j, we concatenate the fixed con-
text vector with the decoder state hdecj and pass it
through two linear layers:

P vocab
j = softmax(Wv(W

′
v[h

dec
j ; c∗j ] + b′v) + bv)

(4)

where Wv, W ′v, bv and b′v are learnable parame-
ters. P vocab

j is a probability distribution over all
words in the vocabulary V . Based on the vocab-
ulary distribution, the model generates the target
sequence y = y1, y2, . . . , ym, m ≤ n with

yj = argmaxwP
vocab
j (w), w ∈ V (5)

for each generation step j.
Finally during training, we define the loss func-

tion for generation step j as the negative log like-
lihood of the target word yj and the overall loss
function for the target word sequence as L:

L =
1

m

m∑

j=0

− logP vocab
j (yj) (6)

Another state-of-the-art approach we use for
our experiments is the pointer-generator networks
(Pointer-gen) proposed by See et al. (2017). This
model uses a pointer-generator network that deter-
mines a probability function to generate the words
from the vocabulary V or copy the words from the
source text by sampling from the attention distri-
bution aji as shown in Eq. 8. The model achieves
this by calculating an additional generation prob-
ability pgen for generation step j, which is calcu-
lated from the context vector c∗j , the decoder state
hdecj , and the current input to the decoder x

′
j :

pgen = σ(W T
c c
∗
j +W T

hdech
dec
j +W T

x′x
′
j + bgen)

(7)

Pj(w) = pgenP
vocab
j (w) + (1− pgen)

n∑

i=0

aji

(8)

where vectors Wc, Whdec , Wx′ , bgen are learnable
parameters, n is the number of words in the source
text and σ is the sigmoid function.

The model also uses an extra feature of cover-
age to keep track of words generated by the model
to discourage repetition. In the coverage model,
a coverage vector is calculated which is the sum
of the attention distribution across all the previous
decoding steps and it is passed on as an extra input
to the attention mechanism:

cji =

j−1∑

k=0

aki (9)

eji = q · tanh(W enc
h henci +W dec

h hdecj

+Wcc
j
i + batt) (10)

where Wc is an additional learnable parameter.

3.2 Active Learning

Toutanova et al. (2016) show that Seq2Seq mod-
els, which perform well on large news headline
generation datasets, fail to achieve good perfor-
mance on their MSR-OANC multi-genre com-
pression dataset. A major issue with training
Seq2Seq models is the lack of domain-specific
data and the expensive process to create parallel
compression pairs. It is therefore indispensable to
minimize the cost of data annotation. Thus, AL
comes into play whose key element is to find a
strategy for selecting samples the user should an-
notate which yield a more efficient training pro-
cess. For text compression, we suggest AL strate-
gies to maximize the model’s coverage and the
diversity of the samples. To this end, we build
upon work in uncertainty sampling by (Peris and
Casacuberta, 2018; Wang et al., 2017b) and pro-
pose a new strategy to predict the sample diversity
at a structural level.

Coverage constraint sampling (Coverage-AL).
An important factor on which text compression
models are evaluated is the coverage (Marsi et al.,
2010). Coverage can be defined as the text com-
pression models being able to learn the deletion
or generation rules from the training samples and
apply them on an input source text. Wu et al.
(2016) first proposed the idea of using attention
weights to calculate coverage penalty for active
learning based machine translation systems. The
attention weights were further extended by Peris
and Casacuberta (2018) to estimate an attention
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dispersion based uncertainty score for a sentence.
The idea of attention dispersion is that if the neu-
ral Seq2Seq compression model is uncertain then
the attention weights will be dispersed across the
source text while generating the target words. The
samples with higher dispersion will have their at-
tention weights uniformly distributed across the
source sentences. Thus, the goal is to find the
samples with high uncertainty based on attention
dispersion. As we want to define to the extent
to which the attention distribution differs from a
normal distribution we propose to use a skewness
score. The skewness score calculates the attention
dispersion while decoding a target word yj .

skewness(yj) =
1
n

∑n
i=1(a

j
i − 1

n)
3

( 1n
∑n

i=1(a
j
i − 1

n)
2)3/2

(11)

aji is the attention weight assigned by the attention
layer to the i-th source word when decoding the
j-th target word and 1

n is the mean of the attention
weights of the target word yj .

The skewness for a normal distribution is zero,
and since we are interested in the skewness of sam-
ples with heavy tails, we take the negative of the
skewness averaged across all target words to ob-
tain the uncertainty coverage score Cscore.

Cscore(x, y) =

∑m
j=1−skewness(yj)

m
(12)

where m is the number of target words.

Diversity constraint sampling (Diversity-AL).
Diversity sampling methods have been used in in-
formation retrieval (Xu et al., 2007) and image
classification (Wang et al., 2017b). The core idea
is that samples that are highly similar to each other
typically yield little new information and thus low
performance. Similarly, to increase the diversity
of the samples in neural text compression, we
propose a novel scoring metric to measure the
diversity of multiple source texts at a structural
level. Our intuition is that integrating part-of-
speech, dependency and named entity information
is useful for text compression, e.g., to learn which
named entities are important and how to compress
a wide range of phrase types and syntactically
complex sentences. Thus, we consider part of
speech tags, dependency trees, and named entity
embeddings and calculate the structural similarity
of the source text with regard to the target text.
We use a multi-task convolutional neural network

similar to Søgaard and Goldberg (2016) trained on
OntoNotes and Common Crawl to learn the struc-
tural embeddings consisting of tag, dependency
and named entity embeddings. The diversity score
Dscore is calculated using the cosine distance be-
tween the average of the structural embeddings of
the words in the source sentence and the average
of the structural embeddings of the words in the
target compression as in Eq. 13:

Dscore(x, y) =
Estruc(x) · Estruc(y)

||Estruc(x)|| · ||Estruc(y)||
(13)

where Estruc(·) is the average structural embed-
ding of a text.

These AL sampling strategies are applied in-
teractively while training to make better use of
the data by selecting the most uncertain instances.
Additionally, both strategies can be applied for do-
main adaptation by actively querying user annota-
tions for a domain-specific dataset in an interactive
text compression setup, which we describe next.

3.3 Interactive Text Compression

In this subsection, we introduce our interactive
text compression setup. Our goal is to select the
batch of samples for training efficiently with min-
imal samples and to become able to transfer the
models to new datasets for different domains and
genres with few labeled data.

We consider an initial collection of parallel in-
stances D = {(xi, yi) | 1 ≤ i ≤ N} consisting of
pairs of input text xi and their corresponding com-
pression yi. Additionally, we consider unlabeled
instances D′ = {xi | i > N}, for which we only
know the uncompressed source texts. Our goal
is to sample sets of unlabeled instances St ⊂ D′

which should be annotated by a user in each time
step t. The interactive compression model can
only see the labeled pairs from the initial dataset
D in the beginning, but then incrementally learns
from the user annotations.

Algorithm 1 provides an overview of our in-
teractive compression setup. The inputs are the
labeled compression pairs D and the unlabeled
source texts D′. D is used to initially train the
neural text compression model M . In line 5, we
start the interactive feedback loop iterating over
t = 0, . . . , T . We first sample a set of unla-
beled source texts St (line 6) by using our AL
strategies introduced in section 3.2 and then loop
over each of the unlabeled samples to be annotated
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or supervised by the human in line 10. As the
user feedback in the current time step of sample
St, we obtain the compressions Yt of the sampled
source texts St from the user and use them for on-
line training of the model M . After T iterations
or if there are no samples left for querying (i.e.,
St = ∅), we stop the iteration and return the up-
dated Seq2Seq model M .

Algorithm 1 Interactive Text Compression
1: procedure INTERACTIVECOMPRESSION()
2: input: Text Compression Pairs D,
3: Unlabeled Text D′

4: M ← learnSeq2Seq(D)
5: for t = 0, ..., T do
6: St ← getSample(D′)
7: if St = ∅ then
8: return M
9: else

10: Yt ← queryUser(St)
11: M ← update(M,St,Yt)
12: D′ ← D′ − St
13: end if
14: end for
15: end procedure

4 Experimental Setup

4.1 Data

For our experiments, we use the large Google
News text compression corpus3 by Filippova and
Altun (2013), which contains 250k automatically
extracted the deletion-based compressions from
aligned headlines and first sentences of news arti-
cles. Recent studies on text compression have ex-
tensively used this dataset (e.g., Zhao et al., 2018;
Kamigaito et al., 2018). We carry out in-domain
active learning experiments on the Google News
compression corpus.

To evaluate our interactive setup, we adapt the
trained models to the MSR-OANC text compres-
sion corpus by Toutanova et al. (2016), which
contains 6k crowdsourced multi-genre compres-
sions from the Open American National Corpus.
This corpus is well-suited to evaluate our inter-
active setup, since it is sourced from mixture of
newswire, letters, journals, and non-fiction genres,

3https://github.com/
google-research-datasets/
sentence-compression

in contrast to the Google News corpus covering
only newswire.

Dataset # Train # Dev # Test

Google News 195,000 5,000 10,000
MSR-OANC 5,000 448 785

Table 1: Statistics of the compression datasets

For evaluating the compressions against the ref-
erence compressions, we use a Python wrapper4 of
the ROUGE metric (Lin, 2004) with the parame-
ters suggested by Owczarzak et al. (2012) yielding
high correlation with human judgments (i.e., with
stemming and without stopword removal).5

4.2 Preprocessing and Parameters

To preprocess the datasets, we perform tokeniza-
tion. We obtain the structural embeddings for a
sentence using spaCy6 embeddings learned using
a multi-task convolutional neural network.

To evaluate and assess the effectiveness of our
active learning-based sampling approaches, we
set up our interactive text compression approach
for the two state-of-the-art Seq2Seq models con-
sisting of a generative model (Seq2Seq-gen) and
a generate-and-copy model (Pointer-gen) as de-
scribed in Section 3.1. For the neural Seq2Seq
text compression experiments, we set the beam
size and batch size to 10 and 30 respectively. We
use the Adam optimizer (Kingma and Ba, 2015)
for the gradient-based optimization. Finally, the
parameters for the neural network parameters like
weights and biases are randomly initialized.

In order to asses the effectiveness of AL for neu-
ral text compression we extend the OpenNMT7

implementations with our interactive framework
following Algorithm 1. The sampling strategy se-
lects instances to be annotated interactively by the
user in batches. Next, the neural text compression
model is incrementally updated with the selected
samples.

Due to the presence of a human in the loop, it
typically demands real user feedback, but the cost
of collecting sufficient data for various settings of
our models is prohibitive. Thus in our experi-
ments, the users were simulated by using the com-

4https://github.com/pltrdy/files2rouge
5-n 2 -c 95 -r 1000 -a -m
6https://spacy.io/
7https://github.com/OpenNMT/OpenNMT-py
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Methods
UB Random Coverage-AL Diversity-AL

R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL

Seq2Seq-gen 59.94 52.08 59.78 61.60 50.03 61.37 62.89 51.38 62.56 62.54 50.19 62.13
Pointer-gen 79.26 71.77 79.08 71.61 61.15 71.28 78.11 70.50 77.89 77.45 70.30 77.38

Table 2: ROUGE-1 (R1), ROUGE-2 (R2) and ROUGE-L (RL) achieved by the state-of-the-art models using our
sampling strategies evaluated on the Google compression test set. Bold marks best AL strategy.

Figure 2: Analysis of the active learning approaches
combined with state-of-the-art Seq2Seq compression
models on Google compression dataset while varying
the training sizes.

pression pairs from our corpus as the sentences an-
notated by the user.

5 Results and Analysis

Our experiments address two main research ques-
tions for in-domain training and domain adapta-
tion of neural text compression:

• Which active learning strategies are useful in
text compression to select training samples
such that higher performance can be achieved
with a minimum of labeled instances?

• Which instances are to be annotated interac-
tively by the user such that the model adapts
quickly to a new dataset?

In-domain Active Learning. For in-domain ac-
tive learning experiments, we choose the Google
News text compression training corpus and sam-
ple for corpus sizes between 10% and 100% in

ten percent point steps. As a baseline, we use
a random sampling strategy to test the state-of-
the-art Seq2Seq neural text compression models.
Figure 2 suggests that our coverage-based sam-
pling (Coverage-AL) and diversity-based sam-
pling (Diversity-AL) strategies outperform the
random sampling strategy throughout all training
sizes. A key observation is that our sampling
strategies are behind the upper bound by just 0.5%
ROUGE-2 when only 20% of the training data is
used. Table 2 illustrates the results of our sampling
strategies when 20% of the data is used for train-
ing. All the results are in comparison to the upper
bound (UB) receiving 100% of the training data.

Coverage-AL performs better than the
Diversity-AL for both the Seq2Seq-gen and
Pointer-gen models. However, they are still not
effective in the Seq2Seq-gen model where random
sampling performs on par with the active learning
sampling approaches. We believe this is due to the
Seq2Seq-gen model’s inability to copy from the
source text in the sampled set as a consequence
of active learning in the batch setting. Whereas
for Pointer-gen model, we observed that both
Coverage-AL and Diversity-AL strategies of
adding new samples for training had a greater
impact when the model has not adapted. We
attribute the effectiveness of the Coverage-AL
strategy over Diversity-AL to the exploitation
of the model uncertainty, as the Diversity-AL
only uses the similarity based on the samples, but
misses to integrate the model uncertainty.

Table 3 presents an example sentence com-
pression pair from the Google News dataset
and the generated compressions of both neu-
ral Seq2Seq models when using one of the
three sampling strategies. The example shows
that detailed descriptions like the names of the
ships “JING GANGSHA” and “HENG SHUI”
are dropped by all models. In particular, the
Seq2Seq-gen model has the problem of generat-
ing words not present in the original text (e.g.,
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Source text: Two Chinese war ships , “ JING GANGSHA ” and “ HENG SHUI ” arrived at the
port of Trincomalee on 13 th January 2014 on a good will visit .

Reference: Two Chinese war ships , arrived at the port of Trincomalee will visit .

Seq2Seq-gen
+ Random: Two Chinese war ships , arrived at the port of toddlers on 13 th January 2014 .
+ Coverage-AL: Two Chinese war ships , arrived at the port of Trincomalee on a good will visit .
+ Diversity-AL: Two Chinese war ships arrived at the port of Scottsbluff on 13 th .

Pointer-gen
+ Random: Two Chinese war ships , arrived at the port of Trincomalee on 13 th January 2014 .
+ Coverage-AL: Two Chinese war ships arrived at the port of Trincomalee will visit .
+ Diversity-AL: Two Chinese war ships , arrived at the port of Trincomalee .

Table 3: In-domain active learning example sentence and compressions for Google News compression dataset
when using 20% of labelled compressions with Random, Coverage-AL, Diversity-AL sampling strategies

Methods
MSR-OANC ID Random Coverage-AL Diversity-AL
R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL

Seq2Seq-gen 30.05 10.42 26.87 33.51 13.60 30.26 35.10 15.00 32.78 34.85 14.92 32.41
Pointer-gen 35.24 16.57 32.56 38.19 21.87 37.94 39.59 24.87 37.02 39.42 24.70 36.86

Table 4: ROUGE-1 (R1), ROUGE-2 (R2) and ROUGE-L (RL) achieved by the state-of-the-art models using our
sampling strategies when interactively retrained using 10% of the MSR-OANC training set. The results are in
comparison to the models trained on in-domain training set (MSR-OANC ID). Bold marks best AL strategy.

“toddlers”, “Scottsbluff”). In contrast, the Pointer-
gen model’s ability to copy from the original
text restrains the model from generating irrele-
vant words. Although Diverysity-AL based mod-
els recognized the phrasal constructs crucial for
the sentence meaning, Coverage-AL generated the
closest compression to the reference.

Active learning for domain adaptation. To test
our interactive Seq2Seq model using active learn-
ing strategies for the domain adaptation scenario,
we train the model on the Google News compres-
sion corpus and test it on the multi-genre MSR-
OANC compression dataset. Additionally, for
domain adaptation, the neural Seq2Seq model is
updated incrementally using our interactive com-
pression Algorithm 1. The sampling strategies
select the instances to be interactively annotated
by the user. As the cost of interactive experi-
mentation with real users, we use simulated feed-
back from the labeled sentence compressions from
the MSR-OANC training data. The two sampling
strategies used for in-domain active learning are
used for interactive compression with the state-of-
the-art Seq2Seq models. Table 4 illustrates the
results of the interactive text compression model
when applied to the MSR-OANC text compres-

sion dataset. One interesting observation is the
fact that our sampling strategies at 10% of the
training data (≈ 500 samples) perform better than
models trained on in-domain training data (MSR-
OANC ID) with 5k training instances by +8.3%
and +8.2% ROUGE-2.

Figure 3 shows the results for the various sam-
ple sizes of the 5k training instances. The results
show a similar trend as the active learning for the
interactive data-selection scenario. The Coverage-
AL and Diversity-AL strategies do not show sig-
nificant differences from each other. However, the
two active learning strategies achieve on average
+2.5% ROUGE-2 better results than the random
sampling. The results demonstrate that the use of
relevant training samples is useful for transferring
the models to new domains and genres.

Table 5 shows an example from the MSR-
OANC compression dataset. The example illus-
trates similar compression properties as seen in
the in-domain settings. In particular, the two mod-
els learned to drop appositions, optional modifiers,
detailed clauses, etc. Additionally, we also ob-
served that the difficult cases where those where
there is little to be removed, but due to higher
compression ratios during the training, the models
removed more than required. This confirms the
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Source text: Given the urgency of the situation in Alaska , Defenders needs your immediate
assistance to help save Alaska ’s wolves from same - day airborne land - and - shoot
slaughter .

Reference: Given the urgency of the situation in Alaska , Defenders needs your immediate
assistance saving Alaska ’s wolves from slaughter .

Seq2Seq-gen
+ Random: Immediate assistance to save Alaska’s tundra .
+ Coverage-AL: Sometimes needs your assistance to help save Alaska ’s wolves .
+ Diversity-AL: The situation in Alaska, help save Alaska ’s tundra .

Pointer-gen
+ Random: Immediate assistance to help save Alaska s wolves .
+ Coverage-AL: The urgency of the situation in Alaska , Defenders needs your immediate assistance .
+ Diversity-AL: Defenders needs your assistance to help save Alaska ’s wolves .

Table 5: Domain adaptation example from the MSR-OANC dataset when trained on a 20% of labelled compres-
sions with Random, Coverage-AL, and Diversity-AL sampling strategies

Figure 3: Analysis of the active learning for domain
adaptation on the MSR-OANC dataset while varying
the training data.

cause for lower ROUGE scores compared to the
Google News corpus.

6 Conclusion

We propose a novel neural text compression ap-
proach using a neural Seq2Seq method with an
interactive setup that aims at (a) learning an in-
domain model with a minimum of data and (b)
adapting a pretrained model with few user inputs
to a new domain or genre. In this paper, we inves-
tigate two uncertainty-based active learning strate-
gies with (a) a coverage constraint using atten-
tion dispersion and (b) a diversity constraint us-
ing structural similarity to make better use of the
user in the loop for preparing training data pairs.
The active learning based data selection method-
ology samples the data such that the most uncer-

tain samples are available for training first. Ex-
perimental results show that the selected samples
achieve comparable performance to the state-of-
the-art systems, but trained on 80% less in-domain
training data. Active learning with an interactive
text compression model helps in transferring mod-
els trained on a large parallel corpus for a headline
generation task to a general compression dataset
with just 500 sampled instances. Additionally, the
same in-domain active learning based data selec-
tion shows a notable performance improvement
in an online interactive domain adaptation setup.
Our experiments demonstrate that instead of more
training data, relevant training data is essential for
training Seq2Seq models in both in-domain train-
ing as well as domain adaptation.

In future work, we plan to explore several lines
of work. First, we intend to investigate further ap-
plications of our interactive setup, e.g., in movie
subtitle compression or television closed captions
where there is no sufficient training data to build
neural models. On a more general level, the inter-
active setup and the active learning strategies pre-
sented can also be used for other natural language
processing tasks, such as question answering, to
transfer a model to a new domain or genre.
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Abstract

We propose a novel conditioned text gener-
ation model. It draws inspiration from tra-
ditional template-based text generation tech-
niques, where the source provides the con-
tent (i.e., what to say), and the template influ-
ences how to say it. Building on the success-
ful encoder-decoder paradigm, it first encodes
the content representation from the given in-
put text; to produce the output, it retrieves
exemplar text from the training data as “soft
templates,” which are then used to construct
an exemplar-specific decoder. We evaluate
the proposed model on abstractive text sum-
marization and data-to-text generation. Em-
pirical results show that this model achieves
strong performance and outperforms compara-
ble baselines.

1 Introduction

Conditioned text generation is the essence of
many natural language processing (NLP) tasks,
e.g., text summarization (Mani, 1999), machine
translation (Koehn, 2009), and data-to-text gener-
ation (Kukich, 1983; McKeown, 1992; Reiter and
Dale, 1997). In its common neural sequence-to-
sequence formulation (Sutskever et al., 2014; Cho
et al., 2014), an encoder-decoder architecture is
used. The decoder generates the text autoregres-
sively, token-by-token, conditioning on the feature
representations encoded from the source, typically
with attention (Bahdanau et al., 2015) and copy
mechanisms (Gu et al., 2016; See et al., 2017).
This paradigm is capable of generating fluent ab-
stractive text, but in an uncontrolled and some-
times unreliable way, often producing degenerate
outputs and favoring generic utterances (Vinyals
and Le, 2015; Li et al., 2016).

The encoder-decoder approach differs con-
siderably from earlier template-based meth-

⇤Work done during internship at Google.

ods (Becker, 2002; Foster and White, 2004; Re-
iter et al., 2005; Gatt and Reiter, 2009, inter alia),
where the source content is filled into the slots
of a handcrafted template. These solutions of-
fer higher generation precision compared to neu-
ral approaches (Wiseman et al., 2017), but tend
to lack the naturalness of neural systems, and are
less scalable to open domain settings, where the
number of required templates can be prohibitively
large.

To sidestep the scalability problems with hand-
crafted templates, it has been proposed to use simi-
lar training samples as exemplars, to guide the de-
coding process (Gu et al., 2018; Guu et al., 2018;
Weston et al., 2018; Pandey et al., 2018; Cao et al.,
2018a, inter alia).1 In general, existing methods
accomplish this by (a) using traditional informa-
tion retrieval (IR) techniques for exemplar extrac-
tion (e.g., TF-IDF), and then (b) concatenating the
exemplar to the source as additional inputs, allow-
ing the decoder to attend over and copy from both.

We propose a different strategy for using exem-
plars. For motivation, Figure 1 shows a source-
target pair together with its exemplar from the Gi-
gaword dataset (Graff et al., 2003). The target is a
summary of the source sentence, and the exemplar
is retrieved from the training set (§3.2).2 There
is word overlap between the exemplar and the de-
sired output, which would be easily captured by an
attention/copy mechanism (e.g. Norway and aid).
Despite this, ideally, the model should also exploit
the structural and stylistic aspects to produce an
output with a similar sentence structure, even if
the words are different.

Indeed, in traditional templates, the source

1The term exemplar indicates a training instance used to
help generation. We aim to distinguish from “templates,”
since here no explicit slot-filling procedure is involved.

2We use the training target as the exemplar, whose source
is most similar to the current input. §3.2 describes the details.
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Source: Norway said Friday it would
give Zimbabwe 40 million kroner (7.02
million dollars, 4.86 million euros)
in aid to help the country deal with
a lack of food and clean drinking
water and a cholera outbreak.
Exemplar: Norway boosts earthquake
aid to Pakistan.

Target: Norway grants aid of 4.86

million euros to Zimbabwe.

Figure 1: A source-target pair from Gigaword training
set, along with its exemplar.

is supposed to determine “what to say,” while
the templates aim to address “how to say it,”
reminiscent of the classical content selection and
surface realization pipeline (Reiter and Dale,
1997). For instance, an ideal template for this
example might look as follows:

grants aid of to

In the neural formulation, the “how to say
it” aspect is primarily controlled by the decoder.

Inspired by the above intuition, we propose
exemplar-based adaptive decoding, where a cus-
tomized decoder is constructed for each exem-
plar. This is achieved by letting the exemplars
to directly influence decoder parameters through
a reparameterization step (§3.1). The adaptive de-
coder can be used as a drop-in replacement in the
encoder-decoder architecture. It offers the poten-
tial to better incorporate the exemplars’ structural
and stylistic aspects into decoding, without exces-
sive increase in the amount of parameters or com-
putational overhead.

We empirically evaluate our approach on ab-
stractive text summarization and data-to-text gen-
eration (§4), on which most of the recent efforts on
exemplar-guided text generation have been stud-
ied. On three benchmark datasets, our approach
outperforms comparable baselines, and achieves
performance competitive with the state of the art.
The proposed method can be applicable in many
other conditioned text generation tasks. Our im-
plementation is available at https://homes.
cs.washington.edu/˜hapeng.

2 Background

This section lays out the necessary background
and notations for further technical discussion.
We begin with conditioned text generation and
the encoder-decoder framework (Sutskever et al.,
2014; Cho et al., 2014). In the interest of the no-

tation clarity, §3 will use an Elman network (El-
man, 1990) as a running example for the decoder,
which is briefly reviewed in §3. The proposed
technique generalizes to other neural network ar-
chitectures (§3.3).

Conditioned text generation and the encoder-
decoder architecture. Our discussion centers
around conditioned text generation, i.e., the model
aims to output the target y = y1y2 . . . yT given
the source input x = x1x2 . . . xS , both of which
are sequences of tokens. Each token xi, yi takes
one value from a vocabulary V . x and y could
vary depending on the tasks, e.g., they will respec-
tively be articles and summaries for text summa-
rization; and for data-to-text generation, x would
be structured data, which can sometimes be lin-
earized (Lebret et al., 2016; Wiseman et al., 2018,
inter alia), and y is the output text. We aim to
learn a (parameterized) conditional distribution of
the target text y given the source x,

p
�
y | x

�
=

TY

t=1

p
�
yt | y<t,x

�
, (1)

where y<t = y1 . . . yt�1 is the prefix of y up to
the (t� 1)th token (inclusive).

The probability of each target token is usually
estimated with a softmax function:

p (yt | y<t,x) =
exph>t�1wytP
y exph>t�1wy

. (2)

wy denotes a learned vector for token y 2 V . ht�1

depends on y<t and x, and is computed by a func-
tion which we will describe soon.

A typical implementation choice for computing
ht is the encoder-decoder architecture (Sutskever
et al., 2014). More specifically, an encoder g✓

first gathers the feature representations from the
source x; then a decoder f� is used to compute
the ht feature vectors:

ht = f�

⇣
yt,ht�1,g✓(x)

⌘
. (3)

✓ and � are, respectively, the collections of pa-
rameters for the encoder and the decoder, both
of which can be implemented as recurrent neu-
ral networks (RNNs) such as LSTMs (Hochre-
iter and Schmidhuber, 1997) or GRUs (Cho et al.,
2014), or the transformer (Vaswani et al., 2017).
In Sutskever et al. (2014), the dependence of f�
on g✓ is made by using the last hidden state of the
encoder as the initial state of the decoder. Such
dependence can be further supplemented with at-
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tention (Bahdanau et al., 2015) and copy mecha-
nisms (Gu et al., 2016; See et al., 2017), as we
will do in this work.

§3 introduces how we use exemplars to inform
decoding, by dynamically constructing the de-
coder’s parameters �. For the notation clarity, we
will use the Elman network as a running example,
reviewed below.

Elman networks. Given input sequence x, an
Elman network (Elman, 1990) computes the hid-
den state at time step t from the previous one and
the current input token by

ht = tanh
�
Pht�1 + Qvt

�
, (4)

where P and Q are learned d ⇥ d parameter ma-
trices (with d being the hidden dimension), and vt

is the embedding vector for token xt. We omit the
bias term for clarity.

3 Method

This section introduces the proposed method in
detail. Our aim is to use exemplars to inform the
decoding procedure (i.e., how to say it). To ac-
complish this, we reparameterize the decoder’s pa-
rameters with weighted linear sums, where the co-
efficients are determined by an exemplar. The de-
coder is adaptive, in the sense that its parameters
vary according to the exemplars. The adaptive de-
coder can be used as a drop-in replacement in the
encoder-decoder architecture. Before going into
details, let us first overview the high-level genera-
tion procedure of our model. Given source text x,
the model generates an output as follows:

1. Run a standard encoder to gather the content
representations g✓(x) from the source.

2. Retrieve its exemplar zx, and compute
exemplar-specific coefficients (§3.2).

3. Construct the adaptive decoder parameters
� (§3.1), using the coefficients computed at
step 2. Then the output is generated by
applying the adaptive decoder followed by
a softmax, just as in any other encoder-
decoder architecture.

Aiming for a smoother transition, we will first de-
scribe step 3 in §3.1, and then go back to discuss
step 2 in §3.2. For clarity, we shall assume that the
decoder is implemented as an Elman network (El-
man, 1990; Equation 4). The proposed technique
generalizes to other neural network architectures,
as we will discuss later in §3.3.

3.1 Reparameterizing the RNN Decoder

At its core, the exemplar-specific adaptive decoder
involves a reparameterization step, which we now
describe. We focus on the parameters of the Elman
network decoder, i.e., P and Q in Equation 4.

Parameter construction with linear sums. We
aim to reparameterize the pair of matrices (P,Q),
in a way that they are influenced by the exemplars.

Let us first consider an extreme case, where one
assigns a different pair of parameter matrices to
each exemplar, without any sharing. This leads
to an unreasonably large amount of parameters,
which are difficult to estimate reliably.3

We instead construct P and Q from a set of pre-
defined parameters matrices. Take P for example,
it is computed as the weighted sum of Pi matrices:

P =

rX

i=1

�iPi, (5)

where Pi 2 Rd⇥d, with d being the size of the
hidden states. r is a hyperparameter, determining
the number of Pi matrices to use.4 The summa-
tion is weighted by the coefficients �i, which are
computed from the exemplar zx. For clarity, the
dependence of both P and �i on zx is suppressed
when the context is clear.

Equation 5 constructs the decoder’s parameter
matrix P using a linear combination of {Pi}r

i=1.
The exemplar informs this procedure through
the coefficients �i’s, the detailed computation of
which is deferred to §3.2. The other matrix Q can
be similarly constructed by Q =

P
i �iQi.

Rank-1 constraints. In the above formulation,
the number of parameters is still r times more than
a standard Elman network, which can lead to over-
fitting with a limited amount of training data. Be-
sides, it would be more interesting to compare the
adaptive decoder to a standard RNN under a com-
parable parameter budget. Therefore we want to
further limit the amount of parameters. This can
be achieved by forcing the ranks of Pi and Qi to
be 1, since it then takes 2d parameters to form each
of them, instead of d2. More formally, we upper-

3 The amount of parameters grows linearly with the num-
ber of possible exemplars, which, as we will soon discuss in
§3.2, can be as large as the training set.

4Instead of choosing r empirically, we set it equal to d
in the experiments. Please see the end of §3.1 for a related
discussion.
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bound their ranks by construction:

Pi = u
(p)
i ⌦ v

(p)
i . (6)

a ⌦ b = ab> denotes the outer product of two
vectors; u

(p)
i and v

(p)
i are learned d-dimensional

vectors. Each Qi can be similarly constructed by
a separate set of vectors Qi = u

(q)
i ⌦ v

(q)
i .

Let Up,Vp 2 Rd⇥r denote the stack of u
(p)
i ,

v
(p)
i vectors, i.e.,

Up =
h
u

(p)
1 , . . . ,u(p)

r

i
, (7a)

Vp =
h
v

(p)
1 , . . . ,v(p)

r

i
. (7b)

Equations 5 and 6 can be compactly written as

P = Up ⇤ V>p . (8)

where ⇤ is the diagonal matrix built from the r-
dimensional coefficient vector � = [�1, . . . , �r]

>:

⇤ = diag(�) =

2
64
�1

. . .
�r

3
75 . (9)

The construction of Q is similar, but with a differ-
ent set of parameters matrices Uq and Vq:5

Q = Uq ⇤ V>q . (10)

Note that, despite their similarities to SVD at a
first glance, Equations 8 and 10 are not perform-
ing matrix factorization. Rather, we are learn-
ing {Up,Vp,Uq,Vq} directly; P, Q, {Pi}, and
{Qi} are never explicitly instantiated (Peng et al.,
2017, 2018c).

To summarize, we reparameterize P and Q as
interpolations of rank-1 matrices. By the fact
that rank(A + B)  rank(A) + rank(B), the
ranks of P and Q are upper-bounded by r. As
pointed out by Krueger and Memisevic (2017), the
parameter matrices of a trained RNN tend to have
full rank. Therefore, in the experiments, we set
r equal to the hidden size d, aiming to allow the
adaptive decoder to use full-rank matrices in the
recurrent computation. Yet, if one holds a priori
beliefs that the matrices should have lower ranks,
using r < d could be desirable. When r = d, an
adaptive RNN constructed by the above approach
has 4d2 parameters, which is comparable to the
2d2 parameters in a standard Elman network.6

5The bias term in the Elman network b can be constructed
as b = B�, with B being a learned d⇥ r matrix.

6This does not include the bias term, which contributes
additional d2 parameters to the former, and d to the latter.

3.2 Incorporating Exemplars

We now discuss the computation of coefficients �,
through which the exemplars inform the decoder
construction (Equations 8 and 10). Before detail-
ing the neural network architecture, we begin by
describing the exemplar retrieval procedure.

Retrieving exemplars zx. Intuitively, similar
source texts should hold similar targets. There-
fore, given source input x, we use the training
target as its exemplar zx, whose source is most
similar to x.7 To compute the similarities between
source texts, we use bag-of-words (BOW) features
and cosine similarity. We extract the top-1 exem-
plar for each instance. This step is part of the pre-
processing, and we do not change the exemplars
as the training proceeds.

There are, of course, many other strategies
to get the exemplars, e.g., using handcrafted or
heuristically created hard templates (Reiter et al.,
2005; Becker, 2002; Foster and White, 2004, in-
ter alia), randomly sampling multiple training in-
stances (Guu et al., 2018), or learning a neural
reranker (Cao et al., 2018a). Using more sophisti-
cally extracted exemplars is definitelly interesting
to explore, which we defer to future work.

Computing coefficients. Next we describe the
computation of �, the r-dimensional coefficient
vector, which is used to construct the adaptive de-
coder (Equations 8 and 10).

Intuitively, the rank-1 matrices (Pi’s and Qi’s
in Equation 6 and thereafter) can be seen as cap-
turing different aspects of the generated text. And
� determines how much each of them contributes
to the adaptive decoder construction. A natural
choice to calculate � is to use the similarities be-
tween the exemplar and each of the aspects.

To accomplish this, we run a RNN encoder over
zx, and use the last hidden state as its vector rep-
resentation a.8 We further associate each (Pi,Qi)
pair with a learned vector ci; and then �i is com-
puted as the similarity between a and ci, using an
inner product �i = a>ci. More compactly,

� = Ca, (11)

with C = [c1, . . . , cr]
>.

7 The source of an exemplar is only used in the retrieval
and never fed into the encoder-decoder model. For a training
instance, we additionally disallow using its own target as the
exemplar.

8For clarity, the dependence of a on the exemplar zx is
suppressed, just as �.
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Algorithm 1 Adaptive decoder construction.
1: procedure (x)
2: Retrieve the exemplar zx . §3.2
3: Compute zx’s representation a . §3.2
4: Compute coefficients � . Eq.11
5: Construct the decoder f� . Eqs.8, 10
6: end procedure

Closing this section, Algorithm 1 summarizes
the procedure to construct an adaptive decoder.

3.3 Discussion.

Although we’ve based our discussion on Elman
networks so far, it is straightforward to apply
this method to its gated variants (Hochreiter and
Schmidhuber, 1997; Cho et al., 2014, inter alia),
and other quasi-/non-recurrent neural architec-
tures (Bradbury et al., 2017; Vaswani et al., 2017;
Peng et al., 2018a, inter alia). Throughout the ex-
periments, we will be using an adaptive LSTM
decoder (§4). As a drop-in replacement in the
encoder-decoder architecture, it introduces a rea-
sonable amount of additional parameters and com-
putational overhead, especially when one uses a
small encoder for the exemplar (i.e., the sizes
of the ci vectors in Equation 11 are small). It
can benefit from the highly-optimized GPU imple-
mentations, e.g., CuDNN, since it uses the same
recurrent computation as a standard nonadaptive
RNN.

In addition to the neural networks, the adap-
tive decoder requires access to the full training
set due to the retrieval step. In this sense it is
semi-parametric.9 The idea to dynamically con-
struct the parameters is inspired by Hypernet-
works (Ha et al., 2017) and earlier works therein.
It proves successful in tasks such as classifica-
tion (Jia et al., 2016; Liu et al., 2017) and machine
translation (Platanios et al., 2018). Many recent
template-based generation models include the ex-
emplars as content in addition to the source, and
allow the decoder to attend over and copy from
both (Gu et al., 2018; Guu et al., 2018; Weston
et al., 2018; Pandey et al., 2018; Cao et al., 2018a,
inter alia). We compare to this approach in the
experiments, and show that our model offers fa-

9 Nothing prohibits adaptively constructing other compo-
nents of the model, e.g., the encoder g✓ . Yet, our motivation
is to use exemplars to inform how to say it, which is primar-
ily determined by the decoder (in contrast, the encoder relates
more to selecting the content).

NYT Giga Wikibio

# inst.
Train 92K 3.8M 583K
Dev. 9K 190K 73K
Test 9,706 1,951 73K

Avg. len.
Src. 939.0 31.4 N/A
Tgt. 48.6 8.2 26.0

Table 1: Number of instances and average text lengths
for the datasets used in the experiments. The lengths
are averaged over training instances.

vorable performance, and that they can potentially
be combined to achieve further improvements.

4 Experiments

This section empirically evaluates the proposed
model on two sets of text generation tasks: ab-
stractive summarization (§4.2) and data-to-text
generation (§4.3). Before heading into the exper-
imental details, we first describe the architectures
of the compared models in §4.1.

4.1 Compared Models
In addition to previous works, we compare to the
following baselines, aiming to control for con-
founding factors due to detailed implementation
choices.

• SEQ2SEQ. The encoder-decoder architec-
ture enhanced with attention and copy mech-
anisms. The encoder is implemented with
a bi-directional LSTM (BiLSTM; Hochreiter
and Schmidhuber, 1997; Schuster and Pali-
wal, 1997; Graves, 2012), and the decoder a
uni-directional one. We tie the input embed-
dings of both the encoder and the decoder, as
well as the softmax weights (Press and Wolf,
2017). We use beam search during evalua-
tion, with length penalty (Wu et al., 2016).

• ATTEXP. It is based on SEQ2SEQ. It en-
codes, attends over, and copies from the ex-
emplars, in addition to the source inputs.

Our model using the adaptive decoder (ADADEC)
closely builds upon SEQ2SEQ. It uses a dynami-
cally constructed LSTM decoder, and does not use
attention or copy mechanisms over the encoded
exemplars. The extracted exemplars are the same
as those used by ATTEXP. To ensure fair com-
parisons, we use comparable training procedures
and regularization techniques for the above mod-
els. The readers are referred to the appendix for
further details such as hyperparameters.
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4.2 Text Summarization
Datasets. We empirically evaluate our model on
two benchmark text summarization datasets:

• Annotated Gigaword corpus (Gigaword;
Graff et al., 2003; Napoles et al., 2012). Gi-
gaword contains news articles sourced from
various news services over the last two
decades. To produce the dataset, we follow
the split and preprocessing by Rush et al.
(2015), and pair the first sentences and the
headlines in the news articles. It results in
a 3.8M/190K/1,951 train/dev./test split. The
average lengths of the source and target texts
are 31.4 and 8.2, respectively.

• New York Times Annotated Corpus
(NYT; Sandaus, 2008). It contains news
articles published between 1996 and 2007
by New York Times. We use the split and
preprocessing by Durrett et al. (2016).10

Following their effort, we evaluate on a
smaller portion of the test set, where the
gold summaries are longer than 50 tokens.
We further randomly sample 9,000 instances
from the training data for validation, result-
ing in a 91,834/9,000/3,452 train/dev./test
split. Compared to Gigaword, the inputs and
targets in NYT are much longer (averaging
939.0 and 48.6, respectively).

Table 1 summarizes some statistics of the datasets.
We note that some recent works use a differ-
ent split of the NYT corpus (Paulus et al., 2018;
Gehrmann et al., 2018), and thus are not compara-
ble to the models in Table 3. We decide to use the
one by Durrett et al. (2016) because their prepro-
cessing script is publicly available.

For both datasets, we apply byte-paired encod-
ing (BPE; Sennrich et al., 2016), which proves to
improve the generation of proper nouns (Fan et al.,
2018).

Empirical results. Table 2 compares the models
on Gigaword test set in ROUGE F1 (Lin, 2004).11

By using adaptive decoders, our model
(ADADEC) improves over SEQ2SEQ by more
than 1.1 ROUGE scores. Cao et al. (2018b) and
the FULL model by Cao et al. (2018a) hold the
best published results. The former uses extensive
handcrafted features and relies on external infor-
mation extraction and syntactic parsing systems;

10https://github.com/gregdurrett/
berkeley-doc-summarizer.

11Version 1.5.5 of the official script.

Model RG-1 RG-2 RG-L

Open-NMT 35.0 16.6 32.4
†Cao et al., 2018a (BASIC) 36.0 17.1 33.2
†Cao et al., 2018a (FULL) 37.0 19.0 34.5
?Cao et al. (2018b) 37.3 17.6 34.2

This work (SEQ2SEQ) 35.8 17.5 33.5
†This work (ATTEXP) 36.0 17.7 33.1
†This work (ADADEC) 37.3 18.5 34.7

Table 2: Text summarization performance in
ROUGE F1 scores (dubbed as RG-X) on Gigaword
test set (§4.2). † denotes the models using retrieved
exemplars, while ? uses handcrafted features. Bold
font indicates best performance. Open-NMT numbers
are taken from Cao et al. (2018a).

while the latter uses additional encoding, atten-
tion and copy mechanisms over the exemplars
extracted using a novel neural reranker. ADADEC

achieves better or comparable performance to
the state-of-the-art models, without using any
handcrafted features or reranking techniques. The
BASIC model by Cao et al. (2018a) ablates the
reranking component from their FULL model, and
uses the top exemplar retrieved by the IR system.
Therefore it is a more comparable baseline to
ours. ADADEC outperforms it by more than 1.3
ROUGE scores. Surprisingly, we do not observe
interesting improvements by ATTEXP over the
sequence-to-sequence baseline. We believe that
our model can benefit from better extracted
exemplars by, e.g., applying a reranking system.
Such exploration is deferred to future work.

The NYT experimental results are summarized
in Table 3. We follow previous works and re-
port limited-length ROUGE recall values.12 Dur-
rett et al. (2016) is an extractive model, and Paulus
et al. (2018) an abstractive approach based on rein-
forcement learning. Our ADADEC model outper-
forms both. We observe similar trends when com-
paring ADADEC to the SEQ2SEQ and ATTEXP

baselines, with the exception that ATTEXP does
improve over SEQ2SEQ.

4.3 Data-to-text Generation

Data-to-text generation aims to generate textual
descriptions of structured data, which can be

12 Following Durrett et al. (2016) and Paulus et al. (2018),
we truncate the predictions to the lengths of the gold sum-
maries, and evaluate ROUGE recall, instead of F1 on full-
length predictions.
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Model ROUGE-1 ROUGE-2

Durrett et al. (2016) 42.2 24.9
Paulus et al. (2018) 42.9 26.0

This work (SEQ2SEQ) 41.9 25.1
†This work (ATTEXP) 42.5 25.7
†This work (ADADEC) 43.2 26.4

Table 3: NYT text summarization test performance
in ROUGE recall values. This is a smaller portion of
the original test data, after filtering out instances with
summaries shorter than 50 tokens (§4.2; Durrett et al.,
2016). † denotes the models using retrieved exemplars,
and bold font indicates best performance.

seen as a table consisting of a collection of
records (Liang et al., 2009). For a given entity,
each record is an (attribute, value) tuple. Figure 2
shows an example for entity Jacques-Louis David.
The table specifies the entity’s properties with tu-
ples (born, 30 August 1748), (nationality, French),
and so forth. The table is paired with a description,
which the model is supposed to generate using the
table as input. We refer the readers to Lebret et al.
(2016) for more details about the task.

Dataset and implementation details. We use
the Wikibio dataset (Lebret et al., 2016). It is au-
tomatically constructed by pairing the tables and
the opening sentences of biography articles from
English Wikipedia. We follow the split and pre-
processing provided along with the dataset, with
around 583K/73K/73K train/dev./test instances.
Following Lebret et al. (2016), we linearize the
tables, such that we can conveniently train the
sequence-to-sequence style models described in
§4.1. Table 1 summarizes some statistics of the
dataset.

In contrast to the text summarization experi-
ment (§4.2), we do not apply BPE here. Fur-
ther, the word embeddings are initialized with
GloVe (Pennington et al., 2014; fixed during
training), and not tied with the softmax weights.
In addition to the models introduced in §4.1, we
additionally compare to ADADEC+ATTEXP, aim-
ing to study whether the adaptive decoder can fur-
ther benefit from attention and copy mechanisms
over the exemplars.

Empirical results. Following Liu et al. (2018)
we report ROUGE-4 and BLEU scores (Papineni

Jacques-Louis David (30 August 1748 – 29
December 1825) was a French painter in the
Neoclassical style.

Figure 2: A training instance from the Wikibio dataset.
It consists of a collections of records for Jacques-Louis
David (top), and a piece of textual description (bottom).

et al., 2002).13 Table 4 summarizes the data-
to-text generation results on the Wikibio test set.
Overall, we observe similar trends to those in
the summarization experiment (§4.2): by attend-
ing over and copying from the exemplars, AT-
TEXP improves upon the SEQ2SEQ baseline by
around 0.6 absolute scores. Also utilizing ex-
emplar information, our ADADEC model out-
performs SEQ2SEQ by a larger margin: 1.3 for
ROUGE-4 and 1.1 for BLEU. We further study
whether we can get further improvements by com-
bining both. ADADEC+ATTEXP achieves around
0.5 absolute improvements over ADADEC, less
than those by ATTEXP over SEQ2SEQ. This pro-
vides evidence that, to some extend, the ways AT-
TEXP and ADADEC incorporate exemplar infor-
mation might be complementary. Wiseman et al.
(2018) is a template-motivated model based on a
semi-Markov model. Liu et al. (2018) hold the
current state-of-the-art results. They encode the
table structures by using (a) position and filed em-
beddings, and (b) structure-aware attention and
gating techniques. These techniques are beyond
the scope of this work, which focuses mainly on
the decoding end.

13We use the script by Lin (2004) to calculate the
ROUGE score, and the mteval script for BLEU: https://
github.com/moses-smt/mosesdecoder/blob/
master/scripts/generic/mteval-v13a.pl.
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Model RG-4 BLEU

Wiseman et al. (2018) 38.6 34.8
Liu et al. (2018) 41.7 44.7

This work (SEQ2SEQ) 39.3 42.5
†This work (ATTEXP) 40.0 43.1
†This work (ADADEC) 40.6 43.6
†This work (ADADEC+ATTEXP) 41.1 44.1

Table 4: Data-to-text generation performance in
ROUGE-4 and BLEU on the Wikibio test set (§4.3). †
indicates the models using retrieved exemplars.

5 Analysis

We now qualitatively evaluate our model, by
studying how its outputs are affected by using
different exemplars. Figure 3 shows two ran-
domly sampled Gigaword development instances.
It compares the outputs by ADADEC (i.e., without
attention/copy over exemplars; §4.1) when receiv-
ing different exemplars, controlling for the same
source inputs. In each example, Exemplar 1
is retrieved by the system (i.e., a training target;
§3.2); while the remaining ones are produced by
the authors, by modifying the first one in styles
and sometimes introducing distractions in the con-
tent.

In the top example, the model includes peo-
ple into the subject (Three vs. Three people) un-
der the influence by Exemplar 2; Exemplar
3 changes the tense and adds some distraction
by changing the place from Britain to Canada.
The model follows the tense switch, but gets con-
fused by the distraction, and decides to let a train
in southern Europe collide into North America,
which it should not. Looking at the bottom exam-
ple, the model in general follows the exemplar in
using noun adjuncts or prepositional phrases (e.g.,
new home sales vs. sales of new homes), except
the first one. Perhaps confused by the distraction
in Exemplar 3, the model makes a judgment on
the specific amount of growth, but gets it wrong.

6 Related Work

Exemplar-based generation. Partly inspired by
traditional template-based generation (Kukich,
1983; Reiter and Dale, 1997, inter alia), many re-
cent efforts have been devoted to augmenting text
generation models with retrieved exemplars (Ho-
dosh et al., 2013; Mason and Charniak, 2014;
Song et al., 2016; Lin et al., 2017, inter alia).

Source: A Portuguese train derailed
in the northern region of Oporto on
Wednesday, killing three people...

Exemplar 1: Two die in a Britain
train collision.
Output 1: Three killed in Portuguese
train derailment.

Exemplar 2: Two people were
killed in Britain train collision.
Output 2: Three people killed in
Portuguese train derailment.

Exemplar 3: A train collision in

Canada killed two people.
Output 3: Portuguese train derails

in northern Mexico killing three.
Source: Sales of new homes in the
U.S. increased by 11.8 percent in
May, the biggest gain in 26 years...

Exemplar 1: U.S. sales of new homes
up strongly in March.
Output 1: US new home sales rise
11.8 percent in May.

Exemplar 2: The sales of new homes
in the U.S. grow strongly.
Output 2: Sales of new homes in US
rise in May.

Exemplar 3: U.S. economic statis-
tics: new home sales grow by 2.5
percent.
Output 3: US new home sales grow 26
percent in May.

Figure 3: Two randomly sampled Gigaword devel-
opment instances used for qualitative evaluation (§5).
Exemplar 1’s are retrieved by the system (§3.2),
while the remaining ones are produced by the authors.
Notable exemplars changes are highlighted in bold
purple, and output changes in italic yellow.

Without committing to an explicit slot-filling pro-
cess, a typical method is to include exemplars
as additional inputs to the sequence-to-sequence
models (Gu et al., 2018; Pandey et al., 2018; Guu
et al., 2018, inter alia). Wiseman et al. (2018)
took a different approach and used a semi-Markov
model to learn templates.

Dynamic parameter construction. The idea of
using a smaller network to generate weights for a
larger one dues back to Stanley et al. (2009) and
Koutnik et al. (2010), mainly under the evolution
computing context. It is later revisited with rep-
resentation learning (Moczulski et al., 2015; Fer-
nando et al., 2016; Al-Shedivat et al., 2017, in-
ter alia), and successfully applied to classifica-
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tion (Jia et al., 2016; Liu et al., 2017) and machine
translation (Platanios et al., 2018). It also relates to
the meta-learning set-up (Thrun and Pratt, 1998).

7 Conclusion

We presented a text generation model using
exemplar-informed adaptive decoding. It repa-
rameterizes the decoder using the information
gathered from retrieved exemplars. We experi-
mented with text summarization and data-to-text
generation, and showed that the proposed model
achieves strong performance and outperforms
comparable baselines on both. The proposed
model can be applicable in other conditioned text
generation tasks. We release our implementa-
tion at https://homes.cs.washington.
edu/˜hapeng.
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Abstract
Highlighting while reading is a natural behav-
ior for people to track salient content of a doc-
ument. It would be desirable to teach an ex-
tractive summarizer to do the same. However,
a major obstacle to the development of a super-
vised summarizer is the lack of ground-truth.
Manual annotation of extraction units is cost-
prohibitive, whereas acquiring labels by auto-
matically aligning human abstracts and source
documents can yield inferior results. In this
paper we describe a novel framework to guide
a supervised, extractive summarization system
with question-answering rewards. We argue
that quality summaries should serve as a docu-
ment surrogate to answer important questions,
and such question-answer pairs can be conve-
niently obtained from human abstracts. The
system learns to promote summaries that are
informative, fluent, and perform competitively
on question-answering. Our results compare
favorably with those reported by strong sum-
marization baselines as evaluated by automatic
metrics and human assessors.

1 Introduction

Our increasingly digitized lifestyle calls for sum-
marization techniques to produce short and accu-
rate summaries that can be accessed at any time.
These summaries should factually adhere to the
content of the source text and present the reader
with the key points therein. Although neural ab-
stractive summarization has shown promising re-
sults (Rush et al., 2015; Nallapati et al., 2016;
See et al., 2017), these methods can have poten-
tial drawbacks. It was revealed that abstracts gen-
erated by neural systems sometimes alter or fal-
sify objective details, and introduce new meanings
not present in the original text (Cao et al., 2018).
Reading these abstracts can lead to misinterpreta-
tion of the source materials, which is clearly unde-
sirable. In this work, we focus on extractive sum-
marization, where the summaries are guaranteed

(CNN) A judge this week sentenced a former TSA agent to six
months in jail for secretly videotaping a female co-worker
while she was in the bathroom, prosecutors said.

During the investigation, detectives with the Metro Nashville
Police Department in Tennessee also found that the agent,
33-year-old Daniel Boykin, entered the woman’s home multiple
times, where he took videos, photos and other data.

Police found more than 90 videos and 1,500 photos of the victim
on Boykin’s phone and computer .

The victim filed a complaint after seeing images of herself on his
phone last year. [...]

Comprehension Questions (Human Abstract):

Former Daniel Boykin, 33, videotaped his female co-worker
in the restroom, authorities say.

Authorities say they found 90 videos and 1,500 photos of the victim
on and computer.

Table 1: An example extractive summary bolded in the arti-
cle (top). Highlighted sections indicate salient segments use-
ful for answering fill-in-the-blank questions generated from
human abstracts (bottom).

to remain faithful to the original content. Our sys-
tem seeks to identify salient and consecutive se-
quences of words from the source document, and
highlight them in the text to assist users in brows-
ing and comprehending lengthy documents. An
example is illustrated in Table 1.

A primary challenge faced by extractive sum-
marizers is the lack of annotated data. The cost
of hiring humans to label a necessary amount of
source articles with summary words, good for
training a modern classifier, can be prohibitive.
Previous work has exploited using human ab-
stracts to derive labels for extraction units (Wood-
send and Lapata, 2010). E.g., a source word is
tagged 1 if it appears in the abstract, 0 otherwise.
Although pairs of source articles and human ab-
stracts are abundant, labels derived in this way
are not necessarily best since summary saliency
can not be easily captured with a rule based cat-
egorization. Considering that human abstracts in-
volve generalization, paraphrasing, and can con-
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tain words not present in the source text, leverag-
ing them to derive labels for extraction units can
be suboptimal. In this work, we investigate a new
strategy that seeks to better utilize human abstracts
to guide the extraction of summary text units.

We hypothesize that quality extractive sum-
maries should contain informative content so that
they can be used as document surrogates to answer
important questions, thereby satisfying users’ in-
formation needs. The question-answer pairs can
be conveniently developed from human abstracts.
Our proposed approach identifies answer tokens
from each sentence of the human abstract, then re-
places each answer token with a blank to create
a Cloze-style question-answer pair. To answer all
questions (≈human abstract), the system summary
must contain content that is semantically close to
and collectively resembles the human abstract.

In this paper, we construct an extractive sum-
mary by selecting consecutive word sequences
from the source document. To accomplish this
we utilize a novel reinforcement learning frame-
work to explore the space of possible extractive
summaries and assess each summary using a novel
reward function judging the summary’s adequacy,
fluency, length, and its competency to answer im-
portant questions. The system learns to sam-
ple extractive summaries yielding the highest ex-
pected rewards, with no pre-derived extraction la-
bels needed. This work extends the methodology
of Arumae and Liu (2018) with new representa-
tions of extraction units and thorough experimen-
tal evaluation. The contributions of this research
can be summarized as follows:

• we describe a novel framework generating ex-
tractive summaries by selecting consecutive se-
quences of words from source documents. This
new system explores various encoding mecha-
nisms, as well as new sampling techniques to
capture phrase level data. Such a framework has
not been thoroughly investigated in the past;

• We conduct a methodical empirical evaluation
from the point of view of information saliency.
Rather than solely relying on automatic summa-
rization evaluation methods, we also show the
advantages of our system by assessing the sum-
mary quality with reading comprehension tasks.
Our summaries compare favorably with the au-
tomatic metrics against state of the art, and show
promising results against baselines when evalu-
ated by humans for question answering.

2 Related Work

Extractive summarization has seen growing popu-
larity in the past decades (Nenkova and McKeown,
2011). The methods focus on selecting represen-
tative sentences from the document(s) and option-
ally deleting unimportant sentence constituents to
form a summary (Knight and Marcu, 2002; Radev
et al., 2004; Zajic et al., 2007; Martins and Smith,
2009; Gillick and Favre, 2009; Lin and Bilmes,
2010; Wang et al., 2013; Li et al., 2013, 2014;
Hong et al., 2014; Yogatama et al., 2015). A ma-
jority of the methods are unsupervised. They esti-
mate sentence importance based on the sentence’s
length and position in the document, whether the
sentence contains topical content and its relation-
ship with other sentences. The summarization ob-
jective is to select a handful of sentences to maxi-
mize the coverage of important content while min-
imizing summary redundancy. Although unsuper-
vised methods are promising, they cannot benefit
from the large-scale training data harvested from
the Web (Sandhaus, 2008; Hermann et al., 2015;
Grusky et al., 2018).

Neural extractive summarization has focused
primarily on extracting sentences (Nallapati et al.,
2017; Cao et al., 2017; Isonuma et al., 2017; Tarn-
pradab et al., 2017; Zhou et al., 2018; Kedzie et al.,
2018). These studies exploit parallel training data
consisting of source articles and story highlights
(i.e., human abstracts) to create ground-truth la-
bels for sentences. A neural extractive summarizer
learns to predict a binary label for each source
sentence indicating if it is to be included in the
summary. These studies build distributed sentence
representations using neural networks (Cheng and
Lapata, 2016; Yasunaga et al., 2017) and use rein-
forcement learning to optimize the evaluation met-
ric (Narayan et al., 2018b) and improve summary
coherence (Wu and Hu, 2018). However, sentence
extraction can be coarse and in many cases, only
a part of the sentence is worthy to be added to the
summary. In this study, we perform finer-grained
extractive summarization by allowing the system
to select consecutive sequences of words rather
than sentences to form a summary.

Interestingly, studies reveal that summaries gen-
erated by recent neural abstractive systems are, in
fact, quite “extractive.” Abstractive systems often
adopt the encoder-decoder architecture with an at-
tention mechanism (Rush et al., 2015; Nallapati
et al., 2016; Paulus et al., 2017; Guo et al., 2018;
Gehrmann et al., 2018; Lebanoff et al., 2018; Ce-
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likyilmaz et al., 2018). The encoder condenses a
source sequence to a fixed-length vector and the
decoder takes the vector as input and generates a
summary by predicting one word at a time. See,
Liu, and Manning (2017) suggest that about 35%
of the summary sentences occur in the source doc-
uments, and 90% of summary n-grams appear in
the source. Moreover, the summaries may contain
inaccurate factual details and introduce new mean-
ings not present in the original text (Cao et al.,
2018; Song et al., 2018). It thus raises concerns
as to whether such systems can be used in real-
world scenarios to summarize materials such as le-
gal documents. In this work, we choose to focus
on extractive summarization where selected word
sequences can be highlighted on the source text to
avoid change of meaning.

Our proposed method is inspired by the work
of Lei et al. (2016) who seek to identify rationales
from textual input to support sentiment classifica-
tion and question retrieval. Distinct from this pre-
vious work, we focus on generating generic doc-
ument summaries. We present a novel supervised
framework encouraging the selection of consecu-
tive sequences of words to form an extractive sum-
mary. Further, we leverage reinforcement learning
to explore the space of possible extractive sum-
maries and promote those that are fluent, adequate,
and competent in question answering. We seek to
test the hypothesis that successful summaries can
serve as document surrogates to answer important
questions, and moreover, ground-truth question-
answer pairs can be derived from human abstracts.
In the following section we describe our proposed
approach in details.

3 Our Approach

Let S be an extractive summary consisting of text
segments selected from a source document x. The
summary can be mapped to a sequence of binary
labels y assigned to document words. In this sec-
tion we first present a supervised framework for
identifying consecutive sequences of words that
are summary-worthy, then proceed by describing
our question-answering rewards and a deep rein-
forcement learning framework to guide the selec-
tion of summaries so that they can be used as doc-
ument surrogates to answer important questions.1

1We have made our code and models available at https:
//github.com/ucfnlp/summ_qa_rewards

3.1 Representing an Extraction Unit
How best to decompose a source document into a
set of text units useful for extractive summariza-
tion remains an open problem. A natural choice
is to use words as extraction units. However, this
choice ignores the cohesiveness of text. A text
chunk (e.g., a prepositional phrase) can be either
selected to the summary in its entirety or not at all.
In this paper we experiment with both schemes,
using either words or chunks as extraction units.
When a text chunk is selected in the summary, all
its consisting words are selected. We obtain text
chunks by breaking down the sentence constituent
parse tree in a top-down manner until each tree
fragment governs at most 5 words. A chunk thus
can contain from 1 to 5 words. Additionally, word
level modeling can be considered a special case of
chunks where the length of each phrase is 1. It is
important to note that using sentences as extrac-
tion units is out of the scope of this paper, because
our work focuses on finer-grained extraction units
such as words and phrases and this is notably a
more challenging task.

The most successful neural models for encod-
ing a piece of text to a fixed-length vector include
the recurrent (Hochreiter and Schmidhuber, 1997)
and convolutional neural networks (CNN; Kim et
al., 2014), among others. A recent study by Khan-
delwal et al. (2018) reported that the recurrent net-
works are capable of memorizing a recent context
of about 20 tokens and the model is highly sensi-
tive to word order, whereas this is less the case for
CNN whose max-pooling operation makes it ag-
nostic to word order. We implement both networks
and are curious to compare their effectiveness at
encoding extraction units for summarization.

{het} = fBi-LSTM
1 (x) (1)

or {het} = fCNN
2 (x) (2)

Our model first encodes the source document
using a bidirectional LSTM with the forward and
backward passes (Eq. (1)). The representation of
the t-th source word het = [

←−
h e
t ||
−→
h e
t ] is the con-

catenation of the hidden states in both directions.
A chunk is similarly denoted by het = [

←−
h e
t ||
−→
h e
t+n]

where t and t + n are the indices of its beginning
and ending words. In both cases, a fixed-length
vector (het ∈ Rm) is created for the word/chunk.
Further, our CNN encoder (Eq. (2)) uses a sliding
window of {1,3,5,7} words, corresponding to the
kernel sizes, to scan through the source document.
We apply a number of filters to each window size
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to extract local features. The t-th source word is
represented by the concatenation of feature maps
(an m-dimensional vector). To obtain the chunk
vector we perform max-pooling over the represen-
tations of its consisting words (from t to t+n). In
the following we use het to denote the vector rep-
resentation of the t-th extraction unit, may it be a
word or a chunk, generated using either encoder.

3.2 Constructing an Extractive Summary
It is desirable to first develop a supervised frame-
work for identifying summary-worthy text seg-
ments from a source article. These segments col-
lectively form an extractive summary to be high-
lighted on the source text. The task can be for-
mulated as a sequence labeling problem: a source
text unit (a word or chunk) is labelled 1 if it is to
be included in the summary and 0 otherwise. It
is not unusual to develop an auto-regressive model
to perform sequence labeling, where the label of
the t-th extraction unit (yt) depends on all previ-
ous labels (y<t). Given this hypothesis, we build
a framework to extract summary units where the
importance of the t-th source unit is characterized
by its informativeness (encoded in het ), its position
in the document, and relationship with the partial
summary. The details are presented below.

We use a positional embedding (gt) to signify
the position of the t-th text unit in the source docu-
ment. The position corresponds to the index of the
source sentence containing the t-th unit, and fur-
ther, all text units belonging to the same sentence
share the same positional embedding. We apply si-
nusoidal initialization to the embeddings, follow-
ing Vaswani et al. (2017). Importantly, positional
embeddings allow us to inject macro-positional
knowledge about words/chunks into a neural sum-
marization framework to offset the natural bias
that humans tend to have on putting important con-
tent at the beginning of an article.

Next, we build a representation for the partial
summary to aid the system in selecting future text
units. The representation st is expected to encode
the extraction decisions up to time t-1 and it can
be realized using a unidirectional LSTM network
(Eq. (3)). The t-th input to the network is repre-
sented as yt−1⊗het−1 where yt−1 is a binary label
serving as a gating mechanism to control if the se-
mantic content of the previous text unit (het−1) is
to be included in the summary (“⊗” corresponds
to elementwise product). During training, we ap-
ply teacher forcing and yt−1 is the ground-truth
extraction label for the (t− 1)-th unit; at test time,

gt�1 gt gt+1 gt+2

st+2st+1stst�1

he
t�1 he

t he
t+1 he

t+2

Figure 1: A unidirectional LSTM (blue, Eq. (3)) encodes
the partial summary, while the multilayer perceptron network
(orange, Eq. (4-5)) utilizes the text unit representation (het ),
its positional embedding (gt), and the partial summary rep-
resentation (st) to determine if the t-th text unit is to be in-
cluded in the summary. Best viewed in color.

yt−1 is generated on-the-fly by obtaining the la-
bel yielding the highest probability according to
Eq. (5). In the previous work of Cheng and La-
pata (2016) and Nallapati et al. (2017), similar
auto-regressive models are developed to identify
summary sentences. Different from the previous
work, this study focuses on extracting consecutive
sequences of words and chunks from the source
document, and the partial summary representation
is particularly useful for predicting if the next unit
is to be included in the summary to improve sum-
mary fluency.

st = fUni-LSTM
3 (st−1, yt−1 ⊗ het−1) (3)

Given the partial summary representation (st),
and representation of the text unit (het ) and its
positional encoding (gt), we employ a multilayer
perceptron to predict how likely the unit is to be in-
cluded in the summary. This process is described
by Eqs. (4-5) and further illustrated in Figure 1.

at = fReLU(Wa[het ;gt; st] + ba) (4)
p(yt|y<t,x) = σ(wyat + by) (5)

Our model parameters include {Wa, ba, wy,
by} along with those required by fBi-LSTM

1 , fCNN
2

and fUni-LSTM
3 . It is possible to train this model in

a fully supervised fashion by minimizing the neg-
ative log-likelihood of the training data. We gen-
erate ground-truth labels for source text units as
follows. A source word receives a label of 1 if
both itself and its adjacent word appear in the hu-
man abstract (excluding cases where both words
are stopwords). This heuristic aims to label con-
secutive source words (2 or more) as summary-
worthy, as opposed to picking single words which
can be less informative. A source text chunk re-
ceives a label of 1 if one of its component words
is labelled 1 in the above process.

2569



Because human abstracts are often short and
contain novel words not present in source doc-
uments, they can be suboptimal for generating
ground-truth labels for extraction units. Only a
small portion of the source words (about 8% in
our dataset) are labelled as positive, whereas the
vast majority are negative. Such labels can be inef-
fective in providing supervision. In the following
section, we investigate a new learning paradigm,
which encourages extractive summaries to contain
informative content useful for answering impor-
tant questions, while question-answer pairs can be
automatically derived from human abstracts.

3.3 Using Summaries to Answer Questions
Our hypothesis is that high-quality summaries
should contain informative content making them
appropriate to serve as document surrogates to sat-
isfy users’ information needs. We train the extrac-
tive summarizer to identify source text units nec-
essary for answering questions, and the question-
answer (QA) pairs can be conveniently developed
from human abstracts.

To obtain QA pairs, we set an answer token to
be either a salient word or a named entity to limit
the space of potential answers. For any sentence
in the human abstract, we identify an answer to-
ken from it, then replace the answer token with a
blank to create a Cloze-style question-answer pair
(see Table 1). When a sentence contains multiple
answer tokens, a set of QA pairs can be obtained
from it. It is important to note that at least one QA
pair should be extracted from each sentence of the
abstract. Because a system summary is trained to
contain content useful for answering all questions
(≈human abstract), any missing QA pair is likely
to cause the summary to be insufficient.

We collect answer tokens using the following
methods: (a) we extract a set of entities with tag
{PER, LOC, ORG, MISC} from each sentence us-
ing the Stanford CoreNLP toolkit (Manning et al.,
2014); (b) we also identify the ROOT word of
each sentence’s dependency parse tree along with
the sentence’s subject/object word, whose type is
{NSUBJ, CSUBJ, OBJ, IOBJ} (if exists), then add
them to the collection of answer tokens. Further,
we prune the answer space by excluding those
which appear fewer than 5 times overall. Having
several methods for question construction allows
us to explore the answer space properly. In the re-
sults section we perform experiments on root, sub-
ject/object, and named entities to see which model
provides the best extraction guide.

Given an extractive summary S containing a set
of source text units, and a collection of question-
answer pairs P = {(Qk, e∗k)}Kk=1 related to the
source document, we want to develop a mecha-
nism leveraging the extractive summary to answer
these questions. We first encode each question Qk
to a vector representation (qk). This is achieved
by concatenating the last hidden states of the for-
ward/backward passes of a bidirectional LSTM
(Eq. (6)). Next, we exploit the attention mecha-
nism to locate summary parts that are relevant to
answering the k-th question. Given the attention
mechanism, an extractive summary S can be used
to answer multiple questions related to the docu-
ment. We define αt,k to be the semantic related-
ness between the t-th source text unit and the k-th
question. Following Chen et al. (2016a), we in-
troduce a bilinear term to characterize their rela-
tionship (αt,k ∝ hetW

αqk; see Eq. (7)). In this
process, we consider only those source text units
selected in summary S. Using αt,k as weights, we
then compute a context vector ck condensing sum-
mary content related to the k-th question (Eq. (8)).

qk = fBi-LSTM
4 (Qk) (6)

αt,k =
exp(hetW

αqk)∑
t exp(h

e
tW

αqk)
(7)

ck =
∑

t αt,kh
e
t (8)

uk = [ck;qk; |ck − qk|; ck ⊗ qk] (9)

To predict the most probable answer, we construct
a fully-connected network as the output layer. The
input to the network includes a concatenation of
the context vector (ck), question vector (qk), abso-
lute difference (|ck−qk|) and element-wise prod-
uct (ck ⊗ qk) of the two vectors (Eq. (9)). A soft-
max function is used to estimate a probability dis-
tribution over the space of candidate answers:

P (ek|S, Qk) = softmax(WefReLU(Wuuk + bu)).

Such a fully-connected output layer has achieved
success on natural language inference (Mou et al.,
2016; Chen et al., 2018); here we test its efficacy
on answer selection. The model parameters in-
clude {Wα,We,Wu,bu} and those of fBi-LSTM

4 .

3.4 A Reinforcement Learning Framework

In this section we introduce a reinforcement learn-
ing framework to explore the space of possible
extractive summaries and present a novel reward
function to promote summaries that are adequate,
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fluent, restricted in length, and competent in ques-
tion answering. Our reward function consists of
four components, whose interpolation weights γ,
α, and β are tuned on the dev set.

R(y) = Rc(y) + γRa(y) + αRf (y) + βRl(y)

We define QA competency (Eq. (10)) as the av-
erage log-likelihood of correctly answering ques-
tions using the system summary (y). A high-
quality system summary is expected to resem-
ble reference summary by using similar wording.
The adequacy metric (Eq. (11)) measures the per-
centage of overlapping unigrams between the sys-
tem (y) and reference summary (y∗). The flu-
ency criterion (Eq. (12)) encourages consecutive
sequences of source words to be selected by pre-
venting many 0/1 switches in the label sequence
(i.e., |yt − yt−1|). Finally, we limit the summary
size by setting the ratio of selected words to be
close to a threshold δ (Eq. (13)).

QA Rc(y)=
1

K

K∑

k=1

logP (e∗k |y,Qk) (10)

Adequ. Ra(y)=
1

|y∗ |U(y,y
∗) (11)

Fluency Rf (y)=−
|y|∑

t=2

|yt−yt−1 | (12)

Length Rl(y)=−
∣∣∣ 1|y|

∑

t

yt−δ
∣∣∣ (13)

The reward function R(y) successfully com-
bines intrinsic measures of summary fluency and
adequacy (Goldstein et al., 2005) with extrin-
sic measure of summary responsiveness to given
questions (Dang, 2006; Murray et al., 2008). A re-
inforcement learning agent finds a policy P (y|x)
to maximize the expected reward EP (y|x)[R(y)].
Training the system with policy gradient (Eq. (14))
involves repeatedly sampling an extractive sum-
mary ŷ from the source document x. At time t,
the agent takes an action by sampling a decision
based on p(yt|ŷ<t,x) (Eq. (5)) indicating whether
the t-th source text unit is to be included in the
summary. Once the full summary sequence ŷ is
generated, it is compared to the ground-truth se-
quence to compute the reward R(ŷ). In this way,
reinforcement learning explores the space of ex-
tractive summaries and promotes those yielding
high rewards. At inference time, rather than sam-
pling actions from p(yt|y<t,x), we choose yt that

yields the highest probability to generate the sys-
tem summary y. This process is deterministic and
no QA is required.

∇θEP (y|x)[R(y)]
= EP (y|x)[R(y)∇θ logP (y|x)]
≈ 1

N

∑N
n=1R(ŷ(n))∇θ logP (ŷ(n)|x) (14)

4 Experiments

We proceed by discussing the dataset and settings,
comparison systems, and experimental results ob-
tained through both automatic metrics and human
evaluation in a reading comprehension setting.

4.1 Dataset and Settings
Our goal is to build an extractive summarizer iden-
tifying important textual segments from source ar-
ticles. To investigate the effectiveness of the pro-
posed approach, we conduct experiments on the
CNN/Daily Mail dataset using a version provided
by See et al. (2017). The reference summaries of
this dataset were created by human editors exhibit-
ing a moderate degree of extractiveness. E.g., 83%
of summary unigrams and 45% of bigrams appear
in source articles (Narayan et al., 2018a). On av-
erage, a CNN article contains 761 words / 34 sen-
tences and a DM article contains 653 words / 29
sentences. We report results respectively for the
CNN and DM portion of the dataset.

Our hyperparameter settings are as follows. We
set the hidden state dimension of the LSTM to
be 256 in either direction. A bidirectional LSTM
fBi-LSTM
1 (·) produces a 512-dimensional vector for

each content word. Similarly, fBi-LSTM
4 (·) gener-

ates a question vector qk of the same size. Our
CNN encoder fCNN

2 (·) uses multiple window sizes
of {1, 3, 5, 7} and 128 filters per window size. het
is thus a 512-dimensional vector using either CNN
or LSTM encoder. We set the hidden state dimen-
sion of st to be 128. We also use 100-dimensional
word embeddings (Pennington et al., 2014) and
sinusoidal positional encodings (Vaswani et al.,
2017) of 30 dimensions.

The maximum article length is set to 400 words.
Compared to the study of Arumae and Liu (2018),
we expand the search space dramatically from 100
to 400 words, which poses a challenge to the RL-
based summarizers. We associate each article with
at most 10 QA pairs (K=10) and use them to guide
the extraction of summary segments. We apply
mini-batch training with Adam optimizer (Kingma
and Ba, 2014), where a mini-batch contains 128
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CNN
System #Ans. R-1 R-2 R-L

Lead-3 – 28.8 11.5 19.3
PointerGen+Cov. – 29.9 10.9 21.1
Graph Attn. – 30.3 9.8 20.0
LexRank – 26.1 9.6 17.7
SumBasic – 22.9 5.5 14.8
KLSum – 20.7 5.9 13.7
Distraction-M3 – 27.1 8.2 18.7

QASumm+NoQ 0 16.38 7.25 11.30
QASumm+SUBJ/OBJ 9,893 26.16 8.97 18.24
QASumm+ROOT 3,678 26.67 9.19 18.76
QASumm+NER 6,167 27.38 9.38 19.02

Table 2: Summarization results on CNN test set. Summaries
are evaluated at their full-length by ROUGE F1-scores.

Daily Mail
System #Ans. R-1 R-2 R-L

Lead-3 – 22.5 9.3 20.0
PointerGen+Cov. – 31.2 17.0 28.9
Graph Attn. – 27.4 11.3 15.1
NN-WE – 15.7 6.4 9.8
NN-SE – 22.7 8.5 12.5
SummaRuNNer – 26.2 10.8 14.4

QASumm+NoQ 0 22.26 9.16 19.78
QASumm+SUBJ/OBJ 19,151 23.38 9.54 20.14
QASumm+ROOT 5,498 26.87 11.97 23.07
QASumm+NER 15,342 25.74 11.89 22.38

Table 3: Summarization results on DM test set. To ensure a
fair comparison, we follow the convention to report ROUGE
recall scores evaluated at 75 bytes.

articles and their QA pairs. The summary ratio δ is
set to 0.15, yielding extractive summaries of about
60 words. Following Arumae and Liu (2018), we
set hyperparameters β = 2α; α and γ are tuned on
the dev set using grid search.

4.2 Experimental Results

Comparison systems We compare our method
with a number of extractive and abstractive sys-
tems that have reported results on the CNN/DM
datasets. We consider non-neural approaches that
extract sentences from the source article to form
a summary. These include LexRank (Radev et al.,
2004), SumBasic (Vanderwende et al., 2007), and
KLSum (Haghighi and Vanderwende, 2009). Such
methods treat sentences as bags of words, and
then select sentences containing topically impor-
tant words. We further include the Lead-3 baseline
that extracts the first 3 sentences from any given
article. The method has been shown to be a strong
baseline for summarizing news articles.

Neural extractive approaches focus on learning
vector representations for sentences and words,

then performing extraction based on the learned
representations. Cheng et al. (2016) describe a
neural network method composed of a hierarchi-
cal document encoder and an attention-based ex-
tractor. The system has two variants: NN-WE ex-
tracts words from the source article and NN-SE ex-
tracts sentences. SummaRuNNer (Nallapati et al.,
2017) presents an autoregressive sequence label-
ing method based on recurrent neural networks. It
selects summary sentences based on their content,
salience, position, and novelty representations.

Abstractive summarization methods are not di-
rectly comparable to our approach, but we choose
to include three systems that report results respec-
tively for CNN and DM datasets. Distraction-
M3 (Chen et al., 2016b) trains the summarization
system to distract its attention to traverse differ-
ent regions of the source article. Graph atten-
tion (Tan et al., 2017) introduces a graph-based
attention mechanism to enhance the encoder-
decoder framework. PointerGen+Cov. (See et al.,
2017) allows the system to not only copy words
from the source text but also generate summary
words by selecting them from a vocabulary. Ab-
stractive methods can thus introduce new words to
the summary that are not present in the source arti-
cle. However, system summaries may change the
meaning of the original texts due to this flexibility.

Results We present summarization results of
various systems in Tables 2 and 3, evaluated on
the standard CNN/DM test sets by R-1, R-2, and
R-L metrics (Lin, 2004), which respectively mea-
sure the overlap of unigrams, bigrams, and longest
common subsequences between system and refer-
ence summaries. We investigate four variants of
our method: QASumm+NoQ does not utilize any
question-answer pairs during training. It extracts
summary text chunks by learning from ground-
truth labels (§3.2) and the chunks are encoded by
fBi-LSTM
1 . Other variants initialize their models us-

ing pretrained parameters from QASumm+NoQ,
then integrate the reinforcement learning objective
(§3.4) to exploit the space of possible extractive
summaries and reward those that are useful for an-
swering questions. We consider three types of QA
pairs: the answer token is the root of a sentence de-
pendency parse tree (+ROOT), a subject or object
(+SUBJ/OBJ), or an entity found in the sentence
(+NER). In all cases, the question is generated by
replacing the answer token with a blank symbol.

As illustrated in Tables 2 and 3, our QASumm
methods with reinforcement learning (+ROOT,
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NoText QASumm+NoQ GoldSumm FullText
Train Dev Gap Train Dev Gap Train Dev Gap Train Dev Gap

SUBJ/OBJ 49.7 24.4 25.3 55.9 31.2 24.7 69.3 48.6 20.7 67.6 43.3 24.3
ROOT 68.1 34.9 33.2 71.6 36.3 35.3 76.9 44.9 32.0 76.0 35.7 40.3
NER 61.0 15.8 45.2 66.0 32.7 33.3 85.2 54.0 31.2 82.4 46.3 36.1

Table 4: Question-answering accuracies using different types of QA pairs (ROOT, SUBJ/OBJ, NER) and different source input
(NoText, QASumm+NoQ, GoldSumm, and FullText) as the basis for predicting answers.

+SUBJ/OBJ, +NER) perform competitively with
strong baselines. They outperform the counterpart
QASumm+NoQ that makes no use of the QA pairs
by a substantial margin. They outperform or per-
form at a comparable level to state-of-the-art pub-
lished systems on the CNN/DM datasets but are
generally inferior to PointerGen. We observe that
exacting summary chunks is highly desirable in
real-world applications as it provides a mechanism
to generate concise summaries. Nonetheless, ac-
curately identifying summary chunks is challeng-
ing because the search space is vast and spurious-
ness arises in chunking sentences. Cheng and La-
pata (2016) report a substantial performance drop
when adapting their system to extract words. Our
QASumm methods focusing on chunk extraction
perform on par with competitive systems that ex-
tract whole sentences. We additionally present hu-
man evaluation results of summary usefulness for
a reading comprehension task in §4.3.

In Tables 2 and 3, we further show the num-
ber of unique answers per QA type. We find that
the ROOT-type QA pairs have the least number of
unique answers. They are often main verbs of sen-
tences. In contrast, the SUBJ/OBJ-type has the
most number of answers. They are subjects and
objects of sentences and correspond to an open
class of content words. The NER-type has a mod-
erate number of answers compared to others. Note
that all answer tokens have been filtered by fre-
quency; those appearing less than 5 times in the
dataset are removed to avoid overfitting.

Among variants of the QASumm method, we
find that QASumm+ROOT achieves the highest
scores on DM dataset. QASumm+NER performs
consistently well on both CNN and DM datasets,
suggesting QA pairs of this type are effective in
guiding the system to extract summary chunks.
We conjecture that maintaining a moderate num-
ber of answers is important to maximize perfor-
mance. To answer questions with missing enti-
ties, the summary is encouraged to contain similar
content as the question body. Because questions
are derived from the human abstract, this in turn

requires the system summary to carry similar se-
mantic content as the human abstract.

Question-answering accuracy We next dive
into the QA component of our system to investi-
gate question-answering performance when differ-
ent types of summaries and QA pairs are supplied
to the system (§3.3). Given a question, the system
predicts an answer using an extractive summary as
the source input. Intuitively, an informative sum-
mary can lead to high QA accuracy, as the sum-
mary content serves well as the basis for predicting
answers. With the same summary as input, certain
types of questions can be more difficult to answer
than others, and the system must rely heavily on
the summary to gauge correct answers.

We compare various types of summaries. These
include (a) QASumm+NoQ which extracts sum-
mary chunks without requiring QA pairs; and
(b) GoldSumm, which are gold-standard extractive
summaries generated by collecting source words
appearing in human summaries. We further con-
sider NoText and FullText, corresponding to using
no source text or the full source article as input.
They represent the two extremes. In all cases the
QA component (§3.3) is trained on the training set
and we report QA accuracies on the dev set.

In Table 4, we observe that question-answering
with GoldSumm performs the best for all QA
types. It outperforms the scenarios using Full-
Text as the source input. This indicates that dis-
tilled information contained in a high-quality sum-
mary can be useful for answering questions, as
searching for answers in a succinct summary can
be more efficient than that in a full article. More-
over, we observe that the performance of QA-
Summ+NoQ is in between NoText and GoldSumm
for all answer types. The results suggest that
extractive summaries with even modest ROUGE
scores can prove useful for question-answering.
Regarding different types of QA pairs, we find
that the ROOT-type can achieve high QA accu-
racy when using NoText input. It suggests that
ROOT answers can to some extent be predicted
based on the question context. The NER-type QA
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Figure 2: Summarization results using fLSTM
1 or fCNN

2 en-
coder with word/chunk as the extraction unit.

pairs work the best for both GoldSumm and Full-
Text, likely because the source texts contain nec-
essary entities required to correctly answer those
questions. We also find the SUBJ/OBJ-type QA
pairs have the smallest gap between train/dev ac-
curacies, despite that they have a large answer
space. Based on the analysis we would suggest fu-
ture work to consider using NER-based QA pairs
as they encourage the summaries to contain salient
source content and be informative.

Extraction units We finally compare the per-
formance of using either words or chunks as ex-
traction units (§3.1). The chunks are obtained by
breaking down sentence constituent parse trees in
a top-down manner until all tree fragments con-
tain 5 words or less. We observe that 70% of the
chunks are 1-grams, and 2/3/4/5-grams are 9%,
7%, 6%, and 8% respectively. We compare the
bidirectional LSTM (f LSTM

1 ) and CNN (fCNN
2 ) en-

coders for their effectiveness on generating repre-
sentations for extraction units. Figure 2 presents
the results of the QASumm+NoQ system under
various settings. We find that extracting chunks
performs superior, and combining chunks with
LSTM representations yield the highest scores.

4.3 Human Evaluation
Testing the usefulness of an extractive system
driven by reading comprehension is not inherently
measured by automatic metrics (i.e. ROUGE). We
conducted a human evaluation to assess whether
the highlighted summaries contribute to document
understanding. Similar to our training paradigm
we presented each participant with the document
and three fill-in-the-blank questions created from
the human abstracts. It was guaranteed that each
question was from a unique human abstract to
avoid seeing the answer adjacent to the same tem-
plate. The missing section was randomly gener-
ated to be either the root word, the subject or ob-

Summary Time Accuracy Inform.

Human 69.5s 87.3 4.23
QASumm+NoQ 87.9s 53.7 1.76
Pointer+Cov. 100.9s 52.3 2.14
QASumm+NER 95.0s 62.3 2.14

Table 5: Amazon mechanical turk experiments. Human ab-
stracts were the goldstandard summaries, Pointer+Cov. were
summaries generated by See et al. (2017). Our systems tested
were the supervised extractor, and our full model (NER).

ject of the sentence, or a named entity. We com-
pare our reinforced extracted summary (presented
as a bold overlay to the document), against our
supervised method (section 3.2), abstractive sum-
maries generated by See et al. (2017), and the hu-
man abstracts in full. Additionally we asked the
participants to rate the quality of the summary pre-
sented (1-5, with 5 being most informative). We
utilized Amazon Mechanical Turk, and conducted
an experiment where we sampled 80 documents
from the CNN test set. The articles were evenly
split across the four competing systems, and each
HIT was completed by 5 turkers. Upon comple-
tion the data was analyzed manually for accuracy
since turkers entered each answer as free text, and
to remove any meaningless datapoints.

Table 5 shows the average time (in seconds) to
complete a single question, the overall accuracy of
the participants, and the informativeness of a given
summary type. Excluding the use of human ab-
stracts, all systems resulted in similar performance
times. However we observe a large margin in QA
accuracy in our full system compared to the ab-
stractive and our supervised approach. Although
participants rated the informativeness of the sum-
maries to be the same our systems yielded a higher
performance. This strongly indicates that having a
system which makes using of document compre-
hension has a tangible effect when applied towards
a real-world task.

5 Conclusion

We exploited an extractive summarization frame-
work using deep reinforcement learning to iden-
tify consecutive word sequences from a document
to form an extractive summary. Our reward func-
tion promotes adequate and fluent summaries that
can serve as document surrogates to answer im-
portant questions, directly addressing users’ infor-
mation needs. Experimental results on benchmark
datasets demonstrated the efficacy of our proposed
method over state-of-the-art baselines, assessed by
both automatic metrics and human evaluators.
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Abstract

We propose a grounded dialogue state encoder
which addresses a foundational issue on how
to integrate visual grounding with dialogue
system components. As a test-bed, we fo-
cus on the GuessWhat?! game, a two-player
game where the goal is to identify an object in
a complex visual scene by asking a sequence
of yes/no questions. Our visually-grounded
encoder leverages synergies between guessing
and asking questions, as it is trained jointly
using multi-task learning. We further enrich
our model via a cooperative learning regime.
We show that the introduction of both the joint
architecture and cooperative learning lead to
accuracy improvements over the baseline sys-
tem. We compare our approach to an alter-
native system which extends the baseline with
reinforcement learning. Our in-depth analysis
shows that the linguistic skills of the two mod-
els differ dramatically, despite approaching
comparable performance levels. This points
at the importance of analyzing the linguistic
output of competing systems beyond numeric
comparison solely based on task success.1

1 Introduction

Over the last few decades, substantial progress has
been made in developing dialogue systems that ad-
dress the abilities that need to be put to work dur-
ing conversations: Understanding and generating
natural language, planning actions, and tracking
the information exchanged by the dialogue partic-
ipants. The latter is particularly critical since, for
communication to be effective, participants need
to represent the state of the dialogue and the com-
mon ground established through the conversation
(Stalnaker, 1978; Lewis, 1979; Clark, 1996).

In addition to the challenges above, dialogue
is often situated in a perceptual environment. In

1Equal contribution by R. Shekhar and A. Venkatesh.

Figure 1: Our questioner model with a single visually
grounded dialogue state encoder.

this study, we develop a dialogue agent that builds
a representation of the context and the dialogue
state by integrating information from both the vi-
sual and linguistic modalities. We take the Guess-
What?! game (de Vries et al., 2017) as our test-
bed, a two-player game where a Questioner faces
the task of identifying a target object in a visual
scene by asking a series of yes/no questions to an
Oracle. We model the agent in the Questioner’s
role.

To model the Questioner, previous work relies
on two independent models to learn to ask ques-
tions and to guess the target object, each equipped
with its own encoder (de Vries et al., 2017; Strub
et al., 2017; Zhu et al., 2017; Lee et al., 2017;
Shekhar et al., 2018; Zhang et al., 2018). We
propose an end-to-end architecture with a single
visually-grounded dialogue state encoder (cf. Fig-
ure 1). Our system is trained jointly in a super-
vised learning setup, extended with a cooperative
learning (CL) regime: By letting the model play
the game with self-generated dialogues, the com-
ponents of the Questioner agent learn to better per-
form the overall Questioner’s task in a cooperative
manner. Das et al. (2017b) have explored the use
of CL to train two visual dialogue agents that re-
ceive joint rewards when they play a game suc-
cessfully. To our knowledge, ours is the first ap-

2578



proach where cooperative learning is applied to the
internal components of a grounded conversational
agent.

Our cooperative learning regime can be seen as
an interesting alternative to reinforcement learning
(RL)—which was first applied to GuessWhat?!
by Strub et al. (2017)—because it is entirely dif-
ferentiable and computationally less expensive to
train than RL. Little is known on how this learning
approach compares to RL not only regarding task
success, but also in terms of the quality of the lin-
guistic output, a gap we seek to fill in this paper.
In particular, our contributions are:2

• The introduction of a single visually-
grounded dialogue state encoder jointly
trained with the guesser and question gener-
ator modules to address a foundational ques-
tion of how to integrate visual grounding with
dialogue system components; this yields up
to 9% improvement on task success.

• The effectiveness of cooperative learning,
which yields an additional increase of 8.7%
accuracy, while being easier to train than RL.

• A first in-depth study to compare cooperative
learning to a state-of-the-art RL system. Our
study shows that the linguistic skills of the
models differ dramatically, despite approach-
ing comparable task success levels. This un-
derlines the importance of linguistic analysis
to complement solely numeric evaluation.

2 Related Work

Task-oriented dialogue systems The conven-
tional architecture of task-oriented dialogue sys-
tems includes a pipeline of components, and the
task of tracking the dialogue state is typically
modelled as a partially-observable Markov deci-
sion process (Williams et al., 2013; Young et al.,
2013; Kim et al., 2014) that operates on a sym-
bolic dialogue state consisting of predefined vari-
ables. The use of symbolic representations to char-
acterise the state of the dialogue has some ad-
vantages (e.g., ease of interfacing with knowledge
bases), but it has also some key disadvantages: the
variables to be tracked have to be defined in ad-
vance and the system needs to be trained on data
annotated with explicit state configurations.

2Code and supplementary material are available at
https://vista-unitn-uva.github.io.

Given these limitations, there has been a shift
towards neural end-to-end systems that learn their
own representations. Early works focus on non-
goal-oriented chatbots (Vinyals and Le, 2015; Sor-
doni et al., 2015; Serban et al., 2016; Li et al.,
2016a,b). Bordes et al. (2017) propose a mem-
ory network to adapt an end-to-end system to task-
oriented dialogue. Recent works combine conven-
tional symbolic with neural approaches (Williams
et al., 2017; Zhao and Eskenazi, 2016; Rastogi
et al., 2018), but all focus on language-only di-
alogue. We propose a visually grounded task-
oriented end-to-end dialogue system which, while
maintaining the crucial aspect of the interaction
of the various modules at play in a conversational
agent, grounds them through vision.

Visual dialogue agents In recent years, re-
searchers in computer vision have proposed tasks
that combine visual processing with dialogue in-
teraction. Pertinent datasets created by Das et al.
(2017a) and de Vries et al. (2017) include Vis-
Dial and GuessWhat?!, respectively, where two
participants ask and answer questions about an im-
age. While impressive progress has been made
in combining vision and language, current mod-
els make simplifications regarding the integration
of these two modalities and their exploitation for
task-related actions. For example, the models pro-
posed for VisDial by Das et al. (2017a) concern
an image guessing game where one agent does not
see the target image (thus, no multimodal under-
standing) and is required to ‘imagine’ it by asking
questions. The other agent does see the image, but
only responds to questions without the need to per-
form additional actions.

In GuessWhat?!, the Questioner agent sees an
image and asks questions to identify a target object
in it. The Questioner’s role hence involves a com-
plex interaction of vision, language, and guessing
actions. Most research to date has investigated
approaches consisting of different models trained
independently (de Vries et al., 2017; Strub et al.,
2017; Zhu et al., 2017; Lee et al., 2017; Shekhar
et al., 2018; Zhang et al., 2018). We propose
the first multimodal dialogue agent for the Guess-
What?! task where all components of the Ques-
tioner agent are integrated into a joint architecture
that has at its core a visually-grounded dialogue
state encoder (cf. Figure 1).

Reinforcement learning for visual dialogue
agents was introduced by Das et al. (2017b) for
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VisDial and by Strub et al. (2017) for Guess-
What?!. Our joint architecture allows us to explore
a simpler solution based on cooperative learning
between the agent’s internal modules (see Sec-
tion 5 for details).

3 Task and Data

The GuessWhat?! game (de Vries et al., 2017) is
a simplified instance of a referential communica-
tion task where two players collaborate to identify
a referent—a setting used extensively in human-
human collaborative dialogue (Clark and Wilkes-
Gibbs, 1986; Yule, 1997; Zarrieß et al., 2016).

The GuessWhat?! dataset3 was collected via
Amazon Mechanical Turk by de Vries et al.
(2017). The task involves two human participants
who see a real-world image, taken from the MS-
COCO dataset (Lin et al., 2014). One of the par-
ticipants (the Oracle) is assigned a target object
in the image and the other participant (the Ques-
tioner) has to guess it by asking Yes/No questions
to the Oracle. There are no time constraints to play
the game. Once the Questioner is ready to make
a guess, the list of candidate objects is provided
and the game is considered successful if the Ques-
tioner picks the target object. The dataset consists
of around 155k English dialogues about approxi-
mately 66k different images. Dialogues contain on
average 5.2 questions-answer pairs.

4 Models

We focus on developing an agent who plays the
role of the Questioner in GuessWhat?!.

4.1 Baseline Model
As a baseline model (BL), we consider our own
implementation of the best performing system put
forward by de Vries et al. (2017). It consists of
two independent models: a Question Generator
(QGen) and a Guesser. For the sake of simplic-
ity, QGen asks a fixed number of questions before
the Guesser predicts the target object.

QGen is implemented as an Recurrent Neural
Network (RNN) with a transition function handled
with Long-Short-Term Memory (LSTM) (Hochre-
iter and Schmidhuber, 1997), on which a prob-
abilistic sequence model is built with a Softmax
classifier. At each time step in the dialogue, the
model receives as input the raw image and the
dialogue history and generates the next question

3Dataset: https://guesswhat.ai/download.

one word at a time. The image is encoded by
extracting its VGG-16 features (Simonyan and
Zisserman, 2014). In our new joint architec-
ture (described below in Section 4.2), we use
ResNet152 (He et al., 2016) features instead of
VGG, because they tend to yield better perfor-
mance in image classification and are more ef-
ficient to compute. For the baseline model it
turns out that the original VGG-16 features lead
to better performance (41.8% accuracy for VGG-
16 vs. 37.3% with ResNet152 features). While we
use ResNet152 features in our models, we keep the
original VGG-16 feature configuration as de Vries
et al. (2017), which constitutes a stronger baseline.

The Guesser model exploits the annotations in
the MS-COCO dataset (Lin et al., 2014) to repre-
sent candidate objects by their object category and
their spatial coordinates. This yields better perfor-
mance than using raw image features in this case,
as reported by de Vries et al. (2017). The objects’
categories and coordinates are passed through a
Multi-Layer Perceptron (MLP) to get an embed-
ding for each object. The Guesser also takes as in-
put the dialogue history processed by its own ded-
icated LSTM. A dot product between the hidden
state of the LSTM and each of the object embed-
dings returns a score for each candidate object.

The model playing the role of the Oracle is in-
formed about the target object otarget. Like the
Guesser, the Oracle does not have access to the
raw image features. It receives as input embed-
dings of the target object’s category, its spatial co-
ordinates, and the current question asked by the
Questioner, encoded by a dedicated LSTM. These
three embeddings are concatenated and fed to an
MLP that gives an answer (Yes or No).

4.2 Visually-Grounded Dialogue State
Encoder

In line with the baseline model, our Questioner
agent includes two sub-modules, a QGen and a
Guesser. As in the baseline, the Guesser guesses
after a fixed number of questions, which is a pa-
rameter tuned on the validation set. Our agent
architecture differs from the baseline model by
de Vries et al.: Rather than operating indepen-
dently, the language generation and guessing mod-
ules are connected through a common grounded
dialogue state encoder (GDSE) which combines
linguistic and visual information as a prior for the
two modules. Given this representation, we will
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refer to our Questioner agent as GDSE.
As illustrated in Figure 1, the encoder receives

as input representations of the visual and linguis-
tic context. The visual representation consists of
the second to last layer of ResNet152 trained on
ImageNet. The linguistic representation is ob-
tained by an LSTM (LSTMe) which processes
each new question-answer pair in the dialogue. At
each question-answerQAt, the last hidden state of
LSTMe is concatenated with the image features I ,
passed through a linear layer and a tanh activation
to result in the final layer ht:

ht = tanh (W · [LSTMe(qa1:t−1); I]) (1)

where [·; ·] represents concatenation, I ∈ R2048×1,
LSTMe ∈ R1024×1 andW ∈ R512×3072 (identical
to prior work except for tuning the ResNet-specific
parameters). We refer to this final layer as the dia-
logue state, which is given as input to both QGen
and Guesser.

As illustrated in Figure 2, our QGen and
Guesser modules are like the corresponding mod-
ules by de Vries et al. (2017), except for the crucial
fact that they receive as input the same grounded
dialogue state representation. QGen employs an
LSTM (LSTMq) to generate the token sequence
for each question conditioned on ht, which is used
to initialise the hidden state of LSTMq. As input
at every time step, QGen receives a dense embed-
ding of the previously generated token wi−1 and
the image features I:

p(wi) = p(wi|w1, ..., wi−1, ht, I) (2)

We optimise QGen by minimising the Negative
Log Likelihood (NLL) of the human dialogues and

use the Adam optimiser (Kingma and Ba, 2015):

LQ =
∑

i

− log p(wi) (3)

Thus, in our architecture the LSTMq of QGen
in combination with the LSTMe of the Encoder
form a sequence-to-sequence model (Sutskever
et al., 2014), conditioned on the visual and linguis-
tic context — in contrast to the baseline model,
where question generation is performed by a sin-
gle LSTM on its own.

The Guesser consists of an MLP which is eval-
uated for each candidate object in the image. It
takes the dense embedding of the category and the
spatial information of the object to establish a rep-
resentation rj ∈ R512×1 for each object. A score
is calculated for each object by performing the dot
product between the dialogue state ht and the ob-
ject representation. Finally, a softmax over the
scores results in a probability distribution over the
candidate objects:

p(oj) =
eh

T
t ·rj

∑
j e

hTt ·rj
(4)

We pick the object with the highest probability and
the game is successful if oguess = otarget , where
oguess = argmaxj p(oj). As with QGen, we op-
timise the Guesser by minimising the NLL and
again make use of Adam:

LG = − log p(otarget) (5)

The resulting architecture is fully differentiable.
In addition, the GDSE agent faces a multi-task
optimisation problem: While the QGen optimises
LQ and the Guesser optimises LG, the parame-
ters of the Encoder (W , LSTMe) are optimised via
both LQ and LG. Hence, both tasks faced by the
Questioner agent contribute to the optimisation of
the dialogue state ht, and thus to a more effective
encoding of the input context.

5 Learning Approach

We first introduce the supervised learning ap-
proach used to train both BL and GDSE, then our
cooperative learning regime, and finally the rein-
forcement learning approach we compare to.

5.1 Supervised Learning
In the baseline model, the QGen and the Guesser
modules are trained autonomously with super-
vised learning (SL): QGen is trained to replicate
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human questions and, independently, the Guesser
is trained to predict the target object. Our new ar-
chitecture with a common dialogue state encoder
allows us to formulate these two tasks as a multi-
task problem, with two different losses (Eq. 3 and
5 in Section 4.2). These two tasks are not equally
difficult: While the Guesser has to learn the prob-
ability distribution of the set of possible objects
in the image, QGen needs to fit the distribution
of natural language words. Thus, QGen has a
harder task to optimize and requires more param-
eters and training iterations. We address this issue
by making the learning schedule task-dependent.
We call this setup modulo-n training, where n in-
dicates after how many epochs of QGen training
the Guesser is updated together with QGen.

Using the validation set, we experimented with
n from 5 to 15 and found that updating the Guesser
every 7 epochs worked best. With this opti-
mal configuration, we then train GDSE for 100
epochs (batch size of 1024, Adam, learning rate of
0.0001) and select the Questioner module best per-
forming on the validation set (henceforth, GDSE-
SL or simply SL).

5.2 Cooperative Learning

Once the model has been trained with SL, new
training data can be generated by letting the agent
play new games. Given an image from the train-
ing set used in the SL phase, we generate a new
training instance by randomly sampling a target
object from all objects in the image. We then let
our Questioner agent and the Oracle play the game
with that object as target, and further train the
common encoder using the generated dialogues by
backpropagating the error with gradient descent
through the Guesser. After training the Guesser
and the encoder with generated dialogues, QGen
needs to ‘readapt’ to the newly arranged encoder
parameters. To achieve this, we re-train QGen on
the human data with SL, but using the new encoder
states. Also here, the error is backpropagated with
gradient descent through the common encoder.

Regarding modulo-n, in this case QGen is up-
dated at every nth epoch, while the Guesser is up-
dated at all other epochs; we experimented with
n from 3-7 and set it to the optimal value of 5.
The GDSE previously trained with SL is further
trained with this cooperative learning regime for
100 epochs (batch size of 256, Adam, learning rate
of 0.0001), and we select the Questioner module

performing best on the validation set (henceforth,
GDSE-CL or simply CL).

5.3 Reinforcement Learning
Strub et al. (2017) proposed the first extension of
BL (de Vries et al., 2017) with deep reinforce-
ment learning (RL). They present an architecture
for end-to-end training using an RL policy. First,
the Oracle, Guesser, and QGen models are trained
independently using supervised learning. Then,
QGen is further trained using a policy gradient.

We use the publicly available code and pre-
trained model based on Sampling (Strub et al.,
2017), which resulted in the closest performance
to what was reported by the authors.4 This is the
RL model we use throughout the rest of the paper.

5.4 Experimental Details
We use the same train (70%), validation (15%),
and test (15%) splits as de Vries et al. (2017). The
test set contains new images not seen during train-
ing. We use two experimental setups for the num-
ber of questions to be asked by the question gen-
erator, motivated by prior work: 5 questions (5Q)
following de Vries et al. (2017), and 8 questions
(8Q) as in Strub et al. (2017). As noted in Sec-
tion 3, on average, there are 5.2 questions per dia-
logue in the GuessWhat?! data set.

For evaluation, we report task success in terms
of accuracy (Strub et al., 2017). To neutralize
the effect of random sampling in training CL, we
trained the model 3 times. RL is tested 3 times
with sampling. We report means and standard de-
viation (for some tables these are provided in the
supplementary material; see footnote 2).

6 Results

Table 1 reports the results for all models. There
are several take-aways.

Grounded joint architecture First of all, our
visually-grounded dialogue state encoder is ef-
fective. GDSE-SL outperforms the baseline
by de Vries et al. (2017) significantly in both
setups (absolute accuracy improvements of 6.6%

4Their result of 53.3% accuracy published in Strub et al.
(2017) is obsolete, as stated on their GitHub page (https:
//github.com/GuessWhatGame/guesswhat)
where they report 56.5% for sampling and 58.4% for greedy
search. By running their code, we could only replicate
their results with sampling, obtaining 56%, while greedy
and beam search resulted in similar or worse performance.
Our analysis showed that greedy and beam search have the
additional disadvantage of learning a smaller vocabulary.
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Model 5Q 8Q

Baseline 41.2 40.7
GDSE-SL 47.8 49.7
GDSE-CL 53.7 (±.83) 58.4 (±.12)
RL 56.2 (±.24) 56.3 (±.05)

Table 1: Test set accuracy for each model (for setups
with 5 and 8 questions). GDSE-SL is our grounded
supervised learning system, GDSE-CL the cooperative
learning setup, and RL the results we obtain with the
reinforcement learning system by Strub et al. (2017).

and 9%). To evaluate the impact of the multi-
task learning aspect, we did an ablation study and
used the encoder-decoder architecture to train the
QGen and Guesser modules independently. With
such a decoupled training we obtain lower results:
44% and 43.7% accuracy for 5Q and 8Q, respec-
tively. Hence, the multi-task component brings an
increase of up to 6% over the baseline.5

Cooperative learning and RL The introduction
of the cooperative learning approach results in a
clear improvement over GDSE-SL: +8.7% (8Q:
from 49.7 to 58.4) and +5.9% (with 5Q). Despite
its simplicity, our GDSE-CL model achieves a task
success rate which is comparable to RL: In the 8Q
setup, GDSE-CL reaches an average accuracy of
58.4 versus 56.3 for RL, giving CL a slight edge
in this setup (+2.1%), while in the 5Q setup RL is
slightly better (+2.5%). Overall, the accuracy of
the CL and RL models is close. The interesting
question is how the linguistic skills and strategy of
these two models differ, to which we turn in the
next section.

We compared to Strub et al. (2017), but RL has
also been put forward by Zhang et al. (2018), who
report 60.7% accuracy (5Q). This result is close to
our highest GDSE-CL result (60.8 ±0.51, when
optimized for 10Q).6 Their RL system integrates
several partial reward functions to increase coher-
ence, which is an interesting aspect. Yet their code
is not publicly available. We leave the comparison
to Zhang et al. (2018) and adding RL to GDSE to
future work.

5While de Vries et al. (2017) originally report an accuracy
of 46.8%, this result was later revised to 40.8%, as clarified
on their GitHub page. Our own implementation of the base-
line system achieves an accuracy of 41.2%.

6Since our aim is to compare to the best setup for BL (5Q)
and RL (8Q), we do not report our results with 10Q in Table 1.

7 Analysis

In this section, we present a range of analyses that
aim to shed light on the performance of the mod-
els. They are carried out on the test set data using
the 8Q setting, which yields better results than the
5Q setting for the GDSE models and RL. Given
that there is only a small difference in accuracy for
the baseline with 5Q and 8Q, for comparability we
analyse dialogues with 8Q also for BL.

7.1 Quantitative Analysis of Linguistic
Output

We analyse the language produced by the Ques-
tioner agent with respect to three factors: (1) lexi-
cal diversity, measured as type/token ratio over all
games, (2) question diversity, measured as the per-
centage of unique questions over all games, and
(3) the number of games with questions repeated
verbatim. We compute these factors on the test set
for the models and for the human data (H).

As shown in Table 2, the linguistic output of SL
& CL is closer to the language used by humans:
Our agent is able to produce a much richer and less
repetitive output than both BL and RL. In particu-
lar, it learns to use a more diverse vocabulary, gen-
erates more unique questions, and repeats ques-
tions within the same dialogue at a much lower
rate than the baseline and RL: 93.5% of the games
played by BL contain at least one verbatim ques-
tion repetition, for RL this happens in 96.47% of
the cases, whereas for SL and CL this is for only
55.8% and 52.19% of the games, respectively.

Lexical
diversity

Question
diversity

% Games with
repeated Q’s

BL 0.030 1.60 93.50
SL 0.101 13.61 55.80
CL 0.115 (±.02) 14.15 (±3.0) 52.19 (±4.7)
RL 0.073 (±.00) 1.04 (±.03) 96.47 (±.04)
H 0.731 47.89 —

Table 2: Statistics of the linguistic output of all models
with the 8Q setting and of humans (H) in all test games.

7.2 Dialogue Strategy

To further understand the variety of questions
asked by the agents, we classify questions into dif-
ferent types. We distinguish between questions
that aim at getting the category of the target ob-
ject (ENTITY questions, e.g., ‘is it a vehicle?’) and
questions about properties of the queried objects
(ATTRIBUTE questions, e.g., ‘is it square?’ or ‘are
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Humans [success]
1. does it have cereal on it? no
2. does it have pink frosting? no
3. does it have cookies? no
4. is it a donut? yes
5. does it have maple frosting? no
6. is there candy? yes
7. is it the doughnut with M&Ms? no
8. is it dark brown? no

GDSE-CL [success]
1. is it a donut? yes
2. is it on the left? no
3. is it on the right? yes
4. is it the whole donut? yes
5. does it have pink icing? no
6. is it touching the donut with the sprinkles? yes
7. does it have chocolate icing? no
8. is it the third donut? yes

RL [failure]
1. is it food? yes
2. is it a donut? yes
3. is it in left? no
4. is it in top? yes
5. is it in top? yes
6. is it in top? yes
7. is it in top? yes
8. is it top? yes

Figure 3: Game example where GDSE-CL succeeds and RL fails at guessing the target object (framed).

they standing?’). Within ATTRIBUTE questions,
we make a distinction between color, shape, size,
texture, location, and action questions. Within EN-
TITY questions, we distinguish questions whose
focus is an object category or a super-category
(see the supplementary material for example ques-
tions). The classification is done by manually ex-
tracting keywords for each question type from the
human dialogues, and then applying an automatic
heuristic that assigns a class to a question given
the presence of the relevant keywords.7 This pro-
cedure allows us to classify 91.41% of the ques-
tions asked by humans. The coverage is higher for
the questions asked by the models: 98.88% (BL),
94.72% (SL), 94.11% (CL) and 99.51 % (RL).8

The statistics are shown in Table 3. We use
Kullback-Leibler (KL) divergence to measure how
the output of each model differs from the human
distribution of fine-grained question classes. The
baseline’s output has the highest degree of diver-
gence: For instance, the BL model does never ask
any SHAPE or TEXTURE questions, and hardly any
SIZE questions. The output of the RL model also
differs substantially from the human dialogues: It
asks a very large number of LOCATION questions
(74.8% vs. 40% for humans). Our model, in con-
trast, generates question types that resemble the
human distribution more closely.

We also analyse the structure of the dialogues in
terms of the sequences of question types asked. As
expected, both humans and models almost always
start with an ENTITY question (around 97% for
BL, SL and CL, 98.7% for RL, and 78.48% for hu-
mans), in particular a SUPER-CATEGORY (around
70% for BL, SL and CL, 84% for RL, and 52.32%
for humans). In some cases, humans start by ask-

7A question may be tagged with several attribute classes if
keywords of different types are present. E.g., “Is it the white
one on the left?” is classified as both COLOR and LOCATION.

8In the supplementary material we provide details on the
question classification procedure: the lists of keywords by
class, the procedure used to obtain these lists, as well as the
pseudo-code of the heuristics used to classify the questions.

Question type BL SL CL RL H

ENTITY 49.00 48.07 46.51 23.99 38.11
SUPER-CAT 19.6 12.38 12.58 14.00 14.51
OBJECT 29.4 35.70 33.92 9.99 23.61
ATTRIBUTE 49.88 46.64 47.60 75.52 53.29
COLOR 2.75 13.00 12.51 0.12 15.50
SHAPE 0.00 0.01 0.02 0.003 0.30
SIZE 0.02 0.33 0.39 0.024 1.38
TEXTURE 0.00 0.13 0.15 0.013 0.89
LOCATION 47.25 37.09 38.54 74.80 40.00
ACTION 1.34 7.97 7.60 0.66 7.59
Not classified 1.12 5.28 5.90 0.49 8.60

KL (wrt human) 0.953 0.042 0.038 0.396 0.0

Table 3: Percentage of questions per question type in
all the test set games played by humans (H) and the
models with the 8Q setting, and KL divergence from
human distribution of fine-grained question types.

ing questions directly about an attribute that may
easily distinguish an object from others, while this
is very uncommon for models. Figure 3 shows an
example: The human dialogue begins with an AT-
TRIBUTE question (‘does it have cereal on it?’),
which in this case is not very effective and leads to
a change in strategy at turn 4. The CL model starts
by asking an OBJECT question (‘is it a donut?’)
while the RL model begins with a more generic
SUPER-CATEGORY question (‘is it food?’).

We check how the answer to a given question
type affects the type of the follow-up question. In
principle, we expect to find that question types
that are answered positively will be followed by
more specific questions. This is indeed what we
observe in the human dialogues, as shown in Ta-
ble 4. For example, when a SUPER-CATEGORY

question is answered positively, humans follow up
with an OBJECT or ATTRIBUTE question 89.56%
of the time. This trend is mirrored by all models.
Overall, the models also learn the strategy to move
from an OBJECT to an ATTRIBUTE question when
an OBJECT question receives a Yes answer. The
BL, SL, and CL models do this to a lesser extent
than humans, while the RL model systematically
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(a) Lexical diversity (b) Question diversity (c) % Games w/ repeated Q’s (d) KL-distance from human

Figure 4: Evolution of linguistic factors over 100 training epochs for our GDSE-CL model. Note: lexical and
question diversity of the human data fall outside the range in (a) / (b). The same is the case with KL for BL in (d).

Question type shift BL SL CL RL H

SUPER-CAT→ OBJ/ATT 89.05 92.61 89.75 95.63 89.56
OBJECT→ ATTRIBUTE 67.87 60.92 65.06 99.46 88.70

Table 4: Proportion of question type shift vs. no type
shift in consecutive questions Qt → Qt+1 where Qt

has received a Yes answer.

transitions to attributes (in 99.46% of cases), using
mostly LOCATION questions as pointed out above.
For example (Figure 3), after receiving an affirma-
tive answer to the OBJECT question ‘is it a donut?’
both CL and RL shift to a LOCATION question.
Once location is established, CL moves on to other
attributes while RL keeps asking the same LOCA-
TION question, which leads to failure. Further il-
lustrative examples are given in the supplementary
material.

7.3 Analysis of the CL Learning Process

In order to better understand the effect of the co-
operative learning regime, we trace the evolution
of linguistic factors identified above over the CL
epochs. As illustrated in Figure 4 (a) and (b),
through the epochs the CL model learns to use
a richer vocabulary and more diverse questions,
moving away from the levels achieved by BL and
RL, overpassing SL and moving toward humans.

The CL model progressively produces fewer
repeated questions within a dialogue, improving
over SL in the last few epochs, cf. Figure 4 (c). Fi-
nally, (d) illustrates the effect of modulo-n train-
ing: As the model is trained on generated dia-
logues, its linguistic output drifts away from the
human distribution of question types; every 5th

epoch QGen is trained via supervision, which
brings the model’s behaviour closer back to hu-
man linguistic style and helps decrease the drift.

8 Conclusion

We present a new visually-grounded joint Ques-
tioner agent for goal-oriented dialogue. First, we
show that our architecture archives 6–9% accuracy
improvements over the GuessWhat?! baseline sys-
tem (de Vries et al., 2017). This way, we address
a foundational limitation of previous approaches
that model guessing and questioning separately.

Second, our joint architecture allows us to pro-
pose a two-phase cooperative learning approach
(CL), which further improves accuracy. It results
in our overall best model and reaches state-of-the-
art results (cf. Section 6). We compare CL to
the system proposed by Strub et al. (2017) which
extends the baseline with reinforcement learning
(RL). We find that the two approaches (CL and
RL) achieve overall relatively similar task success
rates. However, evaluating on task success is only
one side of the coin. Finally and most importantly,
we propose to pursue an in-depth analysis of the
quality of the dialogues by visual conversational
agents, which is an aspect often neglected in the
literature. We analyze the linguistic output of the
two models across three factors (lexical diversity,
question diversity, and repetitions) and find them
to differ substantially. The CL model uses a richer
vocabulary and inventory of questions, and pro-
duces fewer repeated questions than RL. In con-
trast, RL highly relies on asking location ques-
tions, which might be explained by a higher re-
liance on spatial and object-type information ex-
plicitly given to the Guesser and Oracle models.
Limiting rewards to task success or other rewards
not connected to the language proficiency does not
stimulate the model to learn rich linguistic skills,
since a reduced vocabulary and simple linguistic
structures may be an efficient strategy to succeed
at the game.
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Overall, the presence of repeated questions re-
mains an important weakness of all models, re-
sulting in unnatural dialogues. This shows that
there is still a considerable gap to human-like con-
versational agents. Looking beyond task success
can provide a good basis for extensions of cur-
rent architectures, e.g., Shekhar et al. (2018) add a
decision-making component that decides when to
stop asking questions which results in less repet-
itive and more human-like dialogues. Our joint
architecture could easily be extended with such a
component.
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Abstract

Visual Dialog is a multi-modal task that re-
quires a model to participate in a multi-turn
human dialog grounded on an image, and gen-
erate correct, human-like responses. In this
paper, we propose a novel Adversarial Multi-
modal Feature Encoding (AMFE) framework
for effective and robust auxiliary training of
visual dialog systems. AMFE can force the
language-encoding part of a model to generate
hidden states in a distribution closely related to
the distribution of real-world images, resulting
in language features containing general knowl-
edge from both modalities by nature, which
can help generate both more correct and more
general responses with reasonably low time
cost. Experimental results show that AMFE
can steadily bring performance gains to dif-
ferent models on different scales of data. Our
method outperforms both the supervised learn-
ing baselines and other fine-tuning methods,
achieving state-of-the-art results on most met-
rics of VisDial v0.5/v0.9 generative tasks.

1 Introduction

In recent years, there has been a rising atten-
tion in Artificial Intelligence on how to train a
model to understand visual inputs from the physi-
cal world, and communicate them with human lan-
guage. Typical problems include Visual Question
Answering (VQA) (Antol et al., 2015) and Image
Captioning (Xu et al., 2015). These tasks require
a model to read an image and generate a proper
response, such as answering a question grounded
on the image, or generating a sentence to describe
the image. As a more difficult extension, Visual
Dialog (De Vries et al., 2017; Das et al., 2017a;
Mostafazadeh et al., 2017) is a cluster of tasks fea-
turing two agents conducting a multi-turn dialog
grounded on an image. A model is usually trained

∗ Corresponding Author

to predict every single response of one agent in
the two, based on the image and dialog history.
There are also some different task settings such as
directly training two agents to complete a goal-
driven cooperative task such as Guessing Game
(Das et al., 2017b).

Tasks involving both the physical world (vi-
sual images) and abstract world (languages) share
a core issue: how to establish connections be-
tween these two worlds, and is there a frame-
work to leverage these connections for learning?
Temporarily, the majority of answers are learning
end-to-end models with multi-modal feature fu-
sion (Kim et al., 2016; Fukui et al., 2016; Yu et al.,
2018). These methods usually merge the visual
and language features into rich representations
containing information from both sides. Some
cross-modal attention methods (Lu et al., 2016;
Nam et al., 2017) formulate the visual-language
connections explicitly by parameterizing the atten-
tion weights to learn whether there is high corre-
lation within certain pairs of language and visual
feature vectors. However, in all these works, the
merged representations or attention weights are
only learned from pairwise (one image, one sen-
tence) co-occurrence, and serve for the optimiza-
tion of a loss function only related to the final
ground-truth response. In fact, the features from
both sides are not truly connected in an aspect of
general distributions, but only merged into a new
vector for each training/testing sample. We sup-
pose that this is not good enough for a model to
distill knowledge from both of the two worlds be-
cause the language/visual vectors do not contain
knowledge from the other modality in the bottom
level before they are merged.

In this paper, we discuss another possibility. We
want to establish an unsupervised framework of
multi-modal encoding, which directly generates
an “image feature distribution” from a language
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distribution, or vice versa. For example, when
a neural network based model receives a natural
language sentence x as input, it encodes x into a
sequence of high-dimensional continuous vectors.
All these language vectors can be projected into
another latent space to have a new distribution pl.
We train the language encoder to let the new distri-
bution pl be the same as, or very close to, the dis-
tribution pv of all image features observed and en-
coded in the task data. Since we can partly recover
a real-world image distribution from the language
vectors achieved in this way, these language vec-
tors intrinsically contain both language semantics
and real-world image properties. This is a higher-
level connection between the two worlds.

In order to train a model to generate samples
subject to a certain distribution pv from an orig-
inal distribution pl, Generative Adversarial Net-
works (GANs) have been proved very effective
(Goodfellow et al., 2014; Arjovsky et al., 2017;
Miyato et al., 2018). Lample et al. (2018) used
adversarial training on the vectors produced by
sentence encoders for different languages in unsu-
pervised machine translation. However, different
languages in their task are in single modality and
share encoder structures, making the same method
not directly usable and extendable for multi-modal
tasks with largely different prior distributions and
complex encoder structures with attention. In
our work, we propose Adversarial Multi-modal
Feature Encoding (AMFE), a novel GAN-based
training schedule with an attention-based sample-
selecting method, which can successfully force the
multi-modal vectors to have closely related dis-
tributions, benefitting the performances of various
visual dialog systems.

We test our method on the VisDial (Das et al.,
2017a) benchmark (one example is shown in Ta-
ble 1). A normal sample of VisDial contains
an image and 10 turns of question-answering di-
alog from two people grounded on the image.
A series of models have been proposed to solve
the task, including memory and attention based
models (Das et al., 2017a), reinforcement learn-
ing (Das et al., 2017b), knowledge transfer tech-
niques (Lu et al., 2017) and GAN (Wu et al.,
2017). Wu et al. (2017) designed a complex at-
tention model and applied GAN in a traditional
way to force the generated tokens to mimic real-
world language (language vs. language), mak-
ing their model only trainable through sequence

Caption: A dog with goggles is in a
motorcycle side car
A(1): can you tell what kind of dog this is
B(1): he looks like beautiful pit bull mix

A(2): can you tell if motorcycle is moving
or still

B(2): it’s parked
A(3): is dog’s tongue lolling out
B(3): not really

Table 1: An example from VisDial dataset.

sampling and reinforcement learning. Our work,
on the other hand, applies a directly differentiable
GAN on continuous vectors as a multi-modal fea-
ture encoding method (language vs. image).

Our contributions include:

• We propose AMFE: a novel Adversarial
Multi-modal Feature Encoding framework to
benefit visual dialog models. The core idea is
to force features from different modalities to
have closely related distributions.

• We develop efficient AMFE implementa-
tions, including a novel attention-based sam-
ple selecting method, for various commonly-
used visual dialog models.

• Experimental results show that AMFE brings
robust performance gains to different visual
dialog models. We achieve state-of-the-arts
on most metrics of VisDial v0.5/v0.9 genera-
tive tasks.

2 Related Work

2.1 Visual Dialog

Visual Dialog is a cluster of tasks sharing two
properties: multi-turn and cross-modality. VisDial
(Das et al., 2017a) is a widely-used benchmark
with question-answering style dialogs grounded
on real-world images. As a special case of dia-
log generation tasks, VisDial share some of the
research concerns with single-modal natural lan-
guage dialog generation (Dhingra et al., 2016;
Serban et al., 2017; Sordoni et al., 2015; Serban
et al., 2016; Liu et al., 2016). Natural language
dialogs are usually discrete, state-dependent and
style-free, thus some reinforcement learning (RL)
methods have been proposed (Li et al., 2016). Das
et al. (2017b) built an cooperative image guess-
ing task on VisDial: they train both the questioner
and the answerer, making them complete a same
goal to help the questioner produce a guessing or
“imagination” of the unseen image described by
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the answerer. The distance between the guess-
ing and the target image is used as reward for re-
inforcement learning. In some extreme settings,
such a task definition can even lead to emergence
of a new language between robots (Kottur et al.,
2017). After per-training, using their reinforce-
ment learning method as an auxiliary loss can also
bring performance gain in standard VisDial met-
rics such as mean rank.

However, generating a reward based on just one
target image for a training sample may lead to a
kind of overfitting. Language is highly abstract:
one dialog can correctly describe a lot of different
scenes in real world, so why should we force a dia-
log to fit one single example among them? There-
fore, generating a reward from adversarial training
is a more efficient way because it goes beyond in-
dividual samples into distributions. There are two
previous works (Wu et al., 2017; Lu et al., 2017)
that use GAN-like methods to boost the perfor-
mances of pre-trained VisDial models. (Wu et al.,
2017) proposes to use adversarial reinforcement
learning. A discriminator is trained to distinguish
the tokens of real/generated answers, and the an-
swerer (generator) is trained via RL using a reward
related to the score given by discriminator. This
method is very effective, but using both RL Monte
Carlo and GAN brings high computational cost.
Also, a lot of tricks are involved for a good train-
ing. Our method, on the other hand, does not need
Monte-Carlo sampling to compute immediate re-
ward while generating each of the N words in a
sentence (O(N) time cost). (Lu et al., 2017) uses
a knowledge-transferring method between gener-
ative and discriminative task settings. However,
this requires the models on both settings to be pre-
trained well enough. Our work is also an adver-
sarial learning based method, but it is more robust,
time-efficient and effective.

2.2 GAN for Generative Tasks

GAN (Goodfellow et al., 2014; Arjovsky et al.,
2017; Miyato et al., 2018) has raised much atten-
tion because of its ability to directly generate sam-
ples subject to a target distribution. Many training
techniques have been proposed to solve the unsta-
ble training problems of GAN (Gulrajani et al.,
2017; Kurach et al., 2018). Wasserstein GAN
(WGAN) (Arjovsky et al., 2017) is a success-
ful method using critic learning loss and weight
clipping operations. We borrow some ideas from

WGAN in the adversarial training of our model.
GAN well suits the image generation tasks be-

cause image signals are continuous and thus dif-
ferentiable, enabling the gradient directly flowing
back from the discriminator to generator. In lan-
guage generation tasks, however, how to deal with
the discrete sequence of symbols generated by the
generator has long been a problem. A widely-used
solution is applying RL with rewards generated
by the discriminator (Wang et al., 2018; Li et al.,
2017). As mentioned above, this is time-costing
because RL needs to explore a large action space
by sampling multiple action sequence. Besides,
how the immediate reward is computed after gen-
erating each word is also a difficult problem.

Another solution is to avoid the discrete prob-
lem by applying adversarial training on the hidden
states of the generator. This requires that there is
a known distribution p for the hidden states we
want the model to generate. A successful case
is reported by (Lample et al., 2018): using ad-
versarial training to restrict the hidden states of
source language and target language (both from
vanilla LSTMs) into a same latent space can boost
the performance of unsupervised machine transla-
tion. Our AMFE framework is also an adversar-
ial training on the language hidden states, but we
are the first to use this kind of methods to estab-
lish connections between different modalities. Our
training procedure is also largely different from
(Lample et al., 2018) with our modified WGAN-
like algorithm and a novel attention-based sam-
ple selection method: they are critical for training
convergency on multi-modal tasks, with complex
attention-based model structures.

3 Model

We first define the task and our framework for-
mally, and then describe how it is implemented
and trained on different visual dialog models.

3.1 VisDial Task Definition

In the VisDial task, each sample contains an im-
age I , a caption sentence C and a dialog D with
T = 10 turns in total. In each turn t, there is a
question qt about the image, and a ground truth an-
swer at. The model needs to read the dialog his-
tory H = {C, (q1, a1), ..., (qt−1, at−1)} and im-
age I , to generate an answer as a response to qt.
We rewrite Ht = (qt, at) and H0 = C. Formally,
the dialog agent (named A-Bot) outputs an answer
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Figure 1: AMFE framework with a generative encoder-
decoder model and multi-modal adversarial training.

prediction ât:

ât = ABot(qt, I, H0∼t−1). (1)

3.2 AMFE Framework
The goal of our Adversarial Multi-modal Feature
Encoding (AMFE) is to restrict the distribution of
feature representations from one modality m1 to
be closely related to that from another modality
m2. We take m1 = l(anguange) and m2 =
v(isual). Specifically, A-Bot encodes language
inputs into vectors hl, and visual inputs into hv,
respectively. We want hl and hv to have indistin-
guishable distributions:

hl, hv ∼ p(h). (2)

To achieve this goal, we use a discriminative
model (named D-Bot) to classify whether a vec-
tor encoded by A-Bot comes from modality l or
v. D-Bot is trained with real hl and hv samples,
while A-Bot is trained to generate language vec-
tors hl that can confuse D-Bot to classify them as
label v. Figure 1 shows our framework.

3.3 A-Bot
We implement our AMFE method on two
commonly-used visual dialog models, using them
as A-Bot. The two A-Bot models are named Hi-
erarchical Recurrent Encoder (HRE) and History-
Conditioned Image Attentive Encoder (HCIAE),
respectively. A-Bot learns to predict the right an-
swer in each turn. In this process, it also encodes
language and visual inputs into hl and hv samples,
which we use for AMFE training.

3.3.1 Hierarchical Recurrent Encoder (HRE)
HRE is a hierarchical LSTM (Hochreiter and
Schmidhuber, 1997) model used in (Das et al.,
2017a,b). In HRE, a pre-trained Convolutional
Neural Network (CNN) encodes the image into
a single feature vector, which is further mapped
into a visual representation I by a trainable Multi-
Layer Perceptron (MLP). In each turn t, the ques-
tion is encoded by a word-level LSTM into a ques-
tion vector qt, and the dialog history in the previ-
ous step Ht−1 is encoded by another LSTM into
vector ft−1. There is a state-tracker LSTM st on
the top level: LSTM st is forwarded one step each
turn, integrating all the encoded vectors mentioned
above. It reads the encoded history ft−1, image
vector I , the question qt and the previous hidden
state st−1 from itself, and produces the new hid-
den state representation st:

st = LSTM st([qt, I, ft−1], st−1), (3)

where [·] stands for concatenation.
The answer decoder in HRE is an LSTM that

takes st as initial state, and predicts one word at
a time by a softmax probability over the vocabu-
lary, to generate the whole answer sentence. Fig-
ure 2(a) shows the encoder structure of HRE. We
use image vectors I as hv samples (dark green) in
AMFE, and both the q and f vectors as hl samples
(pink).

3.3.2 History-Conditioned Image Attentive
Encoder (HCIAE)

HCIAE model (Lu et al., 2017) contains an tex-
tual attention on all history vectors based on the
question, and a visual attention based on both the
history and the question. In detail, it uses a pre-
trained CNN to encode the image into a set of vi-
sual feature vectors V . Each vector in V is fur-
ther passed through a trainable MLP, resulting in
a visual feature set {i0, ...iK−1}. In each turn t,
the question is encoded by an LSTM into vector
qt; the dialog history {H0, H1, ..., Ht−1} is en-
coded by another word-level LSTM into vectors
{f0, ..., ft−1}. The attention weight between qt

and each history vector fj is computed as:

zj
t = ωT

a tanh(Wffj + Wqqt),

αj
t = softmax(zj

t ),
(4)

where ωT
a ∈ Rd×1, Wf ∈ Rd×d, Wq ∈ Rd×d

are trainable parameters; d is the length of both
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Figure 2: A-Bot models we use for AMFE training. The intermediate vectors used as hv and hl candidates in
AMFE are colored dark green and pink, respectively.

question and history features. A memory vector
m̂t is computed by:

m̂t =
t−1∑

j=0

αj
tfj . (5)

The memory vector is further used as a
key to compute a similar visual attention over
{i0, ...ik−1} to achieve a final image vector v̂t.
The final output of the encoder is computed by:

et = tanh(We[qt, m̂t, v̂t]), (6)

where We ∈ Rd×3d is trainable parameters; [·]
stands for concatenation.

The answer decoder is an LSTM like that of
HRE, taking et as input. Figure 2(b) shows the
structure of HCIAE encoder. HCIAE produces
more visual vectors for each image than HRE. We
take all the q and f vectors as hl candidates of
AMFE, and the spatial visual features {i0, ...ik−1}
as candidates for hv.

3.4 D-Bot
Despite the multiple choices of A-Bot, our D-Bot
is always an MLP with two hidden layers of size
512 and ReLU activation. It is used to compute a
loss function that forces all the hl samples to be
subject to the same distribution p(h) as the visual
vectors hv. D-Bot takes a vector h in size d as
its input, and predicts the probability of h com-
ing from real image distribution and the visual en-
coder:

p̂v(modality = v|h) = DBot(h). (7)

D-Bot is the discriminator from a GAN view-
point. A-Bot must learn to confuse D-Bot in or-
der to generate language features indistinguishable
from image features.

3.5 Training
3.5.1 Loss Functions
To train our model, we use standard supervised
training with cross-entropy loss function for pre-
training, and add in adversarial training to produce
an auxiliary loss to improve feature encoding.

The supervised learning loss is:

Lsu =
1

N

N∑

n=1

− log(p(wt
n|wt

<n)), (8)

where N is the full length of the decoded sentence.
For adversarial learning, A-Bot is trained to

minimize the probability that D-Bot predicts the
generated features to be fake samples. Following
WGAN (Arjovsky et al., 2017), we do not use log-
arithm but directly optimize the likelihood itself:

Ladv = −Ehl
[DBot(hl)]. (9)

We sum Ladv as an auxiliary loss with a tunable
weight λ, making A-Bot minimize:

LG = Lsu + λLadv. (10)

On the other hand, D-Bot maximizes the fol-
lowing objective to distinguish real-world image
vectors hv from the language vectors hl:

LD = Ehv [DBot(hv)] − Ehl
[DBot(hl)]. (11)

We switch between A-Bot and D-Bot updates
for each batch of dialog samples.
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3.5.2 Attention-based Sample Selection
We have specified where the hl and hv samples
come from while using different A-Bots in Sec-
tion 3.3. Typically, for each batch of samples with
batch-size M , in each turn t, there are M question
vectors and M ×t history vectors as hl candidates.
For HRE encoder, there are M image vectors as
hv candidates, while the number is M ×K for the
HCIAE encoder; K is the number of “pixels” in
the final CNN feature-map. Thus, it is impossible
to use all the generated samples in AMFE. For a
successful training, the selected samples must be
efficient, informative and balanced.

While using HCIAE, in order to compute Ladv,
we use M question vectors and M ∗ w history
vectors as hl samples. The history vectors are se-
lected using textual attention weights αj

t produced
by the temporary model: for each dialog, we pick
the top w history vectors with the highest atten-
tion weights. We call this Attention-based Sample
Selection (AbS). While computing LD to train D-
Bot, we use the same technique on the image, us-
ing the top-attended M ∗w image vectors, together
with another M image vectors randomly sampled
from the dataset as positive samples hv. The M
question vectors and M ∗ w history vectors are
used as a pool of negative samples hl. In our ex-
periments, w = 1, 2 works well.

While using HRE, since the model always “at-
tends” on ft−1 by default (Eq. 3), we directly se-
lect qt and ft−1 as hl samples. We use the M
image vectors I in this batch, together with an-
other M image vectors randomly sampled from
the dataset as the pool of hv. The full training pro-
cedure is specified in Algorithm 1.

4 Experiments

4.1 The VisDial Dataset
VisDial is a visual dialog dataset based on MS
COCO (Lin et al., 2014) images. There are 10
turns of human-posed question-answering dialogs
on each image, with the questioner kept not seeing
the image during the data collection process. For
generative models, a model must give the proba-
bility of generating each candidate answer with-
out seeing other candidates, and the rank of the
ground-truth answer in the 100 candidates is used
to compute different evaluation metrics; for dis-
criminative models, the model can read and en-
code all the candidate answers and directly assign
scores on them. According to the nature of GANs

Algorithm 1 AMFE Training Procedure.

Require: α the learning rate; c the clipping parameter; M
the batch size; w0 the initial D-Bot parameters; θ0 the ini-
tial A-Bot parameters; dialog samples.
Pre-train A-Bot with Lsu (Eq. 8).
while θ has not converged do

Sample M turns of (q, H, I, a) dialog samples.
Forward A-Bot and select hl by attention weights.

Compute Ladv = −
M∑

k=1

DBot(hk
l )).

Compute Lsu with ground-truth answers using (Eq. 8).

Update θ to minimize LG = Lsu + λLadv .
Switch to D-Bot training.
Select image vectors hv by attention weights.
Re-generate hl samples using the updated A-Bot.

Compute LD =
M∑

k=1

DBot(hk
v) −

M∑
k=1

DBot(hk
l ).

Update w to maximize LD .
Clip D-Bot weight w into range (−c, c).

end while

and similarities to real-world application scenar-
ios, we use the generative setting for our model: it
is equipped with a sequential decoder instead of a
scoring module.

For fair and sufficient comparison, we evaluate
our model on both VisDial v0.5 and VisDial v0.9.
VisDial v0.5 has 68k COCO images, for a total
of 680k QA-pairs. Following (Das et al., 2017a)
and (Das et al., 2017b), we use 50,729 images for
training, 7,663 for validation and 9,628 for testing.
Visdial v0.9 has 123,287 images. There are dif-
ferent splitting of train/valid/test in previous work.
We follow (Lu et al., 2017) to use 82k for training,
1k for validation and 40k for testing. 1

We compare our results to several existing mod-
els on the VisDial dataset, including:

• Answer Prior (Das et al., 2017a): directly en-
coding answer candidates with an LSTM and
scoring by a linear model that captures the
frequency of answers in the training set.

• NN-QI (Das et al., 2017a): a k-Nearest
Neighborhood method considering only the
question and the image. Unlike generative
methods, both Answer Prior and NN-QI need
to know the answer candidates.

• LF-QIH-G (Das et al., 2017a): a Late Fusion
encoder that encodes the question, image and
history separately. The encoded features are
concatenated and linearly transformed to a

1VisDial has released v1.0 recently, and claims that mod-
els trained on v0.9 should also use the new v1.0 test set. Due
to lack of baselines in the generative task, we follow the orig-
inal widely-used settings of v0.5 and v0.9.
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joint representation. The answer is produced
by a generative decoder.

• HRE (Das et al., 2017b): the HRE model in-
troduced in Section 3.3.

• HREA-QIH-G (Das et al., 2017a): a modified
HRE A-Bot with attention to dialog history.

• MN-QIH-G (Das et al., 2017a): a Memory
Network encoder that stores each piece of di-
alog history embeddings in an explicit mem-
ory. These embeddings can be attended and
fused while generating the answer.

• HCIAE (Lu et al., 2017): the HCIAE model
introduced in Section 3.3.

• CoAtt (Wu et al., 2017): this is a previ-
ous state-of-the-art model with a more com-
plex co-attention encoder; the decoder is en-
hanced by adversarial reinforcement learning
for better answer generation.

4.2 AMFE for HRE

We first test the efficiency of AMFE on the simpler
A-Bot model: HRE. We use VisDial v0.5 as our
benchmark for fair comparison with other HRE-
based models and auxiliary training methods.

4.2.1 Implementation Details
For Visdial v0.5 dataset, we follow the preprocess-
ing procedure and hyper-parameters described in
(Das et al., 2017b). We pass each image through
a pre-trained VGG-16 (Simonyan and Zisserman,
2015) CNN, and pick the single f7 vector as in-
put image feature. We limit the maximum lengths
of captions, questions and answers to be 40, 20
and 20, respectively; we remove words appearing
less than 5 times in the training set, and replace
them by a UNK token. We use vector size 300 for
word embedding and 512 for all language and vi-
sual feature vectors. All LSTMs have two layers.

We pre-train A-Bot with Lsu for 20 epochs be-
fore Ladv is added in. The batch-size is set to be
32. After each update of A-Bot, we perform 5 D-
Bot updates. We use the 32 encoded image vectors
in the batch, together with 32 image vectors ran-
domly sampled from the dataset, to form 64 posi-
tive samples; for negative samples, we use the 32
question vectors and 32 history vectors (t−1) from
the updated A-Bot. We use Adam (Kingma and
Ba, 2014) for A-Bot and RMSprop (Tieleman and
Hinton, 2012) algorithm for D-Bot to perform gra-
dient descending. The learning rate is set to 1e-3

Model MRR R@1 R@5 R@10 Mean
Answer Prior 0.311 19.85 39.14 44.28 31.56
NN-QI 0.385 29.71 46.57 49.86 30.90
LF-QIH-G 0.430 33.27 51.96 58.09 23.04
HREA-QIH-G 0.442 34.47 53.43 59.73 21.83
MN-QIH-G 0.443 34.62 53.74 60.18 21.69
HRE-MLE 0.436 33.02 53.41 60.09 21.83
Frozen-Q-Multi 0.437 33.22 53.67 60.48 21.13
HRE-AMFE 0.445 34.62 53.95 60.76 20.98

Table 2: VisDial v0.5 evaluation results. The five met-
rics are mean reciprocal rank, recall of the ground-truth
answer in the top-1/5/10 ranked candidates (higher is
better), and the mean rank of the ground-truth answer
(lower is better).

for pre-training, further decayed to 5e-5; after ad-
versarial training starts, the learning rate is fixed
to 5e-5 for both A- and D-Bot. In the weight clip-
ping step of WGAN (Arjovsky et al., 2017), we
use a clipping parameter c = 0.01.

4.2.2 VisDial v0.5 Evaluation Results

On VisDial v0.5, two previous top models are a
Memory Network based model (MN-QIH-G) by
(Das et al., 2017a) and a multi-loss training on
HRE encoder (Frozen-Q-Multi) based on goal-
driven reinforcement learning (Das et al., 2017b).
We start from the same HRE hyper-parameters and
checkpoint as (Das et al., 2017b), but continue
with our AMFE instead of reinforcement learning.

Table 2 shows the results on all the five evalua-
tion metrics on VisDial v0.5. Results in the first 4
rows are copied from (Das et al., 2017a). AMFE
achieves better performances than the supervised
training of A-Bot model (HRE-MLE), especially
significant on R@5, R@10 and mean rank, in-
dicating that the adversarial feature encoding re-
sults in “generally better” dialogs. It also outper-
forms the another HRE-like model with history
attentions (HREA-QIH-G). While used for multi-
loss training, AMFE is significantly better than
Frozen-Q-Multi, setting a new state-of-the-art on
all metrics. We point out that in Frozen-Q-Multi
(Das et al., 2017b), the goal-driven reinforcement
leaning reward is computed pair-wise (consider-
ing how much can the questioner rebuild the im-
age from the answerer’s words), but the reward
computed with a single image is not good enough
to evaluate the dialog actions. This is because
language is much more abstract than image, and
failure to recover an image does not necessarily
mean that the dialog is actually bad. Our method
could avoid this issue because adversarial training
is based on general distributions.
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4.3 AMFE for HCIAE
In this section, we test the efficiency of AMFE for
the HCIAE model with attention. We use VisDial
v0.9 as our benchmark for fair comparison with
(Lu et al., 2017).

4.3.1 Implementation Details
For Visdial v0.9 dataset, we follow the preprocess-
ing procedure and HCIAE structure described in
(Lu et al., 2017). We pass each image through a
pre-trained VGG-19 CNN, resulting in a 512 ×
7 × 7 feature-map as visual input. To speed up
convergence, we add a Batch Normalization (Ioffe
and Szegedy, 2015) after the MLP that further en-
codes these visual vectors. We limit the maximum
lengths of captions, questions and answers to be
24, 16 and 8, respectively. All LSTMs have only
one layer.

HCIAE can be trained with either supervised
loss (HCIAE-G-MLE) or with multi-loss involv-
ing knowledge-transfer (HCIAE-G-DIS). We test
AMFE in both settings. For HCIAE-G-MLE,
we pre-train HCIAE model with supervised loss
for 20 epochs using learning rate 4e-4, and
switch to AMFE training with learning rate 5e-5.
For HCIAE-G-DIS, we start from the generative
model trained with AMFE, together with a pre-
trained HCIAE discriminative model. We follow
the original knowledge-transfer training schedule,
and add our Ladv to the original mixed loss func-
tion with weight 1. We use batch-size 32 for
AMFE training, although the original paper used
128. Other settings are kept the same. For more
details please see (Lu et al., 2017).

4.3.2 VisDial v0.9 Evaluation Results
Table 3 shows the results on v0.9. All the HCIAE
results are picked from (Lu et al., 2017), and all
CoAtt results are picked from (Wu et al., 2017);
CoAtt-GAN-TF stands for training a CoAtt model
with adversarial reinforcement learning and super-
vised teacher-forcing; HCIAE-AMFE stands for
using AMFE on an HCIAE-G-MLE pre-trained
model; HCIAE-GD-AMFE means using AMFE
as an additional loss to join the HCIAE-G-DIS
multi-loss training.

On VisDial v0.9, we observe that using AMFE
on HCIAE can also boost the performances. Com-
paring HCIAE-G-MLE and HCIAE-AMFE, we
can observe the same advantage over supervised
training as on HRE, indicating that our method
works for different dataset scales and A-Bot struc-

Model MRR R@1 R@5 R@10 Mean
Answer Prior 0.374 23.55 48.52 53.23 26.50
NN-QI 0.427 33.13 50.83 58.69 19.62
LF-QIH-G 0.520 41.83 61.78 67.59 17.07
HREA-QIH-G 0.524 42.28 62.33 68.17 16.79
MN-QIH-G 0.526 42.29 62.85 68.88 17.06
CoAtt-G-MLE 0.541 44.32 63.82 69.75 16.47
CoAtt-GAN-TF 0.558 46.10 65.69 71.74 14.43
HCIAE-G-MLE 0.539 44.06 63.55 69.24 16.01
HCIAE-G-DIS 0.546 44.35 65.28 71.55 14.23
HCIAE-AMFE 0.547 44.40 65.35 71.69 14.42
HCIAE-GD-AMFE 0.554 45.42 66.09 72.30 14.11

Table 3: VisDial v0.9 evaluation results. The five met-
rics are mean reciprocal rank, recall of the ground-truth
answer in the top-1/5/10 ranked candidates, (higher is
better) and the mean rank of the ground-truth answer
(lower is better).

tures; comparing HCIAE-AMFE and HCIAE-G-
DIS, AMFE is a competitive method for auxiliary
training. Combining AMFE and HCIAE-G-DIS
achieves better results than previous state-of-the-
art (Wu et al., 2017) on R@5, R@10 and mean
rank, and comparable on MRR and R@1. Besides,
AMFE trains reasonably faster because we avoid
the O(N) time cost for Monte-Carlo sampling
while computing temporary rewards (Wu et al.,
2017).

We explain the efficiency of AMFE in two as-
pects. Firstly, AMFE is an adversarial training
procedure forcing the language to be encoded into
a distribution closely connected to the images.
With attention-based sample selection, the most
informative samples from both modalities are able
to transfer knowledge. Secondly, like Batch Nor-
malization, AMFE contributes to bring better nu-
merical properties to the intermediate tensors in
a network, especially on their means and vari-
ances, which could potentially benefit model per-
formance.

4.4 Ablation Study

Both the weight of adversarial loss and the
attention-based sample selection are critical to
good performance. Table 4 shows ablation stud-
ies on these factors on HCIAE and VisDial v0.9.

Model MRR R@1 R@5 R@10 Mean
HCIAE-G-MLE 0.539 44.06 63.55 69.24 16.01
AMFE-standard 0.547 44.40 65.35 71.69 14.42
w/o AbS 0.537 44.03 63.52 69.33 15.45
λ = 0.1 0.538 44.10 63.59 69.18 16.07
λ = 10 0.534 44.01 62.83 68.64 16.56

Table 4: VisDial v0.9 ablation results training with
HCIAE-G-MLE and AMFE fine-tuning. AMFE-
standard uses λ = 1 with AbS selection.
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#1 Caption: There are several airplanes parked on the tarmac.
Question Ground Truth HRE-MLE HRE-AMFE
1. are these commercial airplanes yes they are yes yes
2. do they have company names on them 1 says UNK and other looks like it says UNK yes , but i ca n’t read them yes , but i ca n’t read them
3. are all of planes white they are white 1 has blue and

yellow on it and other 2 have red and blue no they are white no they are all white
4. are there people visible yes there are 4 people visible yes yes
5. can you tell what sex they are looks like they are all men it is male i think they are both male
6. are any of them wearing sunglasses i think maybe 1 is it ’s hard

to tell they are kind of far away i ca n’t tell i can only see their backs i ca n’t tell , they are far away

7. are they dressed for warm or cold weather looks like warm weather
they are wearing their safety gear they are wearing jackets and shorts looks warm out

8. are there any trees visible in far background there are lot of trees no trees at all yes there are trees in background
9. can you see any planes taking off or landing no they all appear to be parked no i do n’t no i do n’t
10. are there any pilots visible inside no i do not see any no i do not see any no there are not

#2 Caption: Some trucks move down a city road , while children play nearby.
Question Ground Truth HRE-MLE HRE-AMFE
1. how many children are there i see 2 i can see 3 clearly 3 others are too far away i see 1
2. girls or boys bot boys girls i think they are boys
3. is there fire no emergency not that i can see not that i can see
4. is anyone on fire truck that you can see i can barely she driver no it ’s just him no
5. what are kids playing they look more like

they are walking then playing i think they are hockey they are n’t shown
6. does it look sunny out not at all yes yes
7. is it black and white picture no it is not no no
8. is it snowing no it is not no it is not no it is not
9. is it raining no , but it may soon no it is not no it is not
10. do you see dark clouds yes i do no no

Table 5: Two examples in VisDial v0.5 dataset for case study.

4.5 Human Evaluation
The above results show that AMFE is especially
strong at more “general” metrics such as R@5 and
mean rank. To confirm that adversarial training
on hidden states can help much to generate re-
sponses that are more natural, we randomly se-
lect 100 dialog samples from both VisDial v0.5
and v0.9 dataset, and ask two human subjects to
vote for the responses generated by two groups of
models: HRE-MLE vs. HRE-AMFE on v0.5, and
HCIAE-G-MLE vs. HCIAE-AMFE on v0.9, both
with beam-size 5. Model names are hidden while
voting. We ask the human subjects to consider two
metrics separately: (1) the fluency of the generated
answer sentences and (2) the correctness of the an-
swers compared to the ground-truths. As shown
in Table 6, AMFE wins all the votes with different
metric and different models, indicating that AMFE
is robust in generating more natural responses.

Models MLE Wins AMFE Wins Tie
HRE-fluency 30 52 18
HCIAE-fluency 34 43 23
HRE-correctness 33 42 25
HCIAE-correctness 29 38 33

Table 6: Human voting result on 100 samples from Vis-
Dial v0.5 and v0.9.

5 Case Studies

We randomly sample some dialogs from VisDial
v0.5 validation set and illustrate the ground-truth
answers and the generated answers with/without
AMFE. Two results are shown in Table 5. In the
first example, the model trained with AMFE gen-
erates a right vs. wrong answer in the 8-th turn,
and a grammatically better response in the 5-th
turn, compared to supervised pre-training. In the

second example, the model trained with AMFE
has a generally right understanding of the ques-
tions and the image, while the HRE-MLE model is
generating response as if it does not see the image.
This indicates that encoding language features in
the image space leads to better understanding on
both modalities.

6 Conclusion

We propose AMFE: an unsupervised multi-modal
feature encoding framework and its implementa-
tions on different commonly-used visual dialog
models. Our core idea is to force features from
different modalities to have closely related distri-
butions. Experiments show that AMFE can bring
performance gains to both simple and complex
models on different scales of VisDial dataset. Fu-
ture work will possibly be visualizing the visual
and language features encoded by AMFE to find
more straightforward interpretations, as well as
trying our method on more complex structures,
discriminative models, and on discriminative tasks
such as VQA and visual reasoning.
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Abstract

Human language is a rich multimodal signal
consisting of spoken words, facial expressions,
body gestures, and vocal intonations. Learning
representations for these spoken utterances is a
complex research problem due to the presence
of multiple heterogeneous sources of informa-
tion. Recent advances in multimodal learning
have followed the general trend of building
more complex models that utilize various at-
tention, memory and recurrent components. In
this paper, we propose two simple but strong
baselines to learn embeddings of multimodal
utterances. The first baseline assumes a con-
ditional factorization of the utterance into uni-
modal factors. Each unimodal factor is mod-
eled using the simple form of a likelihood
function obtained via a linear transformation
of the embedding. We show that the opti-
mal embedding can be derived in closed form
by taking a weighted average of the unimodal
features. In order to capture richer represen-
tations, our second baseline extends the first
by factorizing into unimodal, bimodal, and tri-
modal factors, while retaining simplicity and
efficiency during learning and inference. From
a set of experiments across two tasks, we
show strong performance on both supervised
and semi-supervised multimodal prediction, as
well as significant (10 times) speedups over
neural models during inference. Overall, we
believe that our strong baseline models offer
new benchmarking options for future research
in multimodal learning.

1 Introduction

Human language is a rich multimodal signal con-
sisting of spoken words, facial expressions, body
gestures, and vocal intonations (Streeck and Knapp,
1992). At the heart of many multimodal modeling
tasks lies the challenge of learning rich represen-
tations of spoken utterances from multiple modal-
ities (Papo et al., 2014). However, learning repre-

* authors contributed equally

sentations for these spoken utterances is a complex
research problem due to the presence of multiple
heterogeneous sources of information (Baltrušaitis
et al., 2017). This challenging yet crucial research
area has real-world applications in robotics (Mon-
talvo et al., 2017; Noda et al., 2014), dialogue sys-
tems (Johnston et al., 2002; Rudnicky, 2005), intel-
ligent tutoring systems (Mao and Li, 2012; Banda
and Robinson, 2011; Pham and Wang, 2018), and
healthcare diagnosis (Wentzel and van der Geest,
2016; Lisetti et al., 2003; Sonntag, 2017). Recent
progress on multimodal representation learning has
investigated various neural models that utilize one
or more of attention, memory and recurrent compo-
nents (Yang et al., 2017; Liang et al., 2018). There
has also been a general trend of building more com-
plicated models for improved performance.

In this paper, we propose two simple but strong
baselines to learn embeddings of multimodal utter-
ances. The first baseline assumes a factorization of
the utterance into unimodal factors conditioned on
the joint embedding. Each unimodal factor is mod-
eled using the simple form of a likelihood function
obtained via a linear transformation of the utter-
ance embedding. We derive a coordinate-ascent
style algorithm (Wright, 2015) to learn the opti-
mal multimodal embeddings under our model. We
show that, under some assumptions, maximum like-
lihood estimation for the utterance embedding can
be derived in closed form and is equivalent to com-
puting a weighted average of the language, visual
and acoustic features. Only a few linear transfor-
mation parameters need to be learned. In order
to capture bimodal and trimodal representations,
our second baseline extends the first one by as-
suming a factorization into unimodal, bimodal, and
trimodal factors (Zadeh et al., 2017). To summa-
rize, our simple baselines 1) consist primarily of
linear functions, 2) have few parameters, and 3)
can be approximately solved in a closed form solu-
tion. As a result, they demonstrate simplicity and
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efficiency during learning and inference.
We perform a set of experiments across two

tasks and datasets spanning multimodal personal-
ity traits recognition (Park et al., 2014) and multi-
modal sentiment analysis (Zadeh et al., 2016). Our
proposed baseline models 1) achieve competitive
performance on supervised multimodal learning, 2)
improve upon classical deep autoencoders for semi-
supervised multimodal learning, and 3) are up to 10
times faster during inference. Overall, we believe
that our baseline models offer new benchmarks for
future multimodal research.

2 Related Work

We provide a review of sentence embeddings, multi-
modal utterance embeddings, and strong baselines.

2.1 Language-Based Sentence Embeddings

Sentence embeddings are crucial for down-stream
tasks such as document classification, opinion
analysis, and machine translation. With the
advent of deep neural networks, multiple net-
work designs such as Recurrent Neural Net-
works (RNNs) (Rumelhart et al., 1986), Long-
Short Term Memory networks (LSTMs) (Hochre-
iter and Schmidhuber, 1997), Temporal Convolu-
tional Networks (Bai et al., 2018), and the Trans-
former (Vaswani et al., 2017) have been proposed
and achieve superior performance. However, more
training data is required for larger models (Pe-
ters et al., 2018). In light of this challenge, re-
searchers have started to leverage unsupervised
training objectives to learn sentence embedding
which showed state-of-the-art performance across
multiple tasks (Devlin et al., 2018). In our paper,
we go beyond unimodal language-based sentence
embeddings and consider multimodal spoken utter-
ances where additional information from the non-
verbal behaviors is crucial to infer speaker intent.

2.2 Multimodal Utterance Embeddings

Learning multimodal utterance embeddings brings
a new level of complexity as it requires mod-
eling both intra-modal and inter-modal interac-
tions (Liang et al., 2018). Previous approaches
have explored variants of graphical models and neu-
ral networks for multimodal data. RNNs (Elman,
1990; Jain and Medsker, 1999), LSTMs (Hochreiter
and Schmidhuber, 1997), and convolutional neural
networks (Krizhevsky et al., 2012) have been ex-
tended for multimodal settings (Rajagopalan et al.,

2016; Lee et al., 2018). Experiments on more ad-
vanced networks suggested that encouraging cor-
relation between modalities (Yang et al., 2017),
enforcing disentanglement on multimodal repre-
sentations (Tsai et al., 2018), and using attention
to weight modalities (Gulrajani et al., 2017) led to
better performing multimodal representations. In
our paper, we present a new perspective on learning
multimodal utterance embeddings by assuming a
conditional factorization over the language, visual
and acoustic features. Our simple but strong base-
line models offer an alternative approach that is
extremely fast and competitive on both supervised
and semi-supervised prediction tasks.

2.3 Strong Baseline Models

A recent trend in NLP research has been geared to-
wards building simple but strong baselines (Arora
et al., 2017; Shen et al., 2018; Wieting and Kiela,
2019; Denkowski and Neubig, 2017). The effec-
tiveness of these baselines indicate that compli-
cated network components are not always required.
For example, Arora et al. (2017) constructed sen-
tence embeddings from weighted combinations of
word embeddings which requires no trainable pa-
rameters yet generalizes well to down-stream tasks.
Shen et al. (2018) proposed parameter-free pool-
ing operations on word embeddings for document
classification, text sequence matching, and text tag-
ging. Wieting and Kiela (2019) discovered that
random sentence encoders achieve competitive per-
formance as compared to larger models that in-
volve expensive training and tuning. Denkowski
and Neubig (2017) emphasized the importance of
choosing a basic neural machine translation model
and carefully reporting the relative gains achieved
by the proposed techniques. Authors in other do-
mains have also highlighted the importance of de-
veloping strong baselines (Lakshminarayanan et al.,
2017; Sharif Razavian et al., 2014). To the best of
our knowledge, our paper is the first to propose
and evaluate strong, non-neural baselines for multi-
modal utterance embeddings.

3 Baselines for Multimodal Learning

3.1 Notation

Suppose we are given video data where each utter-
ance segment is denoted as s. Each segment con-
tains individual words w in a sequence w, visual
features v in a sequence v, and acoustic features a
in a sequence a. We aim to learn a representation
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It doesn’t give any insight or helpLanguage:

Visual:

Acoustic:

Gaussian likelihood

Gaussian likelihood

Log-linear likelihood
= × × × ×× ×

= × × × ×× ×

= × × × ×× ×

Multimodal
Utterance

Multimodal
Utterance
Embedding

Positional
Encodings

Positional
Encodings

Figure 1: Our baseline model assumes a factorization of the multimodal utterance into unimodal factors condi-
tioned on the joint utterance embedding. Each unimodal factor is modeled using the simple form of a likelihood
function obtained via a linear transformation of the utterance embedding. We show that, under some assumptions,
maximum likelihood estimation for the utterance embedding can be derived in closed form and is equivalent to
taking a weighted average of the language, visual and acoustic features.

ms for each segment that summarizes information
present in the multimodal utterance.

3.2 Background
Our model is related to the work done by Arora
et al. (2016) and Arora et al. (2017). In the follow-
ing, we first provide a brief review of their method.
Given a sentence, Arora et al. (2016) aims to learn
a sentence embedding cs. They do so by assum-
ing that the probability of observing a word wt at
time t is given by a log-linear word production
model (Mnih and Hinton, 2007) with respect to cs:

P[wt∣cs] = exp (⟨vwt , cs⟩)
Zcs

, (1)

where cs is the sentence embedding (context), vwt
represents the word vector associated with word wt
and Zcs = ∑w∈V exp (⟨vw, cs⟩) is a normalizing
constant over all words in the vocabulary. Given
this posterior probability, the desired sentence em-
bedding cs can be obtained by maximizing Equa-
tion (1) with respect to cs. Under some assump-
tions on cs, this maximization yields a closed-form
solution which provides an efficient learning algo-
rithm for sentence embeddings.

Arora et al. (2017) further extends this model
by introducing a “smoothing term” α to account
for the production of frequent stop words or out of
context words independent of the discourse vector.
Given estimated unigram probabilities p(w), the

probability of a word at time t is given by

P[wt∣cs] = αp(wt)+ (1−α)exp (⟨vwt , cs⟩)
Zcs

. (2)

Under this model with the additional hyperparame-
ter α, we can still obtain a closed-form solution for
the optimal cs.

3.3 Baseline 1: Factorized Unimodal Model
In this subsection, we outline our method for learn-
ing representations of multimodal utterances. An
overview of our proposed baseline model is shown
in Figure 1. Our method begins by assuming a
factorization of the multimodal utterance into uni-
modal factors conditioned on the joint utterance
embedding. Next, each unimodal factor is modeled
using the simple form of a likelihood function ob-
tained via a linear transformation of the utterance
embedding. Finally, we incorporate positional en-
codings to represent temporal information in the
features. We first present the details of our pro-
posed baseline before deriving a coordinate ascent
style optimization algorithm to learn utterance em-
beddings in our model.
Unimodal Factorization: We use ms to represent
the multimodal utterance embedding. To begin,
we simplify the composition of ms by assuming
that the segment s can be conditionally factorized
into words (w), visual features (v), and acoustic
features (a). Each factor is also associated with a
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temperature hyperparameter (αw, αv, αa) that rep-
resents the contribution of each factor towards the
multimodal utterance. The likelihood of a segment
s given the embedding ms is therefore

P[s∣ms] = P[w∣ms]αw (P[v∣ms])αv P[a∣ms]αa

= ∏
w∈wP[w∣ms]αw∏

v∈vP[v∣ms]αv∏
a∈aP[a∣ms]αa .

(3)

Choice of Likelihood Functions: As suggested
by Arora et al. (2017), given ms, we model the
probability of a word w using Equation (2). In
order to analytically solve for ms, a lemma is intro-
duced by Arora et al. (2016, 2017) which states that
the partition function Zms is concentrated around
some constant Z (for all ms). This lemma is also
known as the “self-normalizing” phenomenon of
log-linear models (Andreas and Klein, 2015; An-
dreas et al., 2015). We use the same assumption
and treat Zmst

≈ Z for all ms.
Unlike discrete text tokens, the visual features

are continuous. We assume that the visual features
are generated from an isotropic Gaussian distri-
bution. In section 5.1, we visually analyze the
distribution of the features for real world datasets
and show that these likelihood modeling assump-
tions are indeed justified. The Gaussian distribution
is parametrized by simple linear transformations
Wµ
v ,W

σ
v ∈ R∣v∣×∣ms∣ and bµv , bσv ∈ R∣v∣:
v∣ms ∼ N(µv, σ2v), (4)

µv =Wµ
v ms + bµv , (5)

σv = diag (exp (W σ
v ms + bσv )) . (6)

Similarly, we also assume that the continuous
acoustic features are generated from a different
isotropic Gaussian distribution parametrized as:

a∣ms ∼ N(µa, σ2a), (7)

µa =Wµ
ams + bµa , (8)

σa = diag (exp (W σ
ams + bσa)) . (9)

Positional Encodings: Finally, we incorporate po-
sitional encodings (Vaswani et al., 2017) into the
features to represent temporal information. We use
d-dimensional positional encodings with entries:

PEpos,2i = sin (pos/100002i/d) , (10)

PEpos,2i+1 = cos (pos/100002i/d) . (11)

where pos is the position (time step) and i ∈ [1, d]
indexes the dimension of the positional encodings.
We call this resulting model Multimodal Baseline
1 (MMB1).

Algorithm 1 Baseline 1
1: procedure BASELINE 1
2: Initialize ms,W , b.
3: for each iteration do
4: Fix W (k), b(k), compute m(k)s by (13).
5: Fix m(k)s , compute ∇WL by (21-22).
6: Fix m(k)s , compute ∇bL by (23-24).
7: Update W (k+1) from W (k) and ∇WL.
8: Update b(k+1) from b(k) and ∇bL.

3.4 Optimization for Baseline 1
We define our objective function by the log-
likelihood of the observed multimodal utterance
s. The maximum likelihood estimator of the utter-
ance embedding ms and the linear transformation
parameters W and b can then be obtained by maxi-
mizing this objective

L(ms,W , b; s) = logP[s∣ms;W ,b], (12)

where we use W and b to denote all linear transfor-
mation parameters.
Coordinate Ascent Style Algorithm: Since the
objective (12) is not jointly convex in ms, W and
b, we optimize by alternating between: 1) solv-
ing for ms given the parameters W and b at the
current iterate, and 2) given ms, updating W and
b using a gradient-based algorithm. This resem-
bles the coordinate ascent optimization algorithm
which maximizes the objective according to each
coordinate separately (Tseng, 2001; Wright, 2015).
Algorithm 1 presents our method for learning ut-
terance embeddings. In the following sections, we
describe how to solve for ms and update W and b.
Solving for ms: We first derive an algorithm to
solve for the optimal ms given the log likelihood
objective in (12), and parameters W and b.

Theorem 1. [Solving for ms] Assume the optimal
ms lies on the unit sphere (i.e. ∥ms∥22 = 1), then
closed form of ms in line 4 in Algorithm 1 is

m∗
s = ∑

w∈sψww+∑
v∈s (Wµ⊺

v ṽ(1)ψ(1)v +W σ⊺
v ṽ(2)ψ(2)v )

+∑
a∈s (Wµ⊺

a ã(1)ψ(1)a +W σ⊺
a ã(2)ψ(2)a ) . (13)

where the shifted visual and acoustic features are:

ṽ(1) = v − bµv , ṽ(2) = (v − bµv ) ⊗ (v − bµv ), (14)

ã(1) = a − bµa , ã(2) = (a − bµa) ⊗ (a − bµa), (15)
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where⊗ denotes Hadamard (element-wise) product
and the weights ψ’s are given as follows:

ψw = αw(1 − α)/(αZ)
p(w) + (1 − α)/(αZ) , (16)

ψ(1)v = diag( αv

exp (2bσv )) , (17)

ψ(2)v = diag( αv

exp (2bσv ) − αv) , (18)

ψ(1)a = diag( αa

exp (2bσa)) , (19)

ψ(2)a = diag( αa

exp (2bσa) − αa) . (20)

Proof. The proof is adapted from Arora et al.
(2017) and involves computing the gradients∇ms logP[⋅∣ms]α⋅ . We express logP[⋅∣ms] via a
Taylor expansion approximation and we observe
that logP[⋅∣ms] ≈ c + ⟨ms, g⟩ for a constant c and
a vector g. Then, we can obtain m∗

s by computing
argmaxm∗

s
L(ms,W , b; s) which yields a closed-

form solution. Please refer to the supplementary
material for proof details.

Observe that the optimal embedding m∗
s is a

weighted average of the word features w and the
(shifted and transformed) visual and acoustic fea-
tures, ṽ and ã. Our choice of a Gaussian likelihood
for the visual and acoustic features introduces a
squared term (v−bµv )⊗(v−bµv ) to account for the `2
distance present in the pdf. The transformation ma-
trix W ⊺ transforms the visual and acoustic features
into the multimodal embedding space. Regarding
the weights ψ, note that: 1) the weights are pro-
portional to the global temperatures α assigned to
that modality, 2) the weights ψw are inversely pro-
portional to p(w) (rare words carry more weight),
and 3) the weights ψv and ψa scale each feature
dimension inversely by their magnitude.
Updating W and b: To find the optimal linear
transformation parameters W and b to maximize
the objective in (12), we perform gradient-based
optimization on W and b (in Algorithm 1 line 5-8).
Proposition 1. [UpdatingW and b] The gradients∇WL(ms,W , b) and ∇bL(ms,W , b), in each di-
mension, are:

∇Wµ
v ij
L(ms,W , b) = αvtr [(σ−2v (v − µv))⊺msj] ,

(21)

∇Wσ
v ij
L(ms,W , b) =

− αv

2
tr [(σ−2v − σ−2v (v − µv)(v − µv)⊺σ−2v )⊺ σviimsj] ,

(22)

∇bµv i
L(ms,W , b) = αvtr [(σ−2v (v − µv))⊺] , (23)

∇bσv i
L(ms,W , b)

= −αv

2
tr [(σ−2v − σ−2v (v − µv)(v − µv)⊺σ−2v )⊺ σvii] .

(24)

Proof. The proof involves differentiating the
log likelihood of a multivariate Gaussian with
respect to µ and σ before applying the
chain rule to µ = Wµms + bµ and σ =
diag (exp (W σms + bσ)).

3.5 Baseline 2: Incorporating Bimodal and
Trimodal Interactions

So far, we have assumed the utterance segment
s can be independently factorized into unimodal
features. In this subsection, we extend the setting
to take account for bimodal and trimodal interac-
tions. We adopt the idea of early-fusion (Srivas-
tava and Salakhutdinov, 2012), which means the
bimodal and trimodal interactions are captured by
the concatenated features from different modalities.
Specifically, we define our factorized model as:

P[s∣ms] = P[w∣ms]αwP[v∣ms]αvP[a∣ms]αa

P[(w ⊕ v) ∣ms]αwvP[(w ⊕ a) ∣ms]αwa

P[(v ⊕ a) ∣ms]αvaP[(w ⊕ v ⊕ a) ∣ms]αwva ,
(25)

where ⊕ denotes vector concatenation for bimodal
and trimodal features. Each of the individual prob-
abilities factorize in the same way as Equation (3)
(i.e. P[a∣ms]αa = ∏a∈a P[a∣ms]αa). Similar to
baseline 1, we assume a log-linear likelihood (2)
for P[w∣ms] and a Gaussian likelihood (4) for all
remaining terms. We call this Multimodal Baseline
2 (MMB2).

3.6 Optimization for Baseline 2
The optimization algorithm derived in section 3.4
can be easily extended to learn ms, W and b in
Baseline 2. We again alternate between the 2 steps
of 1) solving for ms given the parameters W and b
at the current iterate, and 2) given ms, updating W
and b using a gradient-based algorithm.
Solving for ms: We state a result that derives the
closed-form of ms given W and b:
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Corollary 1. [Solving for ms] Assume that the
optimal ms lies on the unit sphere (i.e. ∥ms∥22 = 1).
The closed-form (in Algorithm 1 line 4) for ms is:

m∗
s = ∑

w∈wψww+ ∑
v∈v (Wµ⊺

v ṽ(1)ψ(1)v +W σ⊺
v ṽ(2)ψ(2)v )

+ ∑
a∈a (Wµ⊺

a ã(1)ψ(1)a +W σ⊺
a ã(2)ψ(2)a )

+ ∑
f∈{w⊕v,w⊕a,
v⊕a,w⊕v⊕a}

∑
f∈f (Wµ⊺

f f̃ (1)ψ(1)f +W σ⊺
f f̃ (2)ψ(2)f )

(26)

where the shifted (and squared) visual features are:

ṽ(1) = v − bµv , ṽ(2) = (v − bµv ) ⊗ (v − bµv ), (27)

(and analogously for f̃ (1), f̃ (2), f ∈ {a,w⊕ v,w⊕
a, v ⊕ a,w ⊕ v ⊕ a}). The weights ψ’s are:

ψw = αw(1 − α)/(αZ)
p(w) + (1 − α)/(αZ) , (28)

ψ(1)v = diag( αv

exp (2bσv )) , (29)

ψ(2)v = diag( αv

exp (2bσv ) − αv) . (30)

(and analogously for ψ(1)f , ψ
(2)
f , f ∈ {a,w⊕v,w⊕

a, v ⊕ a,w ⊕ v ⊕ a}).

Proof. The proof is a symmetric extension of Theo-
rem 1 to take into account the Gaussian likelihoods
for bimodal and trimodal features.

Updating W and b: The gradient equations for
updating W and b are identical to those derived in
Proposition 1, Equations (21-24).

3.7 Multimodal Prediction
Given the optimal embeddings ms, we can now
train a classifier from ms to labels y for multi-
modal prediction. ms can also be fine-tuned on
labeled data (i.e. taking gradient descent steps to
update ms with respect to the task-specific loss
functions) to learn task-specific multimodal utter-
ance representations. In our experiments, we use a
fully connected neural network for our classifier.

4 Experimental Setup

To evaluate the generalization of our mod-
els, we perform experiments on multimodal

Figure 2: Histogram visualizations of the visual (top)
and acoustic (bottom) features in some CMU-MOSI
multimodal utterances. Many of the features converge
to a Gaussian distribution across the time steps in the
utterance, justifying our parametrization for the visual
and acoustic likelihood functions.

speaker traits recognition and multimodal sen-
timent analysis. The code for our experi-
ments is released at https://github.com/
yaochie/multimodal-baselines, and all
datasets for our experiments can be down-
loaded at https://github.com/A2Zadeh/
CMU-MultimodalSDK.

4.1 Datasets
All datasets consist of monologue videos where the
speaker’s intentions are conveyed through the lan-
guage, visual and acoustic modalities. The multi-
modal features are described in the next subsection.
Multimodal Speaker Traits Recognition in-
volves recognizing speaker traits based on multi-
modal utterances. POM (Park et al., 2014) contains
903 videos each annotated for speaker traits: confi-
dent (con), voice pleasant (voi), dominance (dom),
vivid (viv), reserved (res), trusting (tru), relaxed
(rel), outgoing (out), thorough (tho), nervous (ner),
and humorous (hum). The abbreviations (inside
parentheses) are used in the tables.
Multimodal Sentiment Analysis involves analyz-
ing speaker sentiment based on video content. Mul-
timodal sentiment analysis extends conventional
language-based sentiment analysis to a multimodal
setup where both verbal and non-verbal signals
contribute to the expression of sentiment. We use
CMU-MOSI (Zadeh et al., 2016) which consists
of 2199 opinion segments from online videos each
annotated with sentiment from strongly negative(−3) to strongly positive (+3).

4.2 Multimodal Features and Alignment
GloVe word embeddings (Pennington et al., 2014),
Facet (iMotions, 2017) and COVAREP (Degottex
et al., 2014) are extracted for the language, visual
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Dataset POM Personality Trait Recognition, measured in MAE
Task Con Voi Dom Viv Res Tru Rel Out Tho Ner Hum
Majority 1.483 1.089 1.167 1.158 1.166 0.743 0.753 0.872 0.939 1.181 1.774
SVM 1.071 0.938 0.865 1.043 0.877 0.536 0.594 0.702 0.728 0.714 0.801
DF 1.033 0.899 0.870 0.997 0.884 0.534 0.591 0.698 0.732 0.695 0.768
EF-LSTM(⋆) 1.035 0.911 0.880 0.981 0.872 0.556 0.594 0.700 0.712 0.706 0.762
MV-LSTM 1.029 0.971 0.944 0.976 0.877 0.523 0.625 0.703 0.792 0.687 0.770
BC-LSTM 1.016 0.914 0.859 0.905 0.888 0.564 0.630 0.708 0.680 0.705 0.767
TFN 1.049 0.927 0.864 1.000 0.900 0.572 0.621 0.706 0.743 0.727 0.770
MFN 0.952 0.882 0.835 0.908 0.821 0.521 0.566 0.679 0.665 0.654 0.727
MMB2 1.015 0.878 0.885 0.967 0.857 0.522 0.578 0.685 0.705 0.692 0.726

Dataset POM Personality Trait Recognition, measured in r

Task Con Voi Dom Viv Res Tru Rel Out Tho Ner Hum
Majority -0.041 -0.104 -0.031 -0.044 0.006 -0.077 -0.024 -0.085 -0.130 0.097 -0.069
SVM 0.063 -0.004 0.141 0.076 0.134 0.168 0.104 0.066 0.134 0.068 0.147
DF 0.240 0.017 0.139 0.173 0.118 0.143 0.019 0.093 0.041 0.136 0.259
EF-LSTM(⋆) 0.221 0.042 0.151 0.239 0.268 0.069 0.092 0.215 0.252 0.159 0.272
MV-LSTM 0.358 0.131 0.146 0.347 0.323 0.237 0.119 0.238 0.284 0.258 0.317
BC-LSTM 0.359 0.081 0.234 0.417 0.450 0.109 0.075 0.078 0.363 0.184 0.319
TFN 0.089 0.030 0.020 0.204 -0.051 -0.064 0.114 0.060 0.048 -0.002 0.213
MFN 0.395 0.193 0.313 0.431 0.333 0.296 0.255 0.259 0.381 0.318 0.386
MMB2 0.350 0.220 0.333 0.434 0.332 0.176 0.224 0.318 0.394 0.296 0.366

Dataset CMU-MOSI
Task Sentiment
Metric A(2) F1
Majority 50.2 50.1
RF 56.4 56.3
THMM 50.7 45.4
EF-HCRF(⋆) 65.3 65.4
MV-HCRF(⋆) 65.6 65.7
SVM-MD 71.6 72.3
C-MKL 72.3 72.0
DF 72.3 72.1
SAL-CNN 73.0 72.6
EF-LSTM(⋆) 74.3 74.3
MV-LSTM 73.9 74.0
BC-LSTM 73.9 73.9
TFN 74.6 74.5
MFN 77.4 77.3
MMB1 73.6 73.4
MMB2 75.2 75.1

Table 1: Results for multimodal personality trait recognition on POM (left) and multimodal sentiment analysis
on CMU-MOSI (right). EF-LSTM(⋆)and HCRF(⋆) denote the best result obtained from the LSTM and HCRF
variants respectively. The top two results are highlighted in bold. Our proposed baseline model (MMB2), despite
its simplicity, often ranks in the top two models and outperforms many large neural models such as C-MKL, DF,
SAL-CNN, EF-LSTM, MV-LSTM, BC-LSTM, TFN, and MFN.

and acoustic modalities respectively1. Forced align-
ment is performed using P2FA (Yuan and Liber-
man, 2008) to obtain the exact utterance times
of each word. The video and audio features are
aligned by computing the expectation of their fea-
tures over each word interval (Liang et al., 2018).

4.3 Evaluation Metrics

For classification, we report multiclass classifica-
tion accuracy A(c) where c denotes the number
of classes and F1 score. For regression, we report
Mean Absolute Error (MAE) and Pearson’s corre-
lation (r). For MAE lower values indicate better
performance. For all remaining metrics, higher
values indicate better performance.

5 Results and Discussion

5.1 Gaussian Likelihood Assumption

Before proceeding to the experimental results, we
perform some sanity checks on our modeling as-
sumptions. We plotted histograms of the visual
and acoustic features in CMU-MOSI utterances to
visually determine if they resemble a Gaussian dis-
tribution. From the plots in Figure 2, we observe
that many of the features indeed converge approx-
imately to a Gaussian distribution across the time

1Details on feature extraction are in supplementary.

steps in the utterance, justifying the parametriza-
tion for the visual and acoustic likelihood functions
in our model.

5.2 Supervised Learning

Our first set of experiments evaluates the perfor-
mance of our baselines on two multimodal pre-
diction tasks: multimodal sentiment analysis on
CMU-MOSI and multimodal speaker traits recog-
nition on POM. On CMU-MOSI (right side of Ta-
ble 1), our model MMB2 performs competitively
against many neural models including early fusion
deep neural networks (Nojavanasghari et al., 2016),
several variants of LSTMs (stacked, bidirectional
etc.) (Hochreiter and Schmidhuber, 1997; Schus-
ter and Paliwal, 1997), Multi-view LSTMs (Ra-
jagopalan et al., 2016), and tensor product recurrent
models (TFN) (Zadeh et al., 2017). For multimodal
personality traits recognition on POM (left side of
Table 1), our baseline is able to additionally outper-
form more complicated memory-based recurrent
models such as MFN (Zadeh et al., 2018) on sev-
eral metrics. We view this as an impressive achieve-
ment considering the simplicity of our model and
the significantly fewer parameters that our model
contains. As we will later show, our model’s strong
performance comes with the additional benefit of
being significantly faster than the existing models.
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% Labels
Dataset CMU-MOSI
Task Sentiment
Metric A(2) F1

40%
AE 55.4 54.7
seq2seq 56.4 49.3
MMB2 72.9 72.8

60%
AE 55.2 54.2
seq2seq 56.3 51.5
MMB2 73.6 73.5

80%
AE 55.2 54.8
seq2seq 55.7 54.7
MMB2 74.1 74.1

100%
AE 55.2 53.2
seq2seq 57.0 54.1
MMB2 75.1 75.1

Table 2: Semi-supervised sentiment prediction results
on CMU-MOSI. Our model outperforms deep autoen-
coders (AE) and their recurrent variant (seq2seq), re-
maining strong despite limited labeled data.

5.3 Semi-supervised Learning

Our next set of experiments evaluates the perfor-
mance of our proposed baseline models when there
is limited labeled data. Intuitively, we expect our
model to have a lower sample complexity since
training our model involves learning fewer param-
eters. As a result, we hypothesize that our model
will generalize better when there is limited amounts
of labeled data as compared to larger neural models
with a greater number of parameters.

We test this hypothesis by evaluating the perfor-
mance of our model on the CMU-MOSI dataset
with only 40%, 60%, 80%, and 100% of the train-
ing labels. The remainder of the train set now
consists of unlabeled data which is also used dur-
ing training but in a semi-supervised fashion. We
use the entire train set (both labeled and unla-
beled data) for unsupervised learning of our mul-
timodal embeddings before the embeddings are
fine-tuned to predict the label using limited labeled
data. A comparison is performed with two models
that also learn embeddings from unlabeled multi-
modal utterances: 1) deep averaging autoencoder
(AE) (Iyyer et al., 2015; Hinton and Salakhutdinov,
2006) which averages the temporal dimension be-
fore using a fully connected autoencoder to learn a
latent embedding, and 2) sequence to sequence au-
toencoder (seq2seq) (Sutskever et al., 2014) which
captures temporal information using a recurrent
neural network encoder and decoder. For each of
these models, an autoencoding model is used to
learn embeddings on the entire training set (both
labeled and unlabeled data) before the embeddings
are fine-tuned to predict the label using limited la-

Method Average Time (s) Inferences Per Second (IPS)
DF 0.305 1850
EF-LSTM 0.022 31200
MV-LSTM 0.490 1400
BC-LSTM 0.210 3270
TFN 2.058 333
MFN 0.144 4760
MMB1 0.00163 421000
MMB2 0.00219 313000

Table 3: Average time taken for inference on the CMU-
MOSI test set and Inferences Per Second (IPS) on a
single Nvidia GeForce GTX 1080 Ti GPU, averaged
over 5 trials. Our proposed baselines are more than 10
times faster than the closest neural model (EF-LSTM).

Dataset CMU-MOSI
Task Sentiment
Model PE FT A(2) F1
MMB2, language only 3 3 72.3 73.7
MMB2 7 7 74.1 73.9
MMB2 7 3 74.6 74.6
MMB2 3 7 74.6 74.6
MMB2 3 3 75.2 75.1

Table 4: Ablation studies on CMU-MOSI test set. In-
corporating nonverbal (visual and acoustic) features,
positional encodings (PE), and task-specific fine tuning
(FT) are important for good prediction performance.

beled data. The validation and test sets remains
unchanged for fair comparison.

Under this semi-supervised setting, we show pre-
diction results on the CMU-MOSI test set in Ta-
ble 2. Empirically, we find that our model is able
to outperform deep autoencoders and their recur-
rent variant. Our model remains strong and only
suffers a drop in performance of about 3% (75.1%→ 72.9% binary accuracy) despite having access to
only 40% of the labeled training data.

5.4 Inference Timing Comparisons

To demonstrate another strength of our model, we
compare the inference times of our model with ex-
isting baselines in Table 3. Our model achieves an
inference per second (IPS) of more than 10 times
the closest neural model (EF-LSTM). We attribute
this speedup to our (approximate) closed form so-
lution for ms as derived in Theorem 1 and Corol-
lary 1, the small size of our model, as well as the
fewer number of parameters (linear transformation
parameters and classifier parameters) involved.

5.5 Ablation Study

To further motivate our design decisions, we test
some ablations of our model: 1) we remove the
modeling capabilities of the visual and acoustic
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modalities, instead modeling only the language
modality, 2) we remove the positional encodings,
and 3) we remove the fine tuning step. We pro-
vide these results in Table 4 and observe that each
component is indeed important for our model. Al-
though the text only model performs decently, in-
corporating visual and acoustic features under our
modeling assumption improves performance. Our
results also demonstrate the effectiveness of posi-
tional encodings and fine tuning without having to
incorporate any additional learnable parameters.

6 Conclusion

This paper proposed two simple but strong base-
lines to learn embeddings of multimodal utterances.
The first baseline assumes a factorization of the
utterance into unimodal factors conditioned on the
joint embedding while the second baseline extends
the first by assuming a factorization into unimodal,
bimodal, and trimodal factors. Both proposed mod-
els retain simplicity and efficiency during both
learning and inference. From experiments across
multimodal tasks and datasets, we show that our
proposed baseline models: 1) display competitive
performance on supervised multimodal prediction,
2) outperform classical deep autoencoders for semi-
supervised multimodal prediction and 3) attain sig-
nificant (10 times) speedup during inference. Over-
all, we believe that our strong baseline models pro-
vide new benchmarks for future research in multi-
modal learning.
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Abstract

A grand goal in AI is to build a robot that
can accurately navigate based on natural lan-
guage instructions, which requires the agent
to perceive the scene, understand and ground
language, and act in the real-world environ-
ment. One key challenge here is to learn
to navigate in new environments that are un-
seen during training. Most of the existing ap-
proaches perform dramatically worse in un-
seen environments as compared to seen ones.
In this paper, we present a generalizable nav-
igational agent. Our agent is trained in two
stages. The first stage is training via mixed im-
itation and reinforcement learning, combining
the benefits from both off-policy and on-policy
optimization. The second stage is fine-tuning
via newly-introduced ‘unseen’ triplets (envi-
ronment, path, instruction). To generate these
unseen triplets, we propose a simple but effec-
tive ‘environmental dropout’ method to mimic
unseen environments, which overcomes the
problem of limited seen environment variabil-
ity. Next, we apply semi-supervised learn-
ing (via back-translation) on these dropped-
out environments to generate new paths and
instructions. Empirically, we show that our
agent is substantially better at generalizabil-
ity when fine-tuned with these triplets, outper-
forming the state-of-art approaches by a large
margin on the private unseen test set of the
Room-to-Room task, and achieving the top
rank on the leaderboard.1

1 Introduction

One of the important goals in AI is to develop a
robot/agent that can understand instructions from
humans and perform actions in complex environ-
ments. In order to do so, such a robot is re-
quired to perceive the surrounding scene, under-
stand our spoken language, and act in a real-world

1Our code, data, and models publicly available at:
https://github.com/airsplay/R2R-EnvDrop

…

Walk past the piano through 
an archway directly in front. 
Go through the hallway when 
you see the window door. Turn 
right to the hanged pictures on 
your right …

…

!" !"#$

Instruction Bird-view

Actions

Figure 1: Room-to-Room Task. The agent is given
an instruction, then starts its navigation from some
staring viewpoint inside the given environment. At
time t, the agent selects one view (highlighted as red
dotted bounding boxes) from a set of its surrounding
panoramic views to step into, as an action at.

house. Recent years have witnessed various types
of embodied action based NLP tasks being pro-
posed (Correa et al., 2010; Walters et al., 2007;
Hayashi et al., 2007; Zhu et al., 2017b; Das et al.,
2018; Anderson et al., 2018b).

In this paper, we address the task of instruction-
guided navigation, where the agent seeks a route
from a start viewpoint to an end viewpoint based
on a given natural language instruction in a given
environment, as shown in Fig. 1. The naviga-
tion simulator we use is the recent Room-to-Room
(R2R) simulator (Anderson et al., 2018b), which
uses real images from the Matterport3D (Chang
et al., 2017) indoor home environments and col-
lects complex navigable human-spoken instruc-
tions inside the environments, hence connecting
problems in vision, language, and robotics. The
instruction in Fig. 1 is “Walk past the piano
through an archway directly in front. Go through
the hallway when you see the window door. Turn
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right to the hanged pictures...”. At each posi-
tion (viewpoint), the agent perceives panoramic
views (a set of surrounding images) and selects
one of them to step into. In this challenging task,
the agent is required to understand each piece
of the instruction and localize key views (“pi-
ano”, “hallway”, “door”, etc.) for making ac-
tions at each time step. Another crucial chal-
lenge is to generalize the agent’s navigation under-
standing capability to unseen test room environ-
ments, considering that the R2R task has substan-
tially different unseen (test) rooms as compared to
seen (trained) ones. Such generalization ability is
important for developing a practical navigational
robot that can operate in the wild.

Recent works (Fried et al., 2018; Wang et al.,
2019, 2018a; Ma et al., 2019) have shown promis-
ing progress on this R2R task, based on speaker-
follower, reinforcement learning, imitation learn-
ing, cross-modal, and look-ahead models. How-
ever, the primary issue in this task is that most
models perform substantially worse in unseen en-
vironments than in seen ones, due to the lack of
generalizability. Hence, in our paper, we focus
on improving the agent’s generalizability in un-
seen environments. For this, we propose a two-
stage training approach. The first stage is train-
ing the agent via mixed imitation learning (IL)
and reinforcement learning (RL) which combines
off-policy and on-policy optimization; this signif-
icantly outperforms using IL or RL alone.

The second, more important stage is semi-
supervised learning with generalization-focused
‘environmental dropout’. Here, the model is fine-
tuned using additional training data generated via
back-translation. This is usually done based on
a neural speaker model (Fried et al., 2018) that
synthesizes new instructions for additional routes
in the existing environments. However, we found
that the bottleneck for this semi-supervised learn-
ing method is the limited variability of given
(seen) environments. Therefore, to overcome this,
we propose to generate novel and diverse environ-
ments via a simple but effective ‘environmental
dropout’ method based on view- and viewpoint-
consistent masking of the visual features. Next,
the new navigational routes are collected from
these new environments, and lastly the new in-
structions are generated by a neural speaker on
these routes, and these triplets are employed to
fine-tune the model training.

Overall, our fine-tuned model based on back-
translation with environmental dropout substan-
tially outperforms the previous state-of-the-art
models, and achieves the most recent rank-1 on
the Vision and Language Navigation (VLN) R2R
challenge leaderboard’s private test data, outper-
forming all other entries in success rate under all
evaluation setups (single run, beam search, and
pre-exploration).2 We also present detailed abla-
tion and analysis studies to explain the effective-
ness of our generalization method.

2 Related Work

Embodied Vision-and-Language Recent years
are witnessing a resurgence of active vision. For
example, Levine et al. (2016) used an end-to-
end learned model to predict robotic actions from
raw pixel data, Gupta et al. (2017) learned to
navigate via mapping and planning, Sadeghi and
Levine (2017) trained an agent to fly in sim-
ulation and show its performance in the real
world, and Gandhi et al. (2017) trained a self-
supervised agent to fly from examples of drones
crashing. Meanwhile, in the intersection of active
perception and language understanding, several
tasks have been proposed, including instruction-
based navigation (Chaplot et al., 2018; Anderson
et al., 2018b), target-driven navigation (Zhu et al.,
2017b; Gupta et al., 2017), embodied question an-
swering (Das et al., 2018), interactive question
answering (Gordon et al., 2018), and task plan-
ning (Zhu et al., 2017a). While these tasks are
driven by different goals, they all require agents
that can perceive their surroundings, understand
the goal (either presented visually or in language
instructions), and act in a virtual environment.

Instruction-based Navigation For instruction-
based navigation task, an agent is required to navi-
gate from start viewpoint to end viewpoint accord-
ing to some given instruction in an environment.
This task has been studied by many works (Tellex
et al., 2011; Chen and Mooney, 2011; Artzi and
Zettlemoyer, 2013; Andreas and Klein, 2015; Mei
et al., 2016; Misra et al., 2017) in recent years.
Among them, (Anderson et al., 2018b) differs
from the others as it introduced a photo-realistic
dataset – Room-to-Room (R2R), where all images
are real ones taken by Matterport3D (Chang et al.,
2017) and the instructions are also natural. In R2R

2https://evalai.cloudcv.org/web/
challenges/challenge-page/97/overview
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environments, the agent’s ability to perceive real-
world images and understanding natural language
becomes even more crucial. To solve this chal-
lenging task, a lot of works (Fried et al., 2018;
Wang et al., 2018a, 2019; Ma et al., 2019) have
been proposed and shown some potential. The
most relevant work to us is Fried et al. (2018),
which proposed to use a speaker to synthesize new
instructions and implement pragmatic reasoning.
However, we observe there is some performance
gap between seen and unseen environments. In
this paper, we focus on improving the agent’s gen-
eralizability in unseen environment.

Back-translation Back translation (Sennrich
et al., 2016), a popular semi-supervised learning
method, has been well studied in neural machine
translation (Hoang et al., 2018; Wang et al., 2018b;
Edunov et al., 2018; Prabhumoye et al., 2018).
Given paired data of source and target sentences,
the model first learns two translators – a forward
translator from source to target and a backward
translator from target to source. Next, it generates
more source sentences using the back translator
on an external target-language corpus. The gen-
erated pairs are then incorporated into the training
data for fine-tuning the forward translator, which
proves to improve the translation performance.
Recently, this approach (also known as data aug-
mentation) was applied to the task of instruction-
based navigation (Fried et al., 2018), where the
source and target sentences are replaced with in-
structions and routes.

3 Method

3.1 Problem Setup

Navigation in the Room-to-Room task (Anderson
et al., 2018b) requires an agent to find a route R
(a sequence of viewpoints) from the start view-
point S to the target viewpoint T according to the
given instruction I. The agent is put in a photo-
realistic environment E. At each time step t, the
agent’s observation consists of a panoramic view
and navigable viewpoints. The panoramic view ot
is discretized into 36 single views {ot,i}36i=1. Each
single view ot,i is an RGB image vt,i accompa-
nied with its orientation (θt,i, φt,i), where θt,i and
φt,i are the angles of heading and elevation, re-
spectively. The navigable viewpoints {lt,k}Ntk=1 are
the Nt reachable and visible locations from the
current viewpoint. Each navigable viewpoint lt,k

is represented by the orientation (θ̂t,k, φ̂t,k) from
current viewpoint to the next viewpoints. The
agent needs to select the moving action at from
the list of navigable viewpoints {lt,k} according to
the given instruction I, history/current panoramic
views {oτ}tτ=1, and history actions {aτ}t−1τ=1. Fol-
lowing Fried et al. (2018), we concatenate the
ResNet (He et al., 2016) feature of the RGB im-
age and the orientation as the view feature ft,i:

ft,i = [ResNet(vt,i);

(cos θt,i, sin θt,i, cosφt,i, sinφt,i) ] (1)

The navigable viewpoint feature gt,k is extracted
in the same way.

3.2 Base Agent Model
For our base instruction-to-navigation translation
agent, we implement an encoder-decoder model
similar to Fried et al. (2018). The encoder is a bidi-
rectional LSTM-RNN with an embedding layer:

ŵj = embedding(wj) (2)

u1, u2, · · · , uL = Bi-LSTM(ŵ1, · · · , ŵL) (3)

where uj is the j-th word in the instruction with
a length of L. The decoder of the agent is an at-
tentive LSTM-RNN. At each decoding step t, the
agent first attends to the view features {ft,i} com-
puting the attentive visual feature f̃t:

αt,i = softmaxi(f
ᵀ
t,iWF h̃t−1) (4)

f̃t =
∑

i
αt,ift,i (5)

The input of the decoder is the concatenation of
the attentive visual feature f̃t and the embedding
of the previous action ãt−1. The hidden output ht
of the LSTM is combined with the attentive in-
struction feature ũt to form the instruction-aware
hidden output h̃t. The probability of moving to the
k-th navigable viewpoint pt(at,k) is calculated as
softmax of the alignment between the navigable
viewpoint feature gt,k and the instruction-aware
hidden output h̃t.

ht = LSTM
(
[f̃t; ãt−1], h̃t−1

)
(6)

βt,j = softmaxj

(
uᵀj WU ht

)
(7)

ũt =
∑

j
βt,j uj (8)

h̃t = tanh (W [ũt; ht]) (9)

pt(at,k) = softmaxk

(
gᵀt,kWG h̃t

)
(10)
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Figure 2: Left: IL+RL supervised learning (stage 1). Right: Semi-supervised learning with back translation and
environmental dropout (stage 2).

Different from Fried et al. (2018), we take the
instruction-aware hidden vector h̃t−1 as the hid-
den input of the decoder instead of ht−1. Thus, the
information about which parts of the instruction
have been attended to is accessible to the agent.

3.3 Supervised Learning: Mixture of
Imitation+Reinforcement Learning

We discuss our IL+RL supervised learning
method in this section.3

Imitation Learning (IL) In IL, an agent learns
to imitate the behavior of a teacher. The teacher
demonstrates a teacher action a∗t at each time step
t. In the task of navigation, a teacher action a∗t
selects the next navigable viewpoint which is on
the shortest route from the current viewpoint to the
target T. The off-policy4 agent learns from this
weak supervision by minimizing the negative log
probability of the teacher’s action a∗t . The loss of
IL is as follows:

LIL =
∑

t

LIL
t =

∑

t

- log pt(a∗t ) (11)

For exploration, we follow the IL method of Be-
havioral Cloning (Bojarski et al., 2016), where
the agent moves to the viewpoint following the
teacher’s action a∗t at time step t.

Reinforcement Learning (RL) Although the
route induced by the teacher’s actions in IL is the
shortest, this selected route is not guaranteed to
satisfy the instruction. Thus, the agent using IL
is biased towards the teacher’s actions instead of

3As opposed to semi-supervised methods in Sec. 3.4, in
this section we view both imitation learning and reinforce-
ment learning as supervised learning.

4According to Poole and Mackworth (2010), an off-policy
learner learns the agent policy independently of the agent’s
navigational actions. An on-policy learner learns the policy
from the agent’s behavior including the exploration steps.

finding the correct route indicated by the instruc-
tion. To overcome these misleading actions, the
on-policy reinforcement learning method Advan-
tage Actor-Critic (Mnih et al., 2016) is applied,
where the agent takes a sampled action from the
distribution {pt(at,k)} and learns from rewards. If
the agent stops within 3m around the target view-
point T, a positive reward +3 is assigned at the
final step. Otherwise, a negative reward −3 is as-
signed. We also apply reward shaping (Wu et al.,
2018): the direct reward at each non-stop step t is
the change of the distance to the target viewpoint.

IL+RL Mixture To take the advantage of both
off-policy and on-policy learners, we use a method
to mix IL and RL. The IL and RL agents share
weights, take actions separately, and navigate two
independent routes (see Fig. 2). The mixed loss is
the weighted sum of LIL and LRL:

LMIX = LRL + λILLIL (12)

IL can be viewed as a language model on action
sequences, which regularizes the RL training.5

3.4 Semi-Supervised Learning: Back
Translation with Environmental Dropout

3.4.1 Back Translation
Suppose the primary task is to learn the mapping
of X � Y with paired data {(X,Y)} and un-
paired data {Y′}. In this case, the back transla-
tion method first trains a forward model PX�Y

and a backward model PY�X, using paired data
{(X,Y)}. Next, it generates additional datum X′

5This approach is similar to the method ML+RL in Paulus
et al. (2018) for summarization. Recently, Wang et al.
(2018a) combines purely supervised learning and RL training
however, they use a different algorithm named MIXER (Ran-
zato et al., 2015), which computes cross entropy (XE) losses
for the first k actions and RL losses for the remaining.
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Figure 3: Comparison of the two dropout methods (based on an illustration on an RGB image).
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Figure 4: Comparison of the two dropout methods
(based on image features).

from the unpaired Y′ using the backward model
PY�X. Finally, (X′,Y′) are paired to further
fine-tune the forward model PX�Y as additional
training data (also known as ‘data augmentation’).

Back translation was introduced to the task of
navigation in Fried et al. (2018). The forward
model is a navigational agent PE,I�R (Sec. 3.2),
which navigates inside an environment E, trying
to find the correct route R according to the given
instruction I. The backward model is a speaker
PE,R�I, which generates an instruction I from
a given route R inside an environment E. Our
speaker model (details in Sec. 3.4.3) is an en-
hanced version of Fried et al. (2018), where we
use a stacked bidirectional LSTM-RNN encoder
with attention flow.

For back translation, the Room-to-Room
dataset labels around 7% routes {R} in the train-
ing environments6, so the rest of the routes {R′}
are unlabeled. Hence, we generate additional in-
structions I′ using PE,R�I (E,R

′), so to obtain
6The number of all possible routes (shortest paths) in

the 60 existing training environments is 190K. Of these,
the Room-to-Room dataset labeled around 14K routes with
one navigable instruction for each, so the amount of labeled
routes is around 7% of 190K.

the new triplets (E,R′, I′). The agent is then fine-
tuned with this new data using the IL+RL method
described in Sec. 3.3. However, note that the envi-
ronment E in the new triplet (E,R′, I′) for semi-
supervised learning is still selected from the seen
training environments. We demonstrate that the
limited amount of environments {E} is actually
the bottleneck of the agent performance in Sec. 7.1
and Sec. 7.2. Thus, we introduce our environmen-
tal dropout method to mimic the “new” environ-
ment E′, as described next in Sec. 3.4.2.

3.4.2 Environmental Dropout

Failure of Feature Dropout Different from
dropout on neurons to regularize neural networks,
we drop raw feature dimensions (see Fig. 4a) to
mimic the removal of random objects from an
RGB image (see Fig. 3a). This traditional fea-
ture dropout (with dropout rate p) is implemented
as an element-wise multiplication of the feature
f and the dropout mask ξf . Each element ξfe
in the dropout mask ξf is a sample of a random
variable which obeys an independent and identi-
cal Bernoulli distribution multiplied by 1/(1− p).
And for different features, the distributions of
dropout masks are independent as well.

dropoutp(f) =f � ξf (13)

ξfe ∼
1

1− pBer(1− p) (14)

Because of this independence among dropout
masks, the traditional feature dropout fails in aug-
menting the existing environments because the
‘removal’ is inconsistent in different views at the
same viewpoint, and in different viewpoints.
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To illustrate this idea, we take the four RGB
views in Fig. 3a as an example, where the chairs
are randomly dropped from the views. The re-
moval of the left chair (marked with a red poly-
gon) from view ot,2 is inconsistent because it also
appears in view ot,1. Thus, the speaker could still
refer to it and the agent is aware of the existence of
the chair. Moreover, another chair (marked with
a yellow polygon) is completely removed from
viewpoint observation ot, but the views in next
viewpoint ot+1 provides conflicting information
which would confuse the speaker and the agent.
Therefore, in order to make generated environ-
ments consistent, we propose our environmental
dropout method, described next.

Environmental Dropout We create a new envi-
ronment E′ by applying environmental dropout on
an existing environment E.

E′ = envdropp(E) (15)

The view feature f ′t,i observed from the new envi-
ronment E′ is calculated as an element-wise mul-
tiplication of the original feature ft,i and the envi-
ronmental dropout mask ξE (see Fig. 4b):

f ′t,i = ft,i � ξE (16)

ξEe ∼
1

1− pBer(1− p) (17)

To maintain the spatial structure of view-
points, only the image feature ResNet(vt,i)
is dropped while the orientation feature
(cos(θt,i), sin(θt,i), cos(φt,i), sin(φt,i)) is fixed.
As illustrated in Fig. 3b, the idea behind envi-
ronmental dropout is to mimic new environments
by removing one specific class of object (e.g.,
the chair). We demonstrate our idea by running
environmental dropout on the ground-truth se-
mantic views in Sec. 7.3, which is proved to be far
more effective than traditional feature dropout. In
practice, we perform the environmental dropout
on image’s visual feature where certain struc-
tures/parts are dropped instead of object instances,
but the effect is similar.

We apply the environmental dropout to the back
translation model as mentioned in Sec. 3.4.1. Note
the environmental dropout method still preserves
the connectivity of the viewpoints, thus we use the
same way (Fried et al., 2018) to collect extra un-
labeled routes {R′}. We take speaker to gener-
ate an additional instruction I′=PE,R�I (E

′,R′)
in the new environment E′. At last, we use IL+RL

(in Sec. 3.3) to fine-tune the model with this new
triplet (E′,R′, I′).

3.4.3 Improvements on Speaker
Our speaker model is an enhanced version of the
encoder-decoder model of Fried et al. (2018), with
improvements on the visual encoder: we stack two
bi-directional LSTM encoders: a route encoder
and a context encoder. The route encoder takes
features of ground truth actions {a∗t }Tt=1 from the
route as inputs. Each hidden state rt then attends
to surrounding views {ft,i}36i=1 at each viewpoint.
The context encoder then reads the attended fea-
tures and outputs final visual encoder representa-
tions:

r1, ..., rT = Bi-LSTMRTE(g1,a∗1 , ..., gT,a∗T ) (18)

γt,i = softmaxi(f
ᵀ
t,iWR rt) (19)

f̂t =
∑

i
γt,ift,i (20)

c1, ..., cT = Bi-LSTMCTX(f̂1, ..., f̂T) (21)

The decoder is a regular attentive LSTM-RNN,
which is discussed in Sec. 3.2. Empirically, our
enhanced speaker model improves the BLEU-4
score by around 3 points.

4 Experimental Setup

Dataset and Simulator We evaluate our agent
on the Matterport3D simulator (Anderson et al.,
2018b). Navigation instructions in the dataset are
collected via Amazon Mechanical Turk by show-
ing them the routes in the Matterport3D environ-
ment (Chang et al., 2017). The dataset is split
into training set (61 environments, 14,025 instruc-
tions), seen validation set (61 environments, 1,020
instructions), unseen validation set (11 environ-
ments, 2,349 instructions), and unseen test set
(18 environments, 4,173 instructions). The un-
seen sets only involve the environments outside
the training set.

Evaluation Metrics For evaluating our model,
Success Rate (SR) is the primary metric. The ex-
ecution route by the agent is considered a success
when the navigation error is less than 3 meters.
Besides success rate, we use three other metrics7

: Navigation Length (NL), Navigation Error (NE),
and Success rate weighted by Path Length (SPL)
(Anderson et al., 2018a). Navigation Error (NE) is

7 The Oracle Success Rate (OSR) is not included because
it’s highly correlated with the Navigation Length.
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Models Test Unseen (Leader-Board)
Single Run Beam Search Pre-Explore

NL SR(%) SPL NL SR(%) SPL NL SR(%) SPL
Random (Anderson et al., 2018b) 9.89 13.2 0.12 - - - - - -
Seq-to-Seq (Anderson et al., 2018b) 8.13 20.4 0.18 - - - - - -
Look Before You Leap (Wang et al., 2018a) 9.15 25.3 0.23 - - - - - -
Speaker-Follower (Fried et al., 2018) 14.8 35.0 0.28 1257 53.5 0.01 - - -
Self-Monitoring (Ma et al., 2019) 18.0 48.0 0.35 373 61.0 0.02 - - -
Reinforced Cross-Modal (Wang et al., 2019) 12.0 43.1 0.38 358 63.0 0.02 9.48 60.5 0.59
Ours 11.7 51.5 0.47 687 68.9 0.01 9.79 63.9 0.61

Table 1: Leaderboard results under different experimental setups. NL, SR, and SPL are Navigation Length, Success
Rate and Success rate weighted by Path Length. The primary metric for each setup is in italics. The best results
are in bold font and the second best results are underlined.

the distance between target viewpoint T and agent
stopping position.

Implementation Details Similar to the tradi-
tional dropout method, the environmental dropout
mask is computed and applied at each training
iteration. Thus, the amount of unlabeled semi-
supervised data used is not higher in our dropout
method. We also find that sharing the environmen-
tal dropout mask in different environments inside
a batch will stabilize the training. To avoid over-
fitting, the model is early-stopped according to the
success rate on the unseen validation set. More
training details in appendices.

5 Results

In this section, we compare our agent model with
the models in previous works on the Vision and
Language Navigation (VLN) leaderboard. The
models on the leaderboard are evaluated on a pri-
vate unseen test set which contains 18 new envi-
ronments. We created three columns in Table 1
for different experimental setups: single run, beam
search, and unseen environments pre-exploration.
For the result, our model outperforms all other
models in all experimental setups.

Single Run Among all three experimental se-
tups, single run is the most general and highly cor-
related to the agent performance. Thus, it is con-
sidered as the primary experimental setup. In this
setup, the agent navigates the environment once
and is not allowed8 to: (1) run multiple trials, (2)
explore nor map the test environments before start-
ing. Our result is 3.5% and 9% higher than the
second-best in Success Rate and SPL, resp.

Beam Search In the beam search experimental
setup, an agent navigates the environment, col-

8According to the Vision and Language Navigation
(VLN) challenge submission guidelines

lects multiple routes, re-ranks them, and selects
the route with the highest score as the prediction.
Besides showing an upper bound, beam search
is usable when the environment is explored and
saved in the agent’s memory but the agent does
not have enough computational capacity to fine-
tune its navigational model. We use the same
beam-search algorithm, state factored Dijkstra al-
gorithm, to navigate the unseen test environment.
Success Rate of our model is 5.9% higher than the
second best. SPL metric generally fails in evaluat-
ing beam-search models because of the long Nav-
igation Length (range of SPL is 0.01-0.02).

Pre-Exploration The agent pre-explores the test
environment before navigating and updates its
agent model with the extra information. When ex-
ecuting the instruction in the environment, the ex-
perimental setup is still “single run”. The “pre-
exploration” agent mimics the domestic robots
(e.g., robot vacuum) which only needs to navi-
gate the seen environment most of the time. For
submitting to the leaderboard, we simply train
our agent via back translation with environmental
dropout on test unseen environments (see Sec.7.2).
Our result is 3.4% higher than Wang et al. (2019)
in Success Rate and 2.0% higher in SPL. 9

6 Ablation Studies

Supervised Learning We first show the effec-
tiveness of our IL+RL method by comparing it
with the baselines (Table 2). We implement Be-
havioural Cloning10 and Advantage Actor-Critic

9To fairly compare with Wang et al. (2019), we exclude
the exploration route in calculating Navigation Length.

10 The Behavioral Cloning (IL) baseline is the same as the
panoramic view baseline in Fried et al. (2018) except for two
differences: (1) The agent takes the teacher action instead
of the sampled action from the distribution (see “imitation
learning” of Sec. 3.3), (2) The hidden input of the LSTM
is the instruction-aware hidden from the previous step (see
Sec. 3.2). We improve our baseline result with these modifi-
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Models Val Seen Val Unseen
NL(m) NE(m) SR(%) SPL NL(m) NE(m) SR(%) SPL

SUPERVISED LEARNING
Behavioral Cloning (IL) 10.3 5.39 48.4 0.46 9.15 6.25 43.6 0.40
Advantage Actor-Critic (RL) 73.8 7.11 22.0 0.03 73.8 7.32 24.0 0.03
IL + RL 10.1 4.71 55.3 0.53 9.37 5.49 46.5 0.43

SEMI-SUPERVISED LEARNING
Back Translation 10.3 4.19 58.1 0.55 10.5 5.43 48.2 0.44
+ Feat Drop 10.3 4.13 58.4 0.56 9.62 5.43 48.4 0.45
+ Env Drop (No Tying) 10.3 4.32 57.3 0.55 9.51 5.27 49.0 0.46
+ Env Drop (Tying) 11.0 3.99 62.1 0.59 10.7 5.22 52.2 0.48

FULL MODEL
Single Run 11.0 3.99 62.1 0.59 10.7 5.22 52.2 0.48
Beam Search 703 2.52 75.7 0.01 663 3.08 69.0 0.01
Pre-Explore 9.92 4.84 54.7 0.52 9.57 3.78 64.5 0.61

Table 2: For the ablation study, we show the results of our different methods on validation sets. Our full model
(single run) gets 8.6% improvement in validation unseen success rate above our baseline. And both the supervised
learning (IL+RL) and semi-supervised learning methods (back translation + env drop) have substantial contribu-
tions to our final result.

as our imitation learning (IL) and reinforcement
learning (RL) baselines, respectively. The mixture
of IL+RL (see Sec. 3.3) outperforms the IL-only
model and RL-only model by 2.9% and 22.5%,
which means that our IL+RL could overcome the
misleading teacher actions in IL and significantly
stabilize the training of RL.

Semi-Supervised Learning We then fine-tune
our best supervised model (i.e., IL+RL) with back
translation. Besides providing a warm-up, IL+RL
is also used to learn the new generated data triplets
in back translation. As shown in Table 2, back
translation with environmental dropout improves
the best supervised model by 5.7%, where the im-
provement is 3 times more than the back trans-
lation without new environments. We then show
the results of the alternatives to environmental
dropout. The performance with feature dropout
is almost the same to the original back transla-
tion, which is 3.8% lower than the environmen-
tal dropout. We also prove that the improvement
from the environmental dropout method does not
only come from generating diverse instructions in-
troduced by dropout in the speaker, but also comes
from using the same dropout mask in the follower
agent too. To show this, we use two indepen-
dent (different) environmental dropout masks for
the speaker and the follower (i.e., no tying of the
dropout mask), and the result drops a lot as com-
pared to when we tie the speaker and follower
dropout masks.

cations.
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26%
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Figure 5: Success rates of agents trained with different
amounts of data. X-axis in log-scale. The blue line rep-
resents the growth of results by gradually adding new
environments to the supervised training method. The
red line is trained with the same amounts of data as the
blue line, but the data is randomly selected from all 60
training environments. The dashed lines are predicted.

Full Model Finally, we show the performance of
our best agent under different experimental setups.
The “single run” result is copied from the best
semi-supervised model for comparison. The state-
factored Dijkstra algorithm (Fried et al., 2018) is
used for the beam search result. The method for
pre-exploration is described in Sec. 7.2, where the
agent applies back translation with environmental
dropout on the validation unseen environment.

7 Analysis

In this section, we present analysis experiments
that first exposed the limited environments bottle-
neck to us, and hence inspired us to develop our
environmental dropout method to break this bot-
tleneck.
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(a) Semantic View (b) RGB view

Figure 6: Comparison of semantic and raw RGB views.

7.1 More Environments vs. More Data

In order to show that more environments are cru-
cial for better performance of agents, in Fig. 5,
we present the result of Supervised Learning
(SL) with different amounts of data selected by
two different data-selection methods. The first
method gradually uses more #environments (see
the blue line “SL with more envs”) while the sec-
ond method selects data from the whole training
data with all 60 training environments (see the red
line “SL with more data”). Note that the amounts
of data in the two setups are the same for each plot
point As shown in Fig. 5, the “more envs” selec-
tion method shows higher growth rate in success
rate than the “more data” method. We also predict
the success rates (in dashed line) with the predic-
tion method in Sun et al. (2017). The predicted
result is much higher when training with more en-
vironments. The predicted result (the right end of
the red line) also shows that the upper bound of
Success Rate is around 52% if all the 190K routes
in the training environments is labeled by human
(instead of being generated by speaker via back
translation), which indicates the need for “new”
environments.

7.2 Back Translation on Unseen
Environments

In this subsection, we show that back translation
could significantly improve the performance when
it uses new data triplets from testing environments
— the unseen validation environments where the
agent is evaluated in. Back translation (w.o. Env
Drop) on these unseen environments achieves a
success rate of 61.9%, while the back translation
on the training environments only achieves 46.5%.
The large margin between the two results indicates
the need of “new” environments in back trans-
lation. Moreover, our environmental dropout on
testing environments could further improve the re-
sult to 64.5%, which means that the amount of en-
vironments in back translation is far from enough.

7.3 Semantic Views

To demonstrate our intuition of the success of en-
vironmental dropout (in Sec. 3.4.2), we replace
the image feature ResNet(vt,i) with the seman-
tic view feature. The semantic views (as shown in
Fig. 6) are rendered from the Matterport3D dataset
(Chang et al., 2017), where different colors indi-
cate different types of objects. Thus, dropout on
the semantic view feature would remove the ob-
ject from the view. With the help of this additional
information (i.e., the semantic view), the success
rate of IL+RL is 49.5% on the unseen validation
set. Back translation (without dropout) slightly
improves the result to 50.5%. The result with
feature dropout is 50.2% while the environmen-
tal dropout could boost the result to 52.0%, which
supports our claim in Sec. 3.4.2.

8 Conclusion

We presented a navigational agent which bet-
ter generalizes to unseen environments. The
agent is supervised with a mixture of imitation
learning and reinforcement learning. Next, it
is fine-tuned with semi-supervised learning, with
speaker-generated instructions. Here, we showed
that the limited variety of environments is the bot-
tleneck of back translation and we overcome it
via ‘environmental dropout’ to generate new un-
seen environments. We evaluate our model on the
Room-to-Room dataset and achieve rank-1 in the
Vision and Language Navigation (VLN) challenge
leaderboard under all experimental setups.
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A Appendices

A.1 Implementation Details
We use ResNet-152 (He et al., 2016) pretrained on
the ImageNet (Russakovsky et al., 2015) to extract
the 2048-dimensional image feature. The agent
model is first trained with supervised learning via
the mixture of imitation and reinforcement learn-
ing. The model is then fine-tuned by back trans-
lation with environmental dropout. To stabilize
the optimization of back translation, we calculate
supervised loss for half of the batch and semi-
supervised loss for the other half. We find that
sharing the environmental dropout mask in differ-
ent environments inside the same batch will stabi-
lize the training.

The word embedding is trained from scratch
with size 256 and the dimension of the action em-
bedding is 64. The size of the LSTM units is set
to 512 (256 for the bidirectional LSTM). In RL
training, the discounted factor γ is 0.9. We use
the reward shaping (Wu et al., 2018): the direct
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reward rt at time step t is the change of the dis-
tance dt−1 − dt, supposing dt is the distance to
the target position at time step t. The maximum
decoding action length is set to 35. For optimizing
the loss, we use RMSprop (Hinton et al., 2012) (as
suggested in Mnih et al. (2016)) with a fixed learn-
ing rate 1e− 4 and the batch size is 64. We apply-
ing dropout rate 0.4 to the environmental dropout
and 0.5 to the dropout layers which regularize the
network. The global gradient norm is clipped by
40. We tuned the hyper-parameters based on the
Success Rate of the unseen validation set.

When working with the semantic view, the key
labels (e.g., wall, floor, ceil) are not dropped, be-
cause they are the basic structure of the envi-
ronment. Empirically, no improvement will be
achieved when the key labels are dropped as well.
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Abstract
Recent work in neural generation has attracted
significant interest in controlling the form of
text, such as style, persona, and politeness.
However, there has been less work on control-
ling neural text generation for content. This
paper introduces the notion of Content Trans-
fer for long-form text generation, where the
task is to generate a next sentence in a docu-
ment that both fits its context and is grounded
in a content-rich external textual source such
as a news story. Our experiments on Wikipedia
data show significant improvements against
competitive baselines. As another contribution
of this paper, we release a benchmark dataset
of 640k Wikipedia referenced sentences paired
with the source articles to encourage explo-
ration of this new task.

1 Introduction

Recent work in neural natural language genera-
tion (NLG) has witnessed a growing interest in
controlling text for various form-related and lin-
guistic properties, such as style (Ficler and Gold-
berg, 2017), affect (Ghosh et al., 2017), politeness
(Sennrich et al., 2016), persona (Li et al., 2016b)
voice (Yamagishi et al., 2016), grammatical cor-
rectness (Ji et al., 2017), and length (Kikuchi et al.,
2016). This trend offers the promise of empow-
ering existing authoring tools such as Grammarly,
Google Smart Compose, and Microsoft Word with
the ability to control a much greater variety of tex-
tual properties, which are currently mostly lim-
ited to grammar, spelling, word choice, and wordi-
ness. What has been relatively less explored in
neural NLG research is the ability to control the
generation of a current sentence not only in its
form, but also its content.1 Consider for example
Fig. 1, which illustrates a situation where an au-
thor edits a document (here a Wikipedia article),

1Historically, NLG has focused on generation from struc-
tured content such as a database or semantic representation,
but this paper is interested in generation from free-form text.

Figure 1: Example of content transfer: Given existing
curated text (yellow) and a document with additional
relevant information (green), the task is to update the
curated text (orange) to reflect the most salient updates.

and the goal is to generate or suggest a next sen-
tence (shown in orange) to the author. This type
of unconstrained, long-form text generation task
(Mostafazadeh et al., 2016; Fan et al., 2018) is of
course extremely difficult. Free-form generation
can easily go astray due to two opposing factors.
On one hand, ensuring that the generated output
is of relatively good quality often comes at the
cost of making it bland and devoid of factual con-
tent (Li et al., 2016a). On the other hand, exist-
ing techniques can help steer neural models away
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from blandness in order to produce more con-
tentful outputs (using temperature sampling (Fan
et al., 2018), GAN (Goodfellow et al., 2014), etc.),
but often at the cost of “hallucinating” (Wiseman
et al., 2017) words or concepts that are totally ir-
relevant. Neither situation provides a compelling
experience to the user.

What is clearly missing from the aforemen-
tioned authoring scenario is the notion of ground-
ing: there is often a profusion of online re-
sources that bear at least some relevance to any
given document currently being written. Much of
the general-purpose world knowledge is available
in the form of encyclopedias (e.g., Wikipedia),
books (e.g., Project Gutenberg, Google Books),
and news articles. While the generation of good
quality texts without any conditioning on “exter-
nal” sources (Fan et al., 2018) might be an inter-
esting research endeavor on its own, we argue that
grounding can make the generation task much eas-
ier, e.g., as shown in Fig. 1 where a passage of a
news article (green) can be reformulated consider-
ing the current context of the document (yellow)
in order to produce a natural next sentence (or-
ange). In light of this desideratum, this paper ad-
dresses the problem of grounded text generation,
where the goal is to infuse the content or knowl-
edge from an external source (e.g., a news article
as in Fig. 1) in order to generate a follow-up sen-
tence of an existing document. We see this as a
form of Content Transfer, as other characteristics
of the external source—such as style and linguistic
form—are not controlled.

In addition to formulating this new task, our
work makes the following contributions: We pro-
vide a large dataset of 640k instances that contain
parallel data of a source document (news articles),
a context, and sentence to be produced. The lat-
ter two are extracted from Wikipedia, which is
an attractive dataset for grounded generation as
many of the statements in Wikipedia cite external
sources (i.e., grounded in an external article). Fi-
nally, we also provide simple yet efficient mod-
els that condition both on the external article and
the context of the current document. We com-
pare our models against extractive and abstractive
baselines, including summarization methods that
simply try to condense the external article with-
out considering the context of the document. Our
experiments show that our models which incorpo-
rate the context gain 7.0 ROUGE-L F1 points —in

other words, treating our task as a summarization
problem is not enough. Our human evaluations
also show that models that are aware of the con-
text generate relevant and fluent sentences that are
coherent to the context.

2 Task

This research is concerned with the general prob-
lem of grounded authorship assistance, i.e., the
task of suggesting text to insert or append in an
existing document draft, in such a way that all the
added content reflects information from external
sources, such as news articles and books. This
type of grounded generation task could take many
forms, so we decided to formalize the task as fol-
lows, while still keeping the task both challeng-
ing and practically interesting. Given an external
document (green in Fig. 1), and some existing cu-
rated text (yellow), the task is to generate a single
update sentence (orange). This update sentence
should be both relevant to the context and reflec-
tive of the information contained in the document.

This task bears some similarity with automatic
summarization (Nenkova and McKeown, 2011),
as a naı̈ve approach to the above problem is to ap-
pend a one-sentence summary of the document to
the curated text. While indeed related, the two
tasks differ in two key points. First, the one-
sentence summary must be contextually appropri-
ate given the previous context of the curated text.
Second, summarization is mostly concerned with
finding salient information, but—in the case of our
task—information relevant to the context might
actually only be auxiliary within the external doc-
ument. Section 6 (Related Work) further contrasts
our task with summarization.

Formally we define our task as follows: given
an existing curated text s and a document d de-
scribing novel information relevant to that text, the
system must produce a revised text s′ that incor-
porates the most salient information from d. We
restrict our focus to the cases where the revised
text s′ can be obtained by appending the new in-
formation from d to the original curated text s.2

In particular, we assume we can transform the old
curated text s into the new text s′ by appending
one additional update sentence x to s.

2 In general, updated information from d might demand
substantial changes to s: perhaps core assumptions of s were
contradicted, necessitating many removed and rewritten sen-
tences. We postpone this complex setting to future work.
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3 Models

This paper operates in a conventional super-
vised learning setting. For training data, we
rely on a large dataset of existing curated text
S = {s1, . . . , sn}, corresponding documents with
novel informationD = {d1, . . . ,dn}, and the up-
date sentences X = {x1, . . . ,xn}. Our task is
to generate the update sentence xi that could be
appended to the curated text si in order to incor-
porate the additional information from document
di. The goal would be to identify new information
(in particular, di \ si) that is most salient to the
topic or focus of the text, then generate a single
sentence that represents this information.

3.1 Generative models

A natural though difficult means of generating this
additional update sentence x is to use a genera-
tive model conditioned on the information in the
curated text s and the new document d. Re-
cent methods inspired by successful neural ma-
chine translation systems have produced impres-
sive results in abstractive summarization (Nalla-
pati et al., 2016). Hence, our first step is to use
the sequence-to-sequence encoder-decoder model
(Bahdanau et al., 2015) with attention (Luong
et al., 2015) for our task. This kind of model as-
sumes that the output sentence can be generated
word-by-word. Each output word xti generated is
conditioned on all prior words x<ti and an encoded
representation of the context z:

∏

t

p(x̂ti|x̂<ti , z) (1)

Context Agnostic Generative (CAG) Model:
One simple baseline is to train a sequence-to-
sequence model for the document d alone that
does not directly incorporate information from the
curated text s. Here, the algorithm is trained to
generate the most likely update sentence x̂ =
argmax p(x|d). In this setting, we consider the
reference document di as the source and the up-
date sentence to be generated xi as the target.

z = Encoder(di,θ) (2)

The encoder and decoder do not directly see the
information from the curated text s, but the up-
date x inherently carries some information about
it. The parameters of the model are learned from
updates that were authored given the knowledge

of the curated text. Hence, the model may cap-
ture some generalizations about the kinds of infor-
mation and locations in d that are most likely to
contribute novel information to s.

Context Only Generative (COG) Model: This
algorithm is trained to generate the most likely up-
date sentence x̂ = argmax p(x|s). This model
is similar to CAG except that we consider the cu-
rated si as the source. In this setting, there is no
grounding of the content to be generated.

Context Informed Generative (CIG) Model:
An obvious next step is to incorporate information
from the curated text s as well. We can concate-
nate the document and the curated text, and pro-
duce an encoded representation of this sequence.

z = Encoder([di; si],θ) (3)

This approach incorporates information from both
sources, though it does not differentiate them
clearly. Thus, the model may struggle to identify
which pieces of information are novel with respect
to the curated text.

To clearly identify the information that is al-
ready present in the curated text s, a model could
encode s and d separately, then incorporate both
signals into the generative procedure.

Context Receptive Generative (CRG) Model:
Our next step was to condition our generative pro-
cess more concretely on the curated text s. We
condition the generative process on the represen-
tation of s at each time step. Formally:

zd = Encoderd(di,θd) (4)

zs = Encoders(si,θs) (5)

x̂i ∼
∏

t

p(x̂ti|[x̂<ti ; zs], zd) (6)

where, θd and θs are the parameters of the encoder
for the document d and encoder for the curated
text s respectively, zd and zs are the encoded rep-
resentations of the document di and curated text
si respectively. At each time step of generation,
the output is conditioned on the tokens generated
up to the time step t concatenated with zs. Hence,
the generative process is receptive of the context
at each time step.

3.2 Extractive models
Generative models that construct new sentences
conditioned on the relevant context are compelling
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but have a number of modeling challenges. Such
a model must both select the most relevant content
and generate a fluent linguistic realization of this
information.

We also consider extractive models: approaches
that select the most relevant sentence from the
document d to append to the curated text s. These
approaches can focus solely on the content selec-
tion problem and ignore the difficulties of genera-
tion. This simplification does come at a cost: the
most effective sentence to add might require only
a subset of information from some sentence in the
document, or incorporate information from more
than one sentence.

Sum-Basic (SB): One common baseline is Sum-
Basic, an extractive summarization technique that
relies on word frequency statistics to select salient
sentences (Nenkova and Vanderwende, 2005). As
an initial step, unigram probabilities are computed
from the set of input documents using relative fre-
quency estimation. Then, sentences are selected
one-by-one in greedy rounds until the summary
budget is saturated. At each round, this model se-
lects the most likely sentence according to the cur-
rent unigram distribution. The selected sentence
is added to the summary and removed from the
pool of available sentences. The unigram proba-
bilities of all words in the selected sentence are
heuristically discounted (replaced by square root).
Select-then-discount operations continue until the
summary is written. Discounting is crucial to pre-
vent repetition: once a word (or ideally a concept)
has been selected for the summary, it is much less
likely to be picked in a subsequent round.

We use Sum-Basic as a Context Agnostic ex-
tractive model: we provide the document d as an
input to the model and run Sum-Basic for exactly
one round. The selected sentence is considered to
be the update sentence x.

Context Informed Sum-Basic (CISB): We de-
veloped a simple modification of the Sum-basic
technique to incorporate information from the cu-
rated text s as context. Initial unigram probabil-
ities are computed using word counts from both
the curated text and the document. Next, for each
sentence in the curated text, we apply just the dis-
count procedure, updating the probability distribu-
tion as if those sentences were selected. Finally,
we select the single sentence from the document
that is most likely according to the resulting dis-

Figure 2: Dataset creation process

counted unigram probabilities. This simple modi-
fication of Sum-Basic helps select a sentence that
is novel with respect to the curated text by lower-
ing the probability of all words already present.

Extractive CAG, CIG, CRG Models: Any
generative model of x can also be used as an ex-
tractive model: we simply estimate the likelihood
of each sentence in the document according to the
model, and select the most likely one. Genera-
tive models may fail because either they are un-
able to select the most relevant information, or be-
cause the resulting sentence is ill-formed. Extrac-
tive ranking circumvents all errors due to genera-
tion and can help isolate model issues.

Hybrid CAG, CIG, CRG Models: Since the
document d can be quite large, a generative model
may struggle to pick the most salient information
based on the context. To simplify the generative
modeling task, we can pre-filter the document to-
ward only the most salient parts. We use the Con-
text Informed Sum-Basic technique to first select
the top five sentences from the document. We sup-
ply only these five sentences in place of the source
document d, then apply the CAG, CIG, and CRG
techniques described above.

4 Dataset

Our ideal dataset would capture the edits made to
some curated reference text in light of a stream of
new articles describing changes. For instance, one
might maintain reference software documentation
about a system, making additions or changes in
light of incoming emails describing updates or ad-
ditions. This type of data is unfortunately difficult
to obtain due to privacy considerations.

However, Wikipedia can provide a naturally-
occurring body of text with references to primary
sources. A substantial fraction of Wikipedia sen-
tences include citations to supporting documenta-
tion, a ripe source of data for content transfer. That
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Corpus Input Output #Examples Rouge-1 R

Gigaword (Graff and Cieri, 2003) 101 101 106 78.7
CNN/DailyMail (Nallapati et al., 2016) 102–103 101 105 76.1
WikiSum (Liu et al., 2018) 102–106 101–103 106 59.2
Content Transfer (this paper) 101–103 101–102 105 66.9

Table 1: Key characteristics of the dataset: approximate size of input and output instances, approximate dataset
size, and recall of reference output against the source material, as a measure of dataset difficulty.

said, some of the citations are quite difficult to fol-
low or trust: broken URLs might lead to lost infor-
mation; citations to books are difficult to consume
given the large scope of information; etc. There-
fore, we only consider cases where the reference
links to some well-known news sources.

Based on citation frequency, we selected a list
of 86 domains,3 primarily news outlets. During
the data creation process we only considered cita-
tions belonging to one of these eighty six domains.
We make this simplifying assumption for several
reasons. First, our English Wikipedia dump con-
tained approximately 23.7 million citation URLS
belonging to 1.6 million domains; fine-grained fil-
tering would be a daunting task. Our hand-vetted
list of domains is a high-precision (albeit low-
recall) means of selecting clean data. Second, we
wanted to ground the generated text on credible,
consistent, and well-written sources of informa-
tion. Furthermore, well-known domains are read-
ily available on Common Crawl,4 leading to an
easily-reproducible dataset.

Fig. 2 illustrates the procedure used to create a
dataset for the task described in Section 2 from
Wikipedia. For each Wikipedia article, we ex-
tracted the plain text without markdown. When
encountering a citation belonging to a selected do-
main, we considered the sentence just before the
citation to be generated based on the content of
the citation. This sentence became our reference
update sentence: the additional update sentence x
added to the curated text s to produce the new text
s′. The k sentences prior to the target sentence
in the Wikipedia article were considered to be the
curated text s. In our case, we used a window of
k = 3 sentences to select our context. The cited
article acted as the document d, from which the
appropriate update x can be generated.

The HTML source of the citation was down-

3This list is provided in the data release of this paper.
4http://commoncrawl.org/

loaded from Common Crawl for reproducibility
and consistency. The HTML derived from Com-
mon Crawl is then processed to get the plain text of
the news article. The resulting dataset C consists
of aligned tuples C =

(
di, si,xi

)
i∈[1,n], where n

is the total number of samples in the dataset.
Alternatively, one might rely on Wikipedia edit

history to create a dataset. In this setting, edits
which include a new citation would act as the up-
date x. Although this has the upside of identify-
ing potentially complex, multi-sentence updates,
preliminary analysis suggested that these edits are
noisy. Editors may first generate the content in
one edit, then add the citation in a subsequent edit,
they may only rephrase a part of the text while
adding the citation, or they may check in a range
of changes across the document in a single edit.
Our simpler sentence-based approach leads to an
interesting dataset with fewer complications.

Dataset Statistics and Analysis Table 1 de-
scribes some key statistics of our dataset and how
it compares with other datasets used for similar
tasks. The ROUGE-1 recall scores of reference
output x against document d suggest this task will
be difficult for conventional extractive summariza-
tion techniques.5 We hypothesize that during con-
tent transfer, the language in document d often un-
dergoes substantial transformations to fit the cu-
rated text s. The average unigram overlap (after
stopword removal) between the document d and
the reference update sentence x is 55.79%; over-
lap of the curated text s and the reference update
sentence x is 30.12%. This suggests the reference
update sentence x can be derived from the doc-
ument d, though not extracted directly. Further-
more, the content of x is very different from the
content of s but appears topically related.

Our dataset consists of approximately 290k
unique Wikipedia articles. Some heavily-cited

5ROUGE-1 recall was computed on a sample of 50k in-
stances from the entire dataset.
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articles include ‘Timeline of investigations into
Trump and Russia (2017)’, ‘List of England Test
cricketers’, and ‘2013 in science’. We randomly
split the dataset into 580k training instances, 6049
validation instances, and 50k test instances, en-
suring that any Wikipedia article appearing in the
train set must not appear in validation or test.

5 Experimental results

We evaluate our models using both automated
metrics and, for a subset of promising systems,
human assessment. One key evaluation is the sim-
ilarity between the model generated update sen-
tence and reference update sentence. We also ask
human judges to assess grammaticality and coher-
ence.

Hyper-parameter settings: For all our experi-
ments with generative models, we have used bidi-
rectional encoder, 2 layers in encoder and decoder,
RNN size of 128, word vector size of 100. We
have used sentencepiece toolkit6 to use byte-pair-
encoding (BPE) with a vocabulary size of 32k. We
used stochastic gradient descent optimizer and the
stopping criterion was perplexity on the validation
set. We filtered our dataset to contain instances
which have length of the document between 50
and 2000 tokens, length of the curated text be-
tween 20 and 500 tokens and the length of the up-
date sentence between 5 and 200 tokens.

5.1 Automated Evaluation
Our primary automated evaluation metric for
system-generated update sentences is ROUGE-L
F1 against reference update sentence,7 though we
also include BLEU (Papineni et al., 2002) and
METEOR (Denkowski and Lavie, 2011) as addi-
tional indicators. ROUGE is a standard family of
metrics for summarization tasks; ROUGE-L mea-
sures the longest common subsequence between
the system and the reference, capturing both lexi-
cal selection and word order.

Table 2 illustrates that this task is quite diffi-
cult for extractive techniques. Furthermore, the re-
sults emphasize the importance of having curated
text as context when generating the update. In all
experimental conditions, models aware of context
perform much better than models agnostic of it. In
contrast to Liu et al. (2018), generative approaches

6https://github.com/google/sentencepiece
7We use the pyrouge toolkit along with ROUGE-1.5.5:

https://github.com/bheinzerling/pyrouge

Model ROUGE-L B
L

E
U

M
E

T
E

O
R

SB 5.6 (5.6–5.7) 0.6 2.0
CISB 7.0 (7.0–7.1) 1.0 2.8

CAG 9.1 (9.0–9.2) 1.2 4.6
COG 13.5 (13.4–13.6) 1.7 3.5
CIG 16.0 (15.9-16.1) 3.5 5.3
CRG 14.7 (14.6–14.8) 2.6 4.5

Hybrid CAG 8.0 (7.9–8.0) 1.0 3.8
Hybrid CIG 15.0 (14.9–15.1) 2.7 4.7
Hybrid CRG 13.5 (13.4–13.6) 2.3 4.1

Extractive CAG 9.3 (9.2–9.3) 1.1 3.2
Extractive CIG 9.3 (9.2–9.3) 1.1 3.2
Extractive CRG 9.2 (9.1–9.3) 1.1 3.2

Oracle 28.8 (28.7–29.0) 11.0 10.9

Table 2: Automated metrics; 95% confidence interval
in parentheses.

outperformed hybrid, likely because we only had
a single input document. Extractive CAG, CIG,
and CRG all outperformed both Sum-Basic and
the context informed variant. Extractive CAG was
on-par with generative CAG, suggesting the gen-
erated sentences were of reasonable quality. How-
ever, generative CIG and CRG were substantially
better: rewriting to match context was beneficial.

The Oracle system of Table 2 aims to es-
tablish an upper limit attainable by extractive
methods, using the following oracle experiment:
For each test instance

(
di, si,xi

)
, we enumer-

ate each extracted sentence e of document di
and select the one with highest ROUGE-L score
as Oracle’s update sentence x̂i (i.e., x̂i =
argmaxe∈di

ROUGE-L(xi, e)). Note this yields
a very optimistic upper bound, as the same ground
truth xi is used both to select an extractive sen-
tence from a large pool of candidates and for final
automatic metric scoring.8 Nevertheless, these or-
acle results let us draw two conclusions: (1) They
give us better perspective to assess the non-oracle
systems, and we believe that their seemingly low

8Previous work has shown that this type of oracle can
yield upper bounds that are unrealistically high, and they tend
to be above human performance (Och et al., 2004, Table 1).
One remedy suggested by Och et al. is a round-robin oracle
ensuring that the reference (ground truth) used by the argmax
is distinct from that of the final automatic evaluation, but that
scheme is only possible with a multi-reference test set.
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automatic evaluation scores are quite reasonable
relative to the optimistic upper bound (e.g., CIGs
ROUGE-Ls score is 55% of the oracle). (2) The
oracle results suggest that humans are substan-
tially changing the surface realization as they sum-
marize for Wikipedia, as otherwise the oracle re-
sults would be much closer to maximum metric
scores (i.e., 100%). This shows that extractive
methods are not enough for this task, justifying our
use of generation techniques.

5.2 Human Evaluations

For careful evaluation of the performance of the
most promising configurations (CAG and CIG
models) we also asked human judges for quality
assessments. We solicited several types of evalua-
tion, including two relative comparisons between
pairs of system outputs and an absolute quality
evaluation of individual system outputs.

Close to reference (Relative): The first relative
comparison measured how accurately the gener-
ated update reflected information in the reference
update. Here, the annotators saw only the ref-
erence update sentence and the outputs of two
systems labeled A and B in a randomized order.
We asked the annotators “Which system output is
closest in meaning to the reference update?” The
annotators could pick system A, system B, or in-
dicate that neither was preferred. This is a simple
evaluation task though potentially biased toward
the sole reference update.

Coherent to context (Relative): The second
relative comparison measured whether the gener-
ated output contained salient information from the
document written in a manner appropriate to the
curated text. The annotators saw the document d,
the curated text s, and the outputs of the two sys-
temsA andB, again in a random order. They were
asked, “Which system output is more accurate rel-
ative to the background information given in the
snippet of the article?” Each judge had to consider
whether the information fits with the curated text
and also whether system-generated content could
be supported by the document.

Four human judges each annotated 30 unique
output pairs for these two relative comparison set-
tings, a total of 240 relative judgments. Table 3
shows the results: the context-aware CIG system
was substantially better in both settings.

prefer

Evaluation task CAG neither CIG

Close to reference 15.8% 53.3% 30.8%
Coherent to context 7.5% 53.3% 39.2%

Table 3: Human preferences of CAG vs. CIG.
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CAG 2.6 1.8 2.7 2.6 2.4
CIG 4.3 3.9 3.6 3.5 3.2

Table 4: Human absolute quality assessments.

DUC Guidelines (Absolute): In addition, we
performed an absolute quality evaluation follow-
ing the guidelines from DUC 2007.9 Each judge
was presented with a single system output, then
they were asked to evaluate five aspects of system
output: grammaticality, non-redundancy, referen-
tial clarity, focus, and structure/coherence. For
each aspect, the judge provided an assessment on
a five-point scale: (1) Very Poor, (2) Poor, (3)
Barely Acceptable, (4) Good, (5) Very Good. We
gathered 120 additional judgments in this setting
(4 judges, 30 outputs). Again, context-aware CIG
substantially outperforms CAG across the board,
as seen in Table 4.

Observations: Systems unaware of the curated
text s tend to generate long updates with repeated
frequent words or phrases. Consider the ratio of
unique tokens over the total number of tokens in
the generated output, which we denote by R. A
small R indicates many repeated tokens. We find
that 88% of the time this ratio R falls below 0.5
for the CAG model, i.e. for 88% instances, more
than 50% of the words in the generated output are
repeats. This number is relatively small – 14% for
CIG and 20% for CRG – in context aware mod-
els. In the reference updates only 0.21% instances
repeat more than 50% of words.

Figs. 3 and 4 show good and bad examples gen-
erated by the CIG model along with the document,
curated text and the reference update. Table 5 has
a set of updates generated by the CIG model as

9http://duc.nist.gov/duc2007/
quality-questions.txt
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Document (News Article)
sequels are fairly new to bollywood, but director sanjay gad-
hvi realised there was cash to be made from resurrecting his
hit action thriller dhoom, by casting sexy young stars like
hrithik rosha, aishwarya rai and abhishek bachchan in an even
bigger game of cops and robbes...that the twist in dhoom
2’s tail is not explained is yet another shortcoming. it’s
only roshan’s charismatic performance as the criminal mas-
termind, and the sizzling chemistry he shares with rai’s sassy
cohort, that rescues this adventure from becoming an elon-
gated tourism commercial.

Curated Text (Wikipedia Context)
it makes no lasting contributions to world cinema, but if two-
and-a-half hours of disposable entertainment are all you’re af-
ter, you could do far worse. “l.a. weekly’s david chute stated
the film was, ”a movie meal as satisfying as this one can make
you feel that nothing else matters.” jaspreet pandohar of the
bbc gave it a two-star rating, writing “by roping in acclaimed
action director alan amin to take care of the thrills and spills,
you’d expect gadhvi to have spent time crafting out a sophis-
ticated storyline instead of simply sending his cast on a cat-
and-mouse chase around the globe.

Reference Update
it’s only roshan’s charismatic performance as the criminal
mastermind, and the sizzling chemistry he shares with rai’s
sassy cohort, that rescues this adventure from becoming an
elongated tourism commercial.”

Generated Update
it’s only roshan’s finest performance as the criminal terror-
ist, and the sizzling chemistry he shares with rai’s sassy
anatomy, that attues this adventure from becoming an elon-
gated tourism commercial.”

Figure 3: Example of good quality generation, where
the system-generated update is close to the reference.

well as the reference update. As we can see in
examples 3 and 4, the CIG model misplaces the
date but correctly generates the remaining con-
tent. In examples 1 and 2, the CIG model appears
to successfully select the correct pronouns for co-
reference resolution, though it gets confused as to
when to use the pronoun or the named entity. Ex-
amples 5 and 6 represent failure cases due to miss-
ing words.

6 Related Work

The proposed content transfer task is clearly re-
lated to a long series of papers in summariza-
tion, including recent work with neural tech-
niques (Rush et al., 2015; Nallapati et al., 2016).
In particular, one recent paper casts the the task of
generating an entire Wikipedia article as a multi-
document summarization problem (Liu et al.,
2018). Their best-performing configuration was
a two-stage extractive-abstractive framework; a
multi-stage approach helped circumvent the diffi-

Document (News Article)
anne kirkbride, who portrayed bespectacled, gravelly-voiced
deirdre barlow in coronation street for more that four decades,
has died. the 60-year-old, whose first appearance in the soap
opera was in 1972, died in a manchester hospital after a short
illness.... kirkbride had left the soap opera after she was di-
agnosed with non-hodgkin’s lymphoma in 1993 but returned
some months later after treatment and spoke candidly about
how she had struggled with depression following the diagno-
sis...

Curated Text (Wikipedia Context)
in 1993, kirkbride was diagnosis with non-hodgkin’s lym-
phoma. she spoke to the british press about her bout of de-
pression following the diagnosis. she was cured within a year
of being diagnosed.

Reference Update
anne kirkbride died of breast cancer in a manchester hospital
on 19 january 2015, aged 60.

Generated Update
she was diagnosed with non-hodgkin’s lymphoma.

Figure 4: Example of lower-quality output: the gen-
erated update unnecessarily restates information yet
misses the most salient detail from the document.

culties of purely abstractive methods given quite
large input token sequences.

Looking beyond the clear task similarity of au-
thoring Wikipedia style content, there are several
crucial differences in our approach. First, the
goal of that paper is to author the whole page,
starting from nothing more than a set of primary
sources, such as news articles. In practice, how-
ever, Wikipedia articles often contain information
outside these primary sources, including common
sense knowledge, framing statements to set the ar-
ticle in context, and inferences made from those
primary sources. Our task restricts the focus to
content where a human editor explicitly decided
to cite some external source. Hence, it is much
more likely that the resulting summary can be de-
rived from the external source content. Further-
more, we focus on the act of adding information
to existing articles, rather than writing a complete
article without any context. These two scenarios
are clearly useful yet complementary: sometimes
people want to produce a new reference text where
nothing existed before; in other cases the goal is to
maintain and update an existing reference.

Another closely related task is update summa-
rization (Dang and Owczarzak, 2008), where sys-
tems attempt to provide a brief summary of the
novel information in a new article assuming the
user has read a known set of prior documents.
Our focus on curating an authoritative resource
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Reference Update Generated Update

1. rob brydon, the comedian was born in baglan. he was born in baglan.
2. in may 2014 he was diagnosed with prostate cancer. st. clair was diagnosed with prostate cancer.
3. on april 3, 2014, manning signed a one-year deal with the

cincinnati bengals.
on march 9, 2014, manning signed a one-year contract with
the cincinnati bengals.

4. on oct 10, 2013, barrett signed with the memphis grizzlies. on feb 9, 2013, barrett signed with the memphis grizzlies.
5. some people think elvis is still alive, but most of us think

he’s dead and gone.”
some people think elvis, but most of us think he’s dead and
gone.”

6. it’s always the goal of the foreign-language film award exec-
utive committee to be as inclusive as possible.”

it’s always the goal of the foreign- entry film award executive
to be as possible.”

Table 5: Example generations from the CIG system, paired with the human generated updates.

is a substantial difference. Also our datasets are
substantially larger, enabling generative models to
be used in this space, where prior update sum-
marization techniques have been primarily extrac-
tive (Fisher and Roark, 2008; Li et al., 2015).

For any generation task, it is important to ad-
dress both the content (‘what’ is being said) as
well its style (‘how’ it is being said). Recently, a
great deal of research has focused on the ‘how’ (Li
et al., 2018; Shen et al., 2017), including efforts
to collect a parallel dataset that differs in polite-
ness (Rao and Tetreault, 2018), to control author
characteristics in the generated sentences (Prabhu-
moye et al., 2018), to control the perceived person-
ality traits of dialog responses (Zhang et al., 2018).
We believe this research thread is complementary
to our efforts on generating the ‘what’.

Another form of content transfer bridges across
modalities: text generation given schematized or
semi-structured information. Recent research has
addressed neural natural language generation tech-
niques given a range of structured sources: se-
lecting relevant database records and generating
natural language descriptions of them (Mei et al.,
2016), selecting and describing slot-value pairs
for task-specific dialog response generation (Wen
et al., 2015), and even generating Wikipedia biog-
raphy abstracts given Infobox information (Lebret
et al., 2016). Our task, while grounded in exter-
nal content, is different in that it leverages linguis-
tic grounding as well as prior text context when
generating text. This challenging setting enables
a huge range of grounded generation tasks: there
are vast amounts of unstructured textual data.

7 Conclusions

This article highlights the importance of the task
of content transfer: generation guided by an ex-
isting curated text to set context and tone, and
grounded in a new source providing useful in-

formation. We demonstrate how multiple mod-
els can address this challenging problem on a
novel dataset derived from Wikipedia and Com-
mon Crawl. This dataset is released to the com-
munity along with scripts and models.10 We find
this setting particularly promising given the op-
portunity for human interaction: in contrast to ap-
proaches that do not rely on human-generated con-
text, we establish a collaboration between user and
computer. Each newly suggested sentence can be
rejected, accepted, or edited before inclusion, and
the edits can provide more training data.

We believe there are many natural extensions to
this work. The models described here are mostly
extensions of existing approaches; approaches tar-
geting novelty detection, focus, and document
structure could lead to substantial improvements.
We could apply models in series to incorporate
changes for a set of documents. Future work could
also explore changes that modify existing content
rather than simply appending.
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Abstract

Reading strategies have been shown to im-
prove comprehension levels, especially for
readers lacking adequate prior knowledge.
Just as the process of knowledge accumu-
lation is time-consuming for human readers,
it is resource-demanding to impart rich gen-
eral domain knowledge into a deep language
model via pre-training. Inspired by reading
strategies identified in cognitive science, and
given limited computational resources – just
a pre-trained model and a fixed number of
training instances – we propose three gen-
eral strategies aimed to improve non-extractive
machine reading comprehension (MRC): (i)
BACK AND FORTH READING that consid-
ers both the original and reverse order of an
input sequence, (ii) HIGHLIGHTING, which
adds a trainable embedding to the text embed-
ding of tokens that are relevant to the ques-
tion and candidate answers, and (iii) SELF-
ASSESSMENT that generates practice ques-
tions and candidate answers directly from the
text in an unsupervised manner.

By fine-tuning a pre-trained language
model (Radford et al., 2018) with our pro-
posed strategies on the largest general domain
multiple-choice MRC dataset RACE, we
obtain a 5.8% absolute increase in accuracy
over the previous best result achieved by the
same pre-trained model fine-tuned on RACE
without the use of strategies. We further
fine-tune the resulting model on a target MRC
task, leading to an absolute improvement of
6.2% in average accuracy over previous state-
of-the-art approaches on six representative
non-extractive MRC datasets from different
domains (i.e., ARC, OpenBookQA, MCTest,
SemEval-2018 Task 11, ROCStories, and
MultiRC). These results demonstrate the
effectiveness of our proposed strategies and
the versatility and general applicability of
∗This work was done when K. S. was an intern at the

Tencent AI Lab, Bellevue, WA.

our fine-tuned models that incorporate these
strategies. Core code is available at https:
//github.com/nlpdata/strategy/.

1 Introduction

Recent years have seen a growing interest in ma-
chine reading comprehension (MRC) (Rajpurkar
et al., 2016; Choi et al., 2018; Kočiskỳ et al., 2018;
Reddy et al., 2018). In this paper, we mainly fo-
cus on non-extractive MRC (Khashabi et al., 2018;
Ostermann et al., 2018; Clark et al., 2018), in
which a significant percentage of candidate an-
swers are not restricted to text spans from the ref-
erence document or corpus. In comparison to ex-
tractive MRC tasks (Section 2.1), non-extractive
MRC (Section 2.2) requires diverse reading skills
and, as a result, the performance of machine read-
ers on these tasks more accurately indicates the
comprehension ability of machine readers in re-
alistic settings such as exams (Lai et al., 2017).

Recently, significant progress has been achieved
on many natural language processing tasks includ-
ing MRC by fine-tuning a pre-trained general-
purpose language model (Radford et al., 2018; De-
vlin et al., 2018). However, similar to the process
of knowledge accumulation for human readers, it
is time-consuming and resource-demanding to im-
part massive amounts of general domain knowl-
edge from external corpora into a deep language
model via pre-training. For example, it takes a
month to pre-train a 12-layer transformer on eight
P100 GPUs over the BooksCorpus (Zhu et al.,
2015; Radford et al., 2018); Devlin et al. (2018)
pre-train a 24-layer transformer using 64 TPUs
for four days on the BooksCorpus plus English
Wikipedia, a feat not easily reproducible consid-
ering the tremendous computational resources (≈
one year to train on eight P100 GPUs).

From a practical viewpoint, given a limited
number of training instances and a pre-trained
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model, can we improve machine reading com-
prehension during fine-tuning instead of impart-
ing more prior knowledge into a model via ex-
pensive pre-training? Inspired by reading strate-
gies identified in cognitive science research that
have been shown effective in improving compre-
hension levels of human readers, especially those
who lack adequate prior knowledge of the topic of
the text (Mokhtari and Sheorey, 2002; Mokhtari
and Reichard, 2002; McNamara et al., 2004), we
propose three corresponding domain-independent
strategies to improve MRC based on an existing
pre-trained transformer (Section 3.1):

• BACK AND FORTH READING (“I go back
and forth in the text to find relationships
among ideas in it.”):
consider both the original and reverse order
of an input sequence (Section 3.2)
• HIGHLIGHTING (“I highlight information in

the text to help me remember it.”):
add a trainable embedding to the text embed-
ding of those tokens deemed relevant to the
question and candidate answers (Section 3.3)
• SELF-ASSESSMENT (“I ask myself questions

I would like to have answered in the text, and
then I check to see if my guesses about the
text are right or wrong.”):
generate practice questions and their associ-
ated span-based candidate answers from the
existing reference documents (Section 3.4)

By fine-tuning a pre-trained transformer (Rad-
ford et al., 2018) according to our proposed
strategies on the largest general domain multiple-
choice MRC dataset RACE (Lai et al., 2017)
collected from language exams, we obtain a
5.8% absolute improvement in accuracy over the
previous best result achieved by the same pre-
trained transformer fine-tuned on RACE with-
out the use of strategies (Section 4.2). We fur-
ther fine-tune the resulting model on a target
MRC task. Experiments show that our method
achieves new state-of-the-art results on six repre-
sentative non-extractive MRC datasets that require
a range of reading skills such as commonsense
and multi-sentence reasoning (i.e., ARC (Clark
et al., 2016, 2018), OpenBookQA (Mihaylov
et al., 2018), MCTest (Richardson et al., 2013),
SemEval-2018 Task 11 (Yang et al., 2017), ROC-
Stories (Mostafazadeh et al., 2016), and Mul-
tiRC (Khashabi et al., 2018)) (Section 4.4). These
results indicate the effectiveness of our proposed

strategies and the versatility and generality of our
fine-tuned models that incorporate the strategies.

2 Task Introduction

We roughly categorize machine reading compre-
hension tasks into two groups: extractive (Sec-
tion 2.1) and non-extractive (Section 2.2) based on
the expected answer types.

2.1 Extractive MRC

Recently large-scale extractive MRC datasets have
been constructed (Hermann et al., 2015; Hill et al.,
2016; Onishi et al., 2016; Chen and Choi, 2016;
Mostafazadeh et al., 2016; Bajgar et al., 2016;
Nguyen et al., 2016; Joshi et al., 2017; Ma et al.,
2018), such as SQuAD (Rajpurkar et al., 2016)
and NewsQA (Trischler et al., 2017). Given a ref-
erence document and a question, the expected an-
swer is a short span from the document. In con-
trast, answers in datasets such as SearchQA (Dunn
et al., 2017) and NarrativeQA (Kočiskỳ et al.,
2018) are free-form human generated texts based
on given documents (Nguyen et al., 2016; Reddy
et al., 2018; Choi et al., 2018). However, since
annotators tend to directly copy spans as answers,
the majority of answers are still extractive (Reddy
et al., 2018; Kočiskỳ et al., 2018).

2.2 Non-Extractive MRC

In this section, we primarily discuss multiple-
choice MRC datasets, in which answer options
are not restricted to extractive text spans. Given
a question and a reference document/corpus,
multiple answer options are provided, and at
least one of them is correct. It involves ex-
tensive human efforts to build such a dataset
(e.g., MCTest (Richardson et al., 2013), SemEval-
2018 Task 11 (Ostermann et al., 2018), Mul-
tiRC (Khashabi et al., 2018), and Open-
BookQA (Mihaylov et al., 2018)) by crowdsourc-
ing. Besides crowdsourcing, datasets such as
RACE (Lai et al., 2017) and ARC (Clark et al.,
2018) are collected from language or science ex-
ams designed by educational experts (Penas et al.,
2014; Shibuki et al., 2014; Tseng et al., 2016) to
evaluate the comprehension level of human partic-
ipants. Compared to questions in extractive MRC
tasks, besides surface matching, there are vari-
ous types of complicated questions such as math
word problems, summarization, logical reasoning,
and sentiment analysis, requiring advanced read-
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RACE ARC OpenBookQA MCTest SemEval-2018 Task 11 ROCStories MultiRC

construction method exams exams crowd. crowd. crowd. crowd. crowd.
sources of documents general science science stories narrative text stories mixed-domain
average # of answer options 4.0 4.0 4.0 4.0 2.0 2.0 5.4
# of documents 27,933 14M† 1,326† 660 2,119 3,742 871
# of questions 97,687 7,787 5,957 2,640 13,939 – 9,872

non-extractive answer? (%) 87.0 43.3 83.8 45.3 89.9 100.0 82.1

Table 1: Statistics of multiple-choice machine reading comprehension datasets. Some values come from Reddy
et al. (2018), Kočiskỳ et al. (2018), and Lai et al. (2017) (crowd.: crowdsourcing; †: regarding each sentence/claim
as a document (Clark et al., 2018); ?: correct answer options that are not text snippets from reference documents).

ing skills and prior world knowledge. Besides, in
most cases, we can adopt an objective evaluation
criteria such as accuracy to evaluate system per-
formance (Clark et al., 2016; Lai et al., 2017). As
these kind of datasets are relatively difficult to con-
struct or collect, most existing datasets are small
in size, which hinders the development of state-
of-the-art deep neural models.

In response, in this paper we investigate how to
make use of limited resources to improve MRC,
using seven representative multiple-choice MRC
datasets as case studies. As shown in Table 1,
the majority of the correct answer options in most
of the datasets (except for ARC and MCTest) are
non-extractive. Except for MultiRC, there is ex-
actly one correct answer option for each question.
For ARC and OpenBookQA, a reference corpus
is provided instead of a single reference document
associated with each question.

Here we give a formal task definition. Given
a reference document d, a question q, and asso-
ciated answer options {o1, o2, . . . , om}, the goal
is to select the correct answer option(s). We can
easily adapt our method to an MRC task that only
provides a reference corpus (Section 4.4).

3 Approach

We first introduce a neural reader based on a pre-
trained transformer (Section 3.1) and then elabo-
rate on the strategies that are applied during the
fine-tuning stage — back and forth reading (Sec-
tion 3.2), highlighting (Section 3.3), and self-
assessment (Section 3.4).

3.1 Framework Overview

Our neural reader follows the framework of dis-
criminatively fine-tuning a generative pre-trained
transformer (GPT) (Radford et al., 2018). It adapts
a pre-trained multi-layer transformer (Vaswani
et al., 2017; Liu et al., 2018) language model to a
labeled dataset C, where each instance consists of

a sequence of input tokens x1, . . . , xn, along with
a label y, by maximizing:

∑

x,y

logP (y |x1, . . . , xn) + λ · L(C) (1)

where L is the likelihood from the language
model, λ is the weight of language model, and
P (y |x1, . . . , xn) is obtained by a linear classifi-
cation layer over the final transformer block’s acti-
vation of the language model. For multiple-choice
MRC tasks, x1, . . . , xn come from the concatena-
tion of a start token, a reference document, a ques-
tion, a delimiter token, an answer option, and an
end token; y indicates the correctness of an answer
option. We refer readers to Radford et al. (2018)
for more details.

Apart from placing a delimiter to separate the
answer option from the document and question,
the original framework pays little attention to task-
specific structures in MRC tasks. Inspired by read-
ing strategies, with limited resources and a pre-
trained transformer, we propose three strategies
to improve machine reading comprehension. We
show the whole framework in Figure 1.

3.2 Back and Forth Reading (BF)

For simplicity, we represent the original input se-
quence of GPT during fine-tuning (Radford et al.,
2018) as [dq $ o], where [, $, and ] represent the
start token, delimiter token, and end token, respec-
tively. Inspired by back and forth reading, we con-
sider both the original order and the reverse order
[o $ qd]. The token order within d, q, and o is still
preserved. We fine-tune two GPTs that use [dq $ o]
and [o $ qd] as the input sequence respectively, and
then we ensemble the two models. We also con-
sider other similar pairs of input sequences such
as [qd $ o] and [o $ dq] in the experiments (Sec-
tion 4.3).
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Figure 1: Framework Overview. Strategy 1, 2, and 3 refer to back and forth reading (BF) (Section 3.2), highlighting
(HL) (Section 3.3), and self-assessment (SA) (Section 3.4), respectively.

3.3 Highlighting (HL)

In the original implementation (Radford et al.,
2018), during the fine-tuning stage of GPT, the text
embedding of a document is independent of its as-
sociated questions and answer options. Inspired
by highlights used in human reading, we aim to
make the document encoding aware of the associ-
ated question-answer option pair (q, oi). We fo-
cus on the content words in questions and answer
options since they appear to provide more useful
information (Mirza and Bernardi, 2013), and we
identify them via their part of speech (POS) tags,
one of: noun, verb, adjective, adverb, numeral, or
foreign word.

Formally, we let T be the set of POS tags of
the content words. We let d denote the sequence
of the text embedding of document d. We use dj

to represent the jth token in d and dj to denote
the text embedding of dj . Given d and a (q, oi)
pair, we define a highlight embedding hj

i for the
jth token in d as:

hj
i =





`+ if the POS tag of dj belongs to T ,
and dj appears in either q or oi

`− otherwise
(2)

where `+ and `− are two trainable vectors of the
same dimension as dj .

Following the above definition, the sequence of
the highlight embedding hi = h1

i ,h
2
i , . . . ,h

n
i

is of the same length as d. We replace d with
di = d + hi when we encode a document. More
specifically, we use the concatenation of b, di, q,
l, oi, and e as the new input of GPT during fine-
tuning (Section 3.1), where b, l, and e denote the
embedding of the start token, delimiter token, and
end token, respectively, and q and oi represent the
sequence of the text embedding of q and oi, re-
spectively.

3.4 Self-Assessment (SA)

While in previous work (Radford et al., 2018), the
original GPT is directly fine-tuned on an MRC end
task, we instead develop a fine-tuning approach in-
spired by the self-assessment reading strategy. In
particular, we propose a simple method to gener-
ate questions and their associated multiple span-
based answer options, which cover the content of
multiple sentences from a reference document. By
first fine-tuning a pre-trained model on these prac-
tice instances, we aim to render the resulting fine-
tuned model more aware of the input structure and
to integrate information across multiple sentences
as may be required to answer a given question.

Concretely, we randomly generate no more than
nq questions and associated answer options based
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on each document from the end task (i.e., RACE
in this paper). We describe the steps as follows.

• Input: a reference document from the end
task.
• Output: a question and four answer options

associated with the reference document.
1. Randomly pick no more than ns sentences

from the document and concatenate these
sentences together.

2. Randomly pick no more than nc non-
overlapping spans from the concatenated sen-
tences. Each span randomly contains no
more than nt tokens within a single sentence.
We concatenate the selected spans to form the
correct answer option. We remove the se-
lected spans from the concatenated sentences
and use the remaining text as the question.

3. Generate three distractors (i.e., wrong answer
options) by randomly replacing spans in the
correct answer option with randomly picked
spans from the document.

where nq, ns, nc, and nt are used to control the
number and difficulty level of the questions.

4 Experiment

4.1 Experiment Settings

For most of the hyperparameters, we follow the
work of Radford et al. (2018). We use the same
preprocessing procedure and the released pre-
trained transformer. We generate 119k instances
based on the reference documents from the train-
ing and development set of RACE (Lai et al.,
2017), with nq = 10, ns = 3, nc = 4, and nt = 4
(Section 3.4). We first fine-tune the original pre-
trained model on these automatically generated in-
stances with 1 training epoch (data flow 1 boxed
in Figure 1). We then fine-tune the model on a
large-scale general domain MRC dataset RACE
with 5 training epochs (data flow 2 boxed in Fig-
ure 1). Finally, we fine-tune the resulting model
on one of the aforementioned six out-of-domain
MRC datasets (at max 10 epochs). See data flow 3
boxed in Figure 1. When we fine-tune the model
on different datasets, we set the batch size to 8,
language model weight λ to 2. We ensemble mod-
els by averaging logits after the linear layer. For
strategy highlighting (Section 3.3), the content-
word POS tagset T = {NN, NNP, NNPS, NNS,
VB, VBD, VBG, VBN, VBP, VBZ, JJ, JJR, JJS,

RB, RBR, RBS, CD, FW}, and we randomly ini-
tialize `+ and `−.

Approach # RACE-M|RACE-H|RACE

MMN (Tang et al., 2019) 9 64.7 | 55.5 | 58.2
GPT (Radford et al., 2018) 1 62.9 | 57.4 | 59.0
Human performance (Lai et al., 2017) 1 85.1 | 69.4 | 73.3

GPT?
1 60.9 | 57.8 | 58.7
2 62.6 | 58.4 | 59.6
9 63.5 | 59.3 | 60.6

GPT?

+
Strategies

SA 1 63.2 | 59.2 | 60.4
HL 1 67.4 | 61.5 | 63.2
BF 2 67.3 | 60.7 | 62.6
SA + HL 1 69.2 | 61.5 | 63.8
SA + HL + BF 2 70.9 | 63.2 | 65.4
SA + HL + BF 9 72.0 | 64.5 | 66.7

Table 2: Accuracy (%) on the test set of RACE (#:
number of (ensemble) models; SA: Self-Assessment;
HL: Highlighting; BF: Back and Forth Reading; ?: our
implementation).

4.2 Evaluation on RACE

In Table 2, we first report the accuracy of the
state-of-the-art models (MMN and original fine-
tuned GPT) and Amazon Turkers (Human perfor-
mance). We then report the performance of our
implemented fine-tuned GPT baselines and our
models (GPT+Strategies). Results are shown on
the RACE dataset (Lai et al., 2017) and its two
subtasks: RACE-M collected from middle school
exams and RACE-H collected from high school
exams.

Our single and ensemble models outperform
previous state-of-the-art (i.e., GPT and GPT (9×))
by a large margin (63.8% vs. 59.0%; 66.7%
vs. 60.6%). The two single-model strategies –
self-assessment and highlighting – improve over
the single-model fine-tuned GPT baseline (58.7%)
by 1.7% and 4.5%, respectively. Using the back
and forth reading strategy, which involves two
models, gives a 3.0% improvement in accuracy
compared to the ensemble of two original fine-
tuned GPTs (59.6%). Strategy combination fur-
ther boosts the performance. By combining self-
assessment and highlighting, our single model
achieves a 5.1% improvement in accuracy over the
fine-tuned GPT baseline (63.8% vs. 58.7%). We
apply all the strategies by ensembling two such
single models that read an input sequence in either
the original or the reverse order, leading to a 5.8%
improvement in accuracy over the ensemble of
two original fine-tuned GPTs (65.4% vs. 59.6%).

To further analyze performance, we roughly di-
vide the question types into five categories: de-
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tail (facts and details), inference (reasoning abil-
ity), main (main idea or purpose of a docu-
ment), attitude (author’s attitude toward a topic
or tone/source of a document), and vocabulary
(vocabulary questions) (Qian and Schedl, 2004;
Lai et al., 2017) and annotate all the instances of
the RACE development set. As shown in Fig-
ure 2, compared to the fine-tuned GPT baseline,
our single-model strategies (SA and HL) consis-
tently improve the results across all categories.
Compared to other strategies, highlighting is likely
to lead to bigger gains for most question types.

detail inference main attitude vocabulary
50

60

70

80
 GPT
 SA
 HL
 BF

Figure 2: Performance on different question types.

Compared to human performance, there is still
a considerable room for improvements, especially
on RACE-M. We take a close look at the instances
from the RACE-M development set that all our
implementations fail to answer correctly. We no-
tice that 82.0% of them require one or multiple
types of world knowledge (e.g., negation resolu-
tion, commonsense, paraphrase, and mathemat-
ical/logic knowledge (Sugawara et al., 2017b,a,
2018)), especially when correct answer options
are not explicitly mentioned in the reference doc-
ument. For example, we need the knowledge —
the type of thing that is written by a writer can
probably be a book — to answer the question “fol-
low your heart is a ” from the context “Follow
your heart by Andrew Matthews, an Australian
writer, tells us that making our dreams real is life’s
biggest challenge”. Besides, 19.7% of these failed
instances require coreference resolution. It might
be promising to leverage coreference resolvers to
connect nonadjacent relevant sentences.

4.3 Further Discussions on Strategies

Besides the strategies introduced in Section 3, we
also explore other reading strategies such as SUM-
MARIZATION (“I take an overall view of the text
to see what it is about before carefully reading
it.”) by appending an extractive summary (Boudin
et al., 2015) before each reference document,
which is shown less effective for machine read-
ing comprehension in our experiments compared
to the strategies we focus on. In this section, we
further discuss the three strategies.

Back and Forth Reading We notice that the in-
put order difference between two ensemble mod-
els is likely to yield performance gains. Besides
ensembling two models that use input sequence
[dq $ o] and [o $ qd] respectively, we also inves-
tigate other reverse or almost reverse pairs. For
example, we can achieve better results by ensem-
bling [qd $ o] and [o $ dq] (61.0%) or [qd $ o] and
[o $ qd] (61.7%), compared to the ensemble of
two original fine-tuned GPTs (both of them use
[d $ qo]) on the RACE dataset (59.6% in Table 2).

Highlighting We try two variants to define
highlight embeddings (Equation 2 in Section 3.3)
by considering the content of questions only or
answer options only. Experiments show that us-
ing partial information yields a decrease in accu-
racy (60.6% and 61.0%, respectively) compared to
63.2% (Table 2), achieved by considering the con-
tent words in a question and its answer options.
We attempt to also highlight the coreferential men-
tions of the content words, which does not lead to
further gains, though.

Self-Assessment We explore alternative ap-
proaches to generate questions. For example,
we use the Wikipedia articles from SQuAD (Ra-
jpurkar et al., 2016) instead of the general domain
documents from the end task RACE. We gener-
ate the same number of questions as the number
of questions we generate using RACE following
the same steps mentioned in Section 3.4. Exper-
iments show that this method also improves the
accuracy of the fine-tuned GPT baseline (59.7%
vs. 58.7%). As self-assessment can be somehow
regarded as a data augmentation method, we in-
vestigate other unsupervised question generation
methods such as sentence shuffling and paraphras-
ing via back-translation (Ding and Zhou, 2018; Yu
et al., 2018). Our experiments demonstrate that
neither of them results in performance improve-
ments on the RACE dataset.
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Task Metric Previous STOA GPT GPT (2×) GPT+Strategies GPT+Strategies (2×)

ARC-Easy Acc. Clark et al. (2018) 62.6 57.0 57.1 66.6 68.9
ARC-Challenge Acc. Ni et al. (2018) 36.6 38.2 38.4 40.7 42.3
OpenBookQA Acc. Mihaylov et al. (2018) 50.2 52.0 52.8 55.2 55.8
MCTest-MC160 Acc. Chung et al. (2018) 76.4 65.4 65.8 80.0 81.7
MCTest-MC500 Acc. Chung et al. (2018) 72.3 61.5 61.0 78.7 82.0
SemEval Acc. Chen et al. (2018) 84.1 88.0 88.6 88.8 89.5
ROCStories Acc. Radford et al. (2018) 86.5 87.1 87.5 88.0 88.3

MultiRC
F1m Khashabi et al. (2018) 66.5 69.3 70.3 71.5 73.1
F1a Khashabi et al. (2018) 63.2 67.2 67.7 69.2 70.5
Acc.† Khashabi et al. (2018) 11.8 15.2 16.5 22.6 21.8

Average Acc. 60.1 58.1 58.5 65.1 66.3

Table 3: Performance (%) on the test sets of ARC, OpenBookQA, MCTest, SemEval-2018 Task 11, and ROCSto-
ries and the development set of MultiRC (Acc.: Accuracy; F1m: macro-average F1; F1a: micro-average F1; †:
using the joint exact match accuracy (i.e., EM0 reported by the official evaluation (Khashabi et al., 2018))). RACE
is used as the source task for all our implementations.

Approach ARC OpenBookQA MCTest SemEval ROCStories MultiRC Average
Easy | Challenge - MC160 |MC500 - - - -

Acc. Acc. Acc. Acc. Acc. F1m | F1a | Acc.† Acc.

GPT 54.0 | 30.3 50.0 58.8 | 52.0 87.3 86.7 69.3 | 66.2 | 11.9 53.9
GPT (2×) 53.9 | 30.7 50.0 60.0 | 54.0 88.0 87.0 69.3 | 66.5 | 13.1 54.6
GPT+Strategies 61.9 | 35.0 54.2 67.5 | 64.7 87.6 87.4 68.8 | 67.4 | 16.2 59.3
GPT+Strategies (2×) 63.1 | 35.4 55.0 70.8 | 64.8 88.1 88.1 69.7 | 67.9 | 16.9 60.3

Table 4: Performance (%) on the test sets of ARC, OpenBookQA, MCTest, SemEval-2018 Task 11, and ROC-
Stories and the development set of MultiRC using the target data only (i.e., without the data flow 1 and 2 boxed
in Figure 1) (Acc.: Accuracy; F1m: macro-average F1; F1a: micro-average F1; †: using the joint exact match
accuracy (i.e., EM0 reported by the official evaluation (Khashabi et al., 2018))).

4.4 Adaptation to Other Non-Extractive
Machine Reading Comprehension Tasks

We follow the philosophy of transferring the
knowledge from a high-performing model pre-
trained on a large-scale supervised data of a source
task to a target task, in which only a small amount
of training data is available (Chung et al., 2018).
RACE has been used to pre-train a model for
other MRC tasks as it contains the largest num-
ber of general domain non-extractive questions
(Table 1) (Ostermann et al., 2018; Wang et al.,
2018a). In our experiment, we also treat RACE
as the source task and regard six representa-
tive non-extractive multiple-choice MRC datasets
from multiple domains as the target tasks.

We require some task-specific modifications
considering the different structures of these
datasets. In ARC and OpenBookQA, there is no
reference document associated with each ques-
tion. Instead, a reference corpus is provided,
which consists of unordered science-related sen-
tences relevant to questions. We therefore first use
Lucene (McCandless et al., 2010) to retrieve the
top 50 sentences by using the non-stop words in a
question and one of its answer options as a query.
The retrieved sentences are used to form the ref-
erence document for each answer option. In Mul-

tiRC, a question could have more than one correct
answer option. Therefore, we use a sigmoid func-
tion instead of softmax at the final layer (Figure 1)
and regard the task as a binary (i.e., correct or
incorrect) classification problem over each (docu-
ment, question, answer option) instance. When we
adapt our method to the non-conventional MRC
dataset ROCStories, which aims at choosing the
correct ending to a four-sentence incomplete story
from two answer options (Mostafazadeh et al.,
2016), we leave the question context empty as no
explicit questions are provided. Since the test set
of MultiRC is not publicly available, we report the
performance of the model that achieves the highest
micro-average F1 (F1a) on the development set.
For other tasks, we select the model that achieves
the highest accuracy on the development set and
report the accuracy on the test set.

We first fine-tune GPT using our proposed three
strategies on RACE and further fine-tune the re-
sulting model on one of the six target tasks (see
Table 3). During the latter fine-tuning stage, be-
sides the highlighting embeddings inherited from
the previous fine-tuning stage, we also apply the
strategy back and forth reading, and we do not
consider self-assessment since the model has al-
ready benefited from the high-quality RACE in-
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stances during the first fine-tuning stage. We com-
pare with the baselines that are first fine-tuned
on RACE and then fine-tuned on a target task
without the use of strategies, which already out-
perform previous state-of-the-art (SOTA) on four
out of six datasets (OpenBookQA, SemEval-2018
Task 11, ROCStories, and MultiRC). By using the
strategies, we obtain a 7.8% absolute improve-
ment in average accuracy over the ensemble base-
line (58.5%) and a 6.2% absolute improvement
over previous SOTA (60.1%).

To further investigate the contribution of the
strategies, we directly fine-tune GPT on a target
task without using the labeled data in RACE (i.e.,
we only keep data flow 3 in Figure 1). Compared
to the baseline that is fine-tuned without using
strategies (54.6%), we obtain a 10.4% relative im-
provement in average accuracy (60.3%) and espe-
cially large improvements on datasets ARC, Open-
BookQA, and MCTest (Table 4).

5 Related Work

5.1 Methods for Multiple-Choice Machine
Reading Comprehension

We primarily discuss methods applied to large-
scale datasets such as RACE (Lai et al., 2017).
Researchers develop a variety of methods with at-
tention mechanisms (Chen et al., 2016; Dhingra
et al., 2017; Xu et al., 2018; Tay et al., 2018; Tang
et al., 2019) for improvement such as adding an
elimination module (Parikh et al., 2018) or ap-
plying hierarchical attention strategies (Zhu et al.,
2018; Wang et al., 2018b). These methods seldom
take the rich external knowledge (other than pre-
trained word embeddings) into considerations. In-
stead, we investigate different strategies based on
an existing pre-trained transformer (Radford et al.,
2018) (Section 3.1), which leverages rich linguis-
tic knowledge from external corpora and achieves
state-of-the-art performance on a wide range of
natural language processing tasks including ma-
chine reading comprehension.

5.2 Transfer Learning for Machine Reading
Comprehension and Question Answering

Transfer learning techniques have been success-
fully applied to machine reading comprehen-
sion (Golub et al., 2017; Chung et al., 2018) and
question answering (Min et al., 2017; Wiese et al.,
2017). Compared to previous work, we simply
fine-tune our model on the source data and then

further fine-tune the entire model on the target
data. The investigation of methods such as adding
additional parameters or an L2 loss and fine-tuning
only part of the parameters is beyond the scope of
this work.

5.3 Data Augmentation for Machine Reading
Comprehension Without Using External
Datasets

Previous methods augment the training data for
extractive machine reading comprehension and
question answering by randomly reordering words
or shuffling sentences (Ding and Zhou, 2018; Li
and Zhou, 2018) or generating questions through
paraphrasing (Yang et al., 2017; Yuan et al., 2017),
which require a large amount of training data or
limited by the number of training instances (Yu
et al., 2018). In comparison, our problem (i.e.,
question and answer options) generation method
does not rely on any existing questions in the train-
ing set, and the generated questions can involve
the content of multiple sentences in a reference
document.

6 Conclusions

Inspired by previous research on reading strate-
gies for improved comprehension levels of human
readers, we propose three strategies (i.e., back and
forth reading, highlighting, and self-assessment),
aiming at improving machine reading comprehen-
sion using limited resources: a pre-trained lan-
guage model and a limited number of training in-
stances. By applying the proposed three strategies,
we obtain a 5.8% absolute improvement in accu-
racy over the state-of-the-art performance on the
RACE dataset. By fine-tuning the resulting model
on a new target task, we achieve new state-of-
the-art results on six representative non-extractive
MRC datasets from multiple domains that re-
quire a diverse range of reading skills. These re-
sults consistently indicate the effectiveness of our
proposed strategies and the general applicability
of our fine-tuned model that incorporates these
strategies.
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Abstract
We propose a multi-task learning framework
to learn a joint Machine Reading Compre-
hension (MRC) model that can be applied to
a wide range of MRC tasks in different do-
mains. Inspired by recent ideas of data se-
lection in machine translation, we develop a
novel sample re-weighting scheme to assign
sample-specific weights to the loss. Empiri-
cal study shows that our approach can be ap-
plied to many existing MRC models. Com-
bined with contextual representations from
pre-trained language models (such as ELMo),
we achieve new state-of-the-art results on a
set of MRC benchmark datasets. We re-
lease our code at https://github.com/
xycforgithub/MultiTask-MRC.

1 Introduction

Machine Reading Comprehension (MRC) has
gained growing interest in the research commu-
nity (Rajpurkar et al., 2016; Yu et al., 2018). In an
MRC task, the machine reads a text passage and
a question, and generates (or selects) an answer
based on the passage. This requires the machine
to possess strong comprehension, inference and
reasoning capabilities. Over the past few years,
there has been much progress in building end-to-
end neural network models (Seo et al., 2016) for
MRC. However, most public MRC datasets (e.g.,
SQuAD, MS MARCO, TriviaQA) are typically
small (less than 100K) compared to the model size
(such as SAN (Liu et al., 2018c,b) with around
10M parameters). To prevent over-fitting, recently
there have been some studies on using pre-trained
word embeddings (Pennington et al., 2014) and
contextual embeddings in the MRC model train-
ing, as well as back-translation approaches (Yu
et al., 2018) for data augmentation.

∗Most of this work was performed when the author was
interning at Microsoft.

Multi-task learning (Caruana, 1997) is a widely
studied area in machine learning, aiming at bet-
ter model generalization by combining training
datasets from multiple tasks. In this work, we
explore a multi-task learning (MTL) framework
to enable the training of one universal model
across different MRC tasks for better generaliza-
tion. Intuitively, this multi-task MRC model can
be viewed as an implicit data augmentation tech-
nique, which can improve generalization on the
target task by leveraging training data from aux-
iliary tasks.

We observe that merely adding more tasks can-
not provide much improvement on the target task.
Thus, we propose two MTL training algorithms to
improve the performance. The first method sim-
ply adopts a sampling scheme, which randomly
selects training data from the auxiliary tasks con-
trolled by a ratio hyperparameter; The second al-
gorithm incorporates recent ideas of data selection
in machine translation (van der Wees et al., 2017).
It learns the sample weights from the auxiliary
tasks automatically through language models.

Prior to this work, many studies have used up-
stream datasets to augment the performance of
MRC models, including word embedding (Pen-
nington et al., 2014), language models (ELMo)
(Peters et al., 2018) and machine translation (Yu
et al., 2018). These methods aim to obtain a ro-
bust semantic encoding of both passages and ques-
tions. Our MTL method is orthogonal to these
methods: rather than enriching semantic embed-
ding with external knowledge, we leverage exist-
ing MRC datasets across different domains, which
help make the whole comprehension process more
robust and universal. Our experiments show that
MTL can bring further performance boost when
combined with contextual representations from
pre-trained language models, e.g., ELMo (Peters
et al., 2018).
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To the best of our knowledge, this is the first
work that systematically explores multi-task learn-
ing for MRC. In previous methods that use lan-
guage models and word embedding, the external
embedding/language models are pre-trained sepa-
rately and remain fixed during the training of the
MRC model. Our model, on the other hand, can
be trained with more flexibility on various MRC
tasks. MTL is also faster and easier to train than
embedding/LM methods: our approach requires
no pre-trained models, whereas back translation
and ELMo both rely on large models that would
need days to train on multiple GPUs (Jozefowicz
et al., 2016; Peters et al., 2018).

We validate our MTL framework with two
state-of-the-art models on four datasets from dif-
ferent domains. Experiments show that our meth-
ods lead to a significant performance gain over
single-task baselines on SQuAD (Rajpurkar et al.,
2016), NewsQA (Trischler et al., 2017) and Who-
Did-What (Onishi et al., 2016), while achieving
state-of-the-art performance on the latter two. For
example, on NewsQA (Trischler et al., 2017),
our model surpassed human performance by 13.4
(46.5 vs 59.9) and 3.2 (72.6 vs 69.4) absolute
points in terms of exact match and F1.

The contribution of this work is three-fold.
First, we apply multi-task learning to the MRC
task, which brings significant improvements over
single-task baselines. Second, the performance
gain from MTL can be easily combined with ex-
isting methods to obtain further performance gain.
Third, the proposed sampling and re-weighting
scheme can further improve the multi-task learn-
ing performance.

2 Related Work

Studies in machine reading comprehension mostly
focus on architecture design of neural networks,
such as bidirectional attention (Seo et al., 2016),
dynamic reasoning (Xu et al., 2017), and paral-
lelization (Yu et al., 2018). Some recent work
has explored transfer learning that leverages out-
domain data to learn MRC models when no train-
ing data is available for the target domain (Golub
et al., 2017). In this work, we explore multi-task
learning to make use of the data from other do-
mains, while we still have access to target domain
training data.

Multi-task learning (Caruana, 1997) has been
widely used in machine learning to improve gen-

eralization using data from multiple tasks. For nat-
ural language processing, MTL has been success-
fully applied to low-level parsing tasks (Collobert
et al., 2011), sequence-to-sequence learning (Lu-
ong et al., 2015), and web search (Liu et al., 2015).
More recently, (McCann et al., 2018) proposes to
cast all tasks from parsing to translation as a QA
problem and use a single network to solve all of
them. However, their results show that multi-task
learning hurts the performance of most tasks when
tackling them together. Differently, we focus on
applying MTL to the MRC task and show signifi-
cant improvement over single-task baselines.

Our sample re-weighting scheme bears some re-
semblance to previous MTL techniques that assign
weights to tasks (Kendall et al., 2018). However,
our method gives a more granular score for each
sample and provides better performance for multi-
task learning MRC.

3 Model Architecture

We call our model Multi-Task-SAN (MT-SAN),
which is a variation of SAN (Liu et al., 2018c)
model with two main differences: i) we add a
highway network layer after the embedding layer,
the encoding layer and the attention layer; ii) we
use exponential moving average (Seo et al., 2016)
during evaluation. The SAN architecture and our
modifications are briefly described below and in
Section 5.2, and detailed description can be found
in (Liu et al., 2018c).

3.1 Input Format

For most tasks we consider, our MRC model
takes a triplet (Q,P,A) as input, where Q =
(q1, ..., qm), P = (p1, ..., pn) are the word index
representations of a question and a passage, re-
spectively , and A = (abegin, aend) is the index of
the answer span. The goal is to predict A given
(Q,P ).

3.2 Lexicon Encoding Layer

We map the word indices of P and Q into
their 300-dim Glove vectors (Pennington et al.,
2014). We also use the following additional in-
formation for embedding words: i) 16-dim part-
of-speech (POS) tagging embedding; ii) 8-dim
named-entity-recognition (NER) embedding; iii)
3-dim exact match embedding: fexact match(pi) =
I(pi ∈ Q), where matching is determined based
on the original word, lower case, and lemma form,
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respectively; iv) Question enhanced passage word
embeddings: falign(pi) =

∑
j γi,jh(GloVe(qj)),

where

γi,j =
exp(h(GloVe(pj)),h(GloVe(qi)))∑
j′ exp(h(GloVe(pj′ )),h(GloVe(qi)))

(1)

is the similarity between word pj and qi, and g(·)
is a 300-dim single layer neural net with Recti-
fied Linear Unit (ReLU) g(x) = ReLU(W1x); v)
Passage-enhanced question word embeddings: the
same as iv) but computed in the reverse direction.
To reduce the dimension of the input to the next
layer, the 624-dim input vectors of passages and
questions are passed through a ReLu layer to re-
duce their dimensions to 125.

After the ReLU network, we pass the 125-dim
vectors through a highway network (Srivastava
et al., 2015), to adapt to the multi-task setting:
gi = sigmoid(W2p

t
i), p

t
i = ReLU(W3p

t
i) � gi +

gi � pti, where pti is the vector after ReLU trans-
formation. Intuitively, the highway network here
provides a neuron-wise weighting, which can po-
tentially handle the large variation in data intro-
duced by multiple datasets.

3.3 Contextual Encoding Layer

Both the passage and question encodings go
through a 2-layer Bidirectional Long-Short Term
Memory (BiLSTM, Hochreiter and Schmidhuber,
1997) network in this layer. We append a 600-dim
CoVe vector (McCann et al., 2017) to the output
of the lexicon encoding layer as input to the con-
textual encoders. For the experiments with ELMo,
we also append a 1024-dim ELMo vector. Similar
to the lexicon encoding layer, the outputs of both
layers are passed through a highway network for
multi-tasking. Then we concatenate the output of
the two layers to obtainHq ∈ R2d×m for the ques-
tion and Hp = R2d×n the passage, where d is the
dimension of the BiLSTM.

3.4 Memory/Cross Attention Layer

We fuse Hp and Hq through cross attention
and generate a working memory in this layer.
We adopt the attention function from (Vaswani
et al., 2017) and compute the attention matrix
as C = dropout

(
fattention(Ĥ

q, Ĥp)
)
∈ Rm×n.

We then use C to compute a question-aware pas-
sage representation as Up = concat(Hp, HqC).
Since a passage usually includes several hun-
dred tokens, we use the method of (Lin et al.,

2017) to apply self attention to the represen-
tations of passage to rearrange its informa-
tion: Ûp = Updropdiag(fattention(U

p, Up)), where
dropdiag means that we only drop diagonal el-
ements on the similarity matrix (i.e., attention
with itself). Then, we concatenate Up and
Ûp and pass them through a BiLSTM: M =
BiLSTM([Up]; Ûp]). Finally, output of the BiL-
STM (after concatenating two directions) goes
through a highway layer to produce the memory.

3.5 Answer Module
The base answer module is the same as SAN,
which computes a distribution over spans in
the passage. Firstly, we compute an initial
state s0 by self attention on Hq: s0 ←
Highway

(∑
j

exp(w4H
q
j )∑

j′ expw4H
q

j′
·Hq

j

)
. The final an-

swer is computed through T time steps. At step
t ∈ {1, ..., T − 1}, we compute the new state
using a Gated Recurrent Unit (GRU, Cho et al.,
2014) st = GRU(st−1, xt), where xt is com-
puted by attention between M and st−1: xt =∑

j βjMj , βj = softmax(st−1W5M). Then each
step produces a prediction of the start and end of
answer spans through a bilinear function: P begin

t =
softmax(stW6M), P end

t = softmax(stW7M).
The final prediction is the average of each time
step: P begin = 1

T

∑
t P

begin
t , P end = 1

T

∑
t P

end
t .

We randomly apply dropout on the step level in
each time step during training, as done in (Liu
et al., 2018c). During training, the objective is the
log-likelihood of the ground truth: l(Q,P,A) =
logP begin(abegin) + logP end(aend).

4 Multi-task Learning Algorithms

We describe our MTL training algorithms in this
section. We start with a very simple and straight-
forward algorithm that samples one task and one
mini-batch from that task at each iteration. To im-
prove the performance of MTL on a target dataset,
we propose two methods to re-weight samples ac-
cording to their importance. The first proposed
method directly lowers the probability of sam-
pling from a particular auxiliary task; however,
this probability has to be chosen using grid search.
We then propose another method that avoids such
search by using a language model.

Suppose we haveK different tasks, the simplest
version of our MTL training procedure is shown
in Algorithm 1. In each epoch, we take all the
mini-batches from all datasets and shuffle them for

2646



Algorithm 1 Multi-task Learning of MRC
Input: k different datasets D1, ...,DK ,

max epoch
1: Initialize the modelM
2: for epoch= 1, 2, ..., max epoch do
3: Divide each dataset Dk into Nk mini-

batches Dk = {bk1, ..., bkNk}, 1 ≤ k ≤ K
4: Put all mini-batches together and ran-

domly shuffle the order of them, to obtain a se-
quence B = (b1, ..., bL), where L =

∑
kNk

5: for each mini-batch b ∈ B do
6: Perform gradient update on M with

loss l(b) =
∑

(Q,P,A)∈b l(Q,P,A)
7: end for
8: Evaluate development set performance
9: end for

Output: Model with best evaluation performance

model training, and the same set of parameters is
used for all tasks. Perhaps surprisingly, as we will
show in the experiment results, this simple base-
line method can already lead to a considerable im-
provement over the single-task baselines.

4.1 Mixture Ratio
One observation is that the performance of our
model using Algorithm 1 starts to deteriorate as
we add more and more data from other tasks into
our training pool. We hypothesize that the external
data will inevitably bias the model towards auxil-
iary tasks instead of the target task.

To avoid such adverse effect, we introduce a
mixture ratio parameter during training. The train-
ing algorithm with the mixture ratio is presented
in Algorithm 2, with D1 being the target dataset.
In each epoch, we use all mini-batches from D1,
while only a ratio α of mini-batches from external
datasets are used to train the model. In our exper-
iment, we use hyperparameter search to find the
best α for each dataset combination. This method
resembles previous methods in multi-task learning
to weight losses differently (e.g., Kendall et al.,
2018), and is very easy to implement. In our ex-
periments, we use Algorithm 2 to train our net-
work when we only use 2 datasets for MTL.

4.2 Sample Re-Weighting
The mixture ratio (Algorithm 2) dramatically im-
proves the performance of our system. However,
it requires to find an ideal ratio by hyperparame-
ter search which is time-consuming. Furthermore,

Algorithm 2 Multi-task Learning of MRC with
mixture ratio, targeting D1

Input: K different datasets D1, ...,DK ,
max epoch, mixture ratio α

1: Initialize the modelM
2: for epoch= 1, 2, ..., max epoch do
3: Divide each dataset Dk into Nk mini-

batches Dk = {bk1, ..., bkNk}, 1 ≤ k ≤ K
4: S ← {b11, ..., b1N1

}
5: Randomly pick bαN1c mini-batches from⋃K

k=2Dk and add to S
6: Assign mini-batches in S in a random or-

der to obtain a sequence B = (b1, ..., bL),
where L = N1 + bαN1c

7: for each mini-batch b ∈ B do
8: Perform gradient update on M with

loss l(b) =
∑

(Q,P,A)∈b l(Q,P,A)
9: end for

10: Evaluate development set performance
11: end for
Output: Model with best evaluation performance

the ratio gives the same weight to every auxiliary
data, but the relevance of every data point to the
target task can vary greatly.

We develop a novel re-weighting method to
resolve these problems, using ideas inspired by
data selection in machine translation (Axelrod
et al., 2011; van der Wees et al., 2017). We use
(Qk, P k, Ak) to represent a data point from the k-
th task for 1 ≤ k ≤ K, with k = 1 being the
target task. Since the passage styles are hard to
evaluate, we only evaluate data points based on
Qk and Ak. Note that only data from auxiliary
task (2 ≤ k ≤ K) is re-weighted; target task data
always have weight 1.

Our scores consist of two parts, one for ques-
tions and one for answers. For questions, we cre-
ate language models (detailed in Section 5.2) us-
ing questions from each task, which we represent
as LMk for the k-th task. For each question Qk

from auxiliary tasks, we compute a cross-entropy
score:

HC,Q(Q
k) = − 1

m

∑

w∈Qk
log(LMC(w)), (2)

where C ∈ {1, k} is the target or auxiliary task, m
is the length of question Qk, and w iterates over
all words in Qk.

It is hard to build language models for answers
since they are typically very short (e.g., answers
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Dataset SQuAD(v1) NewsQA MS MARCO(v1) WDW
# Training Questions 87,599 92,549 78,905 127,786

Text Domain Wikipedia CNN News Web Search Gigaword Corpus
Avg. Document Tokens 130 638 71 365

Answer type Text span Text span Natural sentence Cloze
Avg. Answer Tokens 3.5 4.5 16.4 N/A

Table 1: Statistics of the datasets. Some numbers come from (Sugawara et al., 2017).

on SQuAD includes only one or two words in most
cases). We instead just use the length of answers
as a signal for scores. Let lka be the length of Ak,
the cross-entropy answer score is defined as:

HC,A(A
k) = − log freqC(l

k
a), (3)

where freqC is the frequency of answer lengths in
task C ∈ {1, k}.

The cross entropy scores are then normalized
over all samples in task C to create a comparable
metric across all auxiliary tasks:

H ′C,Q(Q
k) =

HC,Q(Q
k)−min(HC,Q)

max(HC,Q)−min(HC,Q)
(4)

H ′C,A(A
k) =

HC,A(A
k)−min(HC,A)

max(HC,A)−min(HC,A)
(5)

for C ∈ {1, 2, ...,K}. For C ∈ {2, ...,K}, the
maximum and minimum are taken over all sam-
ples in task k. For C = 1 (target task), they are
taken over all available samples.

Intuitively, H ′C,Q and H ′C,A represents the sim-
ilarity of text Q,A to task C; a low H ′C,Q (resp.
H ′C,A) means that Qk (resp. Ak) is easy to pre-
dict and similar to C, and vice versa. We would
like samples that are most similar from data in the
target domain (low H ′1), and most different (infor-
mative) from data in the auxiliary task (high H ′k).
We thus compute the following cross-entropy dif-
ference for each external data:

CED(Qk, Ak) =(H ′1,Q(Q
k)−H ′k,Q(Qk))+

(H ′1,A(A
k)−H ′k,A(Ak)) (6)

for k ∈ {2, ...,K}. Note that a low CED score
indicates high importance. Finally, we transform
the scores to weights by taking negative, and nor-
malize between [0, 1]:

CED′(Qk, Ak) = 1− CED(Qk, Ak)−min(CED)

max(CED)−min(CED)
. (7)

Here the maximum and minimum are taken
over all available samples and task. Our training

algorithm is the same as Algorithm 1, but for mini-
batch b we instead use the loss

l(b) =
∑

(P,Q,A)∈b
CED′(Q,A)l(P,Q,A) (8)

in step 6. We define CED′(Q1, A1) ≡ 1 for all
target samples (P 1, Q1, A1).

5 Experiments

Our experiments are designed to answer the fol-
lowing questions on multi-task learning for MRC:
1. Can we improve the performance of existing
MRC systems using multi-task learning?
2. How does multi-task learning affect the perfor-
mance if we combine it with other external data?
3. How does the learning algorithm change the
performance of multi-task MRC?
4. How does our method compare with existing
MTL methods?
We first present our experiment details and results
for MT-SAN. Then, we provide a comprehensive
study on the effectiveness of various MTL algo-
rithms in Section 5.4. At last, we provide some
additional results on combining MTL with DrQA
(Chen et al., 2017) to show the flexibility of our
approach 1.

5.1 Datasets

We conducted experiments on SQuAD (Rajpurkar
et al., 2016), NewsQA(Trischler et al., 2017), MS
MARCO (v1, Nguyen et al.,2016) and WDW (On-
ishi et al., 2016). Dataset statistics is shown in
Table 1. Although similar in size, these datasets
are quite different in domains, lengths of text, and
types of task. In the following experiments, we
will validate whether including external datasets
as additional input information (e.g., pre-trained
language model on these datasets) helps boost the
performance of MRC systems.

1We include the results in the appendix due to space limi-
tations.
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Model Dev Set Performance

Single Model without Language Models EM,F1

BiDAF (Seo et al., 2016) 67.7, 77.3
SAN (Liu et al., 2018c) 76.24, 84.06
MT-SAN on SQuAD (single task, ours) 76.84, 84.54
MT-SAN on SQuAD+NewsQA(ours) 78.60, 85.87
MT-SAN on SQuAD+MARCO(ours) 77.79, 85.23
MT-SAN on SQuAD+NewsQA+MARCO(ours) 78.72, 86.10

Single Model with ELMo

SLQA+ (Wang et al., 2018a) 80.0, 87.0
MT-SAN on SQuAD (single task, ours) 80.04, 86.54
MT-SAN on SQuAD+NewsQA(ours) 81.36, 87.71
MT-SAN on SQuAD+MARCO(ours) 80.37, 87.17
MT-SAN on SQuAD+NewsQA+MARCO(ours) 81.58, 88.19
BERT (Devlin et al., 2018) 84.2, 91.1
Human Performance (test set) 82.30, 91.22

Table 2: Performance of our method to train SAN in multi-task setting, competing published results, leaderboard
results and human performance, on SQuAD dataset (single model). Note that BERT uses a much larger language
model, and is not directly comparable with our results. We expect our test performance is roughly similar or a bit
higher than our dev performance, as is the case with other competing models.

5.2 Experiment Details

We mostly focus on span-based datasets for
MT-SAN, namely SQuAD, NewsQA, and MS
MARCO. We convert MS MARCO into an
answer-span dataset to be consistent with SQuAD
and NewsQA, following (Liu et al., 2018c). For
each question, we search for the best span using
ROUGE-L score in all passage texts and use the
span to train our model. We exclude questions
with maximal ROUGE-L score less than 0.5 dur-
ing training. For evaluation, we use our model to
find a span in all passages. The prediction score is
multiplied with the ranking score, trained follow-
ing Liu et al. (2018a)’s method to determine the
final answer.

We train our networks using algorithms in Sec-
tion 4, using SQuAD as the target task. For ex-
periments with two datasets, we use Algorithm
2; for experiments with three datasets we find the
re-weighting mechanism in Section 4.2 to have a
better performance (a detailed comparison will be
presented in Section 5.4).

For generating sample weights, we build a
LSTM language model on questions following the
implementation of Merity et al. (2017) with the
same hyperparameters. We only keep the 10,000
most frequent words, and replace the other words

with a special out-of-vocabulary token.
Parameters of MT-SAN are mostly the same as

in the original paper (Liu et al., 2018c). We utilize
spaCy2 to tokenize the text and generate part-of-
speech and named entity labels. We use a 2-layer
BiLSTM with 125 hidden units as the BiLSTM
throughout the model. During training, we drop
the activation of each neuron with 0.3 probability.
For optimization, we use Adamax (Kingma and
Ba, 2014) with a batch size of 32 and a learning
rate of 0.002. For prediction, we compute an ex-
ponential moving average (EMA, Seo et al. 2016)
of model parameters with a decay rate of 0.995
and use it to compute the model performance. For
experiments with ELMo, we use the model imple-
mented by AllenNLP 3. We truncate passage to
contain at most 1000 tokens during training and
eliminate those data with answers located after the
1000th token. The training converges in around
50 epochs for models without ELMo (similar to
the single-task SAN); For models with ELMo, the
convergence is much faster (around 30 epochs).

5.3 Performance of MT-SAN
In the following sub-sections, we report our re-
sults on SQuAD and MARCO development sets,

2https://spacy.io
3https://allennlp.org/
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as well as on the development and test sets of
NewsQA 4. All results are single-model perfor-
mance unless otherwise noted.

The multi-task learning results of SAN on
SQuAD are summarized in Table 2. By using
MTL on SQuAD and NewsQA, we can improve
the exact-match (EM) and F1 score by (2%, 1.5%),
respectively, both with and without ELMo. The
similar gain indicates that our method is orthogo-
nal to ELMo. Note that our single-model perfor-
mance is slightly higher than the original SAN, by
incorporating EMA and highway networks. By in-
corporating with multi-task learning, it further im-
proves the performance. The performance gain by
adding MARCO is relatively smaller, with 1% in
EM and 0.5% in F1. We conjecture that MARCO
is less helpful due to its differences in both the
question and answer style. For example, ques-
tions in MS MARCO are real web search queries,
which are short and may have typos or abbrevia-
tions; while questions in SQuAD and NewsQA are
more formal and well written.

Using 3 datasets altogether provides another
marginal improvement. Our model obtains the
best results among existing methods that do not
use a large language model (e.g., ELMo). Our
ELMo version also outperforms any other mod-
els which are under the same setting. We note
that BERT (Devlin et al., 2018) uses a much larger
model than ours(around 20x), and we leave the
performance of combining BERT with MTL as in-
teresting future work.

The results of multi-task learning on NewsQA
are in Table 3. The performance gain with multi-
task learning is even larger on NewsQA, with over
2% in both EM and F1. Experiments with and
without ELMo give similar results. What is worth
noting is that our approach not only achieves new
state-of-art results with a large margin but also sur-
passes human performance on NewsQA.

Finally we report MT-SAN performance on MS
MARCO in Table 4. Multi-tasking on SQuAD and
NewsQA provides a similar performance boost in
terms of BLEU-1 and ROUGE-L score as in the
case of NewsQA and SQuAD. Our method does
not achieve very high performance compared to
previous work, probably because we do not ap-
ply common techniques like yes/no classification

4 The official submission for SQuAD v1.1 and MARCO
v1.1 are closed, so we report results on the development set.
According to their leaderboards, performances on develop-
ment and test sets are usually similar.

Model Dev Set Test Set
Model W/o ELMo EM,F1 EM, F1

Match-LSTM1 34.4, 49.6 34.9, 50.0
FastQA2 43.7, 56.1 42.8, 56.1
AMANDA3 48.4, 63.3 48.4, 63.7
MT-SAN (Single task) 55.8, 67.9 55.6, 68.0
MT-SAN (S+N) 57.8, 69.9 58.3, 70.7
Model With ELMo
MT-SAN (Single task) 57.7, 70.4 57.0, 70.4
MT-SAN (S+N) 60.1, 72.5 59.9, 72.6
Human Performance -,- 46.5, 69.4

Table 3: Performance of our method to train SAN
in multi-task setting, with published results and hu-
man performance on NewsQA dataset. All SAN results
are from our models. “S+N” means jointly training on
SQuAD and NewsQA References: 1: implemented by
Trischler et al. (2017). 2:Weissenborn et al.(2017). 3:
Kundu and Ng(2018).

Model Scores
Single Model W/o ELMo

FastQAExt1 (test set) 33.99, 32.09
Reasonet++2 38.62, 38.01
V-Net3 -, 45.65
SAN4 43.85, 46.14
MT-SAN 34.13, 42.65
MT-SAN: SQuAD+MARCO 34.29, 43.47
MT-SAN: 3 datasets 36.99, 43.64
Single Model With ELMo
MT-SAN 34.57, 42.88
MT-SAN: SQuAD+MARCO 37.02, 43.89
MT-SAN: 3 datasets 37.12, 44.12
Human Performance (test set) 48.02, 49.72

Table 4: Performance of our method to train SAN in
multi-task setting, competing published results and hu-
man performance, on MS MARCO dataset. The scores
stand for (BLEU-1, ROUGE-L) respectively. All SAN
results are our results. “3 dataset” means we train using
SQuAD+NewsQA+MARCO. References: 1: (Weis-
senborn et al., 2017). 2: implemented by (Shen et al.,
2017). 3:(Wang et al., 2018b). 4: (Liu et al., 2018c)

or cross-passage ranking (Wang et al., 2018b).
We also test the robustness of our algorithm

by performing another set of experiments on
SQuAD and WDW. WDW is much more different
than the other three datasets (SQuAD, NewsQA,
MS MARCO): WDW guarantees that the answer
is always a person, whereas the percentage of

2650



Model SQuAD WDW
MT-SAN (Single Task) 76.8, 84.5 77.5
MT-SAN (S+W) 77.6, 85.1 78.5
SOTA(Yang et al., 2016). 86.2, 92.2 71.7
Human Performance 82.3, 91.2 84

Table 5: Performance of MT-SAN on SQuAD Dev and
WDW test set. Accuracy is used to evaluate WDW.
“S+W” means jointly training on SQuAD and WDW.

Model EM, F1 +/-
QANet 73.6, 82.7 0.0, 0.0
QANet + BT 75.1, 83.8 +1.5,+1.1
SAN 76.8, 84.5 0.0, 0.0
MT-SAN 78.7, 86.0 +1.9,+1.5
SAN + ELMo 80.0, 86.5 +3.2,+2.0
MT-SAN + ELMo 81.6, 88.2 +4.8, +3.7

Table 6: Comparison of methods to use external data.
BT stands for back translation (Yu et al., 2018).

such questions in SQuAD is 12.9%. Moreover,
WDW is a cloze dataset, whereas in SQuAD and
NewsQA answers are spans in the passage. We use
a task-specific answer layer in this experiment and
use Algorithm 2; the WDW answer module is the
same as in AS Reader (Kadlec et al., 2016), which
we describe in the appendix for completeness. De-
spite these large difference between datasets, our
results (Table 5) show that MTL can still provide
a moderate performance boost when jointly train-
ing on SQuAD (around 0.7%) and WDW (around
1%).
Comparison of methods using external data. As
a method of data augmentation, we compare our
approach to previous methods for MRC in Table 6.
Our model achieves better performance than back
translation. We also observe that language models
such as ELMo obtain a higher performance gain
than multi-task learning, however, combining it
with multi-task learning leads to the most signifi-
cant performance gain. This validates our assump-
tion that multi-task learning is more robust and is
different from previous methods such as language
modeling.

5.4 Comparison of Different MTL
Algorithms

In this section, we provide ablation studies as well
as comparisons with other existing algorithms on
the MTL strategy. We focus on MT-SAN without

Model Performance
SQuAD + MARCO EM,F1
Simple Combine (Alg. 1) 77.1, 84.6
Loss Uncertainty 77.3, 84.7
Mixture Ratio 77.8, 85.2
Sample Re-weighting 77.9,85.3
SQuAD + NewsQA + MARCO
Simple Combine (Alg. 1) 77.6, 85.2
Loss Uncertainty 78.2, 85.6
Mixture Ratio 78.4, 85.7
Sample Re-weighting 78.8, 86.0

Table 7: Comparison of different MTL strategies on
MT-SAN. Performance is on SQuAD. Loss Uncer-
tainty is from Kendall et al. (2018).

ELMo for efficient training.
Table 7 compares different multi-task learning

strategies for MRC. Both the mixture ratio (Sec
4.1) and sample re-weighting (Sec 4.2) improves
over the naive baseline of simply combining all
the data (Algorithm 1). On SQuAD+MARCO,
they provide around 0.6% performance boost in
terms of both EM and F1, and around 1% on all
3 datasets. We note that this accounts for around a
half of our overall improvement. Although sample
re-weighting performs similar as mixture ratio, it
significantly reduces the amount of training time
as it eliminates the need for a grid searching the
best ratio. Kendal et al., (2018) use task uncer-
tainty to weight tasks differently for MTL; our ex-
periments show that this has some positive effect,
but does not perform as well as our proposed two
techniques. We note that Kendal et al. (as well as
other previous MTL methods) optimizes the net-
work to perform well for all the tasks, whereas our
method focuses on the target domain which we are
interested in, e.g., SQuAD.
Sensitivity of mixture ratio. We also investigate
the effect of mixture ratio on the model perfor-
mance. We plot the EM/F1 score on SQuAD dev
set vs. mixture ratio in Figure 1 for MT-SAN when
trained on all three datasets. The curve peaks at
α = 0.4; however if we use α = 0.2 or α =
0.5, the performance drops by around 0.5%, well
behind the performance of sample re-weighting.
This shows that the performance of MT-SAN is
sensitive to changes in α, making the hyperpa-
rameter search even more difficult. Such sensitiv-
ity suggests a preference for using our sample re-
weighting technique. On the other hand, the ratio
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Samples/Groups CED′ HQ HA

Examples

(NewsQA) Q: Where is the drought hitting?
0.824 0.732 0.951

A: Argentina
(MARCO) Q: thoracic cavity definition

0.265 0.332 0.240
A: is the chamber of the human body ... and fascia.

Averages

Samples in NewsQA 0.710 0.593 0.895
Samples in MARCO 0.587 0.550 0.669
MARCO Questions that start with “When” or “Who” 0.662 0.605 0.761
All samples 0.654 0.573 0.791

Table 8: Scores for examples from NewsQA and MS MARCO and average scores for specific groups of samples.
CED′ is as in (7), while HQ and HA are normalized version of question and sample scores. “Sum” are the actual
scores we use, and “LM”, “Answer” are scores from language models and answer lengths.
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Figure 1: Effect of the mixture ratio on the perfor-
mance of MT-SAN. Note that α = 0 is equivalent to
single task learning, and α = 1 is equivalent to simple
combining.

based approach is pretty straightforward to imple-
ment.
Analysis of sample weights. Dataset compar-
isons in Table 1 and performance in Table 2 sug-
gests that NewsQA share more similarity with
SQuAD than MARCO. Therefore, a MTL sys-
tem should weight NewsQA samples more than
MARCO samples for higher performance. We
try to verify this in Table 8 by showing examples
and statistics of the sample weights. We present
the CED′ scores, as well as normalized version
of question and answer scores (resp. (H ′1,Q −
H ′k,Q) and (H ′1,A−H ′k,A) in (6), and then negated
and normalized over all samples in NewsQA and
MARCO in the same way as in (7)). A high HQ

score indicates high importance of the question,
and HA of the answer; CED′ is a summary of the
two. We first show one example from NewsQA
and one from MARCO. The NewsQA question
is a natural question (similar to SQuAD) with a

short answer, leading to high scores both in ques-
tions and answers. The MARCO question is a
phrase, with a very long answer, leading to lower
scores. From overall statistics, we also find sam-
ples in NewsQA have a higher score than those in
MARCO. However, if we look at MARCO ques-
tions that start with “when” or “who” (i.e., prob-
ability natural questions with short answers), the
scores go up dramatically.

6 Conclusion

We proposed a multi-task learning framework
to train MRC systems using datasets from dif-
ferent domains and developed two approaches
to re-weight the samples for multi-task learning
on MRC tasks. Empirical results demonstrated
our approaches outperform existing MTL meth-
ods and the single-task baselines as well. Inter-
esting future directions include combining with
larger language models such as BERT, and MTL
with broader tasks such as language inference (Liu
et al., 2019) and machine translation.

Acknowledgements

Yichong Xu has been partially supported by
DARPA (FA8750-17-2-0130).

References
Amittai Axelrod, Xiaodong He, and Jianfeng Gao.

2011. Domain adaptation via pseudo in-domain
data selection. In Proceedings of the conference on
empirical methods in natural language processing,
pages 355–362. Association for Computational Lin-
guistics.

Rich Caruana. 1997. Multitask learning. Machine
learning, 28(1):41–75.

2652



Danqi Chen, Adam Fisch, Jason Weston, and Antoine
Bordes. 2017. Reading wikipedia to answer open-
domain questions. In Proceedings of the 55th An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), volume 1,
pages 1870–1879.

Kyunghyun Cho, Bart van Merrienboer, Dzmitry Bah-
danau, and Yoshua Bengio. 2014. On the properties
of neural machine translation: Encoder–decoder ap-
proaches. In Proceedings of SSST-8, Eighth Work-
shop on Syntax, Semantics and Structure in Statisti-
cal Translation, pages 103–111.

Ronan Collobert, Jason Weston, Léon Bottou, Michael
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A Answer Module for WDW

We describe the answer module for WDW here
for completeness. For WDW we need to choose
an answer from a list of candidates; the candi-
dates are people names that have appeared in the
passage. We use the same way to summary in-
formation in questions as in span-based models:

s0 ← Highway
(∑

j

exp(w4H
q
j )∑

j′ expw4H
q

j′
·Hq

j

)
. We

then compute an attention score via simple dot
product: s = softmax(sT0M). The probability of
a candidate being the true answer is the aggrega-
tion of attention scores for all appearances of the
candidate:

Pr(c|Q,P ) ∝
∑

1≤i≤n
siI(pi ∈ C)
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Setup SQuAD (v1) SQuAD (v2) NewsQA WDW
Single Dataset 69.5,78.8 (paper) 61.9, 65.2 51.9, 64.6 75.8

68.6, 77.8 (ours)
MT-DrQA on Sv1+NA 70.2, 79.3 -,- 52.8, 65.8 -
MT-DrQA on Sv1+W 69.2, 78.4 -,- -,- 75.7
MT-DrQA on Sv1+N+W 70.2, 79.3 -,- 53.1, 65.7 75.4
MT-DrQA on Sv2+N -,- 63.6, 66.7 52.7, 65.7 -
MT-DrQA on Sv2+W -,- 63.5, 66.3 -,- 75.4
MT-DrQA on Sv2+N+W -,- 63.1, 66.3 52.5, 65.6 75.3
SOTA (Single Model) 80.0, 87.0 72.3, 74.8 48.4, 63.7 (test) 71.7 (test)
MT-DrQA Best Performance 70.2, 79.3 63.6, 66.7 53.0, 66.2(test) 75.4 (test)
Human Performance (test set) 82.3, 91.2 86.8, 89.5 46.5, 69.4 84

Table 9: Single model performance of our method to train DrQA on multi-task setting, as well as state-of-the-
art (SOTA) results and human performance. SQuAD and NewsQA performance are measured by (EM, F1), and
WDW by accuracy percentage. All results are on development set unless otherwise noted. Published SOTA results
come from (Wang et al., 2018a; Hu et al., 2018; Kundu and Ng, 2018; Yang et al., 2016) respectively.

for each candidate C. Recall that n is the length
of passage P , and pi is the i-th word; therefore
I(pi ∈ C) is the indicator function of pi appears in
candidate C. The candidate with the largest prob-
ability is chosen as the predicted answer.

B Experiment Results on DrQA

To demonstrate the flexibility of our approach, we
also adapt DrQA (Chen et al., 2017) into our MTL
framework. We only test DrQA using the basic
Algorithm 2, since our goal is mainly to test the
MTL framework.

B.1 Model Architecture

Similar to MT-SAN, we add a highway network
after the lexicon encoding layer and the contextual
encoding layer and use a different answer module
for each dataset. We apply MT-DrQA to a broader
range of datasets. For span-detection datasets
such as SQuAD, we use the same answer module
as DrQA. For cloze-style datasets like Who-Did-
What, we use the attention-sum reader (Kadlec
et al., 2016) as the answer module. For classifi-
cation tasks required by SQuAD v2.0 (Rajpurkar
et al., 2018), we apply a softmax to the last state
in the memory layer and use it as the prediction.

B.2 Performance of MT-DrQA

We apply MT-DrQA to SQuAD (v1.1 and v2.0),
NewsQA, and WDW. We follow the setup of
(Chen et al., 2017) for model architecture and hy-
perparameter setup. We use Algorithm 1 to train
all MT-DrQA models. Different than (Rajpurkar

et al., 2018), we do not optimize the evaluation
score by changing the threshold to predict unan-
swerable question for SQuAD v2.0; we just use
the argmax prediction. As a result, we expect
the gap between dev and test performance to be
lower for our model. The results of MT-DrQA
are presented in Table 9. The results of combin-
ing SQuAD and NewsQA obtain similar perfor-
mance boost as our SAN experiment, with a per-
formance boost between 1-2% in both EM and F1
for the two datasets. The results of MTL includ-
ing WDW is different: although adding WDW to
SQuAD still brings a marginal performance boost
to SQuAD, the performance on WDW drops af-
ter we add SQuAD and NewsQA into the training
process. We conjecture that this negative trans-
fer phenomenon is probably because of the drastic
difference between WDW and SQuAD/NewsQA,
both in their domain, answer type, and task type;
and DrQA might not be capable of caputuring all
these features using just one network. We leave
the problem of further preventing such negative
transfer to future work.
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Abstract

Solving math word problems is a challeng-
ing task that requires accurate natural language
understanding to bridge natural language texts
and math expressions. Motivated by the intu-
ition about how human generates the equations
given the problem texts, this paper presents a
neural approach to automatically solve math
word problems by operating symbols accord-
ing to their semantic meanings in texts. This
paper views the process of generating equa-
tions as a bridge between the semantic world
and the symbolic world, where the proposed
neural math solver is based on an encoder-
decoder framework. In the proposed model,
the encoder is designed to understand the se-
mantics of problems, and the decoder focuses
on tracking semantic meanings of the gener-
ated symbols and then deciding which sym-
bol to generate next. The preliminary exper-
iments are conducted in a benchmark dataset
Math23K, and our model significantly outper-
forms both the state-of-the-art single model
and the best non-retrieval-based model over
about 10% accuracy, demonstrating the effec-
tiveness of bridging the symbolic and semantic
worlds from math word problems.1

1 Introduction

Automatically solving math word problems has
been an interesting research topic and also been
viewed as a way of evaluating machines’ abil-
ity (Mandal and Naskar, 2019). For human, writ-
ing down an equation that solves a math word
problem requires the ability of reading compre-
hension, reasoning, and sometimes real world un-
derstanding. Specifically, to solve a math word
problem, we first need to know the goal of
the given problem, then understand the semantic

1The source code is available at https://github.
com/MiuLab/E2EMathSolver.

meaning of each numerical number in the prob-
lem, perform reasoning based on the comprehen-
sion in the previous step, and finally decide what
to write in the equation.

Most prior work about solving math word prob-
lems relied on hand-crafted features, which re-
quired more human knowledge. Because those
features are often in the lexical level, it is not
clear whether machines really understand the math
problems. Also, most prior work evaluated their
approaches on relatively small datasets, and the
capability of generalization is concerned.

This paper considers the reasoning procedure
when writing down the associated equation given a
problem. Figure 1 illustrates the problem solving
process. The illustration shows that human actu-
ally assigns the semantic meaning to each number
when manipulating symbols, including operands
(numbers) and operators (+−×÷). Also, we be-
lieve that the semantic meaning of operands can
help us decide which operator to use. For example,
the summation of “price of one pen” and “number
of pens Tom bought” is meaningless; therefore the
addition would not be chosen.

Following the observation above, this paper
proposes a novel encoder decoder model, where
the encoder extracts semantic meanings of num-
bers in the problem, and the decoder is equipped
with a stack that facilitates tracking the semantic
meanings of operands. The contributions of this
paper are 4-fold:

• This paper is the first work that models se-
mantic meanings of operands and operators
for math word problems.

• This paper proposes an end-to-end neural
math solver with a novel decoding process
that utilizes the stack to generate associated
equations.
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Figure 1: The solving process of the math word problem “Each notebok takes $0.5 and each pen takes $1. Tom has
$10. How many notebook can he buy after buying 5 pens?” and the associated equation is x = (10− 1× 5)÷ 0.5.
The associated equation is x = (10− 1× 5)÷ 0.5.

• This paper achieves the state-of-the-art per-
formance on the large benchmark dataset
Math23K.

• This paper is capable of providing interpreta-
tion and reasoning for the math word problem
solving procedure.

2 Related Work

There is a lot of prior work that utilized hand-
crafted features, such as POS tags, paths in the de-
pendency trees, keywords, etc., to allow the model
to focus on the quantities in the problems (Kush-
man et al., 2014; Hosseini et al., 2014; Roy et al.,
2015; Roy and Roth, 2015; Koncel-Kedziorski
et al., 2015; Roy et al., 2016; Upadhyay et al.,
2016; Upadhyay and Chang, 2017; Roy and Roth,
2018; Wang et al., 2018). Recently, Mehta et al.;
Wang et al.; Ling et al. attempted at learning mod-
els without predefined features. Following the re-
cent trend, the proposed end-to-end model in this
paper does not need any hand-crafted features.

Kushman et al. first extracted templates about
math expressions from the training answers, and
then trained models to select templates and map
quantities in the problem to the slots in the tem-
plate. Such two-stage approach has been tried
and achieved good results (Upadhyay and Chang,
2017). The prior work highly relied on hu-
man knowledge, where they parsed problems into
equations by choosing the expression tree with the
highest score calculated by an operator classifier,
working on a hand-crafted “trigger list” contain-
ing quantities and noun phrases in the problem, or
utilizing features extracted from text spans (Roy
et al., 2015, 2016; Koncel-Kedziorski et al., 2015).
Shi et al. defined a Dolphin language to connect
math word problems and logical forms, and gen-
erated rules to parse math word problems. Upad-
hyay et al. parsed math word problems without
explicit equation annotations. Roy and Roth clas-

sified math word problems into 4 types and used
rules to decide the operators accordingly. Wang
et al. trained the parser using reinforcement learn-
ing with hand-crafted features. Hosseini et al.
modeled the problem text as transition of world
states, and the equation is generated as the world
states changing. Our work uses a similar intuition,
but hand-crafted features are not required and our
model can be trained in an end-to-end manner.
Some end-to-end approaches have been proposed,
such as generating equations directly via a seq2seq
model (Wang et al., 2017). Ling et al. tried to
generate solutions along with its rationals with a
seq2seq-like model for better interpretability.

This paper belongs to the end-to-end category,
but different from the previous work; we are the
first approach that generates equations with stack
actions, which facilitate us to simulate the way
how human solves problems. Furthermore, the
proposed approach is the first model that is more
interpretable and provides reasoning steps without
the need of rational annotations.

3 End-to-End Neural Math Solver

Our approach composes of two parts, an encoder
and a decoder, where the process of solving math
word problems is viewed as transforming multi-
ple text spans from the problems into the target
information the problems ask for. In the exam-
ple shown in Figure 1, all numbers in the problem
are attached with the associated semantics. Moti-
vated by the observation, we design an encoder to
extract the semantic representation of each num-
ber in the problem text. Considering that human
usually manipulates those numbers and operators
(such as addition, subtraction, etc.) based on their
semantics for problem solving, a decoder is de-
signed to construct the equation, where the seman-
tics is aligned with the representations extracted
by the encoder. The idea of the proposed model
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Figure 2: The encoder-decoder model architecture of the proposed neural solver machine.

is to imitate the human reasoning process for solv-
ing math word problems. The model architecture
is illustrated in Figure 2.

3.1 Encoder
The encoder aims to extract the semantic represen-
tation of each constant needed for solving prob-
lems. However, the needed constants may come
from either the given problem texts or domain
knowledge, so we detail these two procedures as
follows.

3.1.1 Constant Representation Extraction
For each math word problem, we are given a pas-
sage consisting of words {wPt }mt=1, whose word
embeddings are {ePt }mt=1. The problem text in-
cludes some numbers, which we refer as constants.
The positions of constants in the problem text are
denoted as {pi}ni=1. In order to capture the seman-
tic representation of each constant by considering
its contexts, a bidirectional long short-term mem-
ory (BLSTM) is adopted as the encoder (Hochre-
iter and Schmidhuber, 1997):

hEt , c
E
t = BLSTM(hEt−1, c

E
t−1, e

P
t ), (1)

and then for the i-th constant in the problem, its
semantic representation eci is modeled by the cor-
responding BLSTM output vector:

eci = hEpi . (2)

3.1.2 External Constant Leveraging
External constants, including 1 and π, are lever-
aged, because they are required to solve a math
word problem, but not mentioned in the prob-
lem text. Due to their absence from the problem
text, we cannot extract their semantic meanings by

BLSTM in (2). Instead, we model their semantic
representation eπ, e1 as parts of the model parame-
ters. They are randomly initialized and are learned
during model training.

3.2 Decoder
The decoder aims at constructing the equation that
can solve the given problem. We generate the
equation by applying stack actions on a stack to
mimic the way how human understands an equa-
tion. Human knows the semantic meaning of
each term in the equation, even compositing of
operands and operators like the term ”(10−1×5)”
in Figure 1. Then what operator to apply on a
pair operands can be chosen based on their seman-
tic meanings accordingly. Hence we design our
model to generate the equation in a postfix man-
ner: a operator is chosen base on the semantic rep-
resentations of two operands the operator is going
to apply to. Note that the operands a operator can
apply to can be any results generated previously.
That is the reason why we use “stack” as our data
structure in order to keep track of the operands
a operator is going to apply to. The stack con-
tains both symbolic and semantic representations
of operands, denoted as

S = [(vSlt , e
S
lt), (v

S
lt−1, e

S
lt−1), · · · , (vS1 , eS1 )], (3)

where vS of each pair is the symbolic part, such
as x + 1, while eS is the semantic representation,
which is a vector. The components in the decoder
are shown in the right part of Figure 2, each of
which is detailed below.

3.3 Decoding State Features
At each decoding step, decisions are made based
on features of the current state. At each step, fea-

2658



10 − 1 × 5 ÷ 0.5

𝑥 𝑥

10 − 1 × 5

0.5

𝑥

10 − 1 × 5

𝑥

10

1 × 5

𝑥

10

5

1

𝑥

10

5

𝑥

10

𝑥

Apply ÷ Push 0.5 Apply −

Apply ×

Push 1Push 5Push 10

Push 𝒙

Apply =

𝑥

0.5

1

10

5

Encoder & 
Generated 

Var.

SymPy

𝑥 = 10 − 1 × 5 ÷ 0.5

Figure 3: Illustration of the inference process. The purple round blocks denote the transformed semantics, while
the green ones are generated by the variable generator.

tures rsa and ropd are extracted to select a stack
action (section 3.3.2) and an operand to push (sec-
tion 3.3.3). Specifically, the features are the gated
concatenation of following vectors:

• hDt is the output of an LSTM, which encodes
the history of applied actions:

hDt , c
D
t = LSTM(hDt−1, c

D
t−1, rest−1), (4)

where rest−1 is the result from the previ-
ous stack action similar to the seq2seq model
(Sutskever et al., 2014). For example, if the
previous stack action ot−1 is “push”, then
rest−1 is the semantic representation pushed
into the stack. If the previous stack action
ot−1 is to apply an operator �, then rest−1 is
the semantic representation generated by f�.

• st is the stack status. It is crucial because
some operators are only applicable to certain
combinations of operand semantics, which is
similar to the type system in programming
languages. For example, operating multi-
plication is applicable to the combination of
“quantity of an item” and “price of an item”,
while operating addition is not. Consider-
ing that all math operators supported here
(+,−,×,÷) are binary operators, the seman-
tic representations of the stack’s top 2 ele-
ments at the time t− 1 are considered:

st = [eSlt ; e
S
lt ]. (5)

• qt incorporates problem information in the
decision. It is believed that the attention
mechanism (Luong et al., 2015) can effec-
tively capture dependency for longer dis-
tance. Thus, the attention mechanism over

the encoding problem hE1 , h
E
2 , · · · is adopted:

qt = Attention(hDt , {hEi }mi=1), (6)

where the attention function in this paper is
defined as a function with learnable parame-
ters w,W, b:

Attention(u, {vi}mi=1) =
m∑

i=1

αihi, (7)

αi =
exp(si)∑m
l=1 exp(si)

, (8)

si = wT tanh(W T [u; vi] + b). (9)

In order to model the dynamic features for dif-
ferent decoding steps, features in rsat is gated as
follows:

rsat = [gsat,1 · hDt ; gsat,2 · st; gsat,3 · qt], (10)

gsat = σ(W sa · [hDt ; st; qt]), (11)

where σ is a sigmoid function and W sa is a
learned gating parameter. ropdt is defined simi-
larly, but with a different learned gating parameter
W opd.

3.3.1 Stack Action Selector
The stack action selector is to select an stack ac-
tion at each decoding step (section 3.3.2) until the
unknowns are solved. The probability of choosing
action a at the decoding step t is calculated with
a network NN constituted of one hidden layer and
ReLU as the activation function:

P (Yt |{yi}t−1i=1, {wi}mi=1) (12)

= StackActionSelector(rsat )

= softmax(NN(rsat )),

where rsat is decoding state features as defined in
section 3.3.
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3.3.2 Stack Actions
The available stack actions are listed below:

• Variable generation: The semantic repre-
sentation of an unknown variable x is gener-
ated dynamically as the first action in the de-
coding process. Note that this procedure pro-
vides the flexibility of solving problems with
more than one unknown variables. The de-
coder module can decide how many unknown
variables are required to solve the problem,
and the semantic representation of the un-
known variable is generated with an attention
mechanism:

ex = Attention(hDt , {hEi }mi=1). (13)

• Push: This stack action pushes the operand
chosen by the operand selector (section
3.3.3). Both the symbolic representation v∗
and semantic representation e∗ of the chosen
operand would be pushed to the stack S in
(3). Then the stack state becomes

S = [(vS∗ , e
S
∗ ), (v

S
lt , e

S
lt), · · · , (vS1 , eS1 )].

(14)

• Operator � application (� ∈ {+,−,×,÷}):
One stack action pops two elements from the
top of the stack, which contains two pairs,
(vi, ei) and (vj , ej), and then the associated
symbolic operator, vk = vi � vj , is recorded.
Also, a semantic transformation function f�
for that operator is invoked, which generates
the semantic representation of vk by trans-
forming semantic representations of vi and vj
to ek = f�(ei, ej). Therefore, after an opera-
tor is applied to the stack specified in (3), the
stack state becomes

S =[(vSlt � vSlt−1, f�(eSlt , eSlt−1)), (15)

(vSlt−2, e
S
lt−2), · · · , (vS1 , eS1 )].

• Equal application: When the equal appli-
cation is chosen, it implies that an equation
is completed. This stack action pops 2 tu-
ples from the stack, (vi, ei), (vj , ej), and then
vi = vj is recorded. If one of them is
an unknown variable, the problem is solved.
Therefore, after an OP is applied to the stack
specified in (3), the stack state becomes

S = [(vSlt−2, e
S
lt−2), · · · , (vS1 , eS1 )]. (16)

3.3.3 Operand Selector
When the stack action selector has decided to
push an operand, the operand selector aims at
choosing which operand to push. The operand
candidates e include constants provided in the
problem text whose semantic representations are
ec1, e

c
2, · · · , ecn, unknown variable whose semantic

representation is ex, and two external constants 1
and π whose semantic representations are e1, eπ:

e = [ec1, e
c
2, · · · , ecn, e1, eπ, ex]. (17)

An operand has both symbolic and semantic repre-
sentations, but the selection focuses on its seman-
tic meaning; this procedure is the same as what
human does when solving math word problems.

Inspired by addressing mechanisms of neural
Turing machine (NTM) (Graves et al., 2014), the
probability of choosing the i-th operand candidate
is the attention weights of rt over the semantic rep-
resentations of the operand candidates as in (8):

P (Zt | {yi}t−1i=1, {wi}mi=1) (18)

= OperandSelector(ropdt )

= AttentionWeight(ropdt , {ei}mi=1 ∪ {e1, eπ, ex}),

and ropdt is defined in section 3.3.

3.3.4 Semantic Transformer
A semantic transformer is proposed to generate the
semantic representation of a new symbol resulted
from applying an operator, which provides the ca-
pability of interpretation and reasoning for the tar-
get task. The semantic transformer for an operator
� ∈ {+,−,×,÷} transforms semantic represen-
tations of two operands e1, e2 into

f�(e1, e2) = tanh(U�ReLU(W�[e1; e2]+b�)+c�),
(19)

where W�, U�, b�, c� are model parameters. Se-
mantic transformers for different operators have
different parameters in order to model different
transformations.

3.4 Training
Both stack action selection and operand selection
can be trained in a fully supervised way by giving
problems and associated ground truth equations.
Because our model generates the equation with
stack actions, the equation is first transformed into
its postfix representation. Let the postfix represen-
tation of the target equation be y1, · · · yt, · · · , yT ,
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where yt can be either an operator (+,−,×,÷,=)
or a target operand. Then for each time step t, the
loss can be computed as

L(yt) =

{
L1(push op) + L2(yt) yt is an operand
L1(yt) otherwise

,

where L1 is the stack action selection loss and L2

is the operand selection loss defined as

L1(yt) = − logP (Yt = yt | {oi}t−1i=1, {wi}mi=1),

L2(yt) = − logP (Zt = yt | rt).

The objective of our training process is to min-
imize the total loss for the whole equation,∑T

t=1 L(yt).

3.5 Inference

When performing inference, at each time step
t, the stack action with the highest probability
P (Yt|{ỹi}t−1i=1, {wi}mi=1) is chosen. If the chosen
stack action is “push”, the operand with the high-
est probability P (Zt|{Ỹi}t−1i=1, {wi}mi=1) is chosen.
When the stack has less than 2 elements, the prob-
ability of applying operator +,−,×,÷,= would
be masked out to prevent illegal stack actions, so
all generated equations must be legal math ex-
pressions. The decoder decodes until the un-
known variable can be solved. After the equations
are generated, a Python package SymPy (Meurer
et al., 2017) is used to solve the unknown variable.
The inference procedure example is illustrated in
Figure 3. The detailed algorithm can be found in
Algorithm 1.

4 Experiments

To evaluate the performance of the proposed
model, we conduct the experiments on the bench-
mark dataset and analyze the learned semantics.

4.1 Settings

The experiments are benchmarked on the dataset
Math23k (Wang et al., 2017), which con-
tains 23,162 math problems with annotated equa-
tions. Each problem can be solved by a single-
unknown-variable equation and only uses opera-
tors +,−,×,÷. Also, except π and 1, quantities
in the equation can be found in the problem text.
There are also other large scale datasets like Dol-
phin18K (Shi et al., 2015) and AQuA (Ling et al.,
2017), containing 18,460 and 100,000 math word

Algorithm 1 Training and Inference
function SOLVEPROBLEM(problem text)

v ← ExtractConstants(problem text)
. v is a list of constants in the problem.

hE , hD0 , c
D
0 , E ← Encoder(problem text)

S ← Stack()
ret, loss, t, equations← padding, 0, 1, {}
while not solvable(equations) do

hDt ← LSTM(hDt−1, ct−1, ret)
st ← S.get top2()
hE ← Attention(hDt−1, h

E)

rt ← [hDt , st, h
E ]

psa ← StackActionSelector(rt)
popd ← OperandSelector(rt)
if training then

. Target equation y is available when training.
Yt ← yt
if yt is operand then

loss← loss + L1(push) + L2(yt)
else

loss← loss + L1(yt)
end if

else
Yt ← StackActionSelector(rsat )
if Yt = push then

Zt ← OperandSelector(ropdt )
end if

end if
if Yt = gen var then

ex ← Attention(hDt , h
E)

ret← ex

else if Yt = push then
S.push(vZt , eZt)
ret← eZt

else if Yt ∈ {+,−,×,÷} then
(va, ea), (vb, eb) = S.pop(), S.pop()
S.push(vaYtvb, fYt(ea, eb))
ret← fYt(ea, eb)

else if Yt = equal then
(va, ea), (vb, eb) = S.pop(), S.pop()
equations = equations ∪ ”va = vb”
ret← S.top()

end if
end while
return solve(equations)

end function

problems respectively. The reasons about not eval-
uating on these two datasets are 1) Dolphin18k
contains some unlabeled math word problems and
some incorrect labels, and 2) AQuA contains ra-
tional for solving the problems, but the equations
in the rational are not formal (e.g. mixed with
texts, using x to represent ×, etc.) and incon-
sistent. Therefore, the following experiments are
performed and analyzed using Math23K, the only
large scaled, good-quality dataset.

4.2 Results

The results are shown in Table 1. The retrieval-
based methods compare problems in test data with
problems in training data, and choose the most
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Model Accuracy

Retrieval
Jaccard 47.2%
Cosine 23.8%

Classification
BLSTM 57.9%
Self-Attention 56.8%

Generation
Seq2Seq w/ SNI 58.1%
Proposed Word-Based 65.3%
Proposed Char-Based 65.8%

Hybrid Retrieval + Seq2Seq 64.7%

Table 1: 5-fold cross validation results on Math23K.

similar one’s template to solve the problem (Kush-
man et al., 2014; Upadhyay and Chang, 2017).
The classification-based models choose equation
templates by a classifier trained on the training
data. Their performance are reported in Robaidek
et al.. The seq2seq and hybrid models are from
Wang et al., where the former directly maps nat-
ural language into symbols in equations, and the
latter one ensembles prediction from a seq2seq
model and a retrieval-based model. The ensemble
is the previous state-of-the-art results of Math23K.

Our proposed end-to-end model belongs to the
generation category, and the single model perfor-
mance achieved by our proposed model is new
state-of-the-art (> 65%) and even better than the
hybrid model result (64.7%). In addition, we are
the first to report character-based performance on
this dataset, and the character-based results are
slightly better than the word-based ones. Among
the single model performance, our models ob-
tain about more than 7% accuracy improvement
compared to the previous best one (Wang et al.,
2017). The performance of our character-based
model also shows that our model is capable of
learning the relatively accurate semantic represen-
tations without word boundaries and achieves bet-
ter performance.

4.3 Ablation Test
To better understand the performance contributed
by each proposed component, we perform a series
of ablation tests by removing components one by
one and then checking the performance by 5-fold
cross validation. Table 2 shows the ablation re-
sults.

Char-Based v.s. Word-Based As reported
above, using word-based model instead of
character-based model only causes 0.5% perfor-
mance drop. To fairly compare with prior word-

Model Accuracy
Char-Based 65.8%
Word-Based 65.3%
Word-Based - Gate 64.1%
Word-Based - Gate - Attention 62.5%
Word-Based - Gate - Attention - Stack 60.1%
Word-Based - Semantic Transformer 64.1%
Word-Based - Semantic Representation 61.7%

Table 2: 5-fold cross validation results of ablation tests.

based models, the following ablation tests are per-
formed on the word-based approach.

Word-Based - Gate It uses rt instead of rsat and
roprt as the input of both StackActionSelector and
OperandSelector.

Word-Based - Gate - Attention Considering
that the prior generation-based model (seq2seq)
did not use any attention mechanism, we compare
the models with and without the attention mecha-
nism. Removing attention means excluding qt−1
in (11), so the input of both operator and operand
selector becomes rt = [hDt ; st]. The result implies
that our model is not better than previous models
solely because of the attention.

Word-Based - Gate - Attention - Stack To
check the effectiveness of the stack status (st in
(11)), the experiments of removing the stack sta-
tus from the input of both operator and operand
selectors (rt = hDt ) are conducted. The results
well justify our idea of choosing operators based
on semantic meanings of operands.

Word-Based - Semantic Transformer To val-
idate the effectiveness of the idea that views an
operator as a semantic transformer, we modify
the semantic transformer function of the operator
� into f�(e1, e2) = e�, where e� is a learnable
parameter and is different for different operators.
Therefore, e� acts like the embedding of the op-
erator �, and the decoding process is more simi-
lar to a general seq2seq model. The results show
that the semantic transformer in the original model
encodes not only the last operator applied on the
operands but other information that helps the se-
lectors.

Word-Based - Semantic Representation To
explicitly evaluate the effectiveness of operands’
semantic representations, we rewrite semantic rep-
resentation of the i-th operand in the problem texts
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Figure 4: The self-attention map visualization of operands’ semantic expressions for the problem “There are 58
bananas. Each basket can contain 6 bananas. How many bananas are needed to be token off such that exactly 9
baskets are filled?”.

from (2) to eci = bci , where bci is a parameter.
Thus for every problem, the representation of the
i-th operand is identical, even though their mean-
ings in different problems may be different. This
modification assumes that no semantic informa-
tion is captured by bci , which can merely represent
a symbolic placeholder in an equation. Because
the semantic transformer is to transform the se-
mantic representations, applying this component
is meaningless. Here the semantic transformer is
also replaced with f�(e1, e2) = e� as the setting
of the previous ablation test. The results show that
the model without using semantic representations
of operands causes a significant accuracy drop of
3.5%. The main contribution of this paper about
modeling semantic meanings of symbols is vali-
dated and well demonstrated here.

5 Qualitative Analysis

To further analyze whether the proposed model
can provide interpretation and reasoning, we visu-
alize the learned semantic representations of con-
stants to check where the important cues are,

5.1 Constant Embedding Analysis
To better understand the information encoded in
the semantic representations of constants in the
problem, a self-attention is performed when their
semantic representations are extracted by the en-
coder. Namely, we rewrite (2) as

eci = Attention(hEpi , {hEt }mt=1. (20)

Then we check the trained self-attention map (α in
the attention function) on the validation dataset.

For some problems, the self-attention that gen-
erates semantic representations of constants in the
problem concentrates on the number’s quantifier
or unit, and sometimes it also focuses on infor-
mative verbs, such as “gain”, “get”, “fill”, etc., in
the sentence. For example, Figure 4 shows the at-
tention weights for an example math word prob-
lem, where lighter colors indicate higher weights.

The numbers “58” and “6” focus more on the
quantifier-related words (e.g. “every” and “how
many”), while “9” pays higher attention to the verb
“fill”. The results are consistent with those hand-
craft features for solving math word problems pro-
posed by the prior research (Hosseini et al., 2014;
Roy and Roth, 2015; Roy et al., 2015). Hence, we
demonstrate that the automatically learned seman-
tic representations indeed capture critical informa-
tion that facilitates solving math word problems
without providing human-crafted knowledge.

5.2 Decoding Process Visualization

We visualize the attention map (qt in (6)) to see
how the attention helps the decoding process. An
example is shown in the top of Figure 5, where
most attention focuses on the end of the sentence.
Unlike the machine translation task, the attention
shows the word-level alignment between source
and target languages, solving math word problems
requires high-level understanding due to the task
complexity.

To further analyze the effectiveness of the pro-
posed gating mechanisms for stack action and
operand selection, the activation of gates gsa, gopd

at each step of the decoding process is shown in
the bottom of Figure 5. It shows that most of time,
the gate activation is high, demonstrating that the
proposed gating mechanisms play an important
role during decoding. We also observe a com-
mon phenomenon that the activation gsa2 , which
controls how much attention the stack action se-
lector puts on the stack state when deciding an
stack action, is usually low until the last “opera-
tor application” stack action. For example, in the
example of Figure 5, gsa2 is less than 0.20 till the
last argument selection stack action, and activates
when deciding the division operator application
(÷) and the equal application (=). It may re-
sult from the higher-level semantics of the operand
(6.75−2.75) on the stack when selecting the stack
action division operator application (÷). In terms
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Problem & Results
红花有60朵，黄花比红花多1/6朵，黄花有多少朵． (There are 60 red flowers. Yellow flowers
are more than red ones by 1/6. How many yellow flowers are there?)
Generated Equation: 60 + 1

6
Correct Answer: 70
火车 48小时行驶 5920千米，汽车 25小时行驶 2250千米，汽车平均每小时比火车每小时慢
多少千米？ (The train travels 5920 kilometers in hours, and the car travels 2250 kilometers in 25
hours. How many kilometers per hour is the car slower than the train?)
Generated Equation: 2250÷ 25− 5920÷ 48
Correct Answer: 331

3

小红前面 5 人，后面 7 人，一共有多少人？ (There are 5 people in front of Little Red and 7
people behind. How many persons are there in total?)
Generated Equation: 5 + 7
Correct Answer: 13

Table 3: Randomly sampled incorrect predictions.
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Figure 5: Word attention and gate activation (gsa and
gopd) visualization when generating stack actions for
the problem “6.75 deducting 5 times of an unknown
number is 2.75. What is the unknown number?”, where
the associated equation is x = (6.75− 2.75)÷ 5. Note
that gopd is meaningful only when the t-th stack action
is push op.

of the activation of gopd, we find that three features
are important in most cases, demonstrating the ef-
fectiveness of the proposed mechanisms.

5.3 Error Analysis

We randomly sample some results predicted incor-
rectly by our model shown in Table 3. In the first
example, the error is due to the language ambigu-
ity, and such ambiguity cannot be resolved without
considering the exact value of the number. From
the second example, although our model identi-
fies the problem as a comparison problem success-
fully, it handles the order of the operands incor-
rectly. For the third problem, it cannot be solved
by using only the surface meaning but requires
some common sense. Therefore, above phenom-
ena show the difficulty of solving math word prob-
lems and the large room for improvement.

6 Conclusion

We propose an end-to-end neural math solver us-
ing an encoder-decoder framework that incorpo-
rates semantic representations of numbers in or-
der to generate mathematical symbols for solving
math word problems. The experiments show that
the proposed model achieves the state-of-the-art
performance on the benchmark dataset, and empir-
ically demonstrate the effectiveness of each com-
ponent in the model. In sum, the proposed neu-
ral math solver is designed based on how human
performs reasoning when writing equations, pro-
viding better interpretation without the need of la-
beled rationals.
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A Algorithm Detail

The training and inference procedures are shown
in Algortihm 1.

B Hyperparameter Setup

The model is trained with the optimizer adam
(Kingma and Ba, 2014), and the learning rate is set
to 0.001. Pretrained embeddings using FastText
(Joulin et al., 2016) are adopted. The hidden state
size of LSTM used in the encoder and decoder is
256. The dimension of hidden layers in attention,
semantic transformer and operand/stack action se-
lector is 256. The dropout rate is set as 0.1 before
inputting the decoder LSTM, before the stack ac-
tion selector and after the hidden layer of the stack
action selector and attention. The reported accu-
racy is the result of 5-fold cross-validation, same
as Wang et al. for fair comparison.

C Error Analysis between Seq2Seq

We implement the seq2seq model as proposed by
Wang et al. and compare the performance differ-
ence between our proposed model and the base-
line seq2seq model. Table 4 shows the generated
results seq2seq predicts correctly but our model
predicts incorrectly. Table 5 show the results our
model can predict correctly but seq2seq cannot.
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Problem & Results
小红前面 5 人，后面 7 人，一共有多少人？ (There are 5 people in front of Little Red and 7
people behind. How many persons are there in total?)
Proposed Model: 5 + 7
Seq2Seq Model: 5 + 7 + 1

两个数相差28，如果被减数减少3，减数增加5，那么它们的差=？ (The difference between
two numbers is 28. If the minuend is reduced by 3, and the subtrahend is increased by 5, then their
difference=?)
Proposed Model: (28− 3)÷ 5
Seq2Seq Model: 28− (3 + 5)

机床厂第一车间有55人，第二车间有45人，每人每天平均生产261个零件，这两个 车间每
天共生产多少个零件？ (There are 55 people in the first workshop of the machine tool factory and
45 people in the second workshop. Each person produces 261 small components per day in average.
How many components do the two workshops produce every day in total?)
Proposed Model: (55 + 45)÷ 261
Seq2Seq Model: (55 + 45)× 261

箭鱼游动时的速度是28米/秒，8秒可以游多少米？ (The swordfish swims at speed 28 meters/sec.
How many meters can it swim in 8 seconds?)
Proposed Model: 28÷ 8
Seq2Seq Model: 28× 8

水果店有梨子387千克，卖出205千克后，又运来一批，现在水果店共有梨子945千克．水果
店又运来梨子多少千克？ (The fruit shop has 387 kilograms of pears . After selling 205 kilograms,
some pears arrive. Now the fruit shop has 945 kilograms of pears in total. How many kilograms of
pears does the fruit shop get?)
Proposed Model: 945× (387− 205)
Seq2Seq Model: 945− (387− 205)

王老师买排球用了40元，买篮球用的钱数是排球的3倍．王老师买球一共用了多少元？
(Teacher Wang spent 40 dollars buying volleyballs and 3 times of money for basketballs. How many
dollars did Teacher Wang spend for the balls?)
Proposed Model: 40÷ 3 + 40
Seq2Seq Model: 40 + 40× 3

筑路队修筑一条长1200米的公路，甲队单独修40天可以完成任务，乙队单独修30天可以完成
任务．甲队每天修的比乙队少多少米？ (The road construction team built a road with a length of
1200 meters. Team A can complete the task in 40 days alone, and team B can complete the task in
30 days alone. How many meters does team A construct more than team B every day?)
Proposed Model: 1200÷ 40− 1200÷ 30
Seq2Seq Model: 1200÷ 30− 1200÷ 40

一共1800本，我们六年级分得2/9，分给五年级的本数相当于六年级的4/5，五年级分得多少
本？ (There are 1800 books in total. We sixth grade get 2/9. The number of books given to the fifth
grade is equal to 4/5 of the number to the sixth grade. How many books does the fifth grade get?)
Proposed Model: 1800× 2

9 ÷ 4
5

Seq2Seq Model: 1800× 2
9 × 4

5

有一批布料，如果只做上衣可以做10件，如果只做裤子可以做15条，那么这批布料可以做几
套这样的衣服？ (There is a batch of fabrics. If all is used for making shirts, 10 pieces can be made,
and 15 pieces if used to make pants only. Then how many suits of such clothes can be made with this
batch of fabric?)
Proposed Model: 10× 1÷ 15
Seq2Seq Model: 1÷ (1÷ 10 + 1÷ 15)

贝贝的钱买一本5.9元笔记本差0.6元，他买一本4.8元的，剩下的钱正好买一只圆珠笔，这只
圆珠笔多少钱？ (Beibei needs 0.6 dollars more to buy a notebook of 5.9 dollars. If he buys one of
4.8 dollars, the remaining money allows her to buy exactly one ball pen. How much is the ball pen?)
Proposed Model: 5.9 + 0.6− 4.8
Seq2Seq Model: 5.9− 0.6− 4.8

Table 4: Examples that Seq2Seq predicts correctly while our proposed model predicts incorrectly.
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Problem & Results
医院里经常要给病人输入葡萄糖水，这种葡萄糖水是把葡萄糖和水按1：19配制的，根据
这些信息，你能知道什么？ (In hospital, it is often necessary to give glucose injection to patient.
This glucose water is prepared by mixing glucose and water at 1:19. Based on this information, what
do you know?)
Proposed Model: 1÷ (1 + 19.0)
Seq2Seq Model: 1× (1 + 19.0)

一根长2.45米的木桩打入河底，现在测得木桩水上部分长0.75米，水中长1.05米，求这根
桩打在泥中的长度=多少米？ (A wooden pile of 2.45 meters long is hammered into the bottom
of a river. Now the part above water is measured as 0.75 meters long, and the part in the water is
measured as 1.05 meters long. How long is the part of the pile in the mud?)
Proposed Model: 2.45− 0.75− 1.05
Seq2Seq Model: 2.45 + 0.75 + 1.05

李强6月份的生活费为255元，比计划节省了15%，节省了多少元． (Li Qiang’s living expenses
in June were 255 dollars, 15% savings over the plan. How much did he save?)
Proposed Model: (255.0÷ (1− 0.15))× 0.15
Seq2Seq Model: 0.15 = 6.0/(1− 255.0)− 6.0

小芳在计算一个数除以10时，将除号看成了乘号，结果得3.2，正确的结果应该=． (When
Xiaofang calculates a number divided by 10 , the division sign is mistakenly treated as a multiplica-
tion sign, and the result is 3.2. The correct result should be = .)
Proposed Model: 3÷ 10÷ 10
Seq2Seq Model: 3.2÷ (1 + 10)

24 + 91的 2/13，所得的和再除 19/20，商 =？ (2/13 of 91 + 24, and the sum is divided by 19/20,
quotient = ?)
Proposed Model: 19

20 ÷ (24 + 91× 2
13)

Seq2Seq Model: 19
20 ÷ (24× 91− 2

13)

1/3 + 0.25 =？ (1/3 + 0.25 = ?)
Proposed Model: 1

3 + 0.25
Seq2Seq Model: 1

3 × 0.25

商店运来鸡蛋和鸭蛋各7箱．鸡蛋每箱重26千克，鸭蛋每箱重31千克，商店一共运来的鸡蛋
和鸭蛋共多少千克？ (The store shipped 7 boxes of eggs and duck eggs respectively. Eggs weigh
26 kilograms per box, duck eggs weigh 31 kilograms per box. How many kilograms of eggs and
duck eggs are shipped from the store in total?)
Proposed Model: 26× 7 + 31× 7
Seq2Seq Model: 26× 7 + 31

3.8 - 2.54 + 1.46 =？ (3.8 - 2.54 + 1.46 =)
Proposed Model: 3.8− 2.54 + 1.46
Seq2Seq Model: 3.8 + 2.54 + 1.46

有一池水，第一天放出200吨，第二天比第一天多放20%，第3天放了整池水的36%，正好全
部放完．这池水共 有多少吨？ (There was a pool of water, which released 200 tons of water in
the first day, 20% more in the second day than the first day, and 36% of the whole pool on the third
day. Then the water is gone. How many tons of water did this pool have?)
Proposed Model: (200.0 + 200.0× (1 + 0.2))÷ (1− 0.36)
Seq2Seq Model: (200.0 + 0.2)× 3.0 + 0.2× (1− 0.36)

16的 5/12比一个数的 7倍多 2，这个数 =？ (5/12 of 16 is more than 7 times of a number by 2.
What is the number=?)
Proposed Model: (16× 5

12 − 2)÷ 7
Seq2Seq Model: (16× 5

12 + 7)÷ 2

Table 5: Examples that Seq2Seq predicts incorrectly while our proposed model predicts correctly.
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Abstract

Training semantic parsers from question-
answer pairs typically involves searching over
an exponentially large space of logical forms,
and an unguided search can easily be misled
by spurious logical forms that coincidentally
evaluate to the correct answer. We propose
a novel iterative training algorithm that alter-
nates between searching for consistent logical
forms and maximizing the marginal likelihood
of the retrieved ones. This training scheme lets
us iteratively train models that provide guid-
ance to subsequent ones to search for logical
forms of increasing complexity, thus dealing
with the problem of spuriousness. We eval-
uate these techniques on two hard datasets:
WIKITABLEQUESTIONS (WTQ) and Cornell
Natural Language Visual Reasoning (NLVR),
and show that our training algorithm outper-
forms the previous best systems, on WTQ in a
comparable setting, and on NLVR with signif-
icantly less supervision.

1 Introduction

Semantic parsing is the task of translating natu-
ral language utterances into machine-executable
meaning representations, often called programs or
logical forms. These logical forms can be exe-
cuted against some representation of the context
in which the utterance occurs, to produce a de-
notation. This setup allows for complex reason-
ing over contextual knowledge, and it has been
successfully used in several natural language un-
derstanding problems such as question answer-
ing (Berant et al., 2013), program synthesis (Yin
and Neubig, 2017) and building natural language
interfaces (Suhr et al., 2018).

Recent work has focused on training seman-
tic parses via weak supervision from denotations
alone (Liang et al., 2011; Berant et al., 2013).
This is because obtaining logical form annotations

is generally expensive (although recent work has
addressed this issue to some extent (Yih et al.,
2016)), and not assuming full supervision lets us
be agnostic about the logical form language. The
second reason is more important in open-domain
semantic parsing tasks where it may not be pos-
sible to arrive at a complete set of operators re-
quired by the task. However, training semantic
parsers with weak supervision requires not only
searching over an exponentially large space of log-
ical forms (Berant et al., 2013; Artzi and Zettle-
moyer, 2013; Pasupat and Liang, 2015; Guu et al.,
2017, inter alia) but also dealing with spurious
logical forms that evaluate to the correct denota-
tion while not being semantically equivalent to the
utterance. For example, if the denotations are bi-
nary, 50% of all syntactically valid logical forms
evaluate to the correct answer, regardless of their
semantics. This problem renders the training sig-
nal extremely noisy, making it hard for the model
to learn anything without some additional guid-
ance during search.

We introduce two innovations to improve learn-
ing from denotations. Firstly, we propose an it-
erative search procedure for gradually increasing
the complexity of candidate logical forms for each
training instance, leading to better training data
and better parsing accuracy. This procedure is im-
plemented via training our model with two inter-
leaving objectives, one that involves searching for
logical forms of limited complexity during train-
ing (online search), and another that maximizes
the marginal likelihood of retrieved logical forms.
Second, we include a notion of coverage over the
question in the search step to guide the training al-
gorithm towards logical forms that not only eval-
uate to the correct denotation, but also have some
connection to the words in the utterance.

We demonstrate the effectiveness of these two
techniques on two difficult reasoning tasks: WIK-

2669



ITABLEQUESTIONS(WTQ) (Pasupat and Liang,
2015), an open domain task with significant lex-
ical variation, and Cornell Natural Language Vi-
sual Reasoning (NLVR) (Suhr et al., 2017), a
closed domain task with binary denotations, and
thus far less supervision. We show that: 1) in-
terleaving online search and MML over retrieved
logical forms (§4) is a more effective training algo-
rithm than each of those objectives alone; 2) cov-
erage guidance during search (§3) is helpful for
dealing with weak supervision, more so in the case
of NLVR where the supervision is weaker; 3) a
combination of the two techniques yields 44.3%
test accuracy on WTQ, outperforming the previ-
ous best single model in a comparable setting, and
82.9% test accuracy on NLVR, outperforming the
best prior model, which also relies on greater su-
pervision.

2 Background

2.1 Weakly supervised semantic parsing

We formally define semantic parsing in a weakly
supervised setup as follows. Given a dataset where
the ith instance is the triple {xi, wi, di}, represent-
ing a sentence xi, the world wi associated with the
sentence, and the corresponding denotation di, our
goal is to find yi, the translation of xi in an ap-
propriate logical form language (see §5.3), such
that JyiKwi = di; i.e., the execution of yi in world
wi produces the correct denotation di. A seman-
tic parser defines a distribution over logical forms
given an input utterance: p(Y |xi; θ).

2.2 Training algorithms

In this section we describe prior techniques for
training semantic parsers with weak supervision:
maximizing marginal likelihood, and reward-
based methods.

2.2.1 Maximum marginal likelihood
Most work on training semantic parsers from de-
notations maximizes the likelihood of the deno-
tation given the utterance. The semantic pars-
ing model itself defines a distribution over logi-
cal forms, however, not denotations, so this maxi-
mization must be recast as a marginalization over
logical forms that evaluate to the correct denota-
tion:

max
θ

∏

xi,di∈D

∑

yi∈Y |JyiKwi=di
p(yi|xi; θ) (1)

This objective function is called maximum
marginal likelihood (MML). The inner summation
is in general intractable to perform during training,
so it is only approximated.

Most prior work (Berant et al., 2013; Goldman
et al., 2018, inter alia) approximate the intractable
marginalization by summing over logical forms
obtained via beam search during training. This
typically results in frequent search failures early
during training when model parameters are close
to random, and in general may only yield spuri-
ous logical forms in the absence of any guidance.
Since modern semantic parsers typically operate
without a lexicon, new techniques are essential to
provide guidance to the search procedure (Gold-
man et al., 2018).

One way of providing this guidance during
search is to perform some kind of heuristic search
up front to find a set of logical forms that evalu-
ate to the correct denotation, and use those logical
forms to approximate the inner summation (Liang
et al., 2011; Krishnamurthy et al., 2017). The par-
ticulars of the heuristic search can have a large im-
pact on performance; a smaller candidate set has
lower noise, while a larger set makes it more likely
that the correct logical form is in it, and one needs
to strike the right balance. In this paper, we re-
fer to the MML that does search during training
as dynamic MML, and the one that does an offline
search as static MML.

The main benefit of dynamic MML is that it
adapts its training signal over time. As the model
learns, it can increasingly focus its probability
mass on a small set of very likely logical forms.
The main benefit of static MML is that there is no
need to search during training, so there is a con-
sistent training signal even at the start of training,
and it is typically more computationally efficient
than dynamic MML.

2.2.2 Reward-based methods
When training weakly supervised semantic
parsers, it is often desirable to inject some prior
knowledge into the training procedure by defining
arbitrary reward or cost functions. There exists
prior work that use such methods, both in a
reinforcement learning setting (Liang et al., 2017,
2018), and otherwise (Iyyer et al., 2017; Guu
et al., 2017). In our work, we define a customized
cost function that includes a coverage term, and
use a Minimum Bayes Risk (MBR) (Goodman,
1996; Goel and Byrne, 2000; Smith and Eisner,
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2006) training scheme, which we describe in §3.

3 Coverage-guided search

Weakly-supervised training of semantic parsers
relies heavily on lexical cues to guide the initial
stages of learning to good logical forms. Tradi-
tionally, these lexical cues were provided in the
parser’s lexicon. Neural semantic parsers remove
the lexicon, however, and so need another mech-
anism for obtaining these lexical cues. In this
section we introduce the use of coverage to in-
ject lexicon-like information into neural semantic
parsers.

Coverage is a measure of relevance of the candi-
date logical form yi to the input xi, in terms of how
well the productions in yi map to parts of xi. We
use a small manually specified lexicon as a map-
ping from source language to the target language
productions, and define coverage of yi as the num-
ber of productions triggered by the input utterance,
according to the lexicon, that are included in yi.

We use this measure of coverage to augment our
loss function, and train using an MBR based algo-
rithm as follows. We use beam search to train a
model to minimize the expected value of a cost
function C:

min
θ

N∑

i=1

Ep̃(yi|xi;θ)C(xi, yi, wi, di) (2)

where p̃ is a re-normalization1 of the probabilities
assigned to all logical forms on the beam.

We define the cost function C as:

C(xi, yi, wi, di) = λS(yi, xi)+(1−λ)T (yi, wi, di)
(3)

where the function S measures the number of
items that yi is missing from the actions (or gram-
mar production rules) triggered by the input utter-
ance xi given the lexicon; and the function T mea-
sures the consistency of the evaluation of yi in wi,
meaning that it is 0 if JyiKwi = di, or a value e oth-
erwise. We set e as the maximum possible value of
the coverage cost for the corresponding instance,
to make the two costs comparable in magnitude. λ
is a hyperparameter that gives the relative weight
of the coverage cost.

1Note that without this re-normalization, and with a -1/0
cost function based on denotation accuracy, MBR will max-
imize the likelihood of correct logical forms on the beam,
which is equivalent to dynamic MML.

4 Iterative search

In this section we describe the iterative technique
for refining the set of candidate logical forms as-
sociated with each training instance.

As discussed in §2.2, most prior work on
weakly-supervised training of semantic parsers
uses dynamic MML. This is particularly problem-
atic in domains like NLVR, where the supervi-
sion signal is binary—it is very hard for dynamic
MML to bootstrap its way to finding good logi-
cal forms. To solve this problem, we interleave
static MML, which has a consistent supervision
signal from the start of training, with the coverage-
augmented MBR algorithm described in §3.

In order to use static MML, we need an ini-
tial set of candidate logical forms. We obtain
this candidate set using a bounded-length exhaus-
tive search, filtered using heuristics based on the
same lexical mapping used for coverage in §3. A
bounded-length search will not find logical forms
for the entire training data, so we can only use a
subset of the data for initial training. We train a
model to convergence using static MML on these
logical forms, then use that model to initialize
coverage-augmented MBR training. This gives
the model a good starting place for the dynamic
learning algorithm, and the search at training time
can look for logical forms that are longer than
could be found with the bounded-length exhaus-
tive search. We train MBR to convergence, then
use beam search on the MBR model to find a new
set of candidate logical forms for static MML on
the training data. This set of logical forms can
have a greater length than those in the initial set,
because this search uses model scores to not ex-
haustively explore all possible paths, and thus will
likely cover more of the training data. In this way,
we can iteratively improve the candidate logical
forms used for static training, which in turn im-
proves the starting place for the online search al-
gorithm.

Algorithm 1 concretely describes this process.
Decode in the algorithm refers to running a beam
search decoder that returns a set of consistent log-
ical forms (i.e. T = 0) for each of the input ut-
terances. We start off with a seed dataset D0 for
which consistent logical forms are available.

5 Datasets

We will now describe the two datasets we use in
this work to evaluate our methods – Cornell NLVR
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Input : Dataset D = {X,W,D}; and
seed set D0 = {X0, Y 0} such that
X0 ⊂ X and C(x0i , y0i ,Wi, Di) = 0

Output: Model parameters θMBR

Initialize dataset DMML = D0;
while Acc(Ddev) is increasing do

θMML = MML(DMML);
Initialize θMBR = θMML;
Update θMBR = MBR(D; θMBR);
Update DMML = Decode(D; θMBR);

end
Algorithm 1: Iterative coverage-guided search

Figure 1: Example from NLVR dataset showing an ut-
terance associated with two worlds and corresponding
binary denotations. Also shown are the logical form
and the actions triggered by the lexicon from the utter-
ance.

and WIKITABLEQUESTIONS.

5.1 Cornell NLVR

Cornell NLVR is a language-grounding dataset
containing natural language sentences provided
along with synthetically generated visual contexts,
and a label for each sentence-image pair indicating
whether the sentence is true or false in the given
context. Figure 1 shows two example sentence-
image pairs from the dataset (with the same sen-
tence). The dataset also comes with structured rep-
resentations of images, indicating the color, shape,
size, and x- and y-coordinates of each of the ob-
jects in the image. While we show images in Fig-
ure 1 for ease of exposition, we use the structured
representations in this work.

Following the notation introduced in §2.1, xi in
this example is There is a box with only one item

Figure 2: Example from WIKITABLEQUESTIONS
dataset showing an utterance, a world, associated de-
notation, corresponding logical form, and actions trig-
gered by the lexicon.

that is blue. The structured representations asso-
ciated with the two images shown are two of the
worlds (w1

i and w2
i ), in which xi could be evalu-

ated. The corresponding labels are the denotations
d1i and d2i that a translation yi of the sentence xi
is expected to produce, when executed in the two
worlds respectively. That the same sentence oc-
curs with multiple worlds is an important property
of this dataset, and we make use of it by defining
the function T to be 0 only if ∀

wji ,d
j
i
JyiKw

j
i = dji .

5.2 WIKITABLEQUESTIONS

WIKITABLEQUESTIONS is a question-answering
dataset where the task requires answering complex
questions in the context of Wikipedia tables. An
example can be seen in Figure 2. Unlike NLVR,
the answers are not binary. They can instead be
cells in the table or the result of numerical or set-
theoretic operations performed on them.

5.3 Logical form languages
For NLVR, we define a typed variable-free func-
tional query language, inspired by the GeoQuery
language (Zelle and Mooney, 1996). Our language
contains six basic types: box (referring to one of
the three gray areas in Figure 1), object (refer-
ring to the circles, triangles and squares in Fig-
ure 1), shape, color, number and boolean.
The constants in our language are color and shape
names, the set of all boxes in an image, and the
set of all objects in an image. The functions in
our language include those for filtering objects and
boxes, and making assertions, a higher order func-
tion for handling negations, and a function for
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querying objects in boxes. This type specifica-
tion of constants and functions gives us a grammar
with 115 productions, of which 101 are terminal
productions (see Appendix A.1 for the complete
set of rules in our grammar). Figure 1 shows an ex-
ample of a complete logical form in our language.

For WTQ, we use the functional query language
used by (Liang et al., 2018) as the logical form lan-
guage. Figure 2 shows an example logical form.

5.4 Lexicons for coverage

The lexicon we use for the coverage measure de-
scribed in §3 contains under 40 rules for each log-
ical form language. They mainly map words and
phrases to constants and unary functions in the tar-
get language. The complete lexicons are shown in
the Appendix. Figures 1 and 2 also show the ac-
tions triggered by the corresponding lexicons for
the utterances shown. We find that small but pre-
cise lexicons are sufficient to guide the search pro-
cess away from spurious logical forms. Moreover,
as shown empirically in §6.4, the model for NLVR
does not learn much without this simple but cru-
cial guidance.

6 Experiments

We evaluate both our contributions on NLVR and
WIKITABLEQUESTIONS.

6.1 Model

In this work, we use a grammar-constrained
encoder-decoder neural semantic parser for our
experiments. Of the many variants of this basic
architecture (see §7), all of which are essentially
seq2seq models with constrained outputs and/or
re-parameterizations, we choose to use the parser
of Krishnamurthy et al. (2017), as it is particu-
larly well-suited to the WIKITABLEQUESTIONS

dataset, which we evaluate on.
The encoder in the model is a bi-directional

recurrent neural network with Long Short-Term
Memory (LSTM) (Hochreiter and Schmidhuber,
1997) cells, and the decoder is a grammar-
constrained decoder also with LSTM cells. In-
stead of directly outputting tokens in the logi-
cal form, the decoder outputs production rules
from a CFG-like grammar. These production
rules sequentially build up an abstract syntax tree,
which determines the logical form. The model
also has an entity linking component for produc-
ing table entities in the logical forms; this com-

ponent is only applicable to WIKITABLEQUES-
TIONS, and we remove it when running experi-
ments on NLVR. The particulars of the model are
not the focus of this work, so we refer the reader
to the original paper for more details.

In addition, we slightly modify the constrained
decoding architecture from (Krishnamurthy et al.,
2017) to bias the predicted actions towards those
that would decrease the value of S(yi, xi). This is
done using a coverage vector, vSi for each training
instance that keeps track of the production rules
triggered by xi, and gets updated whenever one of
those desired productions is produced by the de-
coder. That is, vSi is a vector of 1s and 0s, with
1s indicating the triggered productions that are yet
to be produced by the decoder. This is similar to
the idea of checklists used by Kiddon et al. (2016).
The decoder in the original architecture scores out-
put actions at each time step by computing a dot
product of the predicted action representation with
the embeddings of each of the actions. We add a
weighted sum of all the actions that are yet to pro-
duced:

sai = ea.(pi + γ ∗ vSi .E) (4)

where sai is the score of action a at time step i, ea

is the embedding of that action, pi is the predicted
action representation, E is the set of embeddings
of all the actions, and γ is a learned parameter for
regularizing the bias towards yet-to-be produced
triggered actions.

6.2 Experimental setup

NLVR We use the standard train-dev-test split
for NLVR, containing 12409, 988 and 989
sentence-image pairs respectively. NLVR con-
tains most of the sentences occurring in multiple
worlds (with an average of 3.9 worlds per sen-
tence). We set the word embedding and action
embedding sizes to 50, and the hidden layer size of
both the encoder and the decoder to 30. We initial-
ized all the parameters, including the word and ac-
tion embeddings using Glorot uniform initializa-
tion (Glorot and Bengio, 2010). We found that us-
ing pretrained word representations did not help.
We added a dropout (Srivastava et al., 2014) of
0.2 on the outputs of the encoder and the decoder
and before predicting the next action, set the beam
size to 10 both during training and at test time, and
trained the model using ADAM (Kingma and Ba,
2014) with a learning rate of 0.001. All the hyper-
parameters are tuned on the validation set.
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WIKITABLEQUESTIONS This dataset comes
with five different cross-validation folds of train-
ing data, each containing a different 80/20 split for
training and development. We first show results
aggregated from all five folds in §6.3, and then
show results from controlled experiments on fold
1. We replicated the model presented in Krishna-
murthy et al. (2017), and only changed the training
algorithm and the language used. We used a beam
size of 20 for MBR during training and decoding,
and 10 for MML during decoding, and trained the
model using Stochastic Gradient Descent (Kiefer
et al., 1952) with a learning rate of 0.1, all of which
are tuned on the validation sets.

Specifics of iterative search For our iterative
search algorithm, we obtain an initial set of can-
didate logical forms in both domains by exhaus-
tively searching to a depth of 102. During search
we retrieve the logical forms that lead to the cor-
rect denotations in all the corresponding worlds,
and sort them based on their coverage cost using
the coverage lexicon described in §5.4, and choose
the top-k3. At each iteration of the search step
in our iterative training algorithm, we increase the
maximum depth of our search with a step-size of
2, finding more complex logical forms and cover-
ing a larger proportion of the training data. While
exhaustive search is prohibitively expensive be-
yond a fixed number of steps, our training process
that uses beam search based approximation can go
deeper.

Implementation We implemented our
model and training algorithms within the
AllenNLP (Gardner et al., 2018) toolkit.
The code and models are publicly available
at https://github.com/allenai/
iterative-search-semparse.

6.3 Main results

WIKITABLEQUESTIONS Table 1 compares
the performance of a single model trained us-
ing Iterative Search, with that of previously pub-
lished single models. We excluded ensemble mod-
els since there are differences in the way ensem-
bles are built for this task in previous work, ei-
ther in terms of size or how the individual mod-
els were chosen. We show both best and aver-

2It was prohibitively expensive to search beyond depth of
10.

3k is a hyperparameter that is chosen on the dev set at
each iteration in iterative search, and is typically 10 or 20

Approach Dev Test

Pasupat and Liang (2015) 37.0 37.1
Neelakantan et al. (2017) 34.1 34.2
Haug et al. (2018) - 34.8
Zhang et al. (2017) 40.4 43.7
Liang et al. (2018) (MAPO) (avg.) 42.3 43.1
Liang et al. (2018) (MAPO) (best) 42.7 43.8
Iterative Search (avg.) 42.1 43.9
Iterative Search (best) 43.1 44.3

Table 1: Comparison of single model performances of
Iterative Search with previously reported single model
performances

Algorithm Dev acc. Test acc.

MAPO 42.1 42.7

Static MML 40.0 42.2
Iterative MML 42.5 43.1
Iterative Search 43.0 43.8

Table 2: Comparison of iterative search with static
MML, iterative MML, and the previous best result
from (Liang et al., 2018), all trained on the official split
1 of WIKITABLEQUESTIONS and tested on the official
test set.

age (over 5 folds) single model performance from
Liang et al. (2018) (Memory Augmented Policy
Optimization). The best model was chosen based
on performance on the development set. Our sin-
gle model performances are computed in the same
way. Note that Liang et al. (2018) also use a lexi-
con similar to ours to prune the seed set of logical
forms used to initialize their memory buffer.

In Table 2, we compare the performance of our
iterative search algorithm with three baselines: 1)
Static MML, as described in §2.2.1 trained on the
candidate set of logical forms obtained through
the heuristic search technique described in §6.2;
2) Iterative MML, also an iterative technique but
unlike iterative search, we skip MBR and iter-
atively train static MML models while increas-
ing the number of decoding steps; and 3) MAPO
(Liang et al., 2018), the current best published sys-
tem on WTQ. All four algorithms are trained and
evaluated on the first fold, use the same language,
and the bottom three use the same model and the
same set of logical forms used to train static MML.
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NLVR In Table 3, we show a comparison of
the performance of our iterative coverage-guided
search algorithm with the previously published ap-
proaches for NLVR. The first two rows correspond
to models that are not semantic parsers. This
shows that semantic parsing is a promising direc-
tion for this task. The closest work to ours is the
weakly supervised parser built by (Goldman et al.,
2018). They build a lexicon similar to ours for
mapping surface forms in input sentences to ab-
stract clusters. But in addition to defining a lex-
icon, they also manually annotate complete sen-
tences in this abstract space, and use those annota-
tions to perform data augmentation for training a
supervised parser, which is then used to initialize a
weakly supervised parser. They also explicitly use
the abstractions to augment the beam during de-
coding using caching, and a separately-trained dis-
criminative re-ranker to re-order the logical forms
on the beam. As a discriminative re-ranker is or-
thogonal to our contributions, we show their re-
sults with and without it, with “Abs. Sup.” being
more comparable to our work. Our model, which
uses no data augmentation, no caching during de-
coding, and no discriminative re-ranker, outper-
forms their variant without reranking on the pub-
lic test set, and outperforms their best model on
the hidden test set, achieving a new state-of-the-
art result on this dataset.

6.4 Effect of coverage-guided search

To evaluate the contribution of coverage-guided
search, we compare the the performance of the
NLVR parser in two different settings: with and
without coverage guidance in the cost function.
We also compare the performance of the parser in
the two settings, when initialized with parameters
from an MML model trained to maximize the like-
lihood of the set of logical forms obtained from
exhaustive search. Table 4 shows the results of
this comparison. We measure accuracy and con-
sistency of all four models on the publicly avail-
able test set, using the official evaluation script.
Consistency here refers to the percentage of logi-
cal forms that produce the correct denotation in all
the corresponding worlds, and is hence a stricter
metric than accuracy. The cost weight (λ in Equa-
tion 3) was tuned based on validation set perfor-
mance for the runs with coverage, and we found
that λ = 0.4 worked best.

It can be seen that both with and without ini-

tialization, coverage guidance helps by a big mar-
gin, with the gap being even more prominent in
the case where there is no initialization. When
there is neither coverage guidance nor a good ini-
tialization, the model does not learn much from
unguided search and get a test accuracy not much
higher than the majority baseline of 56.2%.

We found that coverage guidance was not as
useful for WTQ. The average value of the best per-
forming λ was around 0.2, and higher values nei-
ther helped nor hurt performance.

6.5 Effect of iterative search

To evaluate the effect of iterative search, we
present the accuracy numbers from the search (S)
and maximization (M) steps from different itera-
tions in Tables 5 and 6, showing results on NLVR
and WTQ, respectively. Additionally, we also
show number of decoding steps used at each it-
erations, and the percentage of sentences in the
training data for which we were able to obtain
consistent logical forms from the S step, the set
that was used in the M step of the same iteration.
It can be seen in both tables that a better MML
model gives a better initialization for MBR, and
a better MBR model results in a larger set of ut-
terances for which we can retrieve consistent log-
ical forms, thus improving the subsequent MML
model. The improvement for NLVR is more pro-
nounced (a gain of 21% absolute) than for WTQ
(a gain of 3% absolute), likely because the initial
exhaustive search provides a much higher percent-
age of spurious logical forms for NLVR, and thus
the starting place is relatively worse.

Complexity of Logical Forms We analyzed the
logical forms produced by our iterative search al-
gorithm at different iterations to see how they dif-
fer. As expected, for NLVR, allowing greater
depths lets the parser explore more complex logi-
cal forms. Table 7 shows examples from the vali-
dation set that indicate this trend.

7 Related Work

Most of the early methods used for training se-
mantic parsers required the training data to come
with annotated logical forms (Zelle and Mooney,
1996; Zettlemoyer and Collins, 2005). The pri-
mary limitation of such methods is that manually
producing these logical forms is expensive, mak-
ing it hard to scale these methods across domains.
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Dev. Test-P Test-H
Approach Acc. Cons. Acc. Cons. Acc. Cons.

MaxEnt (Suhr et al., 2017) 68.0 - 67.7 - 67.8 -
BiATT-Pointer (Tan and Bansal, 2018) 74.6 - 73.9 - 71.8 -
Abs. Sup. (Goldman et al., 2018) 84.3 66.3 81.7 60.1 - -
Abs. Sup. + ReRank (Goldman et al., 2018) 85.7 67.4 84.0 65.0 82.5 63.9
Iterative Search 85.4 64.8 82.4 61.3 82.9 64.3

Table 3: Comparison of our approach with previously published approaches. We show accuracy and consistency
on the development set, and public (Test-P) and hidden (Test-H) test sets.

No coverage + coverage
Acc. Cons. Acc. Cons.

No init. 56.4 12.0 73.9 43.6
MML init. 77.7 51.1 80.7 56.4

Table 4: Effect of coverage guidance on NLVR parsers
trained with and without initialization from an MML
model. Metrics shown are accuracy and consistency on
the public test set.

Iter. Length % cov. Step Dev. Acc

0 10 51 M 64.0

1 12 65
S 81.6
M 76.5

2 14 65
S 82.7
M 81.8

3 16 73
S 85.4
M 83.1

4 18 75
S 84.7
M 81.2

Table 5: Effect of iterative search (S) and maximization
(M) on NLVR. % cov. is the percentage of training data
for which the S step retrieves consistent logical forms.

Iter. Length % cov. Step Dev. Acc

0 10 83.3 M 40.0

1 12 70.2
S 42.5
M 42.5

2 14 71.3
S 43.1
M 42.7

3 16 71.0
S 42.8
M 42.5

4 18 71.0
S 43.0
M 42.7

Table 6: Iterative search on WIKITABLEQUESTIONS.
M and S refer to Maximization and Search steps.

More recent research has focused on training se-
mantic parsers with weak supervision (Liang et al.,
2011; Berant et al., 2013), or trying to automat-
ically infer logical forms from denotations (Pa-
supat and Liang, 2016). However, matching the
performance of a fully supervised semantic parser
with only weak supervision remains a significant
challenge (Yih et al., 2016).

The main contributions of this work deal with
training semantic parsers with weak supervision,
and we gave a detailed discussion of related train-
ing methods in §2.2.

We evaluate our contributions on the NLVR and
WIKITABLEQUESTIONS datasets. Other work
that evaluates on on these datasets include Gold-
man et al. (2018), Tan and Bansal (2018), Nee-
lakantan et al. (2017), Krishnamurthy et al. (2017),
Haug et al. (2018), and (Liang et al., 2018). These
prior works generally present modeling contri-
butions that are orthogonal (and in some cases
complementary) to the contributions of this paper.
There has also been a lot of recent work on neural
semantic parsing, most of which is also orthogo-
nal to (and could probably benefit from) our con-
tributions (Dong and Lapata, 2016; Jia and Liang,
2016; Yin and Neubig, 2017; Krishnamurthy et al.,
2017; Rabinovich et al., 2017). Recent attempts
at dealing with the problem of spuriousness in-
clude Misra et al. (2018) and Guu et al. (2017).

Coverage has recently been used in machine
translation (Tu et al., 2016) and summarization
(See et al., 2017). There have also been many
methods that use coverage-like mechanisms to
give lexical cues to semantic parsers. Goldman
et al. (2018)’s abstract examples is the most recent
and related work, but the idea is also related to lex-
icons in pre-neural semantic parsers (Kwiatkowski
et al., 2011).
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0
There is a tower with four blocks
(box exists (member count equals all boxes 4))

1
Atleast one black triangle is not touching the edge
(object exists (black (triangle ((negate filter touch wall) all objects))))

2
There is a yellow block as the top of a tower with exactly three blocks.
(object exists (yellow (top (object in box (member count equals all boxes 3)))))

3
The tower with three blocks has a yellow block over a black block
(object count greater equals (yellow (above (black (object in box
(member count equals all boxes 3))))) 1)

Table 7: Complexity of logical forms produced at different iterations, from iteration 0 to iteration 3; each logical
form could not be produced at the previous iterations

8 Conclusion

We have presented a new technique for training
semantic parsers with weak supervision. Our key
insights are that lexical cues are crucial for guid-
ing search during the early stages of training, and
that the particulars of the approximate marginal-
ization in maximum marginal likelihood have a
large impact on performance. To address the first
issue, we used a simple coverage mechanism for
including lexicon-like information in neural se-
mantic parsers that do not have lexicons. For the
second issue, we developed an iterative procedure
that alternates between statically-computed and
dynamically-computed training signals. Together
these two contributions greatly improve seman-
tic parsing performance, leading to new state-of-
the-art results on NLVR and WIKITABLEQUES-
TIONS. As these contributions are to the learn-
ing algorithm, they are broadly applicable to many
models trained with weak supervision. One poten-
tial future work direction is investigating whether
they extend to other structured prediction prob-
lems beyond semantic parsing.
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A Logical form language and lexicon for
NLVR

Basic Types: bool (t), box (b), object
(o), shape (s), color (c), number (n)

In the grammar and lexicon that follow we use the
following placeholders,

quantifier ∈ {any,all,none}
comparator ∈ {equals,not equals,

lesser,lesser equals,

greater,greater equals}
color ∈ {yellow,blue,black}
shape ∈ {square,triangle,circle}
size ∈ {big,medium,small}
location ∈ {above,below,top,left,
right,bottom,corner,wall}

number ∈ {1...9}

A.1 Grammar
Constants
b -> all_boxes
c -> color_black,

color_blue, color_yellow
n -> 1, 2, ..., 9
o -> all_objects
s -> shape_circle,

shape_square, shape_triangle

Object filtering functions
<o,o> -> [location], [color],
[shape], [size], same_color,
same_shape, touch_object,
touch_bottom, touch_top,
touch_left, touch_right,
touch_corner, touch_wall,

Box filtering functions
<b,<s,b>> ->

member_shape_[quantifier]_equals
<b,<c,b>> ->

member_color_[quantifier]_equals
<b,<n,b>> ->

member_count_[comparator]
member_color_count_[comparator],
member_shape_count_[comparator]

<b,b> -> member_color_different,
member_color_same,
member_shape_different,
member_shape_same

Assertion functions

<b,t> -> box_exists
<o,t> -> object_exists
<b,<n,t>> -> box_count_[comparator]
<o,<c,t>> ->

object_color_[quantifier]_equals
<o,<s,t>> ->

object_shape_[quantifier]_equals
<o,<n,t>> ->

object_color_count_[comparator],
object_shape_count_[comparator],
object_count_[comparator]

Other functions

<b,o> -> object_in_box
<<o,o>,<o,o>> -> negate_filter

A.2 Lexicon for NLVR

there is a box→ box exists
there is a [other]→ object exists
box . . . [color]→ color [color]
box . . . [shape]→ shape [shape]
not→ negate filter
contains→ object in box
touch . . . [location]→ touch [location]
[location]→ [location]
[shape]→ [shape]
[color]→ [color]
[size]→ [size]
[number]→ [number]

B Logical form language and lexicon for
WIKITABLEQUESTIONS

We use the language from Liang et al. (2018). For
coverage, in addition to triggering productions for
numbers, and column names and cell strings in the
table, we use the following lexicon for coverage.
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B.1 Lexicon for WIKITABLEQUESTIONS

at least→ filter≥
[greater|larger|more] than→ filter≥
at most→ filter≤
no [greater|larger|more] than→ filter≤
[next|below|after]→ next
[previous|above|before]→ previous
[first|top]→ top
[last|bottom]→ bottom
same→ same as
total→ sum
difference→ diff
average→ average
[least|smallest|lowest|smallest]→ argmin
[most|longest|highest|largest]→ argmax
[what|when] . . . [last|least]→ min
[what|when] . . . [first|most]→ max
how many→ count
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Abstract

We propose a simple, fast, and mostly-
unsupervised approach for non-factoid ques-
tion answering (QA) called Alignment over
Heterogeneous Embeddings (AHE). AHE sim-
ply aligns each word in the question and candi-
date answer with the most similar word in the
retrieved supporting paragraph, and weighs
each alignment score with the inverse doc-
ument frequency of the corresponding ques-
tion/answer term. AHE’s similarity function
operates over embeddings that model the un-
derlying text at different levels of abstraction:
character (FLAIR), word (BERT and GloVe),
and sentence (InferSent), where the latter is
the only supervised component. Despite its
simplicity and lack of supervision, AHE ob-
tains a new state-of-the-art performance on the
“Easy” partition of the AI2 Reasoning Chal-
lenge (ARC) dataset (64.6% accuracy), top-
two performance on the “Challenge” partition
of ARC (34.1%), and top-three performance
on the WikiQA dataset (74.08% MRR), out-
performing many other complex, supervised
approaches. Our error analysis indicates that
alignments over character, word, and sentence
embeddings capture substantially different se-
mantic information. We exploit this with a
simple meta-classifier that learns how much to
trust the predictions over each representation,
which further improves the performance of un-
supervised AHE1.

1 Introduction

The “deep learning tsunami”(Manning, 2015) has
had a major impact on important natural language
processing (NLP) applications such as question an-
swering (QA). Many neural approaches for QA
have been proposed in the past few years, with
impressive results on several QA tasks (Seo et al.,
2016; Wang and Jiang, 2016; Wang et al., 2017b;

1Code: https://github.com/vikas95/AHE

Question - Which sequence of energy transformations oc-
curs after a battery-operated flashlight is turned on?

1. electrical→ light→ chemical
2. electrical→chemical→ light
3. chemical→ light→ electrical
4. chemical→ electrical→ light

Supporting paragraph(s): “a chemical cell converts chem-
ical energy into electrical energy; a flashlight chemical
energy to light energy”

Figure 1: A multiple-choice question from the ARC
dataset with the correct answer in bold font. This ques-
tion is answered correctly by our alignment method that
relies on contextualized word embeddings that capture
the correct sequence, and cannot be answered correctly
when relying on uncontextualized embeddings.

Tymoshenko et al., 2017; Xiong et al., 2016a; Wang
et al., 2018; Radford et al., 2018; Li et al., 2018,
inter alia). However, an undesired effect of this
focus on neural approaches was that other methods
have fallen out of focus, including strong unsuper-
vised benchmarks that are necessary to highlight
the true gains of supervised approaches. For in-
stance, alignment approaches have received consid-
erably less interest recently, despite their initial suc-
cesses (Echihabi and Marcu, 2003; Surdeanu et al.,
2011, inter alia). While a few recent efforts have
adapted these alignment methods to operate over
word representations (Kenter and De Rijke, 2015;
Kim et al., 2017; Yadav et al., 2018), they gener-
ally underperfom supervised neural methods due to
their underlying bag-of-word (BoW) assumptions
and reliance on uncontextualized word representa-
tions such as GloVe (Pennington et al., 2014).

In this work we argue that alignment approaches
are more meaningful today after the advent of con-
textualized word representations, which mitigate
the above BoW limitations. For example, Figure 1
shows an example of a question from AI2’s Reason-
ing Challenge (ARC) dataset (Clark et al., 2018),
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which is not answered correctly by a state-of-the-
art BoW alignment method (Yadav et al., 2018), but
is correctly answered by our alignment approach
when operating over Bidirectional Encoder Repre-
sentations from Transformers (BERT) embeddings
(Devlin et al., 2018).

We propose a simple, fast, and mostly-
unsupervised approach for non-factoid QA
called Alignment over Heterogeneous Embeddings
(AHE). AHE uses an off-the-shelf information re-
trieval (IR) component to retrieve likely supporting
paragraphs from a knowledge base (KB) given a
question and candidate answer. Then AHE aligns
each word in the question and candidate answer
with the most similar word in the retrieved support-
ing paragraph, and weighs each alignment score
with the inverse document frequency (IDF) of the
corresponding question/answer term. AHE’s over-
all alignment score is the sum of the IDF weighted
scores of each of the question/answer term.

Importantly, AHE’s alignment function operates
over contextualized embeddings that model the un-
derlying text at different levels of abstraction: char-
acter (FLAIR) (Akbik et al., 2018), word (BERT)
(Devlin et al., 2018), and sentence (InferSent) (Con-
neau et al., 2017), where the latter is the only su-
pervised component in the proposed approach. The
different representations are combined through an
ensemble approach that by default is unsupervised
(using a variant of the NoisyOr formula), but can
be replaced with a supervised meta-classifier.

The contributions of our work are the following:

1. To our knowledge, this is the first unsuper-
vised alignment approach for QA that: (a)
operates over contextualized embeddings, and
(b) captures text at multiple levels of abstrac-
tion, including character, word, and sentence.

2. We obtain (near) state-of-the-art results (top
three or higher) on three QA datasets: Wik-
iQA (Yang et al., 2015) (74.08 mean recipro-
cal rank), ARC the Challenge partition (34.1%
precision at 1 (P@1)) and ARC Easy (64.6
P@1). Our approach outperforms information
retrieval methods, other unsupervised align-
ment approaches, and many supervised, neu-
ral approaches, despite the fact that it is mostly
unsupervised and much simpler. Importantly,
unlike many neural approaches, our results
are robust across several datasets. Minimally,
these results indicate that the work proposed
here should be considered as a new, strong

baseline for the task.
3. Our analysis indicates that alignments over

character, word, and sentence embeddings
capture substantially different semantic infor-
mation. We highlight this complementarity
with an oracle system that chooses the cor-
rect answer when it is proposed by any of the
AHE’s representations, which achieves 68%
P@1 on ARC Challenge, 86% on ARC Easy,
and 93.7% mean average precision (MAP)
on WikiQA. We exploit this complementarity
with a simple meta-classifier that learns when
and how much to trust the predictions over
each representation, which further improves
the performance of unsupervised AHE.

2 Related Work

We highlight major trends in the field, and how our
work compares with them. We focus mostly on
non-factoid QA, which is usually implemented in
two forms: multiple-choice QA such as AI2’s Rea-
soning Challenge (ARC), where the answer must
be selected from multiple candidates and (option-
ally) supported by explanatory texts extracted from
external knowledge bases (Clark et al., 2018); or
answer sentence selection, where candidate answer
sentences are provided and the task is to select
the sentences containing the correct answers (Yang
et al., 2015). Alignment models have also been
proposed for other types of QA, such as reading
comprehension (RC) QA (Chakravarti et al., 2017).
We believe AHE can be similarly extended to RC,
but, in this work, we have limited our experiments
to answer selection and multiple-choice QA tasks.

Most QA approaches today use neural, super-
vised methods. Most use stacked architectures usu-
ally coupled with attention mechanisms (He and
Lin, 2016; Yin et al., 2015; Seo et al., 2016; Xiong
et al., 2016b; Kumar et al., 2016; Tan et al., 2015;
Wang et al., 2017a; Chen et al., 2016; Cheng et al.,
2016; Golub and He, 2016). Some of these works
also rely on structured knowledge bases (Zhong
et al., 2018a; Ni et al., 2018) such as ConceptNet
(Speer et al., 2017). Some approaches use query ex-
pansion methods in addition to the above methods
(Musa et al., 2018; Nogueira and Cho, 2017; Ni
et al., 2018). For example, Musa et al. (2018) used
a sequence to sequence model (Sutskever et al.,
2014) to generate an enhanced query for ARC
which retrieves better supporting passages.

However, in general, all these approaches rely
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on annotated training data, and, some, on struc-
tured KBs, which are expensive to create (Jauhar
et al., 2016). Further, as we demonstrate in Sec-
tion 5, these methods tend to be tailored to a spe-
cific dataset and do not port well to other domains
or even within different splits of the same dataset.
In contrast, our method is mostly unsupervised and
does not require training. Even then, our approach
performs well on three distinct QA datasets, with
top three performance in all.

Our work is inspired by previous efforts on us-
ing alignment methods for NLP (Echihabi and
Marcu, 2003). Unsupervised alignment models
have been proposed for several NLP tasks such as
short text similarity (Kenter and De Rijke, 2015),
answer phrase/sentence selection in reading com-
prehension (RC) (Chakravarti et al., 2017), docu-
ment retrieval (Kim et al., 2017), etc. Other works
have utilized word alignments as features in super-
vised models (Surdeanu et al., 2011; Wang and Itty-
cheriah, 2015). For example, Wang and Ittycheriah
(2015) utilized the alignment of words between
two questions as a feature in a feedforward neural
network that matches similar FAQ questions. Re-
cently, Yadav et al. (2018) showed that alignment
methods remain competitive for non-factoid QA.

However, the majority of alignment models that
rely on representation learning utilize uncontextual-
ized word embeddings such as GloVe, coupled with
other BoW models such as IBM Model 1 (Brown
et al., 1993) for alignment (Kenter and De Rijke,
2015; Kim et al., 2017; Yadav et al., 2018). To
our knowledge, we are the first to adapt these ideas
to contextualized embeddings, which mitigates the
BoW limitations of previous efforts (as shown in
Figure 1). While contextualized representations
have been shown to be extremely useful for mul-
tiple NLP tasks (Devlin et al., 2018; Peters et al.,
2018; Howard and Ruder, 2018), our work is the
first to apply them to an unsupervised alignment
approach. Further, we show that different contex-
tualized representations of text (character, word,
sentence) capture complementary information, and
combining them improves performance further.

3 Approach

The core component of our approach computes the
score of a candidate answer by aligning two texts.
For multiple-choice questions, the first text consists
of the question concatenated with the candidate an-
swer, and the second is a supporting paragraph

such as the one shown in Figure 1, which consists
of one or more sentences retrieved from a larger
textual KB using an off-the-shelf IR system (Sec-
tion 3.1). For answer selection tasks, the first text is
the question and the second is the sentence that con-
tains the candidate answer. Answer candidates are
then sorted in descending order of their alignment
scores. In both cases, the alignment approach oper-
ates over multiple contextualized embeddings that
model the two texts at different levels of abstrac-
tion: character, word, and sentence. The overall
architecture is illustrated in Figure 2. We detail the
alignment method in §3.2, the multiple representa-
tions of text considered in §3.3, and the ensemble
strategies over these representations in §3.4.

3.1 Retrieving Supporting Paragraphs
For multiple-choice question datasets such as ARC,
we retrieve supporting information from external
KBs using Lucene, an off-the-shelf IR system2.
We use as query the question concatenated with
the corresponding answer candidate, and BM25
(Robertson et al., 2009) as the ranking function3.
For each query, we keep the top C Lucene docu-
ments, where each document consists of a sentence
retrieved from the ARC corpus. Similar to our pre-
vious work (Yadav et al., 2018), we boost candidate
answer terms by a factor of 3 while keeping ques-
tion terms as it is in the BM25 ranking function. All
texts were preprocessed by discarding the case of
the tokens, removing the stop words from Lucene’s
list, and lemmatizing the remaining tokens using
NLTK (Bird, 2006). For all experiments reported
on the ARC dataset we used C = 20.

Here we also calculate the IDF of each query
term qi (required later during alignment):

idf (qi) = log
N − docfreq(qi) + 0.5

docfreq(qi) + 0.5
(1)

where N is the number of documents (e.g., 14.3M
for the ARC KB) and docfreq(qi) is the number
of documents that contain qi.

3.2 Alignment Algorithm
For representations that produce word embeddings
(e.g., FLAIR, BERT, GloVe), we use the alignment
algorithm in Figure 3. Our method computes the
alignment score of each query token with every
token in the given KB paragraph, using the cosine

2https://lucene.apache.org
3https://lucene.apache.org/core/7_

0_1/core/org/apache/lucene/search/
similarities/BM25Similarity.html
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Embedding representation 4 (InferSent)

Embedding representation 3 (BERT)

Embedding representation 2 (GloVe)

Embedding representation 1 (FLAIR)

Ensemble

Alignment

QF1 KBF1QF2 KBF2QF3 KBF3· · · · · ·QFn KBFm

Question + candidate answer text Supporting paragraph text

Figure 2: AHE architecture illustrated for the multiple-choice question setting. The left text consists with of the
question concatenated with the answer candidate; the right text is a supporting paragraph retrieved from an external
KB. The same alignment score is computed over multiple representations of text, and then aggregated through an
ensemble model.

KB1 KB2 · · · KBm

Qn · · ·

...
...

...
. . .

...
...

...

Q3 · · ·

Q2 · · ·

Q1 · · ·

Cosine similarity matrix Max-pool

�

Query IDF

∑

Figure 3: Alignment component of AHE, where a co-
sine similarity matrix is constructed by comparing to-
ken embeddings of input query tokens (Qi) and sup-
porting KB paragraph tokens (KBj), and the maximal
alignment cosine score for each input query token is
weighted by its IDF.

similarity of the two embedding vectors. Then, a
max-pooling layer over this cosine similarity ma-
trix is used to retrieve the most similar token in the
supporting passage for each query token. Lastly,
this max-pooled vector of similarity scores is mul-
tiplied with the vector containing the IDF values of
the query tokens and the resultant vector is summed
to produce the overall alignment score s for the
given query Qa (formed from question Q and can-
didate answer a) and the supporting paragraph Pj :

s(Qa, Pj) =

|Qa|∑

i=1

idf (qi) · align(qi, Pj) (2)

align(qi, Pj) =
|Pj |
max
k=1

cosSim(qi, pk) (3)

cosSim(qi, pk) =
~qi · ~pk

||~qi|| · || ~pk||
(4)

where ~qi and ~pk are the embedding vectors of the
terms qi and pk.

In addition to alignments over word-level embed-
dings, we include InferSent (Conneau et al., 2017),
which generates sentence-level embeddings (see
§3.3 for details). For InferSent, the alignment score
between a query Qa and a supporting paragraph
Pj is computed as the dot product of the two corre-
sponding sentence vectors, ~Qa and ~Pj , normalized
using softmax over all candidate answers:

s(Qa, Pj) = softmax( ~Qa · ~Pj) (5)
For ARC, the above alignment scores are computed
for each supporting paragraph in the set of C para-
graphs retrieved in §3.1. For WikiQA, this score
is computed just for the sentence containing the
candidate answer.

To aggregate the retrieved ARC paragraph scores
(for ARC) into an overall score for the correspond-
ing candidate answer, we consider:
Max: selects the maximum alignment score be-
tween all available paragraphs as the final score for
candidate answer a:

S(canda) =
C

max
j=1

(s(Qa, Pj)) (6)

Weighted average: averages all available para-
graph scores, using as weights the inverse IR ranks
of the corresponding paragraphs:

S(canda) =
C∑

j=1

1

j
(s(Qa, Pj)) (7)

During tuning, we observed that the max strategy
is better for ARC Challenge, while the weighted
average is better for ARC Easy. We conjecture that
this happens because Challenge questions require

2684



information that is sparser in the collection, and,
thus, including more than the top paragraph tends
to introduce noise.

3.3 Text Representations
AHE computes alignments over four different em-
bedding representations that model the text at dif-
ferent levels of abstraction: character, word, and
sentence (as detailed below). Although all these
embeddings can be tuned for specific domains to
improve performance, here we highlight the poten-
tial of publicly-available, pre-trained embeddings.
Hence, we did not train embeddings on any domain
specific corpus, and directly used off-the-shelf em-
beddings in all but one situation. The details of all
four component embeddings of AHE are discussed
below.

Character-based embeddings: We used the
FLAIR contextual character language model of
Akbik et al. (2018). They used long short-term
memory (LSTM) networks that operate at charac-
ter level over the entire text to generate character
embeddings (in both forward and backward direc-
tions). Similar to them, to generate the embedding
for token i, we concatenate the embedding from the
forward LSTM for the character following the to-
ken, with the embedding from the backward LSTM
for the character preceding the token:

wFLAIR
i :=

[
hfti+1−1

hbti−1

]
(8)

where ti is the character offset of the ith token in
the input text, and h is the corresponding LSTM’s
hidden state. We used the “mix-forward” and “mix-
backward” pretrained models provided by the au-
thors to produce two character embeddings, each
of size 2048, resulting in word embeddings of size
4096.

Word-based embeddings: We incorporated two
different word-based embeddings:
BERT – we used the Bidirectional Encoder Repre-
sentations from Transformers (BERT) embedding
model of Devlin et al. (2018). We concatenated the
last four layers (as suggested by the authors4) of the
BERT Large language model, where each layer has
size 1024, summing up to size 4096 embeddings
for each token:

wBERT
i := [Layer−1, ...., Layer−4] (9)

4https://github.com/google-research/
bert

GloVe – we also include GloVe embeddings (Pen-
nington et al., 2014), under the hypothesis that
these uncontextualized word embeddings will pro-
vide complementary information to the contextu-
alized BERT embeddings. We used GloVe embed-
dings of size 300, trained over 840B tokens from
Wikipedia, resulting in 2.2M words vocabulary.

Sentence-based embeddings: Lastly, we used
InferSent, the sentence-based embeddings of Con-
neau et al. (2017). InferSent was originally
trained on several natural language inference (NLI)
datasets to generate the sentence representations
that maximize the probability of correct inference.
This model achieved poor performance on our QA
tasks (see rows 8a in Table 1 and row 7a in Table 2).

Therefore, rather than using this NLI model, we
trained InferSent on our data by maximizing the
inference probability from the input query5 to the
supporting paragraph. We used the same number
of supporting passages (C = 20) and the same
scoring functions as explained in Section 3.2. We
trained InferSent using batches of size 32, the
Adam optimizer, learning rate = 0.001, and 50
epochs. We used max pooling over the token’s
LSTM hidden states to generate an overall sentence
embedding. We tuned the sentence representation
size on the development sets,6 which resulted in
128 for WikiQA and 384 for ARC.

3.4 Aggregating Multiple Representations

We aggregate the scores of candidate answers over
the four different embedding representations using
an unsupervised variant of the NoisyOr formula:

NoisyOrM (i) = 1− (
M∏

m=0

(1−αm ∗Smi )) (10)

which computes the overall score for answer can-
didate i. M is the total number of representations
(e.g., 4 in our case), and Smi is the score of answer
candidate i under representation m. Lastly, αm

is a hyperparameter used to dampen peaky distri-
butions of answer probabilities. We included this
hyperparameter because we observed that InferSent
produces a probability distribution over candidate
answers where one answer tends to take most of
the probability mass, and these scores dominate in
the NoisyOr. Thus, the αm weights are set to 1 for

5In ARC, the input query concatenates the question with a
candidate answer.

6This was a light process that inspected only five possible
values: 64, 128, 256, 384, and 512.
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Easy Challenge
# Supervised? Type of KB Model P@1 P@1

Baselines
1 No text Random baseline 25.02 25.02
2 No text AI2 IR Solver (Clark et al., 2018) 59.99 23.98
3 No text AI2 IR Solver (our implementation) 60.31 23.74
4 No text Sanity Check (Yadav et al., 2018) 58.36 26.56
5 No text AHE over GloVe 60.71 28.75
6 No text AHE over FLAIR 62.29 31.05
7 No text AHE over BERT 62.73 32.76

8a No text AHE over InferSent (trained on NLI) 32.13 25.36
8b Yes text AHE over InferSent (trained on ARC) 54.01 31.66

Previous work
9 Yes text, structured Tuple-Inf (Clark et al., 2018) 60.71 23.83

10 Yes text Decomp-att (Clark et al., 2018) 52.95 24.40
11 Yes text, structured DGEM (Clark et al., 2018) 58.97 27.11
12 Yes text BiDAF (for ARC) (Clark et al., 2018) 51.05 26.54
13 Yes text, structured KG2 (Zhang et al., 2018) - 31.70
14 Yes – Bi-LSTM max-out (Mihaylov et al., 2018) 34.26 33.87
15 Yes text, structured NCRF++/match-LSTM (Musa et al., 2018) 52.22 33.20
16 Yes text, structured TriAN+f(dir)(cs)+f(ind)(cs) (Zhong et al., 2018b) - 33.39
17 Yes text, structured ET-RR (Ni et al., 2018) - 36.56

Unsupervised AHE
18 No text AHE (FLAIR+BERT) 63.45 33.87
19 No text AHE (FLAIR+BERT+GloVe) 64.60 31.06
20 Minimal text AHE (FLAIR+BERT+InferSent) 62.21 34.05
21 Minimal text AHE (FLAIR+BERT+GloVe+InferSent) 63.22 33.28

Supervised AHE
22 Yes text AHE (FLAIR+BERT+GloVe+InferSent) 65.19 33.70
23 Yes text AHE (FLAIR+BERT+GloVe+InferSent) with grade 65.66 34.47

Oracle
24 – text Oracle ensemble (FLAIR+BERT+GloVe+InferSent) 85.11 68.09

Table 1: Performance on the ARC dataset, measured using precision at 1 (P@1), on both the Easy and Challenge
partitions. Italic font indicates which AHE components are supervised, e.g., InferSent is the InferSent model
trained on ARC data; AHE is the AHE variant that uses the supervised meta-classifier ensemble. Line 8a shows
performance of alignment over the original InferSent embeddings (trained on NLI datasets); line 8b shows perfor-
mance when using InferSent embeddings trained on ARC training data. The “minimal” supervision configurations
(lines 20 and 21) include the supervised InferSent, but use the unsupervised NoisyOr strategy for aggregation.

all representations with the exception of InferSent,
for which we tuned its value to 0.2.

Of course, other types of aggregation are possi-
ble. To explore this space, we also implemented
a supervised meta-classifier, which aims to learn
the aggregation function directly from data. We
implemented this multi-classifier as a feed forward
network with two fully connected dense layers of
hidden size 16 and K respectively, where K is
the maximum number of candidate answers for the
given dataset. The activation function of the first
dense layer was tanh; we used a softmax in the
second output layer. The input to this network was
a vector of size M × K. For example, for ARC
this vector has a size 4 × 5 = 20. For WikiQA
this vector has size 4 × 22 = 88. Each element
in the input vector is the score of one candidate
answer under a given representation. Additionally,
for ARC we used an extra position in the input vec-
tor to indicate the grade of the corresponding exam

question (provided in the dataset) with the intuition
that the meta-classifier will learn to trust different
representations for different grade levels.

4 Empirical Results

We evaluate AHE on two QA tasks:

AI2’s Reasoning Challenge (ARC): this is a
multiple-choice question dataset, containing sci-
ence exam questions (Clark et al., 2018). The
dataset is split in two partitions: Easy and Chal-
lenge, where the latter partition contains the more
difficult questions that require reasoning. Each par-
tition is split into train/development/test as follows:
Easy contains 2251/570/2376 questions, and Chal-
lenge 1119/299/1172. Most of the questions have
4 answer choices, with only < 1% of all the ques-
tions having either 3 or 5 answer choices. ARC
also includes a textual KB of 14.3M passages suit-
able for solving ARC questions. Note that we use
solely this KB for retrieving supporting paragraphs,
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# Supervised? Model MAP MRR
Baselines

1 No Wgt Word Cnt (Yang et al., 2015) 50.99 51.32
2 Yes LCLR (Yang et al., 2015) 59.93 60.86
3 No Sanity Check (Yadav et al., 2018) 64.02 -
4 No AHE over GloVe 63.40 65.39
5 No AHE over FLAIR 64.91 66.51
6 No AHE over BERT 65.13 66.40
7 Yes AHE over InferSent 66.93 68.70

Previous work
8 Yes CNN+Cnt (Yang et al., 2015) 65.20 66.52
9 Yes RNN-1way (Jurczyk et al., 2016) 66.64 68.70
10 Yes RNN-Attention pool (Jurczyk et al., 2016) 67.47 68.92
11 Yes CNN (avg + emb) (Jurczyk et al., 2016) 68.78 70.82
12 Yes AP-CNN (dos Santos et al., 2016) 68.86 69.57
13 Yes LSTM-att (Miao et al., 2016) 68.86 70.69
14 Yes ABCNN (Yin et al., 2015) 69.21 71.08
15 Yes Key-value memory network (Miller et al., 2016) 70.69 72.65
16 Yes CubeCNN (He and Lin, 2016) 70.90 72.34
17 Yes BiMPM (Wang et al., 2017b) 71.80 73.10
18 Yes (Tymoshenko et al., 2017) 72.19 74.08
19 Yes Compare-Aggregate (Wang and Jiang, 2016) 74.33 75.45
20 Yes (Li et al., 2018) 75.41 76.59

Unsupervised AHE
21 No AHE (FLAIR+BERT) 66.98 68.10
22 No AHE (FLAIR+BERT+Glove) 67.31 68.53
23 Minimal AHE (FLAIR+BERT+InferSent) 71.52 73.85
24 Minimal AHE (FLAIR+BERT+Glove+InferSent) 71.77 74.08

Supervised AHE
25 Yes AHE (FLAIR+BERT+Glove+InferSent) 72.13 74.64

Oracle
26 – Oracle ensemble (FLAIR+BERT+Glove+InferSent) 93.71 95.49

Table 2: Performance on the WikiQA dataset, measured using mean average precision (MAP) and mean reciprocal
rank (MRR). Italic font indicates which AHE components are supervised, e.g., InferSent is the InferSent model
trained on WikiQA data; AHE is the AHE variant that uses the supervised meta-classifier ensemble. The “minimal”
supervision configurations (lines 23 and 24) include the supervised InferSent, but use the unsupervised NoisyOr
strategy for aggregation.

unlike many other approaches that use additional
structured KBs such as ConceptNet (Zhong et al.,
2018b) (see column 3 in Table 1).

WikiQA: is an open-domain answer selection
dataset (Yang et al., 2015). It was constructed from
Bing queries and candidate answer sentences from
Wikipedia articles. It contains 1040/140/293 ques-
tions in train/development/test, and each question
has an average of 9.6 candidate answer sentences.

Results and discussion: Tables 1 and 2 summa-
rize the performance of multiple AHE variants,
compared against several baselines and previous
works, on two datasets. We draw several observa-
tions from these:

(1) The mostly unsupervised AHE, i.e., with the
only supervised component being the InferSent em-
beddings, has solid and stable performance across
the three datasets: best on ARC Easy, second best
on ARC Challenge (see lines 18 – 21 in Table 1),
and top three on WikiQA for MRR (see lines 21 –

24 in Table 2). We find these results encouraging:
AHE outperforms many complex supervised neu-
ral approaches, including methods having multiple
RNNs and stacked attention layers (Wang et al.,
2017b; He and Lin, 2016; Miller et al., 2016; Yin
et al., 2015; Miao et al., 2016; Musa et al., 2018;
Mihaylov et al., 2018), despite the fact that it relies
mostly on simple, unsupervised components.

(2) AHE ports well between different partitions
(Easy and Challenge) of same dataset (ARC), un-
like many of the previous approaches. For exam-
ple, neural architectures that perform well on ARC
Challenge perform worse than a simple IR base-
line on ARC Easy (see, e.g., rows 14 and 15 in
Table 1) or vice versa (see lines 9 – 12). This lack
of portability occurs despite these models being
trained/tested within the same partition in Table 1.
To emphasize this issue, we explore more aggres-
sive domain transfer settings in Section 5.2.

(3) Ablation analysis – The alignment performance
from individual components of AHE are shown
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in the baseline blocks of Tables 1 and 2, while
the combinations of AHE’s components are shown
in the corresponding unsupervised and supervised
blocks, i.e.: rows 5–8 in table 1 and rows 4–7 in
table 2 show performance from individual embed-
dings of AHE, while rows 18–23 and rows 21–25,
respectively, show performance from combinations
of AHE components. This comparison indicates
that the combination of two or more embedding
types are always better than individual embeddings.
Further, we see that word embeddings such as
GloVe are useful for ARC Easy but not for the
Challenge partition of ARC (row 19). In contrast,
sentence-level embeddings (InferSent) show the op-
posite behavior (row 20), suggesting that the more
complex the task, the more high-level representa-
tions are required.

(4) The oracle system (line 24 in table 1 and line
26 in table 2) indicates that the different represen-
tations of text are to a large extent complementary:
when selecting the correct answer when at least one
of the representations proposes it, the oracle sys-
tem achieves 85.1 P@1 on ARC Easy, 68.1 P@1 on
ARC Challenge, and 93.71 MAP on WikiQA. The
supervised AHE, which uses a feed-forward neural
network to learn when to trust each representation
demonstrates that (some of) this complementarity
can be learned: the supervised AHE consistently
outperforms its unsupervised counterpart, albeit by
small amounts. Further, line 23 in Table 1 indicates
that additional information about the questions (i.e.,
grade information) is beneficial, as it provides the
meta-classifier more grounding on when to trust
which representation. We analyze this complemen-
tarity further in Section 5.1.

5 Analysis

To explore the potential of AHE and further under-
stand its individual components, we conducted the
following analyses:

5.1 Complementarity of Representations

We calculated the overlap of questions answered
correctly by each component of AHE to investigate
the complementarity of the different representa-
tions. The results are visualized in Figure 4. For
simplicity, the figure shows the number of ques-
tions answered correctly by the first three (unsuper-
vised) components of AHE, but we found similar
trends for the InferSent as well. As shown in the
figure, the overlap between any two components is

ARC Challenge ARC Easy
Figure 4: Overlap of correct questions answered by
AHE models when they operate over different embed-
dings. This was a post-hoc analysis on the test parti-
tions; we observed similar trends on training and devel-
opment. This figure is best viewed in color.

within the range [42 - 53]% in the Challenge parti-
tion (GloVe and BERT overlap = (161/384 = 42%)
, FLAIR and BERT overlap = (204/384 = 53%))
and [73 - 86]% in the Easy partition. Our current
meta-classifier only begins to mine this comple-
mentarity, but it is limited because it has no infor-
mation about the question and candidate answers
(other than their scores). We conjecture that con-
siderable performance improvements are possible
when such a meta-classifier includes additional in-
formation such as question type, question encoding,
etc. Our initial results that include grade informa-
tion (line 23 in Table 1) support this hypothesis.
We leave a further exploration of this direction as
future work.

5.2 Domain Transfer

As shown in Table 1 and discussed in the previ-
ous section, many supervised neural methods do
not perform robustly across different partitions
(Easy and Challenge) of the same ARC dataset,
even though they were trained within each par-
tition. This raises the question of how stable is
their performance when trained/tested in different
domains, which is closer to a real-world deploy-
ment scenario? To answer this question, we trained
and tested two state-of-the-art neural models, BiL-
STM Max-out (Mihaylov et al., 2018; Conneau
et al., 2017) and BiMPM (Wang et al., 2017b),
across three domains: ARC Easy, ARC Challenge,
and WikiQA. We selected these two approaches
because of they are end-to-end neural methods,
and they achieve good performance on all datasets.
Further, BiMPM is reminiscent of a supervised
alignment method, since it computes the overall
similarity of question and answers by aligning the
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Train \Test ARC Easy (P@1) ARC Challenge (P@1) WikiQA (MAP, MRR)

ARC Easy 34.26, 38.84 23.12, 24.10 (38.71, 40.51), (52.13, 53.87)
ARC Challenge 27.02, 36.17 33.87, 26.39 (39.05, 40.68), (40.09,41.48)
WikiQA 25.84, 38.40 24.32, 25.36 (67.40, 69.08), (69.20, 71.19)
Unsupervised AHE 64.60 33.87 (67.31, 68.53)

Table 3: Performance of two neural QA methods, BiLSTM Max-out and BiMPM, when trained/tested across
datasets. The first value in each cell corresponds to BiLSTM Max-out, and the second to BiMPM. The last row
contains the best unsupervised performance of AHE, which was not trained on any of these three datasets.

tokens’ LSTM hidden states.
The results are summarized in Table 3. The table

highlights that the performance of these systems
varies considerably based on the training domain,
even underperforming a random baseline in some
configurations. In contrast, the unsupervised AHE
does not require training, and obtains state-of-the-
art, stable performance across the three datasets.
This analysis suggests that future QA evaluations
should consider domain transfer as another evalua-
tion measure, to quantify the performance of QA
systems under realistic scenarios.

5.3 Brief Qualitative Analysis

We manually analyzed the questions answered in-
correctly by AHE and observed that many of the
candidate answers were partially answering the
questions. As shown in Figure 5, candidate an-
swers 2 and 5 are partially answering the question,
while candidate answers 1 and 3 provide topically
relevant information. To select the correct answer
in such complex questions, especially for short
questions, a successful method would have to in-
corporate inference, e.g., recognizing process ques-
tions such as the one in the figure and coupling with
it with a dedicated problem solving method (Clark
et al., 2013). We leave the integration of inference
methods with AHE as future work.

6 Conclusion

We proposed a simple, mostly-unsupervised align-
ment model for non-factoid QA, which operates
over multiple contextualized embedding represen-
tations that model the text at different levels of
abstraction. Despite its simplicity, our approach
obtains good performance (top three or higher) that
is stable across three QA datasets. Our analysis in-
dicates that the different levels of abstraction (char-
acter, word, sentence) capture distinct semantics.
We showed that this can be modeled with a meta-
classifier that learns when and how much to trust

Question - how a water pump works?
1. A large, electrically driven pump (electropump) for

waterworks near the Hengsteysee , Germany.
2. A pump is a device that moves fluids (liquids or

gases), or sometimes slurries , by mechanical ac-
tion.

3. Pumps can be classified into three major groups
according to the method they use to move the fluid:
direct lift, displacement, and gravity pumps.

4. Pumps operate by some mechanism (typically
reciprocating or rotary), and consume energy to
perform mechanical work by moving the fluid.

5. Pumps operate via many energy sources, includ-
ing manual operation, electricity, engines , or wind
power .

Figure 5: A question with correct answer in bold font
from the WikiQA dataset, which was incorrectly an-
swered by AHE, BiLSTM Max-out and BiMPM.

the predictions over each representation, and that
this has a beneficial impact on performance.

All in all, our work indicates that the first, and
possibly best, investment in the design of a QA
system should be on contextualized embeddings
rather than custom, complex neural architectures.

When such embeddings are available, state-of-
the-art performance that is competitive with mod-
ern neural approaches for QA can be obtained
with simple alignment-based aggregation strategies.
Minimally, our work should be regarded as a new,
strong baseline for non-factoid question answering
or answer sentence selection.
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Abstract

We introduce a new method to tag Multiword
Expressions (MWEs) using a linguistically in-
terpretable language-independent deep learn-
ing architecture. We specifically target dis-
continuity, an under-explored aspect that poses
a significant challenge to computational treat-
ment of MWEs. Two neural architectures
are explored: Graph Convolutional Network
(GCN) and multi-head self-attention. GCN
leverages dependency parse information, and
self-attention attends to long-range relations.
We finally propose a combined model that
integrates complementary information from
both, through a gating mechanism. The ex-
periments on a standard multilingual dataset
for verbal MWEs show that our model outper-
forms the baselines not only in the case of dis-
continuous MWEs but also in overall F-score.1

1 Introduction

Multiword expressions (MWEs) are linguistic
units composed of more than one word whose
meanings cannot be fully determined by the se-
mantics of their components (Sag et al., 2002;
Baldwin and Kim, 2010). As they are fraught
with syntactic and semantic idiosyncrasies, their
automatic identification remains a major challenge
(Constant et al., 2017). Occurrences of discontin-
uous MWEs are particularly elusive as they in-
volve relationships between non-adjacent tokens
(e.g. put one of the blue masks on).

While some previous studies disregard discon-
tinuous MWEs (Legrand and Collobert, 2016),
others stress the importance of factoring them in
(Schneider et al., 2014). Using a CRF-based and
a transition-based approach respectively, Moreau
et al. (2018) and Al Saied et al. (2017) try to

∗*The first two authors contributed equally.
1The code is available on https://github.com/

omidrohanian/gappy-mwes.

capture discontinuous occurrences with help from
dependency parse information. Previously ex-
plored neural MWE identification models (Ghar-
bieh et al., 2017) suffer from limitations in dealing
with discontinuity, which can be attributed to their
inherently sequential nature. More sophisticated
architectures are yet to be investigated (Constant
et al., 2017).

Graph convolutional neural networks (GCNs)
(Kipf and Welling, 2017) and attention-based
neural sequence labeling (Tan et al., 2018) are
methodologies suited for modeling non-adjacent
relations and are hence adapted to MWE identifi-
cation in this study. Conventional GCN (Kipf and
Welling, 2017) uses a global graph structure for
the entire input. We modify it such that GCN fil-
ters convolve nodes of dependency parse tree on
a per-sentence basis. Self-attention, on the other
hand, learns representations by relating different
parts of the same sequence. Each position in a se-
quence is linked to any other position with O(1)
operations, minimising maximum path (compared
to RNN’s O(n)) which facilitates gradient flow
and makes it theoretically well-suited for learning
long-range dependencies (Vaswani et al., 2017).

The difference in the two approaches moti-
vates our attempt to incorporate them into a hy-
brid model with an eye to exploiting their indi-
vidual strengths. Other studies that used related
syntax-aware methods in sequence labeling in-
clude Marcheggiani and Titov (2017) and Strubell
et al. (2018) where GCN and self-attention were
separately applied to semantic role labelling.

Our contribution in this study, is to show for
the first time, how GCNs can be successfully ap-
plied to MWE identification, especially to tackle
discontinuous ones. Furthermore, we propose a
novel architecture that integrates GCN with self-
attention outperforming state-of-the-art. The re-
sulting models not only prove superior to existing
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methods in terms of overall performance but also
are more robust in handling cases with gaps.

2 Methodology

To specifically target discontinuity, we explore
two mechanisms both preceding a Bi-LSTM: 1)
a GCN layer to act as a syntactic ngram detector,
2) an attention mechanism to learn long-range de-
pendencies.

2.1 Graph Convolution as Feature Extraction

Standard convolutional filters act as sequential
ngram detectors (Kim, 2014). Such filters might
prove inadequate in modeling complex language
units like discontinuous MWEs. One way to over-
come this problem is to consider non-sequential
relations by attending to syntactic information in
parse trees through the application of GCNs.

GCN is defined as a directed multi-node graph
G(V,E) where vi ∈ V and (vi, r, vj) ∈ E are
entities (words) and edges (relations) respectively.
By defining a vector xv as the feature represen-
tation for the word v, the convolution equation
in GCN can be defined as a non-linear activation
function f and a filter W with a bias term b as:

c = f(
∑

i∈r(v)
Wxi + b) (1)

where r(v) shows all words in relation with the
given word v in a sentence, and c represents the
output of the convolution.

Following Kipf and Welling (2017) and
Schlichtkrull et al. (2017), we represent graph re-
lations using adjacency matrices as mask filters for
inputs. We derive associated words from the de-
pendency parse tree of the target sentence. Since
we are dealing with a sequence labelling task,
there is an adjacency matrix representing relations
among words (as nodes of the dependency graph)
for each sentence. We define the sentence-level
convolution operation with filterWs and bias bs as
follows:

Cs = f(WsX
TA+ bs) (2)

where X , A, and C are representation of words,
adjacency matrix, and the convolution output, all
at the level of sentence. The above formalism con-
siders only one relation type, while depending on
the application, multiple relations can be defined.

Kipf and Welling (2017) construct separate ad-
jacency matrices corresponding to each relation

type and direction. Given the variety of depen-
dency relations in a parse tree (e.g. obj, nsubj, ad-
vcl, conj, etc), and per-sentence adjacency matri-
ces, we would end up with an over-parametrised
model in a sequence labeling task. In this work,
we simply treat all relations equally, but consider
only three types of relations: 1) the head to the
dependents, 2) the dependents to the head, and 3)
each word to itself (self-loops). The final output is
obtained by aggregating the outputs from the three
relations.

2.2 Self-Attention

Attention (Bahdanau et al., 2014) helps a model
address the most relevant parts of a sequence
through weighting. As attention is designed to
capture dependencies in a sequence regardless of
distance, it is complementary to RNN or CNN
models where longer distances pose a challenge.
In this work we employ multi-head self-attention
with a weighting function based on scaled dot
product which makes it fast and computationally
efficient.

Based on the formulation of Transformer by
Vaswani et al. (2017), in the encoding module an
input vector x is mapped to three equally sized ma-
trices K, Q, and V (representing key, query and
value) and the output weight matrix is then com-
puted as follows:

Att(Q,K, V ) = softmax(
QKT

√
d

)V (3)

The timing signal required for the self-attention to
work is already contained in the preceding CNN
layers alleviating the need for position encoding.

2.3 Model Architecture

The overall scheme of the proposed model, com-
posed of two parallel branches, is depicted in Fig-
ure 1. We employ multi-channel CNNs as the
step preceding self-attention. One channel is com-
prised of two stacked 1D CNNs and the other is
a single 1D CNN. After concatenation and batch
normalisation, a multi-head self attention mecha-
nism is applied (Section 2.2).

Parallel to the self-attention branch, GCN learns
a separate representation (Section 2.1). Since the
GCN layer retains important structural informa-
tion and is sensitive to positional data from the
syntax tree, we consider it as a position-based ap-
proach. On the other hand, the self-attention layer
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Figure 1: A hybrid sequence labeling approach inte-
grating GCN (o: output dimension; v: word vectors
dimension; s: sentence length) and Self-Attention.

is intended to capture long-range dependencies in
a sentence. It relates elements of the same in-
put through a similarity measure irrespective of
their distance. We therefore regard it as a content-
based approach. As these layers represent differ-
ent methodologies, we seek to introduce a model
that combines their complementary traits in our
particular task.

Gating Mechanism. Due to the considerable
overlap between the GCN and self-attention lay-
ers, a naive concatenation introduces redundancy
which significantly lowers the learning power of
the model. To effectively integrate the informa-
tion, we design a simple gating mechanism us-
ing feed-forward highway layers (Srivastava et al.,
2015) which learn to regulate information flow in
consecutive training epochs. Each highway layer
consists of a Carry (Cr) and a Transform (Tr) gate
which decide how much information should pass
or be modified. For simplicity Cr is defined as
1 − Tr. We apply a block of J stacked highway
layers (the section inside the blue dotted square in
Figure 1). Each layer regulates its input x using
the two gates and a feedforward layer H as fol-
lows:

y = Tr �H + (1− Tr)� x (4)

where � denotes the Hadamard product and Tr
is defined as σ(WTrx + bTr). We set bTr to a
negative number to reinforce carry behavior which
helps the model learn temporal dependencies early
in the training.

Our architecture bears some resemblance to
Marcheggiani and Titov (2017) and Zhang et al.

(2018) in its complementary view of GCN and
BiLSTM. However there are some important dif-
ferences. In these works, BiLSTM is applied prior
to GCN in order to encode contextualised infor-
mation and to enhance the teleportation capability
of GCN. Marcheggiani and Titov (2017) stack a
few BiLSTM layers with the idea that the result-
ing representation would enable GCN to consider
nodes that are multiple hops away in the input
graph. Zhang et al. (2018) use a similar encoder,
however the model employs single BiLSTM and
GCN layers, and the graph of relations is undi-
rected.

In our work, we use pre-trained contextualised
embeddings that already contain all the informa-
tive content about word order and disambigua-
tion. We put BiLSTM on top of GCN, in line
with how CNNs are traditionally applied as fea-
ture generating front-ends to RNNs. Furthermore,
Marcheggiani and Titov (2017) use an edge-wise
gating mechanism in order to down-weight unin-
formative syntactic dependencies. This method
can mitigate noise when parsing information is
deemed noisy, however in Zhang et al. (2018)
it caused performance to drop. Given our low-
resource setting, in this work we preferred not to
potentially down-weight contribution of individ-
ual edges, therefore treating them equally. We rely
on gating as the last step when we combine GCN
and self-attention.

3 Experiments

Data. We experiment with datasets from the
shared task on automatic identification of verbal
Multiword Expressions (Ramisch et al., 2018).
The datasets are tagged for different kinds of ver-
bal MWEs including idioms, verb particle con-
structions, and light verb constructions among oth-
ers. We focus on annotated corpora of four lan-
guages: French (FR), German (DE), English (EN),
and Persian (FA) due to their variety in size and
proportion of discontinuous MWEs. Tags in the
datasets are converted to a variation of IOB which
includes the tags B (beginning of MWEs), I (other
components of MWEs), and O (tokens outside
MWEs), with the addition of G for arbitrary tokens
in between the MWE components e.g. make[B]
important[G] decisions[I].

ELMo. In our experiments, we make use of
ELMo embeddings (Peters et al., 2018) which
are contextualised and token-based as opposed to
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All Discontinuous
Token- MWE-
based based MWE-based

L model F F % P R F

EN

baseline 41.37 35.38

32

24.44 10.48 14.67
GCN-based 39.78 39.11 39.53 16.19 22.97
Att-based 33.33 31.79 46.88 14.29 21.90
H-combined 41.63 40.76 63.33 18.10 28.15

DE

baseline 62.27 57.17

43

69.50 45.37 54.90
GCN-based 65.48 61.17 65.19 47.69 55.08
Att-based 61.20 58.19 67.86 43.98 53.37
H-combined 63.80 60.71 68.59 49.54 57.53

FR

baseline 76.62 72.16

43

75.27 52.04 61.54
GCN-based 79.59 75.15 79.58 56.51 66.09
Att-based 78.21 74.23 71.49 60.59 65.59
H-combined 80.25 76.56 77.94 59.11 67.23

FA

baseline 88.45 86.50

14

67.76 55.88 61.29
GCN-based 87.78 86.42 78.72 54.41 64.35
Att-based 87.55 84.20 62.32 63.24 62.77
H-combined 88.76 87.15 75.44 63.24 68.80

Table 1: Model performance (P, R and F) for devel-
opment sets for all MWE and only discontinuous ones
(%: proportion of discontinuous MWES)

type-based word representations like word2vec
or GLoVe where each word type is assigned a sin-
gle vector. Token-based embeddings better reflect
the syntax and semantics of each word in its con-
text compared to traditional type-based ones. We
use the implementation by Che et al. (2018) to
train ELMo embeddings on our data.

Validation. In the validation phase, we start with a
strong baseline which is a CNN + Bi-LSTM model
based on the top performing system in the VMWE
shared task (Taslimipoor and Rohanian, 2018).
Our implemented baseline differs in that we em-
ploy ELMo rather than word2vec resulting in
a significant improvement. We perform hyper-
parameter optimisation and make comparisons
among our systems, including GCN + Bi-LSTM
(GCN-based), CNN + attention + Bi-LSTM (Att-
based), and their combination using a highway
layer (H-combined) in Table 1.

4 Evaluation and Results

Systems are evaluated using two types of preci-
sion, recall and F-score measures: strict MWE-
based scores (every component of an MWE should
be correctly tagged to be considered as true posi-
tive), and token-based scores (a partial match be-
tween a predicted and a gold MWE would be con-
sidered as true positive). We report results for all
MWEs as well as discontinuous ones specifically.

According to Table 1, GCN-based outperforms
Att-based and they both outperform the strong

baseline in terms of MWE-based F-score in three
out of four languages. Combining GCN with
attention using highway networks results in fur-
ther improvements for EN, FR and FA. The H-
combined model consistently exceeds the baseline
for all languages. As can be seen in Table 1, GCN
and H-combined models each show significant im-
provement with regard to discontinuous MWEs,
regardless of the proportion of such expressions.

In Table 2 we show the superior performance (in
terms of MWE-based F-score) of our top systems
on the test data compared to the baseline and state-
of-the-art systems, namely, ATILF-LLF (Al Saied
et al., 2017) and SHOMA (Taslimipoor and Roha-
nian, 2018). GCN works the best for discontinu-
ous MWEs in EN and FA, while H-combined out-
performs based on results for all MWEs except for
FA. The findings are further discussed in Section
5.

5 Discussion and Analysis

The overall results confirm our assumption that
a hybrid architecture can mitigate errors of in-
dividual models and bolster their strengths. To
demonstrate the effectiveness of the models in de-
tecting discontinuous MWEs, in Figure 2 we plot
their performance for FR and EN given a range
of different gap sizes. As an ablation study, we
show the results for the baseline, GCN-based, Att-
based only, as well as H-combined models. GCN
and Att-based models each individually outper-
form the baseline, and the combined model clearly
improves the results further.
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Figure 2: Model performance given different gap sizes

The example in Figure 3 taken from the En-
glish dataset demonstrates the way GCN considers
relations between non-adjacent tokens in the sen-
tence. Our baseline is prone to disregarding these
links. Similar cases captured by both GCN and
H-combined (but not the baseline) are take a final
look, picked one up, and cut yourself off.
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All | Discontinuous
EN DE FR FA

baseline 33.01 | 16.53 54.12 | 53.94 67.66 | 58.70 81.62 | 61.73
GCN-based 36.27 | 24.15 56.96 | 54.87 70.79 | 59.95 81.00 | 62.35
H-combined 41.91 | 22.73 59.29 | 55.00 70.97 | 63.90 80.04 | 61.90
ATILF-LLF 31.58 | 09.91 54.43 | 40.34 58.60 | 51.96 77.48 | 53.85
SHOMA 26.42 | 01.90 48.71 | 40.12 62.00 | 51.43 78.35 | 56.10

Table 2: Comparing the performance of the systems on test data in terms of MWE-based F-score

O B­LVC O O I­LVC O O OH­combined

he made a great effort to be calm
O B­LVC O O O O O O

O B­LVC O O I­LVC O O O

Baseline

GCN

Figure 3: Sample sentence with a discontinuous occur-
rence of an English MWE, make an effort.

O B­LVC O O I­LVCO OH­combined

O O O O O O O

O B­LVC O O O O O

Baseline

GCN

Des     discours   violents   contre      les            Juifs      sont   prononcés

O

O

O

Figure 4: Example sentence with a discontinuous oc-
currence of a French MWE, prononcer un discours ‘to
make a speech’.

In more complicated constructs where syntac-
tic dependencies might not directly link all con-
stituents, GCN alone is not always conducive to
optimal performance. In Figure 4, the French sen-
tence is in the passive form and MWE parts are
separated by 5 tokens. This is an MWE skipped
by GCN but entirely identified by the H-combined
model.

It is important to note that model performance is
sensitive to factors such as percentage of seen ex-
pressions and variability of MWEs (Pasquer et al.,
2018). In FA for instance, 67% of the MWEs in
the test set are seen at training time, making them
easy to be captured by the baseline (Taslimipoor
et al., 2018). Furthermore, only 21% of MWEs in
FA and 15% in EN are discontinuous as opposed
to 44% in FR and 38% in DE. In this case, a se-
quential model can already learn the patterns with
high accuracy and the potential of a GCN and self-
attention is not fully exploited.

Also in DE, a sizable portion of MWEs are
verbal idioms (VIDs) which are known for their
lexico-syntactic fixedness and prevalence of to-
kens that lack a standalone meaning and occur
only in a limited number of contexts (also known

as cranberry words). Furthermore, MWEs in the
Persian dataset are all Light Verb Constructions
(LVCs), which can be modelled using lexical se-
mantic templates (Megerdoomian, 2004). For
such MWEs, our models compete with strong se-
quential baselines.

6 Conclusion and Future Work

In this paper, we introduced the application of
GCN and attention mechanism to identification of
verbal MWEs and finally proposed and tested a
hybrid approach integrating both models. Our par-
ticular point of interest is discontinuity in MWEs
which is an under-explored area. All the individual
and combined models outperform state-of-the-art
in all considered criteria. In future, we will fur-
ther develop our system using structured attention
(Kim et al., 2017) and try to improve the accuracy
of parsers in multi-tasking scenarios.
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Abstract

Neural network models have been actively ap-
plied to word segmentation, especially Chi-
nese, because of the ability to minimize the
effort in feature engineering. Typical seg-
mentation models are categorized as character-
based, for conducting exact inference, or
word-based, for utilizing word-level informa-
tion. We propose a character-based model uti-
lizing word information to leverage the advan-
tages of both types of models. Our model
learns the importance of multiple candidate
words for a character on the basis of an atten-
tion mechanism, and makes use of it for seg-
mentation decisions. The experimental results
show that our model achieves better perfor-
mance than the state-of-the-art models on both
Japanese and Chinese benchmark datasets.1

1 Introduction

Word segmentation is the first step of natural lan-
guage processing (NLP) for most East Asian lan-
guages, such as Japanese and Chinese. In recent
years, neural network models have been widely
applied to word segmentation, especially Chinese,
because of their ability to minimize the effort in
feature engineering. These models are catego-
rized as character-based or word-based. Word-
based models (Zhang et al., 2016; Cai and Zhao,
2016; Cai et al., 2017; Yang et al., 2017) directly
segment a character sequence into words and can
easily achieve the benefits of word-level informa-
tion. However, these models cannot usually con-
duct exact inference because of strategies, such
as beam-search decoding and constraints of max-
imum word length, which are necessary as the
number of candidate segmentations increases ex-
ponentially with the sentence length. On the other
hand, character-based models (Zheng et al., 2013;

1 We have released our code at https://github.
com/shigashiyama/seikanlp.

Mansur et al., 2013; Pei et al., 2014; Chen et al.,
2015a) treat word segmentation as sequence label-
ing. These models typically predict optimal label
sequences while considering adjacent labels.

Limited efforts have been devoted to leveraging
the advantages of both types of models, such as
utilizing word information and conducting exact
inference, which are complementary characteris-
tics. In particular, the candidate word information
for a character is beneficial to disambiguate word
boundaries because a character in the sentence has
multiple candidate words that contain the charac-
ter. For example, there are three or four candidate
words for characters x3, x4 and x5 in a sentence
x1:5 in Figure 1. A feasible solution to develop a
model with both characteristics is to incorporate
word information into a character-based frame-
work. An example of such work is that of Wang
and Xu (2017). They concatenated embeddings
of a character and candidate words and used it in
their convolutional neural network (CNN)-based
model. They treated candidate words equivalently,
although the plausibility of a candidate word dif-
fers in the context of a target character.

In this paper, we propose a character-based
word segmentation model that utilizes word infor-
mation. Our model is based on a BiLSTM-CRF
architecture that has been successfully applied to
sequence labeling tasks (Huang et al., 2015; Chen
et al., 2015b). Differing from the work of Wang
and Xu (2017), our model learns and distinguishes
the importance of candidate words for a character
in a context, by applying an attention mechanism
(Bahdanau et al., 2015).

Our contributions are as follows:

• We introduce word information and an atten-
tion mechanism into a character-based word
segmentation framework, to distinguish and
leverage the importance of candidate words
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Sentence:
x1:5 =彼は日本人 ⟨kare wa nihonjin⟩ (He is a Japanese.)

Candidate words {wj} for characters {xi} in the sentence:

j 1 2 3 4 5 6 7 8 No. of

i xi ＼ wj

彼 は 日 本 人 日本 本人 日本人 candidate
⟨kare⟩ ⟨wa⟩ ⟨hi⟩ ⟨hon⟩ ⟨hito⟩ ⟨nihon⟩ ⟨honnin⟩ ⟨nihonjin⟩ words
(he) (NOM) (day) (book) (person) (Japan) (the person) (Japanese)

1 彼 1 0 0 0 0 0 0 0 1
2 は 0 1 0 0 0 0 0 0 1
3 日 0 0 1 0 0 1 0 1 3
4 本 0 0 0 1 0 1 1 1 4
5 人 0 0 0 0 1 0 1 1 3

Figure 1: An example of candidate words w1:8 retrieved from a vocabulary for a sentence x1:5. Strings in angle
brackets “〈〉” and in parentheses “()” respectively indicate (typical) readings and English translations of words.
The value in each (i, j) represents whether the i-th character is contained by the j-th word (i.e., δij in Eq. (4)).

in different contexts.

• We empirically reveal that accurate attention
to proper candidate words leads to correct
segmentations.

• Our model outperforms the state-of-the-art
word segmentation models on both Japanese
and Chinese datasets.

2 Task Definition

Word segmentation can be regarded as a character-
level sequence labeling task. Given a sentence
x = x1:n := (x1, . . . , xn) of length n, each char-
acter xi will be assigned a segmentation label yi
of tag set T , and a label sequence y = y1:n will
be predicted. We employ tag set T = {B, I,E,S},
where B, I and E, respectively, represent the begin-
ning, inside and end of a multi-character word, and
S represents a single character word (Xue, 2003).

3 Baseline Model

We use a BiLSTM-CRF architecture for our base-
line model. The model consists of a character
embedding layer, recurrent layers based on long
short-term memory (LSTM) and a conditional ran-
dom fields (CRF) layer as in Figure 2.

Character Embedding Layer Let Vc be a char-
acter vocabulary. Each character in a given sen-
tence is transformed into a character embedding
ec of dc-dimensional vector by a lookup operation
that retrieves the corresponding column of the em-
bedding matrix Ec ∈ Rdc×|Vc| .

Recurrent Layers for Character Representa-
tion A sequence of character embeddings ec1:n
is fed into a recurrent neural network (RNN) to
derive contextualized representations h1:n, which

Recurrent layers 

for char

Char embedding layer

Recurrent layers 

for word+char

CRF layer

x
1

xnxi… … w
1

wmwj…

y
1

ynyi… …

Concat

 !
"

#!

$!

%!

α!'

 '
(

Word embedding layer

composition

function

Bilinear

Avg/
Concat

Figure 2: Architecture of our proposed model, which
comprises the common components to the baseline
model (light blue) and additional ones (dark blue).

we call character context vectors. We adopt a
stacked (multi-layer) and bidirectional variant of
an LSTM (Hochreiter and Schmidhuber, 1997)
network, which addresses the issue of learning
long-term dependencies and the gradient vanish-
ing problem.

Hidden vectors h(l)
1:n of l-th bidirectional LSTM

(BiLSTM) layer are calculated by forward LSTM
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(LSTMf ) and backward LSTM (LSTMb):

h
(l)
i = BiLSTM(h

(l−1)
1:n , i) (1)

:= LSTMf (h
(l−1)
1:n , i)

⊕LSTMb(h
(l−1)
n:1 , n− i+ 1) ,

where h
(0)
i = eci and ⊕ denotes a concatena-

tion operation, and h
(l−1)
n:1 denotes the reversed se-

quence of the original vectors h(l−1)
1:n .

More concretely, each forward or backward
LSTM calculates hidden vectors h1:n from an in-
put sequence v1:n of dv-dimensional vectors as
follows:

hi = LSTM(v1:n, i) := oi � tanh(ci) ,

ci = ii � ti + fi � ci−1,

gi = σ(Wgvi + Ughi−1 + bg) ,

ti = tanh(Wtvi + Uthi−1 + bt) ,

where σ is sigmoid function, � denotes element-
wise multiplication, g indicates an input gate i, a
forget gate f or an output gate o,Wg, Ug ∈ Rdr×dv
and bg ∈ Rdr are trainable parameters for each
gate g ∈ {i, f, o}, and dr is a hyperparameter.

CRF Layer A character context vector hi is
mapped into a |T |-dimensional vector represent-
ing scores of segmentation labels:

si =Wshi + bs ,

where Ws ∈ R|T |×2dr and b ∈ R|T | are trainable
parameters. Following previous sequence labeling
work (Collobert et al., 2011), we introduce a CRF
(Lafferty et al., 2001) layer, which has a transi-
tion matrix A ∈ R|T |×|T | to give transition scores
of adjacent labels. Thus, the score of a label se-
quence y = y1:n for a sentence x = x1:n is calcu-
lated as follows:

score(x, y; θ) =

n∑

i=1

(Ayi−1,yi + si[yi]) ,

where θ denotes all the parameters and s[y] indi-
cates the dimension of a vector s corresponding to
a label y. We can find the best label sequence y?

by maximizing the sentence score:

y? = argmaxy∈T n score(x, y; θ) . (2)

Training Objective During training, parameters
θ of the network are learned by minimizing the
negative log likelihood over all the sentences in
training data D w.r.t θ:

min
θ

−
∑

(x,y)∈D
log p(y|x, θ) ,

p(y|x, θ) = score(x, y; θ)∑
y′ score(x, y

′; θ)
. (3)

Note that the Viterbi algorithm can be used for ef-
ficient calculation of the probability of a label se-
quence in Eq. (3) similarly to decoding in Eq. (2).

4 Proposed Model

To disambiguate word boundaries more effec-
tively, we integrate word information into the
character-based framework. More concretely,
we transform embeddings of multiple candidate
words for each character into a fixed size word
vector, which we call a word summary vector, by
a word feature composition function. We show the
architecture of our model in Figure 2. In addi-
tion to the layers of the baseline model, the model
comprises a word embedding layer, a word fea-
ture composition function, and additional recur-
rent layers.

Word Embedding Layer Given a character se-
quence x = x1:n, we search for all words corre-
sponding to subsequences of the input sequence
from a word vocabulary Vw within a maximum
word length. Then, we obtain a unique list2

Wx of candidate words of size m. For exam-
ple, for a given sentence x1:5 in Figure 1, can-
didate words {w1, · · · , w8} will be found. Each
word w ∈ Wx ⊆ Vw is transformed into a dw-
dimensional vector ew by the embedding matrix
Ew ∈ Rdw×|Vw|.

We can construct a word vocabulary to search
candidate words by using external dictionaries or
auto-segmented texts processed by any segmenter.
Regarding the construction method used in our ex-
periments, refer to §5.1.

Composition Functions of Word Features For
a character xi, the embeddings of all the candi-
date words that contain it are aggregated into a
word summary vector ai by a composition func-
tion. We introduce two attention-based compo-
sition functions, weighted average (WAVG) and

2List indicates set where each element has a unique num-
ber from 1 to the size of the set.
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weighted concatenation (WCON), which enable a
model to pay more or less attention according to
the importance of candidate words.

Both functions calculate the importance score
uij from a character xi to a word wj in Wx by
a bilinear transformation, which indicates the in-
teraction between the character context vector hi
and the word embedding ewj . Then the weight
αij ∈ [0, 1] is obtained by a softmax operation to
normalize the scores:

uij = hTi Wae
w
j ,

αij =
δij exp(uij)∑m
k=1 δik exp(uik)

, (4)

whereWa ∈ R2dr×dw is a trainable parameter. For
simplification of equations, we introduce an indi-
cator variable δij ∈ {0, 1} that indicates whether
the character xi is included in the word wj as Fig-
ure 1 illustrates.

Next, WAVG and WCON calculate a word sum-
mary vector ai as the weighted average and the
weighted concatenation of word embeddings, re-
spectively:

ai = WAVG(xi, {wj}mj=1) =
m∑

j=1

αije
w
j , (5)

ai = WCON(xi, {wj}mj=1) =

L⊕

l=1

αi,ile
w
il
, (6)

where {wj} = Wx and
⊕

(·) indicates concate-
nation of given arguments. Let K be the maxi-
mum word length, L =

∑K
k=1 k, and il for the

character xi denotes the corresponding index in
Wx of l-th words w′l in the list {w′1, . . . , w′L} =⋃K
k=1

⋃0
p=−k+1{xi+p:i+p+k−1}. If w′l /∈ Vw, we

use a zero vector as the l-th argument in Eq. (6).
For example, if K = 3, WCON concatenates em-
beddings of words corresponding to xi (length 1),
xi−1:i, xi:i+1 (length 2), xi−2:i, xi−1:i+1 and xi:i+2

(length 3) in this order, into a single vector for the
character xi. WAVG and WCON finally output a
summary vector of size dw and Ldw, respectively.
Note that we use zero vector as a summary vector
if no candidate words are found for a character.

We also use two more variants of composition
functions without the attention mechanism, the av-
erage function (AVG) and the concatenation func-
tion (CON). AVG is a special case of WAVG,
where αij = δij/

∑
k δik for all (i, j) in Eq. (5).

CON is the equivalent function to the word fea-
tures used in Wang and Xu (2017) and a special

case of WCON, where αi,il = 1 for all (i, il) in
Eq. (6).

Recurrent Layers for Word-Integrated Char-
acter Representation The summary vector ai
and the context vector hi for a character are to-
gether fed into additional recurrent layers, which
are BiLSTM layers, to further contextualize char-
acter representations using word information of
surrounding characters. Given the input hi ⊕ ai,
BiLSTMs calculate hidden vectors, and the hidden
vectors z1:n of the last BiLSTM layer are fed into
the CRF layer.

5 Experiments

5.1 Settings
Datasets We evaluated our model on three
datasets, CTB6 and MSR for Chinese word seg-
mentation and BCCWJ (short unit word annota-
tion) for Japanese word segmentation. CTB6 is
Chinese Penn Treebank 6.0 (Xue et al., 2005).
MSR is provided by the second International
Chinese Word Segmentation Bakeoff (Emerson,
2005). BCCWJ is Balanced Corpus of Contempo-
rary Written Japanese 1.1 (Maekawa et al., 2014).
We followed the same training/development/test
split as in previous work (Yang and Xue, 2012;
Chen et al., 2015b) for CTB6, official training/test
split for MSR, and the same training/test split as in
the Project Next NLP3 for BCCWJ. We randomly
selected 90% of the sentences in the training data
as a training set and used the other 10% as a devel-
opment set, respectively for MSR and BCCWJ.

Word Vocabulary Construction Apart from
the given training and development sets for each
dataset, we assumed no annotated information, in-
cluding external dictionaries and third-party seg-
menters, was available in our experiments. There-
fore, we used the training set and large unlabeled
texts to obtain a word vocabulary to be used in our
proposed model.

First, we trained a baseline model from each
training set and applied it to large unlabeled texts.
Then we collected auto-segmented words appear-
ing in the texts4 and gold words in the training set,
and regarded the union of both kinds of words as a

3http://www.ar.media.kyoto-u.ac.jp/
mori/research/topics/PST/NextNLP.html

4 We discarded words occurring less than five times
in auto-segmented texts, since their pre-trained embeddings
were not learned by Word2Vec with the default minimum fre-
quency of five as described later.
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Parameter Value
Character embedding size 300
Number of BiLSTM-C layers 2
Number of BiLSTM-C hidden units 600
Mini-batch size 100
Initial learning rate 1.0
Learning rate decay ratio 0.9
Gradient clipping threshold 5.0
Recurrent layer dropout rate 0.4
Word embedding size 300
Number of BiLSTM-WC layers 1
Number of BiLSTM-WC hidden units 600
Word vector dropout rate 0.2
Maximum word length 4

Table 1: Hyperparameters common between the base-
line and the proposed model (top) and specific to the
proposed model (bottom). BiLSTM-C and BiLSTM-
WC, respectively, indicate recurrent layers for charac-
ter and word-integrated character representation.

word vocabulary. We used the non-core section of
BCCWJ (BCCWJ-NC)5 for the Japanese dataset
and Chinese Gigaword Fifth Edition6 for the Chi-
nese datasets as unlabeled texts.

Pre-training of Embedding Parameters Fol-
lowing previous work (Collobert et al., 2011), we
pre-trained word embeddings from large texts and
used them to initialize the word embedding matrix
in our proposed segmenter. To pre-train word em-
beddings, we used the gensim (Řehůřek and So-
jka, 2010) implementation of Word2Vec (Mikolov
et al., 2013) and applied it to the same texts as
ones used to construct the word vocabularies, i.e.,
the auto-segmented BCCWJ-NC or Chinese Giga-
word texts processed by the baseline segmenters.
We used the toolkit with a skip-gram model, em-
bedding size 300, the number of iterations one,
and other default parameters. For words occurring
only in a training set, we randomly initialized their
embeddings. We fine-tuned all word embeddings
during training of the proposed segmenter.

In contrast, we randomly initialized all charac-
ter embeddings, since pre-trained character em-
beddings did not improve performance in our pre-
liminary experiments.

Hyperparameter Setting Table 1 gives the hy-
perparameters for the proposed model. The same
dropout strategy as in Zaremba et al. (2015) was
applied to non-recurrent connections of recurrent
layers. We used word vector dropout, which ran-

5 We restored provided auto-segmented texts to the origi-
nal raw sentences and used them as unlabeled texts.

6https://catalog.ldc.upenn.edu/
ldc2011t13

Method BCCWJ CTB6 MSR
BASE 98.63 95.43 96.70
AVG 98.82† 95.94† 97.63†

WAVG 98.85† 96.00† 97.81†‡

CON 98.84† 96.04† 97.77†

WCON 98.93†‡ 96.38†‡ 97.79†

Table 2: Results of the test sets. The table shows the
mean of F1 scores of three runs for the baseline (BASE)
and the proposed model variants. The symbols † and ‡
indicate statistical significance at 0.001 level over the
baseline and over the variant without attention, respec-
tively.

Method BCCWJ CTB6 MSR
Our WCON model◦ 98.9 96.4 97.8
(Kitagawa and Komachi, 2018) 98.4 – –
(Zhao and Kit, 2008)? – – 97.6
(Zhou et al., 2017)◦ – 96.2 97.8
(Wang and Xu, 2017)◦ – – 98.0
(Liu et al., 2016)◦ – 95.5 97.6
(Zhang et al., 2016)◦ – 96.0 97.7
(Neubig et al., 2011)? 98.2∗ – –
(Sun et al., 2017)◦• – 96.3 97.9

Table 3: Comparison with state-of-the-art character-
based (top) and word-based (middle) and other types
of models (bottom) on the test sets. Models marked
with a symbol indicate ones based on linear statistical
algorithms (?), ones with additional unlabeled texts (◦)
and ones replacing specific characters as preprocessing
(•). The result with ∗ is from our run on their released
implementation.

domly replaces a word embedding ew to a zero
vector when calculating a word summary vector
in Eq. (5) or (6). A mini-batch stochastic gradi-
ent descent was used to optimize parameters and
decayed the learning rate with a fixed decay ratio
every epoch after the first five epochs. We trained
models for up to 20 epochs and selected the best
model on the development set.

5.2 Results on the Test Sets

We evaluated our baseline and proposed model
variants on the test sets of the three benchmark
datasets. Table 2 shows the mean of F1 scores
of three runs for each dataset and each model.
Among the proposed model variants, WCON
achieved the best performance in almost all cases.
We observed the following three findings from the
results.

First, all the word-integrated model variants
consistently outperformed the pure character-
based baseline. We conducted McNemar’s tests
in a similar manner to Kudo et al. (2004), and
the improvement of each variant over the base-
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Attention Segmentation
Method NoC Lower Upper Acc F1 Acc Acc-CA Acc-IA

BCCWJ WAVG 2.09 30.09 94.53 79.69 99.14 99.22 99.74 97.18
WCON 90.97 99.21 99.29 99.88 93.98

CTB6 WAVG 2.39 18.01 94.54 82.97 95.98 96.64 98.72 86.50
WCON 86.65 96.35 96.99 99.24 82.37

MSR WAVG 2.24 21.61 91.76 83.42 98.53 98.75 99.65 94.26
WCON 85.02 98.51 98.72 99.63 93.53

Table 4: Attention accuracy, segmentation accuracy and F1-score on the development sets. The table also shows
segmentation accuracy based on the cases where attention is correct (Acc-CA) and incorrect (Acc-IA), the average
number of candidate words for a character (NoC) and lower and upper bounds of attention accuracy.

line was significant at 0.001 level. Second, the
attention-based variants further boosted perfor-
mance in comparison with their counterparts with-
out attention. The improvements of WCON over
CON on BCCWJ and CTB, and that of WAVG
over AVG were statistically significant according
to the McNemar’s tests. We discuss the reason for
the slight and insignificant performance difference
between CON and WCON on MSR in §5.3. Third,
the concatenation-based variants performed better
than the average-based counterparts in almost all
cases. This is probably because CON and WCON
keep word length and character position informa-
tion. For example, (dw+1)-th to 2dw-th dimen-
sions of a summary vector always represent a word
whose length is two and which ends with a target
character (namely xi−1:i for xi), while AVG and
WAVG lose this kind of information.

Table 3 shows the performance of state-of-the-
art models without additional annotated data. We
listed only the WCON results in Table 3 since
it performed the best among all variants on the
development sets. In comparison with the best
previous models, we obtained better performance
on BCCWJ and CTB6, and achieved approxi-
mately 31% and 3% error reductions, respectively.
On MSR, we obtained a comparable performance
with the character-based model with word fea-
tures in Wang and Xu (2017), which used different
unlabeled texts from ours to pre-train word em-
beddings. To our knowledge, our model is the
first neural network-based model that has achieved
state-of-the-art results on both Japanese and Chi-
nese word segmentation.

5.3 Analysis of Word Attention
To analyze how the attention mechanism affected
segmentation performance, we show in Table 4
attention accuracy of the proposed model with
the attention-based functions of the development
sets. Attention accuracy regards a predicted re-

sult as correct if a character xi most strongly at-
tends to the word corresponding to the gold seg-
mentation. The table also shows the segmentation
performance, where accuracy indicates character-
level accuracy of segmentation label prediction.

Note that the attention accuracy of a model
falls between lower and upper bounds shown in
the table. The upper bound indicates the ratio
of characters whose candidate words contain the
gold word (then attention can be correctly paid)
and the lower bound indicates the ratio of char-
acters whose candidate words consist only of the
gold word (then attention is always correctly paid).
For example, assuming that the gold segmenta-
tion of the sentence in Figure 1 is “x1|x2|x3x4x5
(= w1|w2|w8)”, candidate words for all characters
contain their gold words, and those for characters
x1 and x2 consist only of respective gold words
w1 and w2. Thus, the upper and lower bounds for
the sentence are 5/5 and 2/5, respectively.

Both WAVG and WCON achieved approxi-
mately ≥80% attention accuracy over more than
two candidate words on average. The “Acc-CA”
(“Acc-IA”) column denotes the segmentation ac-
curacy in cases where the attention was correctly
(incorrectly) paid. We obtained particularly high
segmentation accuracy (close to or higher than
99%). However, incorrect attention led to a large
drop in segmentation accuracy. Moreover, we can
see a clear tendency for WCON resulting in poorer
segmentation accuracy in cases with incorrect at-
tention, compared with WAVG. This suggests that
attention by WCON is more sensitive to segmen-
tation decisions; information on attended words
is more directly propagated to succeeding layers.
As for the slight performance difference between
CON and WCON on MSR in Table 2, a possible
explanation is that existence of fewer gold words
(observed from the upper bound of accuracy) leads
to inaccurate attention and segmentation.
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(a) (b) (c) (d) (e) (f)
BASE アドレスバー ひい |て |は オフライン 代金 |引換 |金 |額 お |茶ノ水 昼夜
CON アドレス |バー ひいては オフライン 代金 |引換 |金 |額 お |茶 |ノ |水 昼夜
WCON アドレス |バー ひいては オフ |ライン 代金 |引換 |金額 お |茶 |ノ |水 昼 |夜
Gold アドレス |バー ひいては オフ |ライン 代金 |引換 |金額 お茶ノ水 昼夜

⟨adoresu|bā⟩ ⟨hītewa⟩ ⟨ofu|rain⟩ ⟨daikin|hikikae|kingaku⟩ ⟨ochanomizu⟩ ⟨chūya⟩
(address|bar) (besides) (off-|line) (the amount of| (Ochanomizu) (day and

payment|on delivery) night)

Figure 3: Examples of segmentation results

wj · · · バ · · · バー ドレス アドレス
＼ ⟨ba⟩ ⟨bā⟩ ⟨doresu⟩ ⟨adoresu⟩
xi (bar) (dress) (address)
ア – – – 1.00
ド – – 0.21 0.78
レ – – 0.07 0.93
ス – – 0.02 0.98
バ 0.40 0.52 – –
ー – 1.00 – –

(a)

wj ひ い て は · · · ひいては
＼ ⟨hi⟩ ⟨i⟩ ⟨te⟩ ⟨wa⟩ ⟨hītewa⟩
xi (besides)
ひ 0.00 – – – 1.00
い – 0.00 – – 1.00
て – – 0.00 – 1.00
は – – – 0.00 1.00

(b)

wj オ フ ラ · · · オフ ライン
＼ ⟨o⟩ ⟨fu⟩ ⟨ra⟩ ⟨ofu⟩ ⟨rain⟩
xi (off-) (line)
オ 0.00 – – 1.00 –
フ – 0.00 – 1.00 –
ラ – – 0.00 – 1.00
イ – – – – 1.00
ン – – – – 1.00

(c)

wj · · · 代金 引換 換金 金額
＼ ⟨daikin⟩ ⟨hikikae⟩ ⟨kankin⟩ ⟨kingaku⟩
xi (pay- (on deli- (cash- (amount of

ment) very) ing) money)
代 1.00 – – –
金 1.00 – – –
引 – 1.00 – –
換 – 0 1.00 –
金 – – 0.97 0.03
額 – – – 1.00

(d)
wj お 茶 ノ 水
＼ ⟨o⟩ ⟨cha⟩ ⟨no⟩ ⟨mizu⟩
xi (tea) (water)
お 1.00 – – –
茶 – 1.00 – –
ノ – – 1.00 –
水 – – – 1.00

(e)

wj 昼 夜 昼夜
＼ ⟨hiru⟩ ⟨yoru⟩ ⟨chūya⟩
xi (daytime) (night) (day and night)
昼 0.96 – 0.04
夜 – 0.99 0.01

(f)

Figure 4: Weight αij , which indicates the importance from character xi to word wi, learned by WCON for sen-
tences (a)-(f) in Figure 3. Weights to gold words are highlighted with blue.

5.4 Segmentation Examples

To examine segmentation results of actual sen-
tences by different methods, we picked up sen-
tence segments (a)-(f) from the BCCWJ develop-
ment set. We show in Figure 3 the results ob-
tained by BASE, WCON, and CON, which are se-
lected as the character-based baseline, the best of
our model variants, and its counterpart without at-
tention, respectively. In addition, we also show
values of weight αij learned by WCON in Figure
4.

In examples (a) and (b), BASE resulted in
a wrong segmentation. However, both word-
integrated methods correctly segmented words
with the benefit of word information correspond-
ing to gold segmentations (adoresu, bar and

hītewa). This suggests that word information en-
ables a model to utilize information on distant
characters with target characters directly. From
WCON results, we confirmed that all characters
strongly attended to correct words, as in Figure 4.
This suggests that accurate attention contributed to
predicting correct segmentations.

In examples (c) and (d), only WCON pre-
dicted correct segmentations. The existence of
correct words in the vocabulary and correct atten-
tion probably resulted in the correct segmentation
for (c). As for (d), although parts of characters
attended to a wrong word (kankin), correct atten-
tion regarding surrounding characters (hikikae and
kingaku) seems to lead to the correct segmenta-
tion.

In examples (e) and (f), WCON predicted the
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wrong results. The wrong results of (e) by CON
and WCON are probably due to the non-existence
of the gold word ochanomizu, which is a location
name, in the vocabulary. As for (f), WCON paid
incorrect attention and predicted the wrong seg-
mentation, even though the correct word chūya ex-
ists in the vocabulary. The model learned the in-
correct weights likely due to the infrequent occur-
rence of the correct words; the single words hiru
and yoru occur in the training set tens or hundreds
of times while the compound word chūya occurs
only twice. We may reduce these errors due to
no or infrequent occurrences of gold words by in-
creasing word vocabulary size, e.g., using larger
texts to pre-train word embeddings.

6 Related Work

Word Segmentation For both Chinese and
Japanese, word segmentation has been tradition-
ally addressed by applying linear statistical algo-
rithms, such as maximum entropy (Xue, 2003),
CRF (Peng et al., 2004; Kudo et al., 2004; Zhao
and Kit, 2008), and logistic regression (Neubig
et al., 2011).

Various neural network architectures have been
explored for Chinese word segmentation to reduce
the burden of manual feature engineering. Specif-
ically, character-based neural models have been
developed to model the task as a sequence label-
ing problem, starting with earlier work by (Zheng
et al., 2013) and (Mansur et al., 2013), which
applied feed-forward neural networks. Pei et al.
(2014) used a neural tensor network to capture in-
teractions between tags and characters. More so-
phisticated architectures have also been used as
standard components of word segmentation mod-
els to derive effective features automatically. Chen
et al. (2015a) proposed gated recursive neural net-
works to model complicated combinations of char-
acters. Chen et al. (2015b) used LSTM to cap-
ture long distance dependencies. Xu and Sun
(2016) combined LSTM and GRNN to capture
long term information better by utilizing chain
and tree structures. CNNs have been used to ex-
tract complex features such as character n-grams
(Chen et al., 2017) and graphical features of Chi-
nese characters (Shao et al., 2017).

On the other hand, word-based neural mod-
els have also been proposed. Typical word-based
models (Zhang et al., 2016; Cai and Zhao, 2016;
Cai et al., 2017; Yang et al., 2017) sequentially

determine whether or not to segment each char-
acter on the basis of word-level features and seg-
mentation history, while keeping multiple seg-
mentation candidates by beam search decoding.
Liu et al. (2016) combined neural architectures
for segment (i.e., word) representations into a
semi-CRF framework, which searches for an op-
timal segmentation sequence consisting of vari-
able length segments. Sun et al. (2017) proposed
a gap-based model to predict whether or not to
segment two consecutive characters, using a deep
CNN consisting of more than ten layers.

Recent works utilized word information on a
character-based framework. Zhou et al. (2017)
pre-trained character embeddings using word
boundary information from auto-segmented texts.
Wang and Xu (2017) explicitly introduced word
information into their CNN-based model. They
concatenated embeddings of a character and mul-
tiple words corresponding to n-grams (n ranging
from 1 to 4) that include the target character.

For Japanese, less work employed neural mod-
els for word segmentation than for Chinese.
Morita et al. (2015) integrated an RNN language
model into a statistical Japanese morphological
analysis framework, which simultaneously seg-
ments a sentence into words and predicts word fea-
tures, such as POS and lemma. Kitagawa and Ko-
machi (2018) applied a pure neural model based
on LSTM and achieved a better performance than
a popular statistical Japanese segmenter (Neubig
et al., 2011).

Around the same time as our work, two other
character-based models for word segmentation
have been proposed. Ma et al. (2018) showed a
standard BiLSTM model can achieve state-of-the-
art results when combined with deep learning best
practices, including dropout to recurrent connec-
tions (Gal and Ghahramani, 2016) and pre-trained
embeddings of character bigrams. These tech-
niques can also be applied to and can further boost
performance of our model. Yang et al. (2018)
proposed a lattice LSTM-based model with sub-
sequence (word or subword) information. Their
model also considers the importance of multiple
words by integrating character and word infor-
mation into an LSTM cell vector using a gate-
mechanism. However, their model might not fully
exploit word information, since word information
is given to only the first and last characters of the
word.

2706



LSTM-CRF LSTM-CRF is a popular neural ar-
chitecture, which has been applied to various tag-
ging tasks, including word segmentation (Chen
et al., 2015b), POS tagging and NER (Huang et al.,
2015; Ma and Hovy, 2016; Rei et al., 2016). Ma
and Hovy (2016) and Rei et al. (2016) introduced
the internal character information of words on
word-level labeling tasks in contrast to our work
introducing candidate word information of char-
acters in the character-level labeling task.

Attention Mechanism An attention mechanism
(Bahdanau et al., 2015) was first introduced in ma-
chine translation to focus on appropriate parts of a
source sentence during decoding. This mechanism
has been widely applied to various NLP tasks,
including question answering (Sukhbaatar et al.,
2015), constituency parsing (Vinyals et al., 2015),
relation extraction (Lin et al., 2016) and natural
language inference (Parikh et al., 2016). Rei et al.
(2016) introduced a gate-like attention mechanism
on their word-based sequence labeling model to
determine the importance between the word itself
and the internal characters for each word.

7 Conclusion and Future Work

In this paper, we proposed a word segmenta-
tion model that integrates word-level information
into a character-based framework, aiming to take
the advantages of both character- and word-based
models. The experimental results show that our
model with an attention-based composition func-
tion outperforms the state-of-the-art models on
both Japanese and Chinese benchmark datasets.

Our analysis suggests that a word vocabulary
with larger coverage can reduce errors deriving
from unknown words. In future work, we will ex-
plore (1) the relationship between vocabulary cov-
erage and segmentation performance, and (2) the
effect of using pre-trained word vectors learned
from different domain texts in domain adaptation
scenarios.
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Abstract

Chinese is a logographic writing system, and
the shape of Chinese characters contain rich
syntactic and semantic information. In this pa-
per, we propose a model to learn Chinese word
embeddings via three-level composition: (1)
a convolutional neural network to extract the
intra-character compositionality from the vi-
sual shape of a character; (2) a recurrent neural
network with self-attention to compose char-
acter representation into word embeddings;
(3) the Skip-Gram framework to capture non-
compositionality directly from the contextual
information. Evaluations demonstrate the su-
perior performance of our model on four tasks:
word similarity, sentiment analysis, named en-
tity recognition and part-of-speech tagging.1

1 Introduction

Distributed representations of words, namely word
embeddings, encode both semantic and syntac-
tic information into a dense vector. Currently,
word embeddings have been playing a pivotal
role in many natural language processing (NLP)
tasks. Most of these NLP tasks also benefit
from the pre-trained word embeddings, such as
word2vec (Mikolov et al., 2013a) and GloVe (Pen-
nington et al., 2014), which are based on the dis-
tributional hypothesis (Harris, 1954): words that
occur in the same contexts tend to have similar
meanings. Earlier word embeddings often take a
word as a basic unit, and they ignore composi-
tionality of its sub-word information such as mor-
phemes and character n-grams, and cannot compe-
tently handle the rare words. To improve the per-
formance of word embeddings, sub-word informa-
tion has been employed (Luong et al., 2013; Qiu

∗Corresponding author.
1The source codes are available at https://github.

com/HSLCY/VCWE

et al., 2014; Cao and Rei, 2016; Sun et al., 2016a;
Wieting et al., 2016; Bojanowski et al., 2016).

Compositionality is more critical for Chinese,
since Chinese is a logographic writing system. In
Chinese, each word typically consists of fewer
characters and each character also contains richer
semantic information. For example, Chinese char-
acter “休” (rest) is composed of the characters for
“人” (person) and “木” (tree), with the intended
idea of someone leaning against a tree, i.e., rest-
ing.

Based on the linguistic features of Chinese, re-
cent methods have used the character informa-
tion to improve Chinese word embeddings. These
methods can be categorized into two kinds:

1) One kind of methods learn word embeddings
with its constituent character (Chen et al., 2015),
radical2 (Shi et al., 2015; Yin et al., 2016; Yu
et al., 2017) or strokes3 (Cao et al., 2018). How-
ever, these methods usually use simple operations,
such as averaging and n-gram, to model the inher-
ent compositionality within a word, which is not
enough to handle the complicated linguistic com-
positionality.

2) The other kind of methods learns word em-
beddings with the visual information of the char-
acter. Liu et al. (2017) learn character embedding
based on its visual characteristics in the text clas-
sification task. Su and Lee (2017) also introduce
a pixel-based model that learns character features
from font images. However, their model is not
shown to be better than word2vec model because
it has little flexibility and fixed character features.

Besides, most of these methods pay less atten-
tion to the non-compositionality. For example, the

2the graphical component of Chinese, referring to
https://en.wikipedia.org/wiki/Radical_
(Chinese_characters)

3the basic pattern of Chinese characters, referring to
https://en.wikipedia.org/wiki/Stroke_
(CJKV_character)
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semantic of Chinese word “沙发” (sofa) cannot be
composed by its contained characters “沙” (sand)
and “发” (hair).

In this paper, we fully consider the composition-
ality and non-compositionality of Chinese words
and propose a visual character-enhanced word em-
bedding model (VCWE) to learn Chinese word
embeddings. VCWE learns Chinese word embed-
dings via three-level composition:

• The first level is to learn the intra-character
composition, which gains the representation
of each character from its visual appearance
via a convolutional neural network;

• The second level is to learn the inter-
character composition, where a bidirectional
long short-term neural network (Bi-LSTM)
(Hochreiter and Schmidhuber, 1997) with
self-attention to compose character represen-
tation into word embeddings;

• The third level is to learn the non-
compositionality, we can learn the contextual
information because the overall framework of
our model is based on the skip-gram.

Evaluations demonstrate the superior performance
of our model on four tasks such as word similarity,
sentiment analysis, named entity recognition and
part-of-speech tagging.

2 Related Work

In the past decade, there has been much research
on word embeddings. Bengio et al. (2003) use
a feedforward neural network language model to
predict the next word given its history. Later
methods (Mikolov et al., 2010) replace feedfor-
ward neural network with the recurrent neural net-
work for further exploration. The most popular
word embedding system is word2vec, which uses
continuous-bag-of-words and Skip-gram models,
in conjunction with negative sampling for efficient
conditional probability estimation (Mikolov et al.,
2013a).

A different way to learn word embeddings is
through factorization of word co-occurrence ma-
trices such as GloVe embeddings (Pennington
et al., 2014), which have been shown to be intrin-
sically linked to Skip-gram and negative sampling
(Levy and Goldberg, 2014).

The models mentioned above are popular and
useful, but they regard individual words as atomic

tokens, and the potentially useful internal struc-
tured information of words is ignored. To improve
the performance of word embedding, sub-word in-
formation has been employed (Luong et al., 2013;
Qiu et al., 2014; Cao and Rei, 2016; Sun et al.,
2016a; Wieting et al., 2016; Bojanowski et al.,
2016). These methods focus on alphabetic writ-
ing systems, but they are not directly applicable to
logographic writing systems.

For the alphabetic writing systems, research on
Chinese word embedding has gradually emerged.
These methods focus on the discovery of mak-
ing full use of sub-word information. Chen et al.
(2015) design a CWE model for jointly learn-
ing Chinese characters and word embeddings.
Based on the CWE model, Yin et al. (2016)
present a multi-granularity embedding (MGE)
model, additionally using the embeddings associ-
ated with radicals detected in the target word. Xu
et al. (2016) propose a similarity-based character-
enhanced word embedding (SCWE) model, ex-
ploiting the similarity between a word and its
component characters with the semantic knowl-
edge obtained from other languages. Shi et al.
(2015) utilize radical information to improve Chi-
nese word embeddings. Yu et al. (2017) introduce
a joint learning word embedding (JWE) model and
Cao et al. (2018) represent Chinese words as se-
quences of strokes and learn word embeddings
with stroke n-grams information.

From another perspective, Liu et al. (2017) pro-
vide a new way to automatically extract character-
level features, creating an image for the character
and running it through a convolutional neural net-
work to produce a visual character embedding. Su
and Lee (2017) also introduce a pixel-based model
that learns character features from its image.

Chinese word embeddings have recently be-
gun to be explored, and have so far shown great
promise. In this paper, we propose a visual
character-enhanced word embedding (VCWE)
model that can learn Chinese word embeddings
from corpus and images of characters. The model
combines the semantic information of the context
with the image features of the character, with su-
perior performance in several benchmarks.

3 Proposed Model

In this section, we introduce the visual character-
enhanced word embedding (VCWE) model for
Chinese word representation.
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Figure 1: The overall architecture of our approach.

Given a Chinese word w consisting of n char-
acters c1, · · · , cn, its semantic may come from ei-
ther its contained characters or its contexts. There-
fore, we use the two-level hierarchical composi-
tion to compose the word embedding, which fur-
ther learned according to its context.

The overall architecture of our approach is on
Figure 1. We first use a convolutional neural net-
work (CNN) to model the intra-character compo-
sitionality of character from its visual shape infor-
mation. We use the output of CNN as the em-
beddings of the character. Then the character em-
beddings are used as the input of the bidirectional
LSTM network to model the inter-character com-
positionality. After a self-attention layer, we can
get the representation of the word. Finally, based
on the Skip-Gram framework, we learn the word
embeddings with the visual character-enhanced
embedding of the context.

3.1 Intra-Character Composition

Since the shape of a Chinese character provides
rich syntactic and semantic information, the rep-
resentation of a character can be composed by its
intrinsic visual components. Following the suc-
cess of the convolutional neural network (CNN)
(LeCun et al., 1995) in computer vision, we use
CNN to directly model the natural composition of

a character from its image.
We first convert each character into an image

of size 40 × 40, a deep CNN is used to fuse its
visual information fully. The specific structure of
the CNN is shown in Figure 1(a), which consists of
two convolution layers and one linear layer. Each
convolution layer is followed by a max pooling
layer and a batch normalization layer. The lower
layers aim to capture the stroke-level information,
and the higher layers aim to capture the radical-
level and component-level information.

The output of CNN can be regarded as the rep-
resentation of the character. The character repre-
sentation by its visual information can fully cap-
ture its intrinsic syntactic and semantic informa-
tion with the intra-character compositionality.

The parameters of CNN are learned through
backpropagation in end-to-end fashion.

3.2 Inter-Character Composition

After obtaining the representation of characters,
we combine them into word embedding. The
word embedding need to capture the character-
level compositionality fully. Here, we use the
bidirectional LSTM (Bi-LSTM) (Hochreiter and
Schmidhuber, 1997) with self-attention to fuse the
inter-character information of a word.

The structure of our Bi-LSTM with self-
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attention is shown in Figure 1(b).
Given a word w consisting of n characters

c1, · · · , cn, we use e1, · · · , en denote is the char-
acter representations, which are the output of the
CNN rather than randomly initialized.

The word w is firstly encoded using a Bi-
LSTM:

hFi = LSTM(hFi−1, ei), (1)

hBi = LSTM(hBi+1, ei), (2)

hi = [hFi ;hBi ], (3)

H = [h1,h2, ...,hn], (4)

where hi is the hidden state of the i-th character in
w.

Then we use self-attention to obtain the inter-
character compositionality. Following the self-
attention proposed by (Lin et al., 2017), we com-
pute an attention vector α:

α = softmax(v tanh(UhT
i )), (5)

where v and U are learnable weight parameters.
Finally, the representation of word w is:

m =
n∑

i=1

αihi. (6)

Since the Bi-LSTM’s hidden state of each char-
acter is different according to its contexts, we be-
lieve the hidden state can capture both the com-
positional and non-compositional relations of the
characters within a word.

After obtaining the word representation, Skip-
Gram (Mikolov et al., 2013a) is used to learn
the word embedding with its context informa-
tion. Skip-Gram is a useful framework for learn-
ing word vectors, which aims to predict context
words given a target word in a sentence.

Given a pair of words (w, c), we denote p(c|w)
as the probability that the word c is observed in the
context of the target word w.

With the negative-sampling approach, skip-
gram formulates the probability p(c|w) as follows:

Given a pair of words (w, c), the probability that
the word c is observed in the context of the target
word w is given by

p(D = 1|w, c) = σ(wTc), (7)

where w and c are embedding vectors of w and c
respectively, σ is the sigmoid function.

The probability of not observing word c in the
context of w is given by:

p(D = 0|w, c) = 1− σ(wTc). (8)

4 Training

4.1 Objective Function
Given the target word w, its context word c and k
negative words c̃1, ..., c̃k. The wordw is a word se-
lected from a sentence in the corpus, and the con-
text c is a nearby word within a window size l.
The negative sample c̃i is a word that is randomly
sampled at a certain frequency in the vocabulary.

The loss function of VCWE model is as follows:

L = L1 + L2, (9)

L1 = log σ(wTc)+

k∑

i=1

log σ(−wTc̃i), (10)

L2 = log σ(wTmc)+

k∑

i=1

log σ(−wTm̃i), (11)

where w is the lookup embedding of target word;
c and c̃i are the lookup embeddings of the context
and negative words respectively; mc and m̃i are
visual enhanced word embeddings of the context
and negative words respectively.

Here, we use the visually enhanced word em-
bedding as the representation of context word in-
stead of the target word. The final embedding of
the target word is indirectly affected by the visual
information. Thus, the final word embedding can
have an advantage of fully utilizing intra-character
compositionality from CNN, inter-character com-
positionality from LSTM, and context information
from Skip-gram.

4.2 Word Sampling
We use a word sampling scheme similar to
the implementation in word2vec (Mikolov et al.,
2013a,b) to balance the importance of frequent
words and rare words. Frequent words such as
“的”(of), “是”(is), “这”(this) are not as mean-
ingful as relatively less frequent words such as
“猫”(cat), “喜欢”(like), “水果”(fruit). To improve
the performance of word embeddings, we use sub-
sampling(Mikolov et al., 2013b) to discard the
wordw with the probability of P (w) = 1−

√
t

f(w)

when generating the batch, where f(w) is the fre-
quency of word w and t is a chosen threshold, typ-
ically around 10−5.
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To generate negative context words, we sample
each word w according to distribution P (w) ∝
U(w)

3
4 , where U(w) is the unigram distribution,

which is the frequency of single words appear-
ing in the corpus. This method also plays a role
in reducing the frequency of occurrence of high-
frequency words.

5 Experiments

5.1 Preparation for training data

We download Chinese Wikipedia dump4 on May
20, 2018, which consists of 278K Chinese
Wikipedia articles. We use the WikiExtractor
toolkit5 to convert data from XML into text for-
mat. We find that the corpus consists of both sim-
plified and traditional Chinese characters. Hence
we utilize the opencc toolkit6 to normalize all
characters as simplified Chinese. We remove non-
Chinese characters such as punctuation marks by
retaining the characters whose Unicode falls into
the range between 0x4E00 and 0x9FA5. We use
THULAC 7(Sun et al., 2016b) for word segmenta-
tion.

We discard words that appeared less than 100
times and obtain a vocabulary of size 66,856. We
count the frequency of occurrence of each word to
prepare for the subsampling work.

In all 66,856 words, we extract 5030 unique
characters. We use a Chinese character image gen-
eration software to generate the images of these
Chinese characters. We subtract a mean image
from each input image to center it before feeding
it into the CNN. The pre-processed Chinese char-
acter images are shown in Figure 2.

Figure 2: The pre-processed Chinese character images.

4https://dumps.wikimedia.org/zhwiki/20180520/
5https://github.com/attardi/wikiextractor/blob/master/Wiki

Extractor.py
6https://github.com/BYVoid/OpenCC
7https://github.com/thunlp/THULAC-Python

5.2 Hyperparameters
Models used for evaluation have dimension D =
100 and use context window l = 5 unless stated
otherwise. We use the threshold t = 10−5 for
subsampling, which is the recommended value for
word2vec Skip-gram (Mikolov et al., 2013a) on
large datasets. The number of negative samples
per word is 5.

We use mini-batch asynchronous gradient de-
scent with Adam (Kingma and Ba, 2014). The ini-
tial learning rate is 0.001.

5.3 Baselines
We compare our model to the following open
source state-of-art models:

• word2vec8 (Mikolov et al., 2013a) is ar-
guably the most popular word embed-
ding, which uses continuous-bag-of-words
(CBOW) and Skip-gram models. We train
word2vec with both Skip-gram and CBOW
models. We did not train Glove(Pennington
et al., 2014) because it did not perform well
in many previous Chinese word embedding
papers.

• CWE9 (Chen et al., 2015) is character-
enhanced word embeddings which introduce
internal character information into word em-
bedding methods to alleviate excessive re-
liance on the external information.

• GWE10(Su and Lee, 2017) is a pixel-based
Chinese word embedding model, which ex-
ploits character features from font images by
convolutional autoencoders.

• JWE11(Yu et al., 2017) is a model to jointly
learn the embeddings of Chinese words, char-
acters, and sub character components.

For a fair comparison between different algo-
rithms, we use the same corpus and the same hy-
perparameters mentioned in previous subsections.

5.4 Word Similarity Task
We evaluate our embeddings on the Chinese word
similarity datasets wordsim-240 and wordsim-296
provided by (Chen et al., 2015). Besides, we trans-
late two English word similarity datasets MC-30

8https://code.google.com/archive/p/word2vec/
9https://github.com/Leonard-Xu/CWE

10https://github.com/ray1007/gwe
11https://github.com/hkust-knowcomp/jwe
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Model WS-240 WS-296 MC-30 RG-65 avg ∆

Skip-gram 50.23 56.94 69.66 59.86 59.17 -
CBOW 51.49 61.01 68.97 63.85 61.33 +2.16
CWE 52.63 58.98 68.82 59.60 60.01 +0.84
GWE 52.74 58.22 68.23 60.74 59.98 +0.81
JWE 51.92 59.84 70.27 62.83 61.22 +2.05

VCWE 57.81 61.29 72.77 70.62 65.62 +6.45
-CNN 55.82 59.60 66.87 68.53 62.71 +3.54
-LSTM 58.13 60.85 68.03 69.78 64.20 +5.03

Table 1: Spearman correlation for word similarity datasets, “-CNN” represents replacing the CNN and image
information with randomly initialized character embedding, “-LSTM” represents replacing Bi-LSTM network and
self-attention with the averaging operation. For each dataset, we boldface the score with the best performance
across all models.

Model NOTEBOOK CAR CAMERA PHONE ALL avg ∆

Skip-gram 69.84 77.12 80.80 81.25 86.65 79.13 -
CBOW 74.60 75.42 82.59 82.81 84.07 79.90 +0.77
CWE 73.02 80.51 81.25 81.25 82.09 79.62 +0.49
GWE 74.60 78.81 79.46 83.98 83.92 80.15 +1.02
JWE 77.78 78.81 81.70 81.64 85.13 81.01 +1.88

VCWE 80.95 85.59 83.93 84.38 88.92 84.75 +5.62
-CNN 84.13 81.36 81.70 83.69 84.22 83.02 +3.89
-LSTM 79.37 80.51 80.36 84.38 85.58 82.04 +2.91

Table 2: Accuracy for Sentiment analysis task. The configurations are the same of the ones used in Table 1.

(Miller and Charles, 1991) and RG-65 (Ruben-
stein and Goodenough, 1965) to Chinese12. Each
dataset contains a list of word pairs with a human
score of how related or similar the two words are.

We calculate the Spearman correlation (Spear-
man, 1904) between the labels and our scores gen-
erated by the embeddings. The Spearman corre-
lation is a rank-based correlation measure that as-
sesses how well the scores describe the true labels.
The evaluation results of our model and baseline
methods on word similarity datasets are shown in
Table 1.

From the results, we can see that VCWE outper-
forms other baseline models. The effect of CBOW
is much better than Skip-gram. The impact of
GWE and CWE are relatively close. The JWE
model works better than other benchmark mod-
els. In the VCWE model, when we remove the
CNN and the image information, the result falls
by 2.91. When we replace Bi-LSTM network and
self-attention with the averaging operation, the re-

12https://github.com/FudanNLP/VCWE

sult drops by 1.42.
In the last subsection, we will qualitatively an-

alyze the results of word similarity for different
models.

5.5 Sentiment Analysis Task

To evaluate the quality of our vectors regarding
semantics, we use datasets13 collected by (Peng
et al., 2018), which contain Chinese reviews in
four domains: notebook, car, camera, and phone.
They manually labeled the sentiment polarity to-
wards each aspect target as either positive or neg-
ative. It is a binary classification task. Similar
to how we process the training data, we remove
non-Chinese characters and use THULAC for per-
forming Chinese word segmentation. We build
classifiers with the bidirectional LSTM (Hochre-
iter and Schmidhuber, 1997) network with self-
attention (Lin et al., 2017). We use the standard
training/dev/test split and report accuracy using
different embeddings generated by different meth-

13http://sentic.net/chinese-review-datasets.zip
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ods in Table 2.
As shown in Table 2, Skip-gram performs well

on the combination of the four groups, but it
does not perform well in the works of a partic-
ular group. JWE outstrips other baseline meth-
ods by around 1.1 points. The VCWE model has
achieved outstanding results in the car, camera and
phone category, with an accuracy rate of at least
3 points higher than other models, indicating that
this method of training word embeddings with vi-
sual character-level features can achieve better re-
sults on downstream tasks.

5.6 Named Entity Recognition Task

We evaluate our model on the named entity recog-
nition task. We use an open source Chinese NER
model to test our word embeddings on MSRA
dataset14. MSRA is a dataset for simplified Chi-
nese NER. It comes from SIGHAN 2006 shared
task for Chinese NER (Levow, 2006). We pre-
train word embeddings from different models and
feed them into the input layer as features.

The key to the task is to extract named entities
and their associated types. Better word embed-
dings could get a higher F1 score of NER. The
results in Table 3 show that our model also out-
performs baseline models in this task. The perfor-
mance of CWE and GWE models are similar, both
slightly lower than Skip-gram and CBOW models.
The F1 score of the JWE model exceeds that of
other baseline models and is similar to our model.
When removing the CNN and image information,
our LSTM with the self-attention model can also
achieve the best results on this task, indicating that
the learned inter-character composition is practi-
cal.

5.7 Part-of-speech Tagging Task

The evaluation is performed on the PKU’s Peo-
ple’s Daily 15 (PPD) (Yu et al., 2001) with the stan-
dard training/dev/test split. The model is trained
with the bidirectional LSTM model using the same
hyper-parameters. Results on the POS accuracy on
the test set are reported in Table 3.

The gap between the usage of different em-
beddings is not significant, and our model has
achieved the best results with a slight advantage.

14https://github.com/bamtercelboo/pytorch NER PosTag Bi
LSTM CRF

15http://klcl.pku.edu.cn/zygx/zyxz/index.htm

Model
NER POS Tag

Prec. Recall F1 Acc

Skip-gram 85.30 84.18 84.74 95.87
CBOW 85.64 82.98 84.29 95.79
CWE 83.89 82.57 83.23 95.45
GWE 84.06 82.52 83.28 95.45
JWE 85.74 84.87 85.30 95.91

VCWE 86.93 84.64 85.77 96.00
-CNN 86.73 84.83 85.77 95.92
-LSTM 85.98 84.53 85.25 95.96

Table 3: Chinese NER and POS tagging results for dif-
ferent pretrained embeddings. The configurations are
the same of the ones used in Table 1.

5.8 Qualitative analysis

To better understand the quality of the learning
word embedding for each model, we conduct a
qualitative analysis by doing some case studies in
Table 4 to illustrate the most similar words for cer-
tain target words under different methods. Explic-
itly, we present the top 10 words that are most sim-
ilar to our target word. The similar words are re-
trieved based on the cosine similarity calculated
using the learned embeddings.

The first example word we consider is “唐
诗(Tang poetry)”. It refers to poetry written in or
around the time of or in the characteristic style of
China’s Tang Dynasty.

All the top-ranked words identified by
GWE contain the character “唐(Tang)” and
“诗(poetry)”, but in addition to the Tang Dynasty,
“唐(Tang)” also has other meanings such as
surnames. GWE yields several words such as “唐
璜(Don Juan)”, “唐寅(Tang Yin)”, “唐僧(Monk
Tang)” and “唐括(Tang Ku)”, which do not
appear to be semantically close to the target
word. In Skip-gram and JWE, certain words
such as “佚(anonymity)” and “古今(ancient and
modern)” do not appear to be semantically very
closely related to the target word. In our VCWE
model, all the top-ranked words are semantically
related to the target word, including the genre of
poetry, poets of the Tang Dynasty, and so on.

We choose the “沙发(sofa)” as the second
target word. Like the first two words, GWE
only pays attention to the character “沙(sand)”.
Skip-gram and JWE have some irrelevant words
such as “电话亭(telephone box)” and “广告
牌(billboard)”. VCWE pays more attention to
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Targets Skip-gram GWE JWE VCWE

唐诗(Tang poetry)

散曲(Qu-Poetry) 宋诗(Song poetry) 诗话(notes on poetry) 诗话(notes on poetry)
琴谱(music score) 赋诗(indite) 古今(ancient and modern) 宋诗(Song poetry)
佚(anonymity) 诗韵(rhyme) 佚(anonymity) 绝句(jueju)

宋词(Song Ci Poetry) 汉诗(Chinese poetry) 乐府(Yuefu) 宋词(Song Ci Poetry)
白居易(Bai Juyi) 唐璜(Don Juan) 琴谱(music score) 吟咏(chant)
绝句(jueju) 吟诗(recite poems) 辑录(compile) 乐府(Yuefu)
著录(record) 唐寅(Tang Yin) 刻本(carving copy) 七言(seven-character)
楚辞(Chu Songs) 唐僧(Monk Tang) 传世(be handed down) 李商隐(Li Shangyin)
乐府(Yuefu) 唐括(Tang Ku) 古诗(ancient poetry) 古诗(ancient poetry)
辑录(compile) 诗(poetry) 散曲(Qu-Poetry) 诗文(poetic prose)

沙发(sofa)

办公桌(bureau) 沙漏(hourglass) 桌子(desk) 衣柜(wardrobe)
卧室(bedroom) 沙尘(sand) 衣柜(wardrobe) 卧室(bedroom)
椅子(chair) 沙袋(sandbag) 毛巾(washcloth) 浴缸(bathtub)
楼上(upstairs) 沙盒(sandbox) 书桌(secretaire) 客厅(living room)
客厅(living room) 沙哑(raucity) 棉被(quilt) 窗帘(curtain)
浴缸(bathtub) 沙嘴(sandspit) 长椅(bench) 椅子(chair)
楼下(downstairs) 沙嗲(satay) 窗帘(curtain) 壁炉(fireplace)
雨衣(raincoat) 沙包(sandbag) 浴缸(bathtub) 房门(door)
血迹(bloodstain) 沙织(Saori) 房门(door) 长椅(bench)

电话亭(telephone box) 沙蚕(nereid) 广告牌(billboard) 桌子(desk)

Table 4: Case study for qualitative analysis. Given the target word, we list the top 10 similar words from each
algorithm so as to observe the differences.

the non-compositionality, and the results are bet-
ter than other models.

Limited to the width of the table, we do not
show the results of CWE model. The results of the
GWE model are not much different from the CWE
model, indicating that the image features obtained
by pre-training of GWE may not play a decisive
role. However, our model does not pre-train image
information, but jointly trains and dynamically up-
dates image feature information and it works bet-
ter. JWE model is similar to Skip-gram model in
that they pay more attention to contextual informa-
tion, but sometimes the model gets some irrelevant
words.

6 Discussion

Unlike phonograms, logograms have word and
phrase meanings singularly. The images of Chi-
nese characters contain rich semantic information.
Since logographic languages are more closely as-
sociated with images than alphabet languages, it
makes sense to mine the characteristics of these
images.

Liu et al. (2017) provide a new way to automat-
ically extract character-level features, creating an
image for the character and running it through a
convolutional neural network to produce a visual
character embedding. However, this method does
not utilize the rich semantic information of con-
textual words. Our model extracts both image fea-

tures and contextual semantic information.
Su and Lee (2017) introduce a pixel-based

model that learns character features from font
images. However, they use convolutional auto-
encoder(convAE) to extract image features in ad-
vance, and then add these features to the CWE
(Chen et al., 2015) model. In the end, the effect of
the model is not much different from CWE. Our
model is an end-to-end model. We update the im-
age’s feature parameters in real time during train-
ing, and our model achieves better results than the
GWE model.

Our research focuses on simplified Chinese
word embeddings, and the idea can also be applied
to other languages that share a similar writing sys-
tem, such as traditional Chinese, Japanese, and so
on.

7 Conclusion and Future Work

In this paper, we proposed a pixel-based model
to learn Chinese word embeddings with character
embeddings that are compositional in the compo-
nents of the characters. We utilized the visual fea-
tures of Chinese characters to enhance the word
embedding. We showed that our model outper-
forms the baseline model in the word similarity,
sentiment analysis, named entity recognition and
part-of-speech tagging tasks.

In summary, we optimized our pixel-based
word embedding method to make the model end-
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to-end and make full use of the contextual infor-
mation. In the future, we hope to apply our model
to other downstream tasks and other logographic
writing systems.
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Abstract
We investigate subword information for Chi-
nese word segmentation, by integrating sub
word embeddings trained using byte-pair en-
coding into a Lattice LSTM (LaLSTM) net-
work over a character sequence. Experiments
on standard benchmark show that subword in-
formation brings significant gains over strong
character-based segmentation models. To our
knowledge, this is the first research on the ef-
fectiveness of subwords on neural word seg-
mentation.

1 Introduction

Chinese word segmentation (CWS) is a traditional
NLP task (Sproat et al., 1996), the features for
which have been a central research topic. Statisti-
cal methods consider characters (Xue et al., 2003),
subwords (Zhang et al., 2006), and words (Zhang
and Clark, 2007) as input features. Among these,
both characters (Chen et al., 2015a) and words
(Zhang et al., 2016; Cai and Zhao, 2016; Yang
et al., 2017) have also shown useful in recent neu-
ral models. However, how to utilize the subword
features in neural networks has not been investi-
gated yet.

In this paper, we fill this gap by proposing a
subword-based neural word segmentor, by inte-
grating two strands of works: the byte pair en-
coding (BPE) algorithm (Gage, 1994) and the lat-
tice LSTM structure (Zhang and Yang, 2018).
The BPE algorithm constructs a subword list from
raw data and lattice LSTM introduces subwords
into character LSTM representation. In partic-
ular, our baseline is a BiLSTM-CRF segmentor
(Chen et al., 2015b) and we replace LSTM with
lattice LSTM using subwords to encode character
composition information. Our code1 is based on
NCRF++ (Yang and Zhang, 2018).

1Our code is released at https://github.com/
jiesutd/SubwordEncoding-CWS.
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Figure 1: Segmentation with ambiguous words.

Compared with character-based neural seg-
mentors, our model can utilize abundant char-
acter combination (subword) information,
which is effective to disambiguate charac-
ters. For example, in Figure 1, the subword
“学 院(Academy)” ensures that the charac-
ter “学” means “Academy(noun)” rather than
“study(verb)”. Compared with the word-based
neural models (Zhang et al., 2016; Cai and Zhao,
2016), ambiguous subwords in a context can pro-
vide additional information for disambiguation.
For instance, the subword “科学院(Academy of
Sciences)” and “学院(Academy)” can be useful
in determining the correct segmentation, which is
“科学院/(Academy of Sciences/)”.

To our knowledge, we are the first to use sub-
words in a neural network segmentor. We inves-
tigate the contributions of subword lexicons and
their pretrained embeddings through controlled
experiments. Results on four benchmarks show
that the proposed model can give comparable re-
sults with state-of-the-art models.

2 Related Work

State-of-the-art statistical segmentors use either
sequence labeling methods e.g. CRF (Lafferty
et al., 2001) with character features (Peng et al.,
2004; Zhao et al., 2006) or the transition-based
models with word features (Zhang and Clark,
2007; Sun, 2010). Neural segmentors (Chen et al.,

2720



LSTM

中国

中

B

LSTM

国科

国

E

LSTM

科学

科

B

LSTM

学院

学

M

LSTM

院院

院

E

LSTM

院士

院

B

LSTM

士</E>

士

E

Cell

中国

Cell

科学

Cell

院士

Cell

科学院

Cell

学院

CRF Layer

LSTM Layer

Unichar emb

Bichar emb

Word emb

Figure 2: Models. Only forward LSTM is illustrated here.

2015a; Cai and Zhao, 2016) generally take the
same framework except using neural networks as
automatic feature extractor.

Lattice LSTM was proposed by Zhang and
Yang (2018) for Chinese named entity recognition
(NER). It integrates the character sequence fea-
tures and all lexicon word embeddings that match
a character subsequence in the input into a se-
quence labeling model. Zhu et al. (2016) proposed
a DAG-structured LSTM structure which is simi-
lar to the lattice LSTM model but binarizing the
paths in the merging process. Chen et al. (2017)
also built a DAG-LSTM structure for word seg-
mentation but without memory cells. Our model
consistently gives better performance.

BPE is a data compression algorithm (Gage,
1994) which has been used in neural machine
translation (NMT) by capturing the most frequent
subwords instead of words (Sennrich et al., 2016).
Here we use it for collecting subwords in Chinese,
similar to the use in Chinese NMT.

3 Models

We take the state-of-the-art LSTM-CRF frame-
work as our baseline. For an input sentence with
m characters s = c1, c2, . . . , cm, where ci de-
notes the ith character, the segmentor is to assign
each character ci with a label li. Figure 2 shows
the segmentor framework on input character se-
quence “中国科学院院士 (Fellow of the Chinese
Academy of Sciences)”, where the black part rep-
resents the baseline LSTM-CRF model and the red
part shows the lattice structure.

3.1 Baseline Model

As shown in Figure 2, for each input character ci,
the corresponding character unigram embeddings

and character bigram embeddings are represented
as eci and ecici+1 , respectively. The character rep-
resentation is calculated as following:

xi = eci ⊕ ecici+1 , (1)

where ⊕ represents concatenate operation.
Unlike Zhang et al. (2016) which uses a win-

dow to strengthen the local features, or Zhou et al.
(2017) which adds a non-linear layer before the
LSTM layer, we feed {x1, x2, . . . , xm} into a bidi-
rectional LSTM:

−→
h 1,
−→
h 2, . . . ,

−→
h m =

−−−−→
LSTM(x1, x2, . . . , xm)←−

h 1,
←−
h 2, . . . ,

←−
h m =

←−−−−
LSTM(x1, x2, . . . , xm),

(2)
where

−−−−→
LSTM and

←−−−−
LSTM represent the forward

and backward LSTM, respectively. The detailed
equations are listed in Appendix. The hidden vec-
tor of character ci is

hi =
−→
h i ⊕

←−
h i (3)

3.2 Lattice LSTM

The lattice LSTM adds “shortcut paths” (red part
in Figure 2) to LSTM. The input of the lattice
LSTM model is character sequence and all subse-
quences which are matched words in a lexicon D,
collected from BPE. Following Zhang and Yang
(2018), we use wb,e to represent the subsequence
that has a start character index b and a end char-
acter index e, and the embeddings of the subse-
quence is represented as ewb,e .

During the forward lattice LSTM calculation,
the “cell” in Figure 2 of a subsequence wb,e takes
the hidden vector of the start character hb and the
subsequence embeddings ewb,e as input, an extra
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Parameter Value Parameter Value
char emb size 50 bigram emb size 50
word emb size 50 subword emb size 50
char dropout 0.5 lattice dropout 0.5
LSTM layer 1 LSTM hidden 200
learning rate lr 0.01 lr decay 0.05

Table 1: Hyper-parameter values.

LSTM cell is applied to calculate the memory vec-
tor of the sequence cwb,e :

cwb,e = LSTMCell(hb, ewb,e), (4)

where the LSTMCell is a simplified LSTM unit
which calculate the memory only. The output
memory vector cwb,e links to the end character ce
to calculate its hidden vector

−→
h e. For charac-

ter with multiple memory cell inputs2, we assign
a gate for each subsequence input to control its
contribution. The detailed equations are listed in
Appendix. The final output

−→
h i includes both the

character sequence history information and all the
matched subsequence information.

3.3 Decoding and Training

We use a standard CRF layer for inference (de-
tails in Appendix). Viterbi (1967) is used to find
the highest scored label sequence over the input.
During training, we choose sentence-level log-
likelihood as the loss function.

Loss =

N∑

i=1

log(P (yi|si)), (5)

where yi is the gold labels of sentence si.

4 Experiments

4.1 Experimental Settings

Data. We evaluate our model on four stan-
dard Chinese word segmentation datasets: CTB6,
PKU, MSR, and Weibo. PKU and MSR are taken
from the SIGHAN 2005 bake-off (Emerson, 2005)
and Weibo dataset is the NLPCC 2016 shared
task (Qiu et al., 2016), standard split are used.
We take CTB6 as the main dataset and split the
train/dev/test following Zhang et al. (2016). The
statistics of the datasets are listed in Appendix.

2e.g. The first “院” in Figure 2 takes two subsequence
memory vectors of both “学院” and “科学院” as input.
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Figure 3: F1-value against training iterations.

Hyperparameters. We keep the hyperparameters
the same among all datasets. Standard gradient de-
scent (SGD) with a learning rate decay is used as
the optimizer. The embedding sizes of character
unigram/bigram and subword are all 50. Dropout
(Srivastava et al., 2014) is used on both the char-
acter input and the subword input to prevent over-
fitting. Details are listed in Table 1.
Embeddings. We take the same character un-
igram and bigram embeddings as Zhang et al.
(2016), who pretrain embeddings using word2vec
(Mikolov et al., 2013) on Chinese Gigaword3. The
vocabulary of subword is constructed with 200000
merge operations and the subword embeddings
are also trained using word2vec (Heinzerling and
Strube, 2018). Trie (Fredkin, 1960) is used to ac-
celerate lattice building. All the embeddings are
fine-tuned during training.

4.2 Development Experiments

We perform experiments on the CTB6 develop-
ment dataset to investigate the contribution of
character bigram information and the subword in-
formation. Figure 3 shows the iteration curve of
F-scores against different numbers of training it-
erations with different character representations.
“ Bigram” represents the model using both char-
acter unigram and bigram information (embed-
ding concatenation). Character bigram informa-
tion can improve the baseline significantly. When
the “LaLSTM+Subword” structure is added, the
model performance is further improved. This
shows that subword information has a great ability
to disambiguate the characters.

3
https://catalog.ldc.upenn.edu/LDC2011T13.
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Models CTB6 SIGHAN WeiboMSR PKU
Zheng et al. (2013) – 93.3 92.4 –
Pei et al. (2014) – 97.2 95.2 –
Ma and Hinrichs (2015) – 96.6 95.1 –
Liu et al. (2016) 95.5 97.6 95.7 –
Zhang et al. (2016) 96.0 97.7 95.7 –
Xu and Sun (2016) 95.8 96.3 96.1 –
Cai et al. (2017) – 97.1 95.8 –
Chen et al. (2017) 95.6 96.1 – –
Yang et al. (2017)† 95.4 96.8 95.0 94.5
Ma et al. (2018) 96.7 97.4 96.1 –
Baseline 95.8 97.4 95.3 95.0
LaLSTM+Subword 96.1 97.8 95.8 95.3

Table 2: Main results (F1).

Model P R F1 ER% RIV ROOV

Baseline 95.93 95.62 95.78 0 96.70 77.36
Random Emb 96.13 95.82 95.97 -4.5 96.85 78.37
Pretrain Emb 96.23 95.90 96.07 -6.9 96.86 79.79

Table 3: Lexicon and embeddings on CTB6.

Zhang and Yang (2018) observed that character
bigram information has a negative effect in lattice
LSTM on Chinese NER task, while we find a dif-
ferent result on Chinese word segmentation where
character bigram information gives significant im-
provements in the lattice LSTM. This is likely be-
cause character bigrams are informative but am-
biguous. They can provide more useful character
disambiguation evidence in segmentation than in
NER where lattice LSTM works well in disam-
biguating characters.

4.3 Results
Table 2 shows the main results and the recent state-
of-the-art neural CWS models. Zhang et al. (2016)
integrated both discrete features and neural fea-
tures in a transition-based framework. Xu and Sun
(2016) proposed the dependency-based gated re-
cursive neural network to utilize long distance de-
pendencies. Yang et al. (2017)† utilized pretrained
character representations from multitasks. We ex-
amine their non-pretrained model performance for
fair comparison. Ma et al. (2018) built a bidirec-
tional LSTM model with carefully hyperparame-
ter selection. These methods are orthogonal to and
can be integrated into our lattice structure.

As shown in Table 2, the subword lattice LSTM
gives significant improvements on all evaluated
datasets. In the PKU dataset, our model is slightly
behind Xu and Sun (2016) which preprocesses the
dataset by replacing all the Chinese idioms, lead-
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Sentence length

0.960

0.965

0.970

F1
-v

al
ue

LaLSTM+Subword
Baseline

Figure 4: F1-value against the sentence length.

ing the comparison not entirely fair. Our model
gives the best performance on MSR and Weibo
datasets, which demonstrates that subword encod-
ing can help the lattice LSTM model gives compa-
rable performance to the state-of-the-art word seg-
mentation models.

4.4 Analysis

Lexicon and Embeddings. To distinguish the
contribution of subword lexicon and their pre-
trained embeddings, we conduct a set of exper-
iments by using the same subword lexicon with
randomly initialized embeddings4 on CTB6 data.
As shown in Table 3, the contribution of the er-
ror reduction by the lexicon is 4.5%. While 6.9%
error reduction comes from both lexicon and pre-
trained embeddings. We can estimate that the con-
tribution of pretraining is (6.9%− 4.5%) = 2.4%.
This roughly shows that both lexicon and pretrain-
ing are useful to lattice LSTM, and the former con-
tributes more than the latter.
OOV Analysis. Table 3 also shows the re-
call of in-vocabulary (RIV ) and out-of-vocabulary
(ROOV ) words, respectively. As shown in the ta-
ble, the ROOV can be largely improved with the
lattice structure (2.43% absolute improvement).
Sentence Length. We compare the baseline
model with our proposed model on the sentence
length distribution in Figure 4. The performance
of the baseline has a valley in around 30-character
length and decreases when the sentence length
over 90. This phenomenon has also been observed
in transition-based neural segmentor Yang et al.
(2017). While ”LaLSTM+Subword” gives a more
stable performance along sentence length.

4Within [−
√

3
dim

,
√

3
dim

], dim is the embedding size.
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Data Split #Word #Match Ratio (%) ER (%)

CTB6
Train 641k 536k 83.57 –
Test 81.6k 68.6k 84.13 7.14

MSR
Train 2.12m 1.93m 91.12 –
Test 107k 98.2k 91.91 15.4

PKU
Train 1.01m 918k 90.87 –
Test 104k 95.4k 91.42 10.6

Weibo
Train 421k 337k 80.10 –
Test 188k 147k 78.39 6.0

Table 4: Subword coverage.

Sentence 国际生物多样性日纪念大会在京举行
Int’l Biological Diversity Day COMM meeting in Beijing hold

Gold Segmentation 国际/生物/多样性/日/纪念/大会/在/京/举行
Int’l/Biological/Diversity/Day/COMM/meeting/in/Beijing/hold

Baseline 国际/生物/ 多多多样样样性性性日日日 / 纪念/大会/在/京/举行

Int’l/Biological/ DiversityDay/ COMM/meeting/in/Beijing/hold

LaLSTM
+Subword

Matched 国际,生物多样性,多样性,纪念,大会,在京,举行
Int’l,BiologicalDiversity,Diversity,COMM,meeting,inBeijing,hold

Decode 国际/生物/多样性/日/纪念/大会/在/京/举行
Int’l/Biological/Diversity/Day/COMM/meeting/in/Beijing/hold

Figure 5: Example.

Subword Coverage in lexicon. Table 45 shows
the subword coverage rate in four datasets. Sub-
word level coverage is consistently higher than
the entity level coverage in Zhang and Yang
(2018). We can see that higher subword coverage
(PKU/MSR, > 90%) gives better error reduction
rate. Weibo dataset gets the minimum improve-
ment due to the low subword coverage.
Case Study. Figure 5 shows an exam-
ple of CTB6 test dataset. In this exam-
ple, there are two matched subwords “生
物 多 样 性(BiologicalDiversity)” and “多 样
性(Diversity)” which can guide the segmentor to
get the right split of “多样性日(DiversityDay)”,
which is segmented incorrectly by the baseline.

5 Conclusion

We examined the effectiveness of subwords for
neural CWS. Subwords are deduced using BPE,
and then integrated into a character-based neural
segmentor through lattice LSTM. Results on four
benchmarks show that subword brings significant
improvements over a character baseline, and our
proposed model gives comparable performances
to the best systems on all datasets. Our exper-
iments also showed that the matched subwords
contribute more than embedding pertaining, which

5#Word is the word number in the corresponding dataset,
#Match is the matched words number between the dataset
and subword lexicon, #Ratio = #Match

#Word represents the sub-
word coverage rate. #ER is the error reduction compared
with baseline model.

indicates that the lattice LSTM structure with do-
main lexicons can be useful for cross-domain seg-
mentation training.
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Abstract

Cross-domain Chinese Word Segmentation
(CWS) remains a challenge despite recent
progress in neural-based CWS. The limited
amount of annotated data in the target do-
main has been the key obstacle to a satisfac-
tory performance. In this paper, we propose a
semi-supervised word-based approach to im-
proving cross-domain CWS given a baseline
segmenter. Particularly, our model only de-
ploys word embeddings trained on raw text in
the target domain, discarding complex hand-
crafted features and domain-specific dictionar-
ies. Innovative subsampling and negative sam-
pling methods are proposed to derive word
embeddings optimized for CWS. We conduct
experiments on five datasets in special do-
mains, covering domains in novels, medicine,
and patent. Results show that our model can
obviously improve cross-domain CWS, espe-
cially in the segmentation of domain-specific
noun entities. The word F-measure increases
by over 3.0% on four datasets, outperform-
ing state-of-the-art semi-supervised and unsu-
pervised cross-domain CWS approaches with
a large margin. We make our code and data
available on Github.

1 Introduction

Chinese Word Segmentation (CWS) is the first
step for many Chinese Natural Language Process-
ing (NLP) tasks (Cai and Zhao, 2016; Zhao et al.,
2017). Approaches to CWS could be categorized
into two categories: character-based and word-
based. The former treats CWS as a sequence la-
beling problem, labeling each character in a se-
quence with B/I/E/S (Beginning, Internal, End,
Single) labels (Tseng et al., 2005). Traditional
character-based approaches often use Conditional

∗ Yuxiao Ye and Yue Zhang contributed equally to this
work.

†Corresponding authors.

Random Fields (CRF) models to label sequences,
with complex hand-crafted discrete features (Peng
et al., 2004; Tseng et al., 2005). Unlike char-
acter based CWS, word-based CWS operates on
a word-level, directly exploiting word-level fea-
tures. Typical CRF models are replaced with
semi-CRF models, in which labels are assigned
to subsequences instead of characters (Sarawagi
and Cohen, 2005; Liu et al., 2014). Transition-
based approaches have also been used to exploit
larger feature contexts (Zhang and Clark, 2007).
More recent approaches exploit neural networks
including Recurrent Neural Networks (RNN) to
replace hand-crafted discrete features with real-
valued features (Cai and Zhao, 2016; Chen et al.,
2015, 2017).

Existing studies have achieved satisfactory re-
sults for in-domain CWS, with F-scores over
96.0% in the newspaper domain (Chen et al.,
2017). Nevertheless, cross-domain CWS remains
a big challenge (Liu et al., 2014; Liu and Zhang,
2012). The main reason is the lack of anno-
tated data in the target domain, which makes su-
pervised approaches less useful. To tackle this
problem, some unsupervised and semi-supervised
approaches have been proposed. One way is
to exploit complex features including character
types, lexical features and accessor varieties (Wu
et al., 2014), which requires much efforts on fea-
ture engineering. Another way is to deploy ma-
chine learning algorithms including self-training
and model ensemble (Gao and Stephan, 2010; Liu
and Zhang, 2012; Qiu and Zhang, 2015), which is
time-consuming and inefficient.

In this paper, we investigate a different ap-
proach to deploying unsupervised data for cross-
domain CWS, in order to completely break free
from the reliance on manual annotation, complex
feature engineering, and even parametric training
to some extent. We propose a Word-Embedding-
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Based CWS (WEB-CWS) model, which aims to
improve the performance of an existing baseline
segmenter in cross-domain CWS. WEB-CWS is
a conceptually simple word-based model, using
word embeddings, which are expected to carry se-
mantic and syntax information (Mitchell and La-
pata, 2010), as the only input of a non-parametric
word segmentor. The basic intuition is that em-
beddings of words within a same context window
should be close to each other (Goldberg and Levy,
2014; Mikolov et al., 2013). If a sequence is in-
correctly segmented, those incorrectly segmented
words are likely to be semantically and syntacti-
cally inconsistent with their surrounding words.
Consequently, the embedding of an incorrectly
segmented word should be far away from embed-
dings of its surrounding words.

Based on the hypothesis above, we propose
WEB-CWS. Word embeddings are first derived
with a CWS-oriented word embedding model with
innovative subsampling and negative sampling
methods. A word-embedding-based decoder is
then used for segmentation, with cosine similar-
ities among word embeddings as the metric for
probability calculation. WEB-CWS is a semi-
supervised model, because it only uses word em-
beddings trained on raw text in the target do-
main, which is first automatically segmented by
the baseline segmenter. The model is also cross-
domain in the sense that it can improve the perfor-
mance of the baseline segmenter, when the source
text for training the baseline segmenter and the tar-
get text to be segmented are in different domains.

The main contributions of this paper include:

• To our knowledge, we are the first to di-
rectly use word embeddings for CWS, with-
out any neural structures, which makes our
model conceptually simpler and run faster.

• We have proposed novel sampling methods
to make the embeddings optimized for CWS,
which has never been used for embedding
training.

• Our model can be used on top of any existing
CWS models to improve their performances,
without the need to re-train those models with
annotated domain specific data.

• On four datasets in different special domains,
our model improves the word F-measure by

more than 3.0%, compared with the state-of-
the-art baseline segmenter. We release our
code and data on Github1.

2 Related Work

Our work is related with existing research
on word-based CWS, cross-domain CWS, and
embedding-based CWS.

2.1 Word-Based CWS

Instead of labeling a sequence character-wise,
word-based CWS tries to pick the most prob-
able segmentation of a sequence. Zhang and
Clark (2007) design a statistical method for word-
based CWS, extracting word-level features di-
rectly from segmented text. The perceptron al-
gorithm (Collins, 2002) is used for training and
beam-search is used for decoding. Cai and Zhao
(2016) use Gated Combination Neural Networks
and LSTM to present both character sequences
and partially segmented word sequences, combin-
ing word scores and link scores for segmentation.
Our work is in line with their work in directly us-
ing word information for CWS. In contrast, our
method is conceptually simpler by directly using
word embeddings. In addition, our work aims
at domain-adaptation, rather than training from
scratch.

2.2 Cross-Domain CWS

Supervised, semi-supervised and unsupervised ap-
proaches have been proposed for domain adapta-
tion for CWS. Chen et al. (2017) use an Adversar-
ial Network to learn shared knowledge for differ-
ent segmentation criteria and domains. This ap-
proach requires annotated data in the target do-
main.

However, one challenge for cross-domain CWS
is the lack of such annotated data. Liu and Zhang
(2012) propose an unsupervised model, in which
they use features derived from character clus-
tering, together with a self-training algorithm to
jointly model CWS and POS-tagging. This ap-
proach is highly time-consuming (Qiu and Zhang,
2015). Another challenge is the segmentation of
domain-specific noun entities. In a task of seg-
menting Chinese novels, Qiu and Zhang (2015)
design a double-propagation algorithm with com-
plex feature templates to iteratively extract noun
entities and their context, to improve segmentation

1 https://github.com/vatile/CWS-NAACL2019
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performance. This approach still relies heavily on
feature templates. Similarly, our model does not
require any annotated target data. In contrast to
their work, our model is efficient and feature-free.

2.3 CWS Using Embeddings

There are CWS models deploying embeddings.
Ma and Hinrichs (2015) and Deng and Sun (2018)
propose embedding matching CWS models, in
which embeddings of characters in a sequence
are compared with high dimensional representa-
tions of CWS-specific actions (e.g., separation
and combination) or CWS-specific labels (e.g.,
B/M/E/S). Then each character is labeled accord-
ing to the similarity between its embedding and
the high dimensional representation.

Particularly, Zhou et al. (2017) propose to
use character embeddings trained on a word-based
context to improve the performance of existing
neural CWS models, which is similar to our ap-
proach in terms of making use of CWS-oriented
word embeddings derived with automatically seg-
mented raw corpus. However, in their work, when
doing cross-domain CWS, word embeddings are
fed into the baseline neural model trained on a
large annotated general corpus, with annotated
special domain data as the development set. In our
model, on the contrary, word embeddings are used
directly for CWS with a non-parametric decoder,
which does not require to re-construct the baseline
model, and annotation is not required at all for the
special domain data.

3 Word-Embedding-Based CWS

The overall architecture of our method is shown in
Figure 1. Given a baseline segmenter and a tar-
get domain raw corpus T , we obtain an automat-
ically segmented corpus T

′
by applying the base-

line segmenter to the target corpus. We then ex-
ecute our CWS-oriented word embedding model
(Section 3.1) on T

′
to derive a set of word em-

beddings E. In addition, all tokens from T
′

are
collected as a target domain dictionary D. Finally,
E and D are used to re-segment T with our word-
embedding-based segmenter (Section 3.2).

3.1 CWS-Oriented Word Embedding Model

We use a CWS-oriented model modified from the
Skip-gram model (Mikolov et al., 2013) to derive
word embeddings. A typical Skip-gram model us-
ing negative sampling tries to maximize the fol-

Raw corpus: T

Baseline
segmenter

Segmented corpus: T ’

Embedding
model

Word embeddings: E

WEB-
segmenter

Re-segmented
corpus

Figure 1: The pipeline of WEB-CWS.

lowing objective (Mikolov et al., 2013):

∑

(w,c)∈P
log σ(vw · v>c )+

∑

(w,c′ )∈N
log σ(−vw · v>c′ )

(1)
with P being the set of positive samples (w, c)
consisting of a target word w and a context word
c, N being the set of negative samples (w, c

′
) con-

sisting of a target wordw and a word c
′

drawn ran-
domly from a noise distribution Pn(w), vw being
the word embedding ofw, and σ being the sigmoid
activation function.

Subsampling is applied when choosing the tar-
get word w to reduce training time and to improve
the quality of embeddings of rare words (Mikolov
et al., 2013). For a natural language, the frequency
distribution of all words is expected to obey Zipf’s
law: a word’s frequency is inversely proportional
to its rank in the frequency table (Newman, 2005).
This highly biased distribution makes the training
of the Skip-gram model inefficient, in that very
frequent words can make a large portion of train-
ing samples, but their embeddings may not change
much after being seen for a certain time (Mikolov
et al., 2013). Therefore, a subsampling method is
used by Mikolov et al. (2013), with the probability
for a word w being sampled as:

psub(w) = min(1,

√
ε

f(w)
) (2)

where ε is an arbitrarily chosen threshold, and
f(w) is the frequency of w.

Since word embeddings in our model are used
for segmentation, we cannot directly use the train-
ing objective in Mikolov et al. (2013), which is
designed for language modeling. To make the
training objective more consistent with the goal
of CWS, we modify the negative sampling Skip-
gram model in various ways, including adding
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CWS-oriented negative samples, changing the
method for subsampling multi-character words,
normalizing the dot product of embeddings, and
smoothing the weights of positive and negative
samples in training.

3.1.1 Context Negative Sampling
When training a typical Skip-gram model, a tar-
get word and a word within its context window
are taken together as a positive sample (Mikolov
et al., 2013). From the perspective of CWS, it can
be perceived as teaching the model how to cor-
rectly segment a sequence. From this perspective,
we develop a method to generate negative samples
from a word’s context (i.e., words within the con-
text window), in order to tell the model what the
incorrect segmentations of a sequence are.

Given a target word w and its context C, and
SL/SR as the sequence of characters on the
left/right of w within C, the proposed context neg-
ative sampling method generates negative samples
in the following way: for any substring s

′
of SL

and SR, if s
′

is in the dictionary D but not in C,
(w, s

′
) will be generated as a negative sample.

3.1.2 In-Word Negative Sampling
Another way to generate negative samples con-
cerning CWS is to split multi-character words and
combine its substrings as negative samples. For
instance, given a multi-character target word w =
c1c2c3, supposing that all its substrings are in D,
the proposed in-word negative sampling method
will then generate the following negative samples:
(c1, c2), (c1, c3), (c2, c3), (c1c2, c3) and (c1, c2c3).
By doing so, our model is expected to learn not to
split those multi-character words when segment-
ing.

3.1.3 Subsampling Multi-Character Words
In the Chinese language, there are some frequent
multi-character words consisting of substrings
which are also very frequent words themselves.
For example, the Chinese word ‘dànshı̀ (but)’ can
be decomposed into two words ‘dàn (but)’ and ‘shı̀
(be)’. Due to the nature of the Skip-gram model,
embeddings of frequent words are relatively close
to each other since they co-occur with other words
more frequently. This nature makes our model in-
clined to split such multi-character words when
segmenting. Although the in-word negative sam-
pling method proposed above is expected to pre-
vent our model from incorrectly splitting multi-

character words, we still want our model to pay
more attention to the segmentation of such words.
As a result, for subsampling, we will not discard a
multi-character word w if:

psub(w) <
µ

N

∑

wsub∈S∩D
psub(wsub) (3)

where S is the set of substrings of w, and N is
the size of all wsub ∈ S ∩ D, which is smoothed
by a threshold µ (which is empirically set to 0.5
in our model). By doing so, we can keep those
multi-character words whose substrings are more
frequent words themselves. Our model is thus ex-
pected to learn better how to segment such words
through samples generated with in-word negative
sampling.

3.1.4 Dot Product Normalization

In the original Skip-gram model, the dot product
of embeddings of two words is directly used as
the input for the sigmoid layer (Mikolov et al.,
2013). To make word embeddings derived from
the CWS-oriented word embedding model more
consistent with the metric used for segmentation
as described in Section 3.2.2, we modify the train-
ing objective described in Equation (1) as follows:

∑

(w,c)∈P
log σ(||vw · v>c ||) +

∑

(w,c′ )∈N
log σ(−||vw · v>c′ ||)

(4)

3.1.5 Smoothing Class Weights

For any target word, when training the CWS-
oriented word embedding model, only one posi-
tive sample but many negative samples are gen-
erated. To balance the influence of positive and
negative samples, a different weight is assigned to
each class as follows:

class weight =

{
1.0 , positive

(
Npos

Nneg
+ η)/(1 + η) , negative

(5)

where Npos and Npos are the amount of posi-
tive and negative samples respectively, and η is a
smooth factor. The smooth factor can prevent the
weight of negative samples being too low when
negative samples are much more than positive
samples.
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3.2 Word-Embedding-Based Segmentater

In WEB-CWS, we formalize the process of seg-
menting a sequence as a problem of hypotheses-
based Viterbi decoding (Forney, 1973): given
a sequence, generating segmentation hypotheses
character-wise from the first to the last character,
and then searching for the optimal path according
to the predefined metric of probability.

3.2.1 Hypothesis Generation
Given a sentence consisting of n characters S =<
c0 > c1c2...cn < cn+1 > (c0 and cn+1 are mark-
ers of the beginning/end of a sentence), we gener-
ate segmentation hypotheses character-wise from
c0 to cn+1. At each time step t, a hypothesis ht is
defined as:

ht =




SEGt : [w0{c0}w1{c1...cg}...wm{cj ...ck}]
BUFt : [ck+1...ct]
Mt = m+ 1

(6)
which includes a partial segmentation container
SEGt, a buffer container BUFt, and the num-
ber of segmented words Mt. In ht, characters
c0c1...ck are segmented into words w0w1...wm
stored in SEGt; characters ck+1..ct remain un-
segmented and are stored in BUFt. For the initial
hypothesis h0 and the final hypothesis hn+1, the
buffer container will be empty.

Given a character ct+1 and a hypothesis ht, ht+1

can be generated in two ways, by either append-
ing ct+1 to BUFt (t 6= n), or first moving the
sequence in BUFt into SEGt as a new word, and
then appending ct+1 to BUFt (t 6= n). In the for-
mer case:

ht+1 =




SEGt : [w0{c0}...wm{cj ...ck}]
BUFt : [ck+1...ctct+1]
Mt = m+ 1

(7)

In the latter case:

ht+1 =





SEGt = w0{c0}...wm{cj ...ck}wm+1{ck+1...ct}
BUFt = ct+1

Mt = m+ 2

(8)
Particularly, when generating the hypothesis for

cn+1 (the end of sentence marker), the sequence in
BUFn has to be moved into SEGn, and cn+1 also
needs to be moved into SEGn as a new word.

If a word w is not in the dictionary D, we can-
not get its embedding. As a result, any hypothesis
containing w in the segmentation container will
be discarded. Moreover, to reduce search space,
once the size of the sequence in a buffer container
reaches a threshold m (i.e., the maximum word
length), this sequence will be moved into the seg-
mentation container when generating hypotheses
at the next time step.

3.2.2 Probability Calculation
The log probability of a hypothesis ht is defined
as:

log p(ht) =

{
0, t = 0

1
Mt−1 log

∏Mt−1
i=1 p(wi|SEGt, f), t 6= 0

(9)

where f is the window size (e.g., if f = 2,
p(wi|SEGt, f) will be decided by wi−1 and
wi−2).

In WEB-CWS, we use cosine similarity be-
tween embeddings of two words as the met-
ric of probability. Given a hypothesis ht,
p(wi|SEGt, f) is calculated as follows:

p(wi|SEGt, f) =





e0, i = 0

e

1
min(f,i)

min(f,i)∑
j=1

cos(vwi
,vwi−j

)

, i 6= 0

(10)

where cos(vwi , vwi−j ) refers to the cosine similar-
ity between embeddings of wi and wi−j .

Given a hypothesis ht, the log probability of
ht+1 can be dynamically computed as:

log p(ht+1) =
1

Mt+1 − 1
((Mt − 1) log p(ht)

+
∑

wi∈{SEGt+1−SEGt}
log p(wi|SEGt+1, f))

(11)

3.2.3 Dynamic Beam-Size and Maximum
Word Length

Theoretically, a sequence of length n can have
at most 2n−1 possible segmentations. By dis-
carding hypotheses containing out-of-vocabulary
(OOV) words and setting the maximum word
length, the search space can be significantly re-
duced. The very limited search space makes dy-
namically deciding the beam-size and the maxi-
mum word length possible.
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Given an initial beam-size k, at each time step
t, the segmenter will only keep at most top k hy-
pothesis sorted by log probabilities in a descend-
ing order. Some hypotheses will also be discarded
due to OOV words and the maximum word length
limit. As a result, it is sometimes possible for a
sequence to have no hypothesis at all after some
time steps. Once it happens, the segmenter will
increase the beam-size by 10 and the maximum
word length by 1, and then re-generate hypothesis
from the beginning, till at least one hypothesis is
generated at the final time step.

Dynamic beam-size and maximum word length
ensure that for each sequence, at least one segmen-
tation (the one given by the baseline segmenter)
will be generated as the final segmentation result.
This mechanism can guarantee the efficiency and
reliability of the segmenter at the same time.

3.2.4 Similarity Score Look-up
To improve the decoding speed, we pre-calculate
the cosine similarity of all word pairs co-occurring
at least once in the automatically segmented cor-
pus, and store them in a file (which only consists
of millions of word pairs for a Chinese novel). In
doing so, when decoding, for most word pairs,
we only need to look up to this file for similar-
ity scores, which can significantly improve the de-
coding speed. According to later experiments, this
look-up strategy can cover about 92% of the simi-
larity calculation needed for decoding.

4 Experiments

We conduct experiments on various datasets in dif-
ferent domains to thoroughly evaluate the perfor-
mance of our model.

4.1 Experimental Setup

4.1.1 Datasets
We evaluate our model in terms of cross-domain
CWS on five datasets, including three Chinese
novel datasets (Qiu and Zhang, 2015): DL
(DouLuoDaLu), FR (FanRenXiuXianZhuan) and
ZX (ZhuXian), and two CWS datasets in special
domains (Qiu et al., 2015): DM (dermatology)
and PT (patent). We use the standard split for all
datasets as they are published. Raw test data is
also included for deriving word embeddings.

Statistics of these datasets are shown in Table 1.
Since there are no gold segmentation of full novels
for three Chinese novel datasets, their statistics are

Dataset Sentence (K) Token (K) Character (K)

Full Eval Full Eval Full Eval
DL 40 1 1,982 32 2,867 47
FR 148 1 5,004 17 7,126 25
ZX 59 1 2,131 21 3,006 31
DM 32 1 709 17 1,150 30
PT 17 1 556 34 903 57

Table 1: Statistics of full and evaluation datasets.

based on the segmentation given by the baseline
segmenter.

4.1.2 Pre-Processing

In some studies, pre-processing is applied in or-
der to improve the performance of CWS models,
including substituting consecutive digits and En-
glish letters, Chinese idioms and long words with
unique symbols (Cai and Zhao, 2016; Cai et al.,
2017; Chen et al., 2015). However, we do not de-
ploy such techniques for fair comparison, focus-
ing only on the possible improvements brought
by word embeddings. The only pre-processing
adopted in our model is to first split a sentence
with a set of pre-defined delimiters: characters that
are not Chinese characters, English letters or dig-
its. Those fragments of a sentence are then fed into
the segmenter, and a complete segmented sentence
is returned by reassembling the segmented frag-
ments and delimiters in the original order.

4.1.3 Hyperparameters

Hyperparameters used in our WEB-CWS model
are explained and their values are displayed in Ta-
ble 2. All hyperparameters are tuned on a small
excerpt of ZX, which consists of 300 sentences
(Qiu and Zhang, 2015). It is worth noting that, ac-
cording to Mikolov et al. (2013), for each positive
sample, the optimal number of negative samples
drawn from a noise distribution is usually between
5 to 20. However, in our model, we find that,
for each target word, drawing one negative sample
from a noise distribution is good enough, which
may be caused by the large amount of negative
samples generated by context and in-word nega-
tive sampling. Also, Mikolov et al. (2013) report
that the unigram distribution raised to the 3/4ths
power is better than the uniform distribution for
negative sampling. But in WEB-CWS, using the
uniform distribution leads to better segmentation
results.
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H-param Explanation Value

ε threshold for overall subsampling 10−5

µ threshold for multi-character word subsampling 0.5

Pn noise distribution for general negative sampling uniform

n number of general negative samples per word 1

d dimension of word embeddings 100

η smoothing factor for class weights 0.2

f window size 4

m initial maximum word length 5

k initial beam-size 10

e number of epochs in Skip-gram training 1

Table 2: Hyperparameters used in WEB-CWS.

4.1.4 Evaluation
For consistency, all segmentation results are au-
tomatically calculated with the script provided in
the SIGHAN Bakeoff (Emerson, 2005) and are re-
ported as word F-measures.

4.2 Baseline Segmenter

Two state-of-the-art CWS models trained on a
People’s Daily corpus in 2000 January are tested.
One is a joint word segmentation and POS-tagging
model (Zhang and Clark, 2010), and the other is a
word-based neural CWS model (Cai et al., 2017).
When training both models, default settings are
used, except that the maximum word length in Cai
et al.’s model is set to 5, which is in line with the
setting of WEB-CWS.

On the evaluation set of PKU (Emerson, 2005),
both models yield comparable results, but on the
evaluation set of DL, Zhang and Clark’s model (F-
measure = 0.905) performs better than Cai et al.’s
model (F-measure = 0.849). It is very possible
that Zhang and Clark’s model can handle cross-
domain CWS more effectively. As a result, we
choose Zhang and Clark’s model as the baseline
segmenter for following experiments.

5 Results

Results in Table 3 show that our WEB-CWS
model can obviously improve CWS on four
datasets in special domains, including DL, FR,
ZX and DM, with an increase of over 3.0% in F-
measure. Those four datasets are all in domains
(novel and dermatology) which are very different
from that of the baseline segmenter (newspaper).
This result suggests that WEB-CWS can effec-
tively improve cross-domain CWS.

However, on another dataset in the special do-
main PT, the improvement is not significant. There

are two possible reasons for this result. First,
the size of PT is the smallest among all datasets,
which may make the quality of word embeddings
unsatisfactory. Second, the PT dataset contains a
huge amount of decimal points (e.g., ‘3.14’), per-
centage signs (e.g., ‘28%’), hyphens (e.g., ‘pMIV-
Pnlp’) and very long English strings (e.g., ‘agct-
gagtcg’), which are all cases that cannot be han-
dled by WEB-CWS without corresponding pre-
processing techniques.

5.1 Comparison with State-of-the-Art
Models

We also compare WEB-CWS with two state-of-
the-art semi-supervised and unsupervised cross-
domain CWS models by Qiu and Zhang (2015)
and Liu and Zhang (2012), both of which use
the same baseline model proposed by Zhang and
Clark (2010) as used in our model. We adopt
the method of combining character clustering and
self-training in Liu and Zhang (2012) with datasets
in our experiments. Results of the model in Qiu
and Zhang (2015) are directly copied from the cor-
responding paper.

Results in Table 3 show that WEB-CWS out-
performs these two state-of-the-art models with a
large margin in terms of F-measure. Particularly,
on the DM dataset, Liu and Zhang’s model only
achieves a relatively low F-score improvement rate
(1.8%), which is likely to be caused by the large
difference between the source and target domains.
This result suggests that WEB-CWS is more ro-
bust to domain dissimilarity compared with self-
training.

5.2 Run Time for Decoding

We test the run time for our decoder on a 3.5 GHz
Intel Core i7 CPU. On all five test sets, the aver-
age decoding speed is 20.3 tokens per millisecond,
when the initial beam-size is set to 10. In the work
of Zhou et al. (2017), the decoding speed of their
model is 14.7 tokens per millisecond for greedy
segmentation. However, these results cannot be
compared directly since they are produced on dif-
ferent machines. Our similarity look-up strategy
is proved to be efficient in improving the decoding
speed.

6 Analysis and Discussion

In order to assess the effect of negative sampling
and subsampling methods, we conduct a series of
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Dataset Baseline (%) WEB-CWS (%) IR WEB (%) IR Qiu&Zhang (%) IR Liu&Zhang (%)

DL 90.5 93.5 +3.3 +1.6 +2.1
FR 85.9 89.6 +4.3 +2.9 +2.5
ZX 86.8 89.6 +3.2 +2.2 +2.4
DM 77.9 82.2 +5.5 - +1.8
PT 84.6 85.1 +0.6 - +0.2

Table 3: F-measures of the baseline segmenter and WEB-CWS on datasets in special domains, and F-measure
improvement rates (IR) of WEB-CWS, Qiu and Zhang (2015) and Liu and Zhang (2012).

Model DL (%) FR (%) DM (%)

Baseline 90.5 85.9 77.9
WEB-basic 76.2 72.2 66.6
WEB + c n 92.7 89.3 75.8
WEB + w n 93.0 89.5 76.2
WEB + c w n 93.3 89.2 79.7
WEB + c w n + m s 93.5 89.6 82.2

Table 4: F-measures of WEB-CWS with different sub-
sampling and negative sampling methods.

ablation experiments. A detailed analysis is pre-
sented to understand in what way WEB-CWS can
improve cross-domain CWS. All experiments and
analyses in this section are carried out on three
datasets with most significant improvements in F-
measure: DL, FR and DM.

6.1 Ablation Experiments

In ablation experiments, we study the influence of
two CWS-oriented negative sampling and multi-
character words subsampling. Results in Table
4 show that WEB-CWS using word embeddings
derived with the basic Skip-gram model (‘basic’)
performs obviously worse than the baseline seg-
menter. When CWS-oriented negative sampling
is applied alone, either context (‘c n’) or in-word
(‘w n’) negative sampling, the performance of
WEB-CWS is obviously better than or similar to
that of the baseline segmenter. When both CWS-
oriented negative sampling methods are applied
together (‘c w n’), WEB-CWS is ensured to ob-
viously outperform the baseline segmenter. Also,
when multi-character subsampling (‘m s’) is ap-
plied, the performance of WEB-CWS can further
improve a little.

6.2 Improvements in Noun Entity
Segmentation

To see which words are incorrectly segmented
by the baseline segmenter but correctly by WEB-
CWS, all words occurring at least ten times in the
three datasets are sorted in a descending order,

Word Meaning Pre_base (%) Pre_WEB (%)

�� nod 0.0 84.6 
��� beast warrior spirit 18.2 100.0 

	��� glucocorticoid 3.8 76.9 
��� person name 28.2 97.4 
��� person name 25.7 94.3 
��� one on one 33.3 100.0 
�� to be seen in 34.5 100.0 
��� cockscomb snake 8.7 73.9 
	� skin lesions 28.6 92.9 
�

 person name 34.9 98.8 

Table 5: Ten most improved words in terms of segmen-
tation precision. Pre base: segmentation precision by
the baseline segmenter. Pre WEB: segmentation preci-
sion by WEB-CWS.

by improvements in terms of segmentation pre-
cision. Table 5 displays the ten most improved
words. As shown in Table 5, among the ten most
improved words, seven words are domain-specific
noun entities, including person names, disease
names and chemical compound names. For some
noun entities (e.g., glucocorticoid), even if the
baseline segmenter can rarely segment them cor-
rectly, WEB-CWS can still find the correct seg-
mentation in most cases. This result suggests that
WEB-CWS is especially effective in segmenting
domain-specific noun entities.

7 Conclusion

We have proposed WEB-CWS, a semi-supervised
model that can be used to effectively improve
cross-domain CWS. Our model only requires a
baseline segmenter and a raw corpus in the tar-
get domain, deploying only word embeddings for
CWS. WEB-CWS obviously improves the perfor-
mance of the state-of-the-art baseline segmenter
on four datasets in special domains, especially in
segmenting domain-specific noun entities.
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Abstract

Character-level models of tokens have been
shown to be effective at dealing with within-
token noise and out-of-vocabulary words.
However, they often still rely on correct token
boundaries. In this paper, we propose to elim-
inate the need for tokenizers with an end-to-
end character-level semi-Markov conditional
random field. It uses neural networks for its
character and segment representations. We
demonstrate its effectiveness in multilingual
settings and when token boundaries are noisy:
It matches state-of-the-art part-of-speech tag-
gers for various languages and significantly
outperforms them on a noisy English version
of a benchmark dataset. Our code and the
noisy dataset are publicly available at http:
//cistern.cis.lmu.de/semiCRF.

1 Introduction

Recently, character-based neural networks (NNs)
gained popularity for different tasks, ranging
from text classification (Zhang et al., 2015) and
language modeling (Kim et al., 2016) to ma-
chine translation (Luong and Manning, 2016).
Character-level models are attractive since they
can effectively model morphological variants of
words and build representations even for unknown
words, suffering less from out-of-vocabulary
problems (Pinter et al., 2017).

However, most character-level models still rely
on tokenization and use characters only for cre-
ating more robust token representations (Santos
and Zadrozny, 2014; Lample et al., 2016; Ma and
Hovy, 2016; Plank et al., 2016). This leads to high
performance on well-formatted text or text with
misspellings (Yu et al., 2017; Sakaguchi et al.,
2017) but ties the performance to the quality of
the tokenizer. While humans are very robust to

* Work was done at Center for Information and Lan-
guage Processing, LMU Munich.

noise caused by insertion of spaces (e.g., “car ni-
val”) or deletion of spaces (“deeplearning”), this
can cause severe underperformance of machine
learning models. Similar challenges arise for lan-
guages with difficult tokenization, such as Chinese
or Vietnamese. For text with difficult or noisy to-
kenization, more robust models are needed.

In order to address this challenge, we propose a
model that does not require any tokenization. It is
based on semi-Markov conditional random fields
(semi-CRFs) (Sarawagi and Cohen, 2005) which
jointly learn to segment (tokenize) and label the
input (e.g., characters). To represent the character
segments, we compare different NN approaches.

In our experiments, we address part-of-speech
(POS) tagging. However, our model is gener-
ally applicable to other sequence-tagging tasks as
well since it does not require any task-specific
hand-crafted features. Our model achieves state-
of-the-art results on the Universal Dependencies
dataset (Nivre et al., 2015). To demonstrate its
effectiveness, we evaluate it not only on English
but also on languages with inherently difficult to-
kenization, namely Chinese, Japanese and Viet-
namese. We further analyze the robustness of our
model against difficult tokenization by randomly
corrupting the tokenization of the English dataset.
Our model significantly outperforms state-of-the-
art token-based models in this analysis.

Our contributions are: 1) We present a truly
end-to-end character-level sequence tagger that
does not rely on any tokenization and achieves
state-of-the-art results across languages. 2) We
show its robustness against noise caused by cor-
rupted tokenization, further establishing the im-
portance of character-level models as a promis-
ing research direction. 3) For future research,
our code and the noisy version of the dataset are
publicly available at http://cistern.cis.
lmu.de/semiCRF.
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2 Model

This section describes our model which is also de-
picted in Figure 1.

2.1 Character-based Input Representation

The input to our model is the raw character se-
quence. We convert each character to a one-hot
representation. Out-of-vocabulary characters are
represented with a zero vector. Our vocabulary
does not include the space character since there is
no part-of-speech label for it. Instead, our model
represents space as two “space features” (lowest
level in Figure 1): two binary dimensions indicate
whether the previous or next character is a space.
Then, a linear transformation is applied to the ex-
tended one-hot encoding to produce a character
embedding. The character embeddings are fed
into a bidirectonal LSTM (biLSTM) (Hochreiter
and Schmidhuber, 1997) that computes context-
aware representations. These representations form
the input to the segment-level feature extractor.

2.2 Semi-Markov CRF

Our model partitions a sequence of characters x =
{x1, . . . , xT } of length T , into (token-like) seg-
ments s = {s1, . . . , s|s| } with sj = 〈aj , dj , yj〉
where aj is the starting position of the j th segment,
dj is its length and yj is its label. Thus, it as-
signs the same label yj to the whole segment sj .
The sum of the lengths of the segments equals the
number of non-space characters:

∑|s|
j=1 dj = T .1

The semi-CRF defines the conditional distribu-
tion of the input segmentations as:

p(s|x)= 1
Z(x)exp(

∑|s|
j=1 F (sj , x)+A(yj−1, yj))

Z(x)=
∑

s′∈S exp(
∑|s′|

j=1 F (s
′
j , x)+A(y

′
j−1, y

′
j))

where F (sj , x) is the score for segment sj (includ-
ing its label yj), and A(yt−1, yt) is the transition
score of the labels of two adjacent segments. Thus,
p(s|x) jointly models the segmentation and label
assignment. For the normalization term Z(x), we
sum over the set of all possible segmentations S.

The score F (sj , x) is computed as:

F (sj , x) = w>yjf(sj , x) + byj

where W = (w1, . . . ,w|Y |)> ∈ R|Y |×D and

1For efficiency, we define a maximum segment length L:
dj < L, 1 ≤ j ≤ |s|. L is a hyperparameter. We choose it
based on the observed segment lengths in the training set.
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Figure 1: Overview of our model. Illustration of gating
for grConv taken from (Zhuo et al., 2016).

b = (b1, . . . , b|Y |)> ∈ R|Y | are trained parame-
ters, f(sj , x) ∈ RD is the feature representation
of the labeled segment sj , |Y | is the number of
output classes and D is the length of the segment
representation.

For training and decoding, we use the semi-
Markov analogies of the forward and Viterbi algo-
rithm, respectively (Sarawagi and Cohen, 2005).
In order to avoid numerical instability, all compu-
tations are performed in log-space.

2.2.1 Segment-level Features
Sarawagi and Cohen (2005) and Yang and Cardie
(2012) compute segment-level features by hand-
crafted rules. Recent work learns the features au-
tomatically with NNs (Kong et al., 2015; Zhuo
et al., 2016). This avoids the manual design of
new features for new languages/tasks. We adopt
Gated Recursive Convolutional Neural Networks
(grConv) (Cho et al., 2014; Zhuo et al., 2016)
since they allow to hierarchically combine features
for segments. We argue that this is especially use-
ful for compositionality in language. An example
is the word “airport” which can be composed of
the segments “air” and “port”.

GrConv constructs features by recursively com-
bining adjacent segment representations in a pyra-
mid shape way (see Figure 1). The dth level of
the pyramid consists of all representations for seg-
ments of length d. The first level holds the char-
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acter representations from our biLSTM. The rep-
resentation z(d)k ∈ RD, stored in the kth node of
layer d, is computed as follows:

z
(d)
k = θL ◦ z(d−1)k + θR ◦ z(d−1)k+1 + θM ◦ ẑk(d)

with ẑk(d) = g(WLz
(d−1)
k +WRz

(d−1)
k+1 + bw)

where WL,WR ∈ RD×D and bw ∈ RD are glob-
ally shared parameters, θL, θM and θR are gates, g
is a non-linearity and ◦ denotes element-wise mul-
tiplication. The gates are illustrated in the blue box
of Figure 1 and described in (Zhuo et al., 2016).

3 Experiments and Analysis

Our implementation is in PyTorch (Paszke et al.,
2017). Hyperparameters are tuned on the devel-
opment set. We use mini-batch gradient descent
with a batch size of 20 and Adam (Kingma and
Ba, 2014) as the optimizer. The learning rate is
1e-3, the coefficients for computing running av-
erages of the gradient and its square are 0.9 and
0.999, respectively. A term of 1e-8 is added to
the denominator for numerical stability. We use
character embeddings of size 60 and three stacked
biLSTM layers with 100 hidden units for each di-
rection. For the semi-CRF, we set the maximum
segment length to L = 23 as tokens of bigger
length are rarely seen in the training sets. To avoid
overfitting, we apply dropout with a probability of
0.25 on each layer including the input. For input
dropout, we randomly replace a character embed-
ding with a zero vector, similar to Gillick et al.
(2016). This avoids overfitting to local character
patterns. Moreover, we employ early stopping on
the development set with a minimum of 20 train-
ing epochs. We run our experiments on a gpu
which speeds up the training compared to multiple
cpu cores considerably. We assume that it espe-
cially benefits from parallelizing the computation
of each level of the grConv pyramid.

3.1 Multilingual Experiments on Clean Data

Data and Evaluation. To compare our model to
state-of-the-art character-based POS taggers, we
evaluate its accuracy on the English part of the
Universal Dependencies (UD) v1.2 dataset (Nivre
et al., 2015). For multilingual experiments, we
use the English (EN), Chinese (ZH), Japanese (JA)
and Vietnamese (VI) part of UD v2.02 (Nivre and

2UD v1.2 does not provide data for JA, VI, ZH.

Model ~w ~c
MarMot 94.36 -

bilstm-aux 92.10 91.62
CNN Tagger 92.64 93.76

Our - 94.27
Our without space feature - 93.35

Our with SRNN - 93.86

Table 1: POS tag accuracy on UD v1.2 (EN).
’-’ denotes that the model does not use this input.

Željko Agic, 2017), using the splits, training and
evaluation rules from the CoNNL 2017 shared task
(Zeman et al., 2017). In particular, we calculate
joint tokenization and UPOS (universal POS) F1

scores.
Baselines for UD v1.2. We compare our model

to two character-based models that are state of the
art on UD v1.2: bilstm-aux (Plank et al., 2016)
and CNN Tagger (Yu et al., 2017). We also com-
pare to a state-of-the-art word-based CRF model
MarMot3 (Müller and Schütze, 2015).

Results on English (UD v1.2). Table 1 pro-
vides our results on UD v1.2, categorizing the
models into token-level (~w) and character-only
models (~c). While most pure character-level mod-
els cannot ensure consistent labels for each charac-
ter of a token, our semi-CRF outputs correct seg-
ments in most cases (tokenization F1 is 98.69%,
see Table 4), and ensures a single label for all char-
acters of a segment. Our model achieves the best
results among all character-level models and com-
parable results to the word-level model MarMot.

In addition, we assess the impact of two compo-
nents of our model: the space feature (see Section
2.1) and grConv (see Section 2.2.1). Table 1 shows
that the performance of our model decreases when
ablating the space feature, confirming that infor-
mation about spaces plays a valuable role for En-
glish. To evaluate the effectiveness of grConv
for segment representations, we replace it with a
Segmental Recurrent Neural Network (SRNN)
(Kong et al., 2015).4 SRNN uses dynamic pro-
gramming and biLSTMs to create segment repre-
sentations. Its performance is slightly worse com-
pared to grConv (last row of Table 1). We attribute

3http://cistern.cis.lmu.de/marmot/
4In an initial experiment, we also replaced it with a sim-

pler method that creates a segment representation by sub-
tracting the character biLSTM hidden state of the segment
start from the hidden state of the segment end. This is one of
the segment-level features employed, for instance, by Ye and
Ling (2018). However, this approach did not lead to promis-
ing results in our case. We assume that more sophisticated
methods like grConv or SRNN are needed in this setup.
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UDPipe 1.2 Stanford FBAML TRL IMS Our
Tokens POS Tokens POS Tokens POS Tokens POS Tokens POS Tokens POS

EN 99.03 93.50 98.67 95.11 98.98 94.09 94.31 82.41 98.67 93.29 98.79 93.45
JA 90.97 88.19 89.68 88.14 93.32 91.04 98.59 98.45 91.68 89.07 93.86 91.34
VI 84.26 75.29 82.47 75.28 83.80 75.84 85.41 74.53 86.67 77.88 88.06 77.67
ZH 89.55 83.47 88.91 85.26 94.57 88.36 83.64 71.31 92.81 86.33 93.82 88.15
Avg 90.95 85.11 89.93 85.95 92.67 87.33 90.49 81.68 92.46 86.64 93.66 87.65

Table 2: Tokenization and joint token-POS F1 on UD v2.0. Best scores are in bold, second-best are underlined.

this to the different way of feature creation: While
grConv hierarchically combines context-enhanced
n-grams, SRNN constructs segments in a sequen-
tial order. The latter may be less suited for com-
positional segments like “airport”.

Baselines for UD v2.0. We compare to the
top performing models for EN, JA, VI, ZH from
the CoNLL 2017 shared task: UDPipe 1.2 (Straka
and Straková, 2017), Stanford (Dozat et al., 2017),
FBAML (Qian and Liu, 2017), TRL (Kanayama
et al., 2017), and IMS (Björkelund et al., 2017).

Multilingual Results (UD v2.0). Table 2 pro-
vides our results. While for each language another
shared task system performs best, our system per-
forms consistently well across languages (best or
second-best except for EN), leading to the best av-
erage scores for both tokenization and POS tag-
ging. Moreover, it matches the state of the art for
Chinese (ZH) and Vietnamese (VI), two languages
with very different characteristics in tokenization.

3.2 Analysis on Noisy Data

To further investigate the robustness of our model,
we conduct experiments with different levels of
corrupted tokenization in English. We argue that
this could also give us insights into why it per-
forms well on languages with difficult tokeniza-
tion, e.g., on Chinese which omits spaces between
tokens, or on Vietnamese which has spaces inside
tokens, after each syllable. Note that we do not ap-
ply input dropout for these experiments, since the
corrupt tokenization already acts as a regularizer.

Data. We are not aware of a POS tagging
dataset with corrupted tokenization. Thus, we cre-
ate one based on UD v1.2 (EN). For each token,
we either delete the space after it with probabil-
ity P = pd or insert a space between two charac-
ters with P = pi: ”The fox chased the rabbit”→
”The f ox cha sed therabbit”. We vary pd and pi
to construct three datasets with different noise lev-
els (LOW, MID, HIGH, see Table 3). We note that
there are more sophisticated ways of creating “er-
rors” in text. An example is Kasewa et al. (2018)

who generate grammatical errors. We leave the
investigation of other methods for generating tok-
enization errors to future work.

level pd # deletions pi # insertions
LOW 0.1 15198 0.05 26497
MID 0.3 39361 0.11 40474
HIGH 0.6 65387 0.33 68209

Table 3: Noisy dataset statistics (three different noise
levels).

Labeling. As mentioned before, we either
delete the space after a token with probability pd
or insert a space between two of its characters with
probability pi. We assign the label from the orig-
inal token to every sub-token created by space in-
sertion. For space deletions, we randomly choose
one of the two original labels for training and eval-
uate against the union of them. Figure 2 shows an
example.

The   fox       chased   the     rabbit
DET   NOUN   VERB      DET     NOUN

The   f            ox        cha      sed       therabbit
DET   NOUN    NOUN   VERB    VERB    {DET|NOUN}

Figure 2: Example of label assignment.

Baseline. We compare our joint model to a tra-
ditional pipeline of tokenizer (UDpipe 1.0)5 and
token-level POS tagger (MarMot).6 We re-train
MarMot on the corrupted datasets.

Evaluation. We evaluate the models on the
noisy datasets using two different metrics: (i) to-
kenization and joint token-POS F1 as in Table 2,
and (ii) a relaxed variant of POS tag accuracies.
With the latter, we can assess the performance of
MarMot without penalizing it for potential errors
of UDpipe. For calculating the relaxed accuracy,
we count the POS tag of a gold token as correct
if MarMot predicts the tag for any subpart of it.

5http://lindat.mff.cuni.cz/services/udpipe/
6In contrast to Table 1 where we use gold tokens for Mar-

Mot.
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UDpipe+MarMot Our
F1 acc F1 acc

Noise Tokens POS POS Tokens POS POS
CLEAN 98.48 92.75 93.48 98.69 93.48 94.27
LOW 70.90 65.56 83.73 96.08 90.51 92.80
MID 20.62 19.07 58.53 95.28 89.80 92.54
HIGH 20.47 18.05 56.96 95.45 89.82 92.14

Table 4: Tokenization F1, joint token-POS F1 and (re-
laxed) POS tag accuracies on noisy version of UD v1.2.

We provide more details on the relaxed evaluation
(description, examples and implementation) in our
code repository. Note that we apply the relaxed
evaluation only to UDpipe+MarMot but not to our
model. The output of our model is directly evalu-
ated against the gold labels of the clean corpus.

Results. The performance of our model de-
creases only slightly when increasing the noise
level while the performance of UDpipe+MarMot
drops significantly (Table 4). This confirms that
our model is robust against noise from tokeniza-
tion. Note that most other character-based models
would suffer from the same performance drop as
MarMot since they rely on tokenized inputs.

Discussion. The results in Table 4 show that our
model can reliably recover token boundaries, even
in noisy scenarios. This also explains its strong
performance across languages: It can handle dif-
ferent languages, independent of whether the lan-
guage merges tokens without whitespaces (e.g.,
Chinese) or separates tokens with whitespaces into
syllables (e.g., Vietnamese).

4 Related Work

Character-based POS Tagging. Most work uses
characters only to build more robust token rep-
resentations but still relies on external tokenizers
(Santos and Zadrozny, 2014; Lample et al., 2016;
Plank et al., 2016; Dozat et al., 2017; Liu et al.,
2017). In contrast, our model jointly learns seg-
mentation and POS tagging. Gillick et al. (2016)
do not rely on tokenization either but in contrast
to their greedy decoder, our model optimizes the
whole output sequence and is able to revise lo-
cal decisions (Lafferty et al., 2001). For process-
ing characters, LSTMs (Lample et al., 2016; Plank
et al., 2016; Dozat et al., 2017) or CNNs (Ma and
Hovy, 2016; Yu et al., 2017) are used. Our model
combines biLSTMs and grConv to model both the
context of characters (LSTM) and the composi-
tionality of language (grConv).

Joint Segmentation and POS Tagging. The

top performing models of EN, JA, VI and ZH use
a pipeline of tokenizer and word-based POS tag-
ger but do not treat both tasks jointly (Björkelund
et al., 2017; Dozat et al., 2017; Kanayama et al.,
2017; Qian and Liu, 2017). Especially for Chi-
nese, there is a lot of work on joint word segmen-
tation and POS tagging, e.g., (Zhang and Clark,
2008; Sun, 2011; Hatori et al., 2012; Zheng et al.,
2013; Kong et al., 2015; Cai and Zhao, 2016; Chen
et al., 2017; Shao et al., 2017), of which some use
CRFs to predict one POS tag per character. How-
ever, this is hard to transfer to languages like En-
glish and Vietnamese where single characters are
less informative and tokens are much longer, re-
sulting in a larger combinatory label space. Thus,
we choose a semi-Markov formalization to di-
rectly model segments.

Semi-Markov CRFs for Sequence Tagging.
Zhuo et al. (2016) and Ye and Ling (2018) ap-
ply semi-CRFs to word-level inputs for named en-
tity recognition. In contrast, we model character-
based POS tagging. Thus, the expected length of
our character segments is considerably larger than
the expected length of word-based segments for
NER. Kong et al. (2015) build SRNNs that we use
as a baseline. In contrast to their 0-order model,
we train a 1-order semi-CRF to model dependen-
cies between segment labels.

5 Conclusion

We presented an end-to-end model for character-
based part-of-speech tagging that uses semi-
Markov conditional random fields to jointly seg-
ment and label a sequence of characters. In-
put representations and segment representations
are trained parameters learned in end-to-end train-
ing by the neural network part of the model.
The model achieves state-of-the-art results on two
benchmark datasets across several typologically
diverse languages. By corrupting the tokeniza-
tion of the dataset, we show the robustness of our
model, explaining its good performance on lan-
guages with difficult tokenization.
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Abstract

For languages without natural word bound-
aries, like Japanese and Chinese, word seg-
mentation is a prerequisite for downstream
analysis. For Japanese, segmentation is often
done jointly with part of speech tagging, and
this process is usually referred to as morpho-
logical analysis. Morphological analyzers are
trained on data hand-annotated with segmenta-
tion boundaries and part of speech tags. A seg-
mentation dictionary or character n-gram infor-
mation is also provided as additional inputs to
the model. Incorporating this extra informa-
tion makes models large. Modern neural mor-
phological analyzers can consume gigabytes of
memory. We propose a compact alternative
to these cumbersome approaches which do not
rely on any externally provided n-gram or word
representations. The model uses only unigram
character embeddings, encodes them using ei-
ther stacked bi-LSTM or a self-attention net-
work, and independently infers both segmen-
tation and part of speech information. The
model is trained in an end-to-end and semi-
supervised fashion, on labels produced by a
state-of-the-art analyzer. We demonstrate that
the proposed technique rivals performance of
a previous dictionary-based state-of-the-art ap-
proach and can even surpass it when training
with the combination of human-annotated and
automatically-annotated data. Our model it-
self is significantly smaller than the dictionary-
based one: it uses less than 15 megabytes of
space.

1 Introduction

Languages with a continuous script, like Japanese
and Chinese, do not have natural word boundaries
in most cases. Natural language processing for
such languages requires to perform some variation
of word segmentation.

Although some NLP applications, like neu-
ral machine translation, started to use unsuper-

あ

...

る か な い か

Encoder

... ...
...

... ... ...

...Dense

Softmax

Seg

B I E

t1 t2 tN

Figure 1: Proposed model. We encode character uni-
gram embeddings into shared representations for each
character. The shared representation is projected into
a tag-specific representations from which we indepen-
dently infer segmentation and per-character tags.

vised segmentation methods (Kudo and Richard-
son, 2018), resulting segmentation often has deci-
sions which are not natural to humans. Supervised
segmentation based on a human-defined standard
is essential for applications which are designed for
interaction on a word-level granularity, for exam-
ple, full-text search. Segmentation is commonly
done jointly with part of speech (POS) tagging and
usually referred to as Morphological Analysis.

Modern Japanese Morphological Analyzers
(MA) are very accurate, having a >99 segmen-
tation tokenwise F1 score on news domain and a
>98.5 F1 on web domain (Tolmachev et al., 2018).
They often use segmentation dictionaries which
define possible words. Also, their models are gen-
erally large and unwieldy, spanning hundreds of
megabytes in case of traditional symbolic feature-
based approaches. Neural models with word or n-
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gram embeddings are even larger, easily reaching
gigabytes. This makes it difficult to deploy MA
in space-constrained environments such as mobile
applications and browsers.

It has been shown that simple or straightforward
models can match or outperform complex models
when using a large number of training data. For ex-
ample, a straightforward backoff technique rivals
a complicated smoothing technique for language
models (Brants et al., 2007). Pretraining a bidirec-
tional language model on a large dataset helps to
solve a variety of NLP tasks (Devlin et al., 2018).
Our approach is inspired by this line of work.

Contributions We propose a very straightfor-
ward fully-neural morphological analyzer which
uses only character unigrams as its input1. Such an
analyzer, when trained only on human-annotated
gold data has low accuracy. However, when
trained on a large amount of automatically tagged
silver data, the analyzer rivals and even outper-
forms, albeit slightly, the bootstrapping analyzer.
We conclude that there is no need for rich input
representation. Neural networks learn the infor-
mation to combine characters into words by them-
selves when given enough data.

Ignoring explicit dictionary information and
rich input representations makes it possible to
make analyzers that are highly accurate and very
compact at the same time. We also perform ab-
lation experiments which show that the encoder
component of such an analyzer is more important
than character embeddings.

2 Morphological Analysis Overview

Segmentation is a cornerstone requirement for pro-
cessing languages with a continuous script, and
thus it has been studied for a long time. Most cur-
rent approaches use either rich feature representa-
tion, e.g. character n-grams or their embeddings,
or a segmentation dictionary. There exist two main
lines of approaches: pointwise and search-based.
Pointwise approaches make a segmentation deci-
sion for each character, usually based on the in-
formation from its surroundings. Search-based ap-
proaches look for a maximum scored interpretation
in some structure over the input sentence.

Most Japanese analyzers use segmentation dic-
tionaries which define corpus segmentation stan-
dards. They usually have rich POS information at-

1The source code is avaliable at https://github.com/
eiennohito/rakkyo

tached and are human-curated. One focus of seg-
mentation dictionaries is to be consistent: it should
be possible to segment a sentence using the dictio-
nary entries only in a single correct way. Such dic-
tionaries are often maintained together with anno-
tated corpora. On the other hand, Chinese-focused
systems do not put much focus on dictionaries.
Still, almost all aproaches use rich feature tem-
plates or additional resources such as pretrained
character n-gram or word embeddings, which in-
crease the model size.

Pointwise approaches make a segmentation de-
cision independently for each position. They can
be seen as a sequence tagging task. Such ap-
proaches are more popular for Chinese.

KyTea (Neubig et al., 2011) is an example of this
approach in Japanese. It makes a binary decision
for each character: whether to insert a boundary
before it or not. It can be seen as sequence tagging
with {B, I} tagset. POS tagging is done after in-
ferring segmentation. The decisions are made by
feature-based approaches, using characters, char-
acter n-grams, character type information, and dic-
tionary information as features. KyTea can use
word features obtained from a dictionary. It checks
whether the character sequence before and after the
current character forms a word from the dictionary.
It also checks whether the current word is inside a
word.

Neural networks were shown to be useful for
Japanese in this paradigm as well (Kitagawa and
Komachi, 2017). They use character embeddings,
character type embeddings, character n-gram em-
beddings, and tricks to incorporate dictionary in-
formation into the model.

Many studies on Chinese adopt the pointwise
approach. Often, the segmentation task is refor-
mulated as sequence tagging (Xue, 2003) with {B,
I, E, S} tagset. Peng et al. (2004) showed that
CRFs help further in this task. This tactic was
followed by many subsequent feature-based ap-
proaches (Tseng et al., 2005; Zhao et al., 2006;
Zhang et al., 2013), using character n-gram, char-
acter type and word features.

Neural networks were applied to this paradigm
as well. Zheng et al. (2013) used a feed-forward
network on character and categorical features that
were shown to be useful for computing a segmen-
tation score from a fixed window. Qi et al. (2014)
used a similar architecture. They predicted not
only segmentation but POS tags and performed
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named entity recognition as well. The character
representation was pretrained on a language mod-
eling task. Shao et al. (2017) used a bidirectional
recurrent network with GRU cells followed by a
CRF layer for joint segmentation and POS tag-
ging. They used pretrained character n-gram em-
beddings together with sub-character level infor-
mation extracted by CNNs as features. Using a
dictionary with NN is also popular (Zhang et al.,
2018b; Liu et al., 2018).

Search-based approaches induce a structure
over a sentence and perform a search over it. A
most frequently used structure is a lattice which
contains all possible segmentation tokens. The
search then finds the highest scoring path through
the lattice. Another branch of search-based ap-
proaches splits decisions into transitions (starting
a new token and appending a character to the to-
ken) and searches for the highest scoring chain of
transitions. This also can be seen as dynamically
constructing a lattice while performing the search
in it at the same time.

Lattice-based approaches are popular for the
Japanese language. Most of the time, the lattice
is based on words which are present in a segmen-
tation dictionary and a rule-based component for
handling out-of-dictionary words. Usually, there
are no machine-learning components in lattice cre-
ation, but the scoring can be machine-learning
based. We believe that the availability of high
quality consistent morphological analysis dictio-
naries is the reason for that. Still, the work of Kaji
and Kitsuregawa (2013) is a counterexample of a
lattice-based approach for Japanese which uses a
machine-learning component for creating the lat-
tice.

Traditional lattice-based approaches for
Japanese use mostly POS tags or other hidden
information accessible from the dictionary to
score paths through the lattice. JUMAN (Kuro-
hashi, 1994) is one of the first analyzers, which
uses a hidden Markov model with manually-tuned
weights for scoring. Lattice path scores are
computed using connection weights for each pair
of part of speech tags.

Probably the most known and used morpholog-
ical analyzer for Japanese is MeCab (Kudo et al.,
2004), where CRFs were used for learning the scor-
ing. MeCab is very fast: it can analyze almost
50k sentences per second. It also achieves accept-
able accuracy, and so the tool is very popular. The

speed is realized by precomputing feature weights,
but it takes a lot of space when the total number of
features gets large. For example, the UniDic model
for modern Japanese v2.3.02 takes 5.5GB because
it uses many feature templates.

There were studies which tried to integrate NN
into lattice-based approaches as well. Juman++
(Morita et al., 2015) uses dictionary-based lattice
construction with the combination of two models
for path scoring: the feature-based linear model us-
ing soft-confidence weighted learning (Wang et al.,
2016) and a recurrent neural network (Mikolov,
2012). It significantly reduced the number of both
segmentation and POS tagging errors. However, it
was very slow, being able to analyze only about
15 sentences per second, hence the original ver-
sion was impractical. The following improvement
(Tolmachev et al., 2018) greatly increased analy-
sis speed by doing aggressive beam trimming and
performing heavyweight NN evaluation only after
lightweight scoring by the linear model.

Direct lattice-based approaches are not very
popular for Chinese, but some are lattice-based in
spirit. A line of work by Zhang and Clark (2008,
2010) builds the lattice dynamically from partial
words, searching paths with a perceptron-based
scorer and customized beam search. The dictio-
nary is built dynamically from the training data as
frequent word-tag pairs which help the system to
prune unlikely POS tags for word candidates.

One more variation on lattice-based approaches
for Chinese is the work by Cai and Zhao (2016).
In this work, a segmentation dictionary is used to
construct a subnetwork, which combines charac-
ter representations into word representations used
for computing sentence-wise segmentation scores.
This can be seen as explicitly learning dictionary
information by a model. Resulting segmentation
is still created from the start to the end by growing
words one by one while performing beam search.
The follow up (Cai et al., 2017) simplifies that
model and shows that greedy search can be enough
for estimating segmentation when using neural net-
works. Still, this line of work does not consider
POS tagging.

Transition-based approaches treat input data
(most frequently – characters) as input queue and
store a current, possibly incomplete, token in a
buffer. Models usually infer whether they should
create a new token from a character in the input

2https://unidic.ninjal.ac.jp/
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queue or append an input character to the already
existing token. Neural models are often used in this
paradigm (Ma and Hinrichs, 2015; Zhang et al.,
2016; Yang et al., 2017; Ma et al., 2018; Zhang
et al., 2018a). Almost all of them use both word
and charcter n-gram embeddings. This paradigm
was extended to do parsing jointly with MA (Ha-
tori et al., 2012; Kurita et al., 2017).

Semi-supervised approaches to segmentation
and POS tagging fall into several categories. The
first one uses raw or automatically-annotated data
to precompute feature representations and then
uses these feature representations for supervised
learning. For example, Sun and Xu (2011) and
Wang et al. (2011) use data from automatically
segmented texts as features. They precomute the
features beforehand and train an analyzer after-
wards. In addition to that, Zhang et al. (2013) use
a variation of smoothing for handling automatic
annotation errors. A lot of neural-based methods
pretrain word and character n-gram embeddings.
Yang et al. (2017) pretrain a part of the model on
different data sources, including automatically seg-
mented text, but the model itself is trained only on
the gold data.

Another approach is to use heterogeneous data
(annotated in incompatible annotation standards).
In addition to corpus statistics from a raw corpus,
Zhao and Kit (2008) exploit heterogeneous annota-
tions. Li et al. (2015) use corpora with different an-
notation standards. They combine tags into “bun-
dles” (e.g. [NN, n]) and infer them at the same time
while paying attention to ambiguity. Chen et al.
(2016) train a classifier that can annotate several
standards jointly.

Finally, it is possible to use raw or automatically-
annotated data directly. A study (Suzuki and
Isozaki, 2008) is an example of a feature-based al-
gorithm which uses raw data. Tri-training (Zhou
and Li, 2005) is a generic way to use raw data.
They propose to train on automatically analyzed
examples where two of three diverse analyzers
agree. Søgaard (2010) show that tri-training helps
English POS-tagging with SVM and MaxEnt-
based approaches. Zhou et al. (2017) use self-
training and tri-training for Chinese word segmen-
tation. They, however, also pretrain other features
like word-context character embeddings, chrarac-
ter unigrams and bigrams.

3 Proposed Approach

In order for MA to be practical, it should be not
only accurate, but also fast and have relatively
compact models. The speed of search-based ap-
proaches is dependent on how computationally
heavy a weighting function is. Heavyweight mod-
els, like neural networks, require a large number
of computations, and we think that it will be very
difficult to create a practical search-based fully NN
morphological analyzer with analysis speed com-
parable to traditional analyzers.

We do not want to use any explicit information
about how to combine characters to form a word,
like dictionaries, which takes space and is not triv-
ial to incorporate into a character-based model. We
also want our model to be fast, at least compara-
ble with the speed of traditional analyzers. To this
end, we follow a pointwise approach and force the
neural network to learn the dictionary information
from a corpus.

We use a straightforward architecture shown in
Figure 1. We embed each character, and then ap-
ply an encoder, which produces an encoded rep-
resentation for each character. Encoded charac-
ter representations are independently transformed
into tag representations. For each tag, the encoded
representation is projected with a fully-connected
layer with SeLU non-linearity (Klambauer et al.,
2017). Finally, we multiply the tag representa-
tion by tag-specific embeddings and apply softmax
non-linearity to get normalized tag probabilities.

Encoder Architectures We use two architec-
tures for the encoder: a stacked bidirectional re-
current architecture with LSTM cells (Hochre-
iter and Schmidhuber (1997), bi-LSTM) and a
Transofrmer-inspired mutihead self-attention net-
work (Vaswani et al. (2017), SAN). We concate-
nate both directions of bi-LSTM outputs before
passing them to the next layer without residual con-
nections. We also apply layer normalization (Ba
et al., 2016) to the concatenated outputs. We do
not use dropout in encoders when using silver data
for training.

Data Encoding Our model infers a tag for every
input character. While this decision is natural for
segmentation, POS tags are not usually tagged in
this way.

For segmentation, we adopt {B, I, E} scheme.
For POS tagging we broadcast tags to every char-
acter which is contained in a token. We use cor-
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あ B 動 * 子ラ 基本
る E 動 * 子ラ 基本
か B 助 接助 * * 

な B 形 * イ形 基本
い E 形 * イ形 基本
か B 助 終助 * * 

EOS

Seg 4-layered POS

Figure 2: An example of full sentence annotation

あ B 動 * ? ?
る ? 動 * ? ?
か ? ? ? ? ? 

な B ? ? イ形 基本
い E ? ? イ形 基本
か B 助 終助 * * 

EOS

Figure 3: An example of partial sentence annotation

pora with the JUMAN-based segmentation stan-
dard (Jumandic), which has 4-layered POS tags:
rough POS, fine POS, conjugation type and conju-
gation form. We treat each tag layer independently
in our model, as shown in Figure 2.

We also consider a partial annotation scheme,
where some tags are unknown. An example of
partial sentence annotation is shown in Figure 3.
Unknown tags are displayed by “?” symbols. We
create partially annotated silver data by marking as
unknown all tags which are ambiguous in a top-k
analysis result. When computing the training loss,
we treat unknown tags as padding: corresponding
values are masked out of loss computation.

Loss Following Vaswani et al. (2017), we
smooth softmax labels. They use the technique de-
scribed by Szegedy et al. (2016), which uniformly
distributes some small factor ε like 0.1 to incor-
rect labels. However, we do not induce a uniform
smoothing. Instead, we want to prevent the model
from being overconfident in its decisions without
inducing uniformity. We slightly modify the cross-
entropy loss as follows.

Remember that softmax probabilities are com-
puted from unnormalized log-probabilities li as
qi = eli/Z, where Z =

∑
j e

lj . The cross-
entropy loss will be L = −∑i pi log qi, where
pi are gold probabilities. In our case the vector
p is one-hot, meaning that pc = 1 and other val-
ues are zero. This gives a sparse cross-entropy
L = − log qc = logZ − lc, which is often im-

Train Test

Corpus Sents Tokens Sents Tokens

KU 37k 930k 1783 46k
Leads 14k 217k 2195 36k

Table 1: Benchmark corpora sizes

plemented in deep learning frameworks. It has a
minimum when logZ is equal to lc, but it makes
the model overconfident. Instead, we want to stop
when qc = 1− ε, or in other words elc/Z = 1− ε.
This gives us our modified loss:

L = max(logZ − lc + log(1− ε), 0).

It can be efficiently implemented using the sparse
cross-entropy operation. In our experiments we
use ε = 0.2.

Our final loss is a weighted sum of individual tag
softmax losses. We use a weight coefficient of 10
for segmentation and 2 for the first POS tag layer.

4 Experiments

We conduct experiments on Japanese morphologi-
cal analysis. For training we use two data sources.
The first is usual human-annotated gold training
data. The second is silver data from the results of
automatic analysis. We use Juman++ V2 – the cur-
rent state-of-the-art analyzer for the JUMAN seg-
mentation standard as the bootstrap analyzer.

We use two gold corpora. The first is the Ky-
oto University Text Corpus (Kurohashi and Nagao
(2003), referred to as KU), containing newspaper
data. The second is the Kyoto University Web Doc-
ument Leads Corpus (Hangyo et al. (2012), re-
ferred to as Leads) which consists of web docu-
ments. Corpus statistics are shown in Table 1. We
denote models which use gold training data by G.

We take raw data to generate our silver annotated
data from a crawled web corpus of 9.8B unique
sentences. We sample 3B sentences randomly
from it and analyze them using the Juman++ base-
line model. From it we sample 500M sentences,
which become our training silver data, prioritizing
sentences which contain at least one not very fre-
quent word. We prepare both top-scored (denoted
as T) and non-ambigous in beam (denoted as B)
variants of the silver data. Our silver data is in-
domain for Leads and out-of-domain for KU.

Baselines We use four baselines: JUMAN,
MeCab, KyTea and Juman++ (V2). For MeCab,
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Parameter bi-LSTM SAN

Char embedding size 128 128
Tag embedding size 32 32
# Layers 4 6
Hidden Size 128×2 32
# Heads - 4
Projection Inner Dim - 512

# Emedding Parameters 2.38M 2.38M
# Total Parameters 3.88M 3.59M

Table 2: Hyperparameters for neural models

KyTea and Juman++ we train a model using the
same dictionary and merged training sections of
KU and Leads, which is evaluated on each corpus
independently.

Neural Models The hyper-parameters of the bi-
LSTM-based model are displayed in Table 2. We
use all unique characters present in our huge web
corpus (18,581) as input. We select sizes of both
neural models restricting the total number of pa-
rameters to be less than 4M. For optimization we
use the Adam optimizer (Kingma and Ba, 2016)
with hyperparameters and learning rate schedul-
ing described by Vaswani et al. (2017). We train
all models on Nvidia GPUs. On a single GeForce
1080Ti the bi-LSTM model can consume about
4,500 sentences per second and the SAN-based
model about 6,500 sentences per second for train-
ing. We denote bi-LSTM-based models by L and
SAN-based models by S in experimental results.

Treatment of Gold Data Existing methods are
already highly accurate on this task, and it is dif-
ficult to perform hyperparameter and architecture
selection reliably with a small development set.
Because of that, we split our data in an unusual
way. Generally, we use the silver data (B or T) as
a train set, the human-annotated original training
data (G) as a dev set and the original test set as
a test set. Our hyperparameter selection decisions
were based entirely on this setting. We do not per-
form additional hyperparameter search for a com-
bination of silver and gold data for training.

The exception is cases when we use only gold
data for training. For that, we cheat and optimize
our hyperparameters, including dropout, which we
use only for this setting, on test scores. Nonthe-
less, the best scores on this setting are significantly
lower than the worst baseline.

KU, News Leads, Web

Analyzer Seg +P1 +P2 Seg +P1 +P2

Baselines
JUMAN 98.41 97.18 95.45 98.09 96.96 95.71
MeCab 99.10 98.56 97.59 98.25 97.60 96.22
KyTea 99.13 98.25 97.01 97.98 96.85 95.11
Juman++ 99.52 99.10 97.86 98.61 98.07 96.70

bi-LSTM
L:G 97.46 96.56 94.78 96.33 95.43 93.46
L:B 99.22 98.82 97.50 98.57 98.01 96.61
L:T 99.33 98.90 97.59 98.68 98.16 96.71
L:BG 99.43 99.05 98.06 98.59 98.04 96.76
L:TG 99.43 99.05 98.01 98.71 98.19 96.80

Self-attention
S:G 98.28 97.67 95.66 97.23 96.36 93.91
S:B 99.19 98.75 97.34 98.56 97.99 96.59
S:T 99.23 98.78 97.36 98.66 98.15 96.75
S:BG 99.30 98.90 97.83 98.60 98.03 96.70
S:TG 99.37 98.97 97.93 98.70 98.15 96.83

Pre-training scenario
S:B→G(a) 99.24 98.85 97.75 98.58 98.03 96.64
S:B→G(b) 99.15 98.65 97.55 98.39 97.78 96.36
S:B→G(c) 99.27 98.82 97.75 98.50 97.91 96.43
S:B→G(d) 99.26 98.82 97.76 98.52 97.94 96.48

Table 3: Test F1 score comparison on benchmark cor-
pora. Legend: bi-[L]STM, [S]AN, [G]old data, [T]op-
only and [B]eam-non-ambigous silver data.

Experimental Results Results of our experi-
ments are shown in Table 3. For each analyzer,
we show six values. Seg is a tokenwise F1 mea-
sure on segmentation. +P1 requires the 1st layer of
POS tags (coarse-grained POS tags) also to match
gold data. For the sake of simplicity, we use only
POS tags co-located with “B” Seg tags for the eval-
uation. +P2 is analogous for the 2nd layer of POS
tags. For all results in this table, we train NN-based
models for a single epoch, which means the train-
ing procedure sees each silver sentence only once.
We use one gold example for ten silver examples
for mixed-data settings, looping over the gold data
until the silver data is extinguished.

Training neural models only on gold data
quickly results in overfitting which can be seen in
L:G and S:G results. These scores are significantly
lower than that of our worst baseline: JUMAN.

Models trained on only non-ambiguous silver
data (*:B) are comparable to the best baseline on
Leads (in-domain), although they cannot reach the
accuracy of Juman++ on KU. Using top-only silver
data (*:T) further improves accuracy. Both of our
models in this setting slightly outperform previous
Leads SOTA and have more or less the same accu-
racy. On KU, the LSTM-based model seems to be
slightly better than the SAN-based one. In the con-
text of semi-supervised learning, tri-training em-
phasizes using data when there exists a disagree-
ment between the analyzers. Instead, we throw
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Size, MB

Analyzer Dictionary Model Total

JUMAN 288 1 289
MeCab 312 8 320
KyTea:G - 569 569
KyTea:TG - 3218 3218
Juman++ 157 288 434

bi-LSTM 1 14 15
SAN 1 13 14

Table 4: MA model sizes for Jumandic

away difficult cases for beam-based data, denois-
ing it in a sense, but NN seem to handle that kind
of noise relatively well.

Adding the gold data to the silver data (*:BG,
*:TG) allows both models to improve their accu-
racy further. Results on Leads are comparable for
both L:TG and S:TG and higher than the previous
SOTA, giving segmentation error reduction of 8%
in comparison to Juman++. On KU, the LSTM-
based models seem to perform better without a
significant difference on the TG and BG settings,
while still underperforming the Juman++ baseline
except +P2 case, where both models are stronger
than Juman++.

Pre-training Scenario We also check the fine-
tuning approach when we first learn the represen-
tations on a large corpus and then refine the model
on a gold corpus. S:B→G(a-d) are four such runs
of a SAN-based model with different hyperparam-
eters. All four runs are initialized with the same
S:B model and trained on the gold data only. We
found it difficult to find good hyperparameters for
fine-tuning. The models were prone to overfit very
fast. Mixing gold and silver data resulted in stable
training without hyperparameter search.

Model Sizes We compare the model sizes of an-
alyzers in Table 4. In case of dictionary-based an-
alyzers the dictionary takes most of the space. We
count sizes of compiled models for all analyzers.
KyTea, as another example of pointwise MA, uses
string-based features and treats its features uni-
formly, hence dictionary size is not applicable to
it. A KyTea:TG variant that uses additional 2M
silver sentences takes almost 6x the space of the
original model, reaching 3GB. When using neural
networks, on the other hand, it is possible to control
model sizes more easily. Moreover, our proposed

Analyzer KU Leads

KyTea-D:G 98.45 97.04
KyTea-D:T 98.51 98.10
KyTea-D:TG 99.18 98.31
KyTea:G 99.13 97.98
KyTea:TG 99.33 98.42

Table 5: KyTea test Seg F1 comparison. -D models do
not use the dictionary. T models use silver data (2M
sentences, created like in the main experiment)

models take significantly less space while having
comparable accuracy.

Dictionary-based analyzers store other informa-
tion, like readings and lemma forms, in addition
to token surface forms and POS, but removing that
information would not make model sizes compara-
ble with NN-based ones. For NN-based analyzers,
we count a dictionary as 1 MB because they need a
character-to-id mapping to work. However, the list
of characters contains non-frequently used charac-
ters, some of which could be treated as UNKs with-
out any accuracy loss. We also treat weights as 4-
byte floating points, and so it would be possible to
further decrease the NN model size, for example
by using less precise storage formats.

5 Discussion

Dictionaries Dictionary information is usually
added to character-based models either using a bi-
nary feature vector (e.g. a dictionary contains a tri-
gram to the left of the decision point) or word em-
beddings. We believe that a dictionary can be re-
placed with a large training corpus which includes
most of the entries from that dictionary. A neural
model with only the unigram character input can
solve word segmentation and POS tagging only if
it builds some knowledge about the dictionary in-
ternally. Our main experimental results (Table 4)
show that it seems to be the case and there is no
need to model the dictionary explicitly.

Table 5 shows an effect of using dictionaries
and silver data on KyTea, an instance of symbolic
feature-based analyzer. Models tagged with T use
additional 2M silver training data analyzed by Ju-
man++. KyTea has better accuracy in settings
when it uses the dictionary. The dictionary even
helps in the setting with additional silver data. Un-
fortunately, the model size increases as well, lim-
iting the amount of silver data we can use, and the
accuracy cannot rival neural approaches.
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Figure 4: Dev Seg F1 curves for L:B and S:B

How much data do we need? For our main ex-
periments, we train all models for a single epoch
on our silver dataset. Figure 4 shows KU train (our
dev set) Seg F1 curves for L:B and S:B for three
epochs. We ran each experiment four times with
different random seeds. The learning curves be-
come less sloppy when reaching 500M sentences
but do not become flat there. The training does not
seem to completely converge even after 3 epochs.
We still use one full epoch (500M) for our main
experiments. The curves are pretty noisy, but it
seems that the model is robust with respect to ini-
tialization.

SAN Ablation Experiments The proposed MA
achieves high accuracy while having very compact
models. The inputs do not contain any information
on how to combine characters into words and we
assume that the model learns it from the data. To
get the model size even smaller, we check which
model parts contribute more to the resulting analy-
sis accuracy, meaning that they contain the dictio-
nary knowledge.

We perform ablation experiments on the SAN
model by varying its hyperparameters and check-
ing how it affects the accuracy of the resulting ana-
lyzer. The LSTM model could not converge in this
setting. We used 2.5M of silver training data for
these experiments.

Figure 5 shows the segmentation F1 score when
varying input embedding, shared representation
and SAN hidden dimension sizes. JUMAN score,
as a lowest acceptable baseline, is shown in red.
The embedding size seems to have a lower impact
on accuracy than the shared representation and the
SAN hidden dimension size. Namely, the (128-16)
model with the embedding size of 16 has higher
accuracy than the (128-4) model with the embed-

16 32 64 128
Embedding dimension

97.0

97.5

98.0

98.5

99.0

99.5
Seg F1

Shr.dim - hid.dim
64-4
64-16
128-4
128-16
256-4
256-16

Figure 5: Effect of embedding size on Seg F1
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99.5

Figure 6: Effect of SAN hidden dimension on Seg F1

ding size of 128. Accordingly, we believe that the
encoder contributes much stronger to learning the
dictionary than character embeddings.

One more interesting observation is that the
models are still better than JUMAN, while hav-
ing much less parameters than our base model. We
explore more extreme settings of the SAN hidden
state, shown in Figure 6. We fix embedding and
shared representation dimensions to 128 and vary
the SAN hidden and projection dimensions. The
lower subgraph is a scale-up version of top graph.
The point at SAN hidden size equal to 0 means
that we directly use unigram embeddings to pre-
dict segmentation without any encoder.

The SAN projection size is consistent with accu-
racy, especially on smaller SAN hidden sizes. An
interesting observation here is that the SAN model
seems to work even with hidden dimension of 2.
When the hidden dimension size reaches 4, the ex-
tremely small model accuracy is higher than the
JUMAN baseline. This shows that it is possible
to create an extremely small MA with acceptable
accuracy.

2751



System Segmentation Correct Segmentation Transliteration Meaning

こう|ゆう|曲って こうゆう|曲|って ko:yu: kyoku tte this song is
なんて|すん|ごい なんて|すんごい nante sungoi how awesome
んな|わけな|いって んな|わけ|ない|って nna wake nai tte no way!
あっ|ちゃんと|遊び|たい あっ|ちゃん|と|遊び|たい see main text

Table 6: n-grams with inconsistent POS tags which are also Juman++ errors

Label Uncertainty and Error Analysis Be-
cause our neural models infer all tags indepen-
dently, they can be inconsistent, for example, a
word can have different POS tags on different char-
acters. We looked into frequent 3-grams where the
central word has inconsistent tags (POS tags are
not the same for all characters, or they do not form
a correct 4-layered tag). Most of these trigrams oc-
cur in ambiguous situations.

We have picked several examples which are ac-
tually errors in Juman++ segmentation as well.
They are shown in Table 6. In Japanese, words
often have several orthographic forms. The most
common variant is usage of hiragana (phonetic
script) instead of kanji (ideographic characters).
Verbs can have different possible endings, e.g. 曲
がる and曲る (magaru – to turn or bend) are two
orthographic variants of a single verb. There are
also colloquial variants; namely the verb 言う is
usually read asいう (iu – to say), but can also be
written asゆう because the pronunciation is close.
These phenomena are relatively common in web
and user-generated texts, but corpus and segmen-
tation dictionary coverage of them is not very good.

The first two examples contain alternative col-
loquial spellings of wordsこういう (ko:iu – such)
andすごい (sugoi – awesome). In the first example
the system incorrectly recognizes 曲|って (kyoku
tte) as 曲って (magatte) – a conjugation of 曲る.
The fourth example (a chanto asobitai/ac-chan to
asobitai - ah! [I] want to play properly/[I] want to
play with ac-chan <person name>) is actually am-
biguous and can have two meanings. The second
one is more probable though. The fact that fre-
quent words with uncertain POS tags are Juman++
errors as well implies that insufficient gold data
causes the uncertainty.

We also compare differences between Juman++
and our models to get an insight on general prob-
lems with proposed methods. Neural models make
many errors in hiragana words. For example, both
neural models make errors in the sentence弱者|が
|とうた|さ|れて (jyakusya ga to:ta sarete - weak-

lings lose to natural selection). LSTM makes a
segmentation mistake (と|うたさ) and SAN does
a POS tagging mistake, while Juman++ produces
the correct answer. It knows thatとうた is a spe-
cial type of noun that is often followed byされて
from POS tags. Hiragana-based spellings of most
content words are somewhat rare in Japanese, and
NN models do not have enough training data for
these spellings. It could be possible to improve the
situation by using data augmentation techniques.
Another frequent problem is segmentation and tag-
ging of proper nouns. We believe that this problem
could be solved by data augmentation, but we leave
this as future work.

6 Conclusion and Future Work

We presented a novel way to train small neural
models for Japanese Morphological analysis by di-
rectly feeding the network a large number of silver
training data. Our method achieves new SOTA on
web domain when combining the silver data with
gold one. This is an empirical evidence that there
is no need for feature engineering for neural mor-
phological analysis at all. A neural network can
learn implicit dictionary information itself and it
does not need to be large. We also show that train-
ing by mixing the data together works better than
fine-tuning and is more stable.

Our work can be extended in the future in dif-
ferent ways. We will consider how to make the
model to recognize new words, which is an im-
portant feature for a practical analyzer. Using tri-
training also seems to be a natural extension for
this work. It is easy to provide diverse models,
required for tri-training, by using different types
of encoder and varying network parameters. Fur-
thermore, our tagging approach should be univer-
sal and work with other tasks like named entity
recognition. A method to incorporate tags with
a large number of possible values (like readings
and lemmas) without introducing embeddings for
them, hence keeping the models small, could also
be a useful extension.
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Abstract

This paper studies the performance of a neu-
ral self-attentive parser on transcribed speech.
Speech presents parsing challenges that do not
appear in written text, such as the lack of
punctuation and the presence of speech dis-
fluencies (including filled pauses, repetitions,
corrections, etc.). Disfluencies are especially
problematic for conventional syntactic parsers,
which typically fail to find any EDITED dis-
fluency nodes at all. This motivated the de-
velopment of special disfluency detection sys-
tems, and special mechanisms added to parsers
specifically to handle disfluencies. However,
we show here that neural parsers can find
EDITED disfluency nodes, and the best neu-
ral parsers find them with an accuracy sur-
passing that of specialized disfluency detection
systems, thus making these specialized mech-
anisms unnecessary. This paper also investi-
gates a modified loss function that puts more
weight on EDITED nodes. It also describes
tree-transformations that simplify the disflu-
ency detection task by providing alternative
encodings of disfluencies and syntactic infor-
mation.

1 Introduction

While a great deal of effort has been expended on
parsing written text, parsing speech (either tran-
scribed or ASR output) has received less atten-
tion. Parsing speech is important because speech
is the easiest and most natural means of com-
munication, it is increasingly used as an input
modality in human-computer interactions. Speech
presents parsing challenges that do not appear in
written text, such as the lack of punctuation and
sentence boundaries, speech recognition errors
and the presence of speech disfluencies (including
filled pauses, repetitions, corrections, etc.) (Kahn
et al., 2005). Of the major challenges associated
with transcribed speech, we focus here on speech

disfluencies, which are frequent in spontaneous
speech.

Disfluencies include filled pauses (“um”, “uh”),
parenthetical asides (”you know”, ”I mean”),
interjections (“well”, ”like”) and partial words
(“wou-”, “oper-”). One type of disfluency which
is especially problematic for conventional syntac-
tic parsers are speech repairs. Following the anal-
ysis of Shriberg (1994), a speech repair consists of
three main parts; the reparandum, the interregnum
and the repair. As illustrated in the following ex-
ample, the reparandum we don’t is the part of the
utterance that is replaced or repaired, the interreg-
num uh I mean (which consists of a filled pause
uh and a discourse marker I mean) is an optional
part of the disfluency, and the repair a lot of states
don’t replaces the reparandum. The fluent version
is obtained by removing the reparandum and the
interregnum.

reparandum︷ ︸︸ ︷
We don’t

interregnum︷ ︸︸ ︷
uh I mean

repair︷ ︸︸ ︷
a lot of states don’t

have capital punishment.
(1)

In the Switchboard treebank corpus (Mitchell
et al., 1999) the reparanda, filled pauses and dis-
course markers are dominated by EDITED, INTJ
and PRN nodes, respectively (see Figure 1). Of
these disfluency nodes, EDITED nodes pose a
major problem for conventional syntactic parsers,
as the parsers typically fail to find any EDITED
nodes at all. Conventional parsers mainly cap-
ture tree-structured dependencies between words,
while the relation between reparandum and re-
pair is quite different: the repair is often a “rough
copy” of the reparandum, using the same or very
similar words in roughly the same order (Char-
niak and Johnson, 2001; Johnson and Charniak,
2004). The “rough copy” dependencies are strong
evidence of a disfluency, but conventional syntac-
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tic parsers cannot capture them. Moreover, the
reparandum and the repair do not form conven-
tional syntactic phrases, as illustrated in Figure 1,
which is an additional difficulty when integrating
disfluency detection with syntactic parsing. This
motivated the development of special disfluency
detection systems which find and remove disfluent
words from the input prior to parsing (Charniak
and Johnson, 2001; Kahn et al., 2005; Lease and
Johnson, 2006), and special mechanisms added to
parsers specifically to handle disfluencies (Rasooli
and Tetreault, 2013; Honnibal and Johnson, 2014;
Yoshikawa et al., 2016; Tran et al., 2018).
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Figure 1: An example parse tree from the Switchboard
corpus – We don’t uh I mean a lot of states don’t have
capital punishment, where reparandum We don’t, filled
pause uh and discourse marker I mean are dominated
by EDITED, INTJ and PRN nodes.

In this paper, we investigate the performance
of a neural self-attentive constituency parser on
speech transcripts. We show that an “off-the-
shelf” self-attentive parser, unlike conventional
parsers, can detect disfluent words with a perfor-
mance which is competitive to or better than spe-
cialized disfluency detection systems. In sum-
mary, the main contributions of this paper are:

• We show that the self-attentive constituency
parser sets a new state-of-the-art for syntactic
parsing of transcribed speech,

• A neural constituency parser can detect
EDITED words with an accuracy surpassing
that of specialized disfluency detection mod-
els,

• We demonstrate that syntactic information
helps the neural syntactic parsing detect dis-
fluent words more accurately,

• Replacing the constituent-based representa-
tion of disfluencies with a word-based repre-
sentation of disfluencies improves the detec-
tion of disfluent words,

• Modifying the training loss function to put
more weight on EDITED nodes during train-
ing also improves disfluency detection.

2 Related Work

Speech recognition errors, unknown sentence
boundaries and disfluencies are three major prob-
lems addressed by previous work on parsing
speech. In this work, we focus on the problem of
disfluency detection in parsing human-transcribed
speech, where we assume that sentence boundaries
are given and there are no word recognition errors.
This section reviews approaches that add special
mechanisms to parsers to handle disfluencies as
well as specialized disfluency detection models.

2.1 Joint Parsing and Disfluency Detection
Many speech parsers adopt a transition-based
dependency approach to (i) find the relation-
ship between head words and words modifying
the heads, and (ii) detect and remove disfluent
words and their dependencies from the sentence.
Transition-based parsers can be augmented with
new parse actions to specifically handle disflu-
ent words (Rasooli and Tetreault, 2013; Honnibal
and Johnson, 2014; Yoshikawa et al., 2016; Wu
et al., 2015). A classifier is trained to choose be-
tween the standard and the augmented parse ac-
tions at each time step. Using pattern-match fea-
tures in the classifier significantly improves dis-
fluency detection (Honnibal and Johnson, 2014).
This reflects the fact that parsing based models use
pattern-matching to capture the “rough copy” de-
pendencies that are characteristic of speech disflu-
encies.

Speech parsing models usually use lexical fea-
tures. One recent approach (Tran et al., 2018) in-
tegrates lexical and prosodic cues in an encoder-
decoder constituency parser. Prosodic cues result
in very small performance gain in both parsing
and disfluency detection. Augmenting the parser
with a location-aware attention mechanism is spe-
cially useful for detecting disfluencies (Tran et al.,
2018).

In general, parsing models are poor at detecting
disfluencies, mainly due to “rough copy” depen-
dencies in disfluent sentences, which are difficult
for conventional parsers to detect.

2.2 Specialized Disfluency Detection Models
Disfluency detection models often use a sequence
tagging technique to assign a single label to each
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word of a sequence. Previous work shows that
LSTMs and CNNs operating on words alone are
poor at disfluency detection (Zayats et al., 2016;
Wang et al., 2016; Jamshid Lou et al., 2018). The
performance of state-of-the-art disfluency detec-
tion models depends heavily on hand-crafted pat-
tern match features, which are specifically de-
signed to find “rough copies”. One recent pa-
per (Jamshid Lou et al., 2018) augments a CNN
model with a new kind of layer called an auto-
correlational layer to capture “rough copy” de-
pendencies. The model compares the input vectors
of words within a window to find identical or sim-
ilar words. The addition of the auto-correlational
layer to a “vanilla” CNN significantly improves
the performance over the baseline CNN model.
The results are competitive to models using com-
plex hand-crafted features or external information
sources, indicating that the auto-correlation model
learns “rough copies”.

One recent paper (Wang et al., 2018) introduces
a semi-supervised approach to disfluency detec-
tion. Their self-attentive model is the current state-
of-the-art result in disfluency detection. The com-
mon factor in Wang et al. (2018) and the approach
presented here is the self-attentive transformer ar-
chitecture, which suggests that this architecture is
capable of detecting disfluencies with very high
accuracy. The work we present goes beyond the
work of Wang et al. (2018) in also studying the
impact of jointly predicting syntactic structure and
disfluencies (so it can be understood as a kind of
multi-task learning). We also investigate the im-
pact of different ways of representing disfluency
information in the context of a syntactic parsing
task.

3 Neural Constituency Parser

We use the self-attentive constituency parser intro-
duced by Kitaev and Klein (2018) and train it on
the Switchboard corpus of transcribed speech (we
describe the training and evaluation conditions
in more detail in Section 4). The self-attentive
parser achieves state-of-the-art performance on
WSJ data, which is why we selected it as the best
“off-the-shelf” parsing model. The constituency
parser uses a self-attentive transformer (Vaswani
et al., 2017) as an encoder and a chart-based
parser (Stern et al., 2017) as a decoder, as reviewed
in the following sections.

3.1 Self-Attentive Encoder

The encoder of a transformer is a stack of n iden-
tical layers, each consists of two stacked sub-
layers: a multi-head attention mechanism, and a
point-wise fully connected network. The inputs
to the encoder first flow through a self-attention
sublayer, which helps the encoder attends to sev-
eral words in the sentence as it encodes a specific
word. Because the model lacks recurrent layers,
this sublayer is the only mechanism which prop-
agates information between positions in the sen-
tence. The self-attention maps the input to three
vectors called query, key and value and defines an
attention function as mapping a query and a set of
key-value pairs to an output vector. The output is
computed as a weighted sum of the values, where
the weight assigned to each value is computed by
a compatibility function of the query with the cor-
responding key. Each self-attention sublayer has
several attention heads, where each head has its
own query, key and value weight matrices. The
multi-head attention allows the model to jointly
attend to information from several different posi-
tions. The outputs of the self-attention layer are
fed to a feed-forward neural network, which is ap-
plied to each position independently. For further
detail, see Vaswani et al. (2017).

We believe that the self-attention mechanism
is especially useful for detecting disfluencies in a
sentence. In pilot experiments we found that sim-
ilar LSTM-based parsers, such as the AllenNLP
parser (Gardner et al., 2018), were much worse at
disfluency detection than the self-attentive parser.
As shown in Figure 1, the “rough copy” similarity
between the repair and the reparandum is a strong
indicator of disfluency. “Rough copies” involve
same or very similar words in roughly same word
order; for example, in the Switchboard training
data, over 60% of the words in the reparandum
are exact copies of the words in the repair. Us-
ing the multi-head self-attention mechanism the
model can presumably learn to focus on “rough
copies” when detecting a reparandum.

3.2 Tree Score and Chart Parse Decoder

A chart-based parser scores a tree as a sum of po-
tentials on its labeled constituent spans as follows:

s(T ) =
∑

(i,j,l)∈T
s(i, j, l) (2)
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where s(i, j, l) is a score of a constituent located
between string positions i and j with label l. At
test time, a modified CYK algorithm is used to find
the highest scoring parse tree for a given sentence.

T̂ = argmax
T

s(T ) (3)

Given the gold tagged tree T ?, we train the
model by minimizing a hinge loss:

max

(
0, max
T 6=T ?

[s(T ) +4(T, T ?)]− s(T ?)
)

(4)

where 4 is the Hamming loss on labeled spans.
For further detail, see Kitaev and Klein (2018) and
Stern et al. (2017).

3.3 External Embedding and Edited Loss
Peters et al. (2018) have recently introduced a new
approach for word representation called Embed-
dings from Language Models (ELMo) which has
achieved state-of-the-art results in various NLP
tasks. These embeddings are produced by a LSTM
language model (LM) which inputs words and
characters and generates a vector representation
for each word of the sentence. The ELMo output
is a concatenation of both the forward and back-
ward LM hidden states. We found that using ex-
ternal ELMo embedding as the only lexical rep-
resentation used by the model leads to the high-
est EDITED word f-score. Following Kitaev and
Klein (2018), we use a trainable weight matrix to
project the ELMo pretrained weights of 1024 di-
mension to a 512-dimensional content representa-
tion. We tried different combinations of input in-
cluding predicted POS tags, character LSTM and
word embeddings with ELMo, but the result was
either worse or not significantly better than when
using ELMo alone.

The sole change we made to the self-attentive
parser was to modify the loss function, so it puts
more weight onto EDITED nodes. We show below
that this improves the model’s ability to recover
EDITED nodes. We modify the tree scoring in 2
as follows:

s(T ) =
∑

(i,j,l)∈T
wl s(i, j, l) (5)

wherewl depends on the label l. We only used two
different values ofwl here, one for EDITED nodes
and one for all other node labels. We treat these
as hyperparameters, and tune them to maximize
EDITED nodes f-score (this is F(SE) in Section 4.1
below).

4 Experiments

We evaluate the self-attentive parser on the Penn
Treebank-3 Switchboard corpus (Mitchell et al.,
1999). Following Charniak and Johnson (2001),
we split the Switchboard corpus into training, dev
and test sets as follows: training data consists of
the sw[23]∗.mrg files, dev data consists of the
sw4[5-9]∗.mrg files and test data consists of the
sw4[0-1]∗.mrg files. Except as explicitly noted
below, we remove all partial words (words tagged
XX and words ending in “-”) and punctuation from
data, as they are not available in realistic ASR ap-
plications (Johnson and Charniak, 2004).

4.1 Evaluation Metrics

We evaluate the self-attentive parser in terms of
parsing accuracy and disfluency detection perfor-
mance. We report precision (P), recall (R) and f-
score (F) for both constituent spans (S) and word
positions (W), treating each word position as la-
beled by all the constituents that contain that word.
We also consider subsets of constituent spans and
word positions; specifically: (i) SE, the set of
constituent spans labeled EDITED, (ii) WE, the
set of word positions dominated by one or more
EDITED nodes, and (iii) WEIP, the set of word po-
sitions dominated by one or more EDITED, INTJ
or PRN nodes.

We demonstrate the evaluation metrics with an
example here. Consider the gold and predicted
parse trees illustrated in Figure 2. The con-
stituency trees are viewed as a set of labeled spans
over the words of the sentence, where constituent
spans are pairs of string positions. As explained
earlier, we ignore punctuation and partial words
when calculating evaluation scores. To calculate
fscore for a span, i.e., F(S), the gold, predicted and
correct labeled spans are counted. In this case, the
number of predicted, gold and correctly predicted
spans is 13, 14 and 12.

Since a parse tree with EDITED nodes identifies
certain words as EDITED, we can evaluate how
accurately a parser classifies words as EDITED
(i.e. F(WE)). Continuing with the example in Fig-
ure 2, the number of predicted, gold and correctly
predicted EDITED words is 1, 3 and 1.

Similarly, we can also measure how well the
parser can identify all disfluency words, i.e., the
words dominated by EDITED, INTJ or PRN
nodes. Continuing with the example in Figure 2,
the number of predicted, gold and correctly pre-
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(b) Predicted tree

0 I 1 I 2 ’ve 3 uh 4 I 5 mean 6 I 7 enjoy 8

Figure 2: An example gold and predicted parse tree.

dicted EDITED, INTJ and PRN words is 4, 6, 4.

4.2 Model Training

We use randomized search (Bergstra and Bengio,
2012) to tune the optimization and architecture pa-
rameters of the model on the dev set. We op-
timize the model for its performance on parsing
EDITED nodes F(SE). The hyperparameters in-
clude dimensionality of the model, learning rate,
edited loss weight, dropout, number of layers and
heads as shown in Table 1. All other hyperparam-
eters not mentioned here are the same as in Kitaev
and Klein (2018).

Configuration Parser
hidden label dim 340

model dim 2048

non-EDITED label weight 0.7

EDITED label weight 2

learning rate 0.0006

learning rate warmup steps 110

step decay factor 0.52

num heads 7

num layers 4

attention dropout 0.27

relu dropout 0.09

residual dropout 0.26

elmo dropout 0.57

tag embedding dropout 0.35

word embedding dropout 0.2

Table 1: Hyperparameter setting for the self-attentive
constituency parser.

4.3 Edited Loss

Our best dev model (see Table 1) uses an edited
loss that puts more weight on EDITED nodes and
less weight on non-EDITED nodes. To explore the

effect of edited loss, we retrained the best model
with an equally weighted loss. The results in Ta-
ble 2 indicate that differential weighting improves
parsing EDITED nodes as well as EDITED word
detection. It also rebalances the precision vs. re-
call trade-off and slightly increases overall parsing
accuracy F(S).

equal weight different weight
P(SE) 83.0 83.3

R(SE) 91.6 91.4

F(SE) 87.1 87.2

F(S) 92.8 93

F(WE) 86.9 87.5

Table 2: Parsing precision P(SE), recall R(SE) and f-
score F(SE) of EDITED nodes, parsing f-score F(S) and
EDITED word f-score F(WE) on the Switchboard dev
set for the equally and differentially weighted loss.

4.4 Modifying the Training Data

We investigate the effect of modifying the training
data on the performance of the parser.

4.4.1 Simplified Tree Structures

We use different tree-transformations to explore
the effect of different amounts of and encodings of
disfluencies and syntactic information on the per-
formance of the model.

• Baseline: Parse trees as they appear in the
Switchboard corpus. A sample is shown in
Figure 3.
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Figure 3: Baseline parse trees as they appear in the
Switchboard corpus
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• Transformation PosDisfl: Pushing disflu-
ency nodes (i.e. EDITED, INTJ and PRN)
down to POS tags, as shown in Figure 4.
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Figure 4: Transformation PosDisfl, where disfluency
nodes are pushed down to POS tags.

• Transformation NoSyntax: Deleting all
non-disfluency nodes, as shown in Figure 5.

S

EDITED

EDITED

EDITED

EX

There

BES

's

EX

there

DT

this

NN

topic

VBZ

is

RB

kind

RB

of

JJ

mute

Figure 5: Transformation NoSyntax, where all non-
disfluency nodes are deleted.

• Transformation PosDisfl+NoSyntax: Push-
ing disfluency nodes down to POS tags and
deleting all non-disfluency nodes, as shown
in Figure 6.
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Figure 6: Transformation PosDisfl+NoSyntax, where
disfluency nodes are pushed down to POS tags and all
non-disfluency nodes are deleted.

• Transformation TopDisfl: Deleting all dis-
fluency nodes but the top ones, as shown in
Figure 7.
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Figure 7: Transformation TopDisfl, where all disflu-
ency nodes but the top ones are deleted.

• Transformation TopDisfl+NoSyntax:
Deleting all nodes but the top-most disflu-
ency nodes, as shown in Figure 8.
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Figure 8: Transformation TopDisfl+NoSyntax, where
all nodes but the top-most disfluency nodes are deleted.

We report the performance of the self-attentive
parser in terms of EDITED word f-score and dis-
fluency word f-score in Table 3. Since the trans-
formations change the tree shapes, it is not mean-
ingful to compare their parsing f-scores. As illus-
trated in Table 3, pushing disfluency nodes down
to POS tags (i.e. Transformation PosDisfl) in-
creases precision about 2%, resulting in 1% im-
provement in word f-score F(WE). It also im-
proves F(WEIP) by 0.4%. In general, the model
can take advantage of the simplified encoding
of disfluency nodes (see Transformations PosD-
isfl and TopDisfl). Moreover, deleting all but the
top-most disfluency nodes as in Transformation
TopDisfl+NoSyntax significantly drops precision
(about 20%), resulting in more than 13% decrease
in EDITED word f-score. It also hurts detecting
all types of disfluency (more than 7% decrease in
F(WEIP)). In general, removing syntactic struc-
ture dramatically degrades the performance of the

2761



model in terms of F(WE) and F(WEIP), as shown
in Transformations NoSyntax, PosDisfl+NoSyntax
and TopDisfl+NoSyntax. This indicates that syn-
tactic information is important for detecting dis-
fluencies.

Setting P(WE) R(WE) F(WE) F(WEIP)
Baseline 81.6 94.2 87.5 94.0

PosDisfl 83.7 94.2 88.7 94.4

NoSyntax 73.0 95.0 82.5 92.3

PosDisfl+NoSyntax 73.4 93.4 82.2 91.6

TopDisfl 81.9 94.3 87.7 93.8

TopDisfl+NoSyntax 61.3 93.1 74.0 86.7

Table 3: EDITED word precision P(WE), recall R(WE)
and f-score F(WE) as well as EDITED, INTJ and PRN
word f-score F(WEIP) on the Switchboard dev set for
different encodings of disfluency nodes in data. The
best f-scores are shown in bold.

4.4.2 Punctuation and Partial words
As mentioned before, speech recognition models
generally do not produce punctuation and partial
words in their outputs. Thus, prior work has re-
moved them from the data to make the evalua-
tion more realistic. However, it is interesting to
see what information partial words and punctu-
ation convey about syntactic structure in general
and disfluencies in particular, so we did an exper-
iment to investigate the effect of including these
in the training and test data. We use the best
hyperparameter configuration on the Switchboard
dev set and retrain the model on two versions
of the data: (i) with partial words and (ii) with
punctuation and partial words. As shown in Ta-
ble 4, keeping punctuation and partial words in the
training data increases EDITED word f-score by
about 4%, indicating that punctuation and partial
words greatly help disfluency detection. Punctua-
tion leads to more gain in disfluency detection than
partial words. Punctuation also improves the word
f-score for all types of disfluencies by more than
1%.

5 Results

We selected our best model based on the dev set
results (including differentially weighted loss) and
compared the results achieved for the Tree Trans-
formation PosDisfl and No Tree Transformation on
the test set with previous work. Although most
previous work has used the Switchboard corpus,

Setting F(WE) F(WEIP)
without punctuation & par-
tial words

88.7 94.4

with partial words 89.7 94.4

with punctuations & partial
words

92.2 95.5

Table 4: EDITED word F(WE) and EDITED, INTJ and
PRN word f-score F(WEIP) on the Switchboard dev set
for three versions of the training data.

it is sometimes difficult to compare systems di-
rectly due to different scoring metrics and differ-
ences in experimental setup, such as the use of
partial words, punctuation, prosodic cues and so
on. Since some studies report their results using
partial words and/or punctuation, we divide prior
work according to the setting they used and report
the results of the self-attentive parser on the test
data for each setting.

Table 5 shows the test performance of the
self-attentive constituency parser against previous
parsing models of speech transcripts. The self-
attentive parser outperforms all previous models
in parsing accuracy. It has also better performance
than Kahn et al. (2005) and Tran et al. (2018), who
used acoustic/prosodic cues from speech wave-
form as well as the words in the transcript.

Parsing Model F(S)
without partial words

self-attentive parser (PDT) 92.4

self-attentive parser (NT) 92.7

partial words:

Hale et al. (2006) 71.1

Kahn et al. (2005) 86.6

Tran et al. (2018) 88.5

self-attentive parser (NT) 92.3

self-attentive parser (PDT) 92.6

Table 5: Parse f-score F(S) for all constituent spans on
the Switchboard test set with and without partial words.
NT = No Transformation and PDT = PosDisfl Transfor-
mation.

We also compare the performance of the self-
attentive parser with state-of-the-art disfluency de-
tection methods in terms of EDITED word f-score.
As shown in Table 6, the self-attentive parser (with
PosDisfl Transformation) achieves a new state-of-
the-art for detecting EDITED words. Its perfor-
mance is competitive with specialized disfluency
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detection models that directly optimize for dis-
fluency detection. Using partial words increases
edited word f-score for No Transformation mode
by 0.1% and for PosDisfl Transformation mode by
0.6%, which is not surprising as the presence of
partial words is strongly correlated with the pres-
ence of a disfluency.

It is interesting to compare the self-attentive
parser with the ACNN model presented
in Jamshid Lou et al. (2018). They intro-
duce a new ACNN layer which is able to learn
the “rough copy” dependencies between words,
for which previous models heavily relied on
hand-crafted pattern-matching features. “Rough
copies” are a strong indicator of disfluencies that
can help the model detect reparanda (i.e. EDITED
nodes). That the self-attentive parser is better
than the ACNN model (Jamshid Lou et al., 2018)
in detecting disfluencies may indicate that the
self-attention mechanism can learn “rough copy”
dependencies.

Model F(WE)
without partial words:

Honnibal and Johnson (2014) 84.1

Jamshid Lou et al. (2018) • 84.5

Wu et al. (2015) 85.1

Ferguson et al. (2015) • 85.4

Wang et al. (2016) • 86.7

Jamshid Lou and Johnson (2017) • 86.8

self-attentive parser (NT) 86.9

Wang et al. (2017) • 87.5

self-attentive parser (PDT) 88.1

partial words:

Hale et al. (2006) 41.7

Tran et al. (2018) 77.5

Kahn et al. (2005) 78.2

Rasooli and Tetreault (2013) 81.4

Zayats et al. (2016) • 85.9

self-attentive parser (NT) 87.0

self-attentive parser (PDT) 88.7

Table 6: Edited word f-score F(WE) on the Switch-
board test set with and without partial words. • Spe-
cialized disfluency detection models. NT = No Trans-
formation and PDT = PosDisfl Transformation.

We also compare the performance of the self-
attentive parser with Wang et al.’s (2018) self-
attentive disfluency detection model in terms of
disfluency (i.e. EDITED, INTJ and PRN) word
f-score. As shown in Table 7, the self-attentive

parser outperforms this state-of-the-art specialized
self-attentive disfluency detection model.

Self-attentive Model F(WEIP)
punctuation & partial words

Wang et al. (2018) 91.1

self-attentive parser (NT) 93.7

self-attentive parser (PDT) 94.0

Table 7: EDITED, INTJ and PRN word f-score
F(WEIP) on the Switchboard test set with punctuation
and partial words. NT = No Transformation and PDT
= PosDisfl Transformation.

6 Conclusion and Future Work

This paper shows that using an “off-the-shelf”
constituency parser achieves a new state-of-the-art
in parsing transcribed speech. The self-attentive
parser is effective in detecting disfluent words as it
outperforms specialized disfluency detection mod-
els, suggesting that it is feasible to use standard
neural architectures to perform disfluency detec-
tion as part of some other task, rather than requir-
ing a separate disfluency detection pre-processing
step. We also show that removing syntactic in-
formation hurts word f-score. That is, perform-
ing syntactic parsing and disfluency detection as
a multi-task training objective yields higher dis-
fluency detection accuracy than performing disflu-
ency detection in isolation. Modifying encoding
by indicating disfluencies at the word level leads
to further improvements in disfluency detection.

In future work we hope to integrate syntactic
parsing more closely with automatic speech recog-
nition. A first step is to develop parsing models
that parse ASR output, rather than speech tran-
scripts. It may also be possible to more directly
integrate an attention-based syntactic parser with
a speech recogniser, perhaps trained in an end-to-
end fashion.
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Abstract

Conversational context information, higher-
level knowledge that spans across sentences,
can help to recognize a long conversation.
However, existing speech recognition models
are typically built at a sentence level, and thus
it may not capture important conversational
context information. The recent progress in
end-to-end speech recognition enables inte-
grating context with other available informa-
tion (e.g., acoustic, linguistic resources) and
directly recognizing words from speech. In
this work, we present a direct acoustic-to-
word, end-to-end speech recognition model
capable of utilizing the conversational context
to better process long conversations. We eval-
uate our proposed approach on the Switch-
board conversational speech corpus and show
that our system outperforms a standard end-to-
end speech recognition system.

1 Introduction

Many real-world speech recognition applications,
including teleconferencing, and AI assistants, re-
quire recognizing and understand long conversa-
tions. In a long conversation, there exists the ten-
dency of semantically related words or phrases re-
occur across sentences, or there exists topical co-
herence. Thus, such conversational context infor-
mation, higher-level knowledge that spans across
sentences, provides important information that can
improve speech recognition. However, the long
conversations typically split into short sentence-
level audios to make building speech recognition
models computationally feasible in current state-
of-the-art recognition systems (Xiong et al., 2017;
Saon et al., 2017).

Over the years, there have been many studies
have attempted to inject a longer context infor-
mation into language models. Based on a re-
current neural network (RNNs) language models

(Mikolov et al., 2010), (Mikolov and Zweig, 2012;
Wang and Cho, 2015; Ji et al., 2015; Liu and Lane,
2017; Xiong et al., 2018), proposed using a con-
text vector that would encode the longer context
information as an additional network input. How-
ever, all of these models have been developed on
text data, and therefore, it must still be integrated
with a conventional acoustic model which is built
separately without a longer context information,
for speech recognition on long conversations.

Recently, new approaches to speech recogni-
tion models integrate all available information
(e.g. acoustic, linguistic resources) in a so-called
end-to-end manner proposed in (Graves et al.,
2006; Graves and Jaitly, 2014; Hannun et al.,
2014; Miao et al., 2015; Bahdanau et al., 2014;
Chorowski et al., 2014, 2015; Chan et al., 2015;
Kim et al., 2017). In these approaches, a single
neural network is trained to recognize graphemes
or even words from speech directly. Especially,
the model using semantically meaningful units,
such as words or sub-word (Sennrich et al., 2015),
rather than graphemes have been showing promis-
ing results (Audhkhasi et al., 2017b; Li et al.,
2018; Soltau et al., 2016; Zenkel et al., 2017;
Palaskar and Metze, 2018; Sanabria and Metze,
2018; Rao et al., 2017; Zeyer et al., 2018).

In this work, motivated by such property of
the end-to-end speech recognition approaches, we
propose to integrate conversational context infor-
mation within a direct acoustic-to-word, end-to-
end speech recognition to better process long con-
versations. Thus far, the research in speech recog-
nition systems has focused on recognizing sen-
tences and to the best of our knowledge, there have
been no studies of word-based models incorpo-
rating conversational context information. There
has been recent work attempted to use the conver-
sational context information from the preceding
graphemes (Kim and Metze, 2018), however, it is
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limited to encode semantically meaningful context
representation. Another recent work attempted to
use a context information (Pundak et al., 2018),
however, their method requires a list of phrases at
inference (i.e. personalized contact list). We eval-
uate our proposed approach on the Switchboard
conversational speech corpus (Godfrey and Hol-
liman, 1993; Godfrey et al., 1992), and show that
our model outperforms the sentence-level end-to-
end speech recognition model.

2 Models

2.1 Acoustic-to-Words Models

We perform end-to-end speech recognition us-
ing a joint CTC/Attention-based approach (Kim
et al., 2017; Watanabe et al., 2017). The neural
network is trained by both CTC (Graves et al.,
2006) and Attention-based sequence-to-sequence
(seq2seq) objectives (Bahdanau et al., 2014) to
combine the strength of the two. With CTC, it
preserves left-right order between input and out-
put and with attention-based seq2seq, it learns the
language model jointly without relying on the con-
ditional independence assumption.

As an output, we use word-level symbols which
generated from the bite-pair encoding (BPE) algo-
rithm (Sennrich et al., 2015). This method creates
the target units based on the frequency of occur-
rence in training sets. Similar to (Zeyer et al.,
2018; Palaskar and Metze, 2018; Sanabria and
Metze, 2018), we use BPE-10k which contains
roughly 10k units (9,838), including 7,119 words
and 2719 sub-words.

2.2 Conversational Context Representation

In order to use conversational context information
within the end-to-end speech recognition frame-
work, we extend the decoder sub-network to pre-
dict the output additionally conditioning on con-
versational context. To do so, we encode the pre-
ceding sentence into a single vector, a conversa-
tional context vector, then inject to decoder net-
work as an additional input at every output step.

Let we have K sentences in a conversation. For
k-th sentence, sk, we have T k-length input acous-
tic feature (xk) and Uk-length output words. Our
proposed decoder generates the probability distri-
bution over words ( yku), conditioned on 1) high-
level representation (hk) of input (xk) generated
from encoder, and 2) all the words seen previously
(yk1:u−1), and 3) previous decoder state (dku−1) 4)

Figure 1: The architecture of our end-to-end speech
recognition model with conversational context infor-
mation. The ck−1 is the conversational context vec-
tor generated from the preceding k − 1 sentence red
curved dashed line represents the context information
flow within the same conversation.

additionally conditioning on conversational con-
text vector (ck−1), which represents the informa-
tion of the preceding sentence (k − 1):

hk =Encoder(xk) (1)

yku ∼Decoder(hk, yk1:u−1, d
k
u−1, c

k−1) (2)

We represent the context vector, ck−1, from
the preceding sentence in two different ways: (a)
mean of word embedding, and (b) attentional word
embedding. We first generate one-hot word vec-
tors, and then we simply take the mean over word
vectors to obtain a single vector in method (a), or
we use attention mechanism over word vectors to
obtain the weight over the words and then per-
form the weighted-sum. The parameter of the at-
tention mechanism is optimized towards minimiz-
ing the conversation ID classification error similar
to (Kim and Metze, 2018). The context vector is
merged with a decoder state at every output step
as follows:

d̂ku−1 = tanh(Wdku−1 + V ck−1 + b) (3)

yku ∼ softmax(LSTM(d̂ku−1,h
k
u, y

k
1:u−1)))

(4)

where W,V, b are trainable parameters.
In order to learn and use the conversational-

context during training and decoding, we serialize
the sentences based on their onset times and their
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conversations rather than the random shuffling of
data. We shuffle data at the conversation level and
create mini-batches that contain only one sentence
of each conversation.

3 Experiments

3.1 Datasets

We investigated the performance of the proposed
model on the Switchboard LDC corpus (97S62)
which has a 300 hours training set. We split the
Switchboard data into two groups, then used 285
hours of data (192 thousand sentences) for model
training and 5 hours of data (4 thousand sentences)
for hyper-parameter tuning. The evaluation was
carried out on the HUB5 Eval 2000 LDC cor-
pora (LDC2002S09, LDC2002T43), which have
3.8 hours of data (4.4 thousand sentences), and
we show separate results for the Callhome En-
glish (CH) and Switchboard (SWB) evaluation
sets. We denote train nodup, train dev, SWB, and
CH as our training, development, and two eval-
uation datasets for CH and SWB, respectively.
There are 2,402 conversations in training sets and
20 conversations in CH, and 20 conversations in
SWB.

We sampled all audio data at 16kHz, and ex-
tracted 80-dimensional log-mel filterbank coef-
ficients with 3-dimensional pitch features, from
25 ms frames with a 10ms frame shift. We used
83-dimensional feature vectors to input to the net-
work in total. We used 9,840 distinct labels:
9,838 word-level BPE units, start-of-speech/end-
of-speech, and blank tokens. Note that no pronun-
ciation lexicon was used in any of the experiments.

3.2 Training and decoding

We used joint CTC/Attention end-to-end speech
recognition architecture (Kim et al., 2017; Watan-
abe et al., 2017) with ESPnet toolkit (Watanabe
et al., 2018). We used a CNN-BLSTM encoder
as suggested in (Zhang et al., 2017; Hori et al.,
2017). We followed the same six-layer CNN ar-
chitecture as the prior study, except we used one
input channel instead of three since we did not use
delta or delta delta features. Input speech features
were downsampled to (1/4 x 1/4) along with the
time-frequency axis. Then, the 6-layer BLSTM
with 320 cells was followed by CNN. We used
a location-based attention mechanism (Chorowski
et al., 2015), where 10 centered convolution fil-
ters of width 100 were used to extract the convo-

lutional features.
The decoder network of both our proposed

models and the baseline models was a 2-layer
LSTM with 300 cells. Our proposed models ad-
ditionally require linear projection layer in order
to encode the conversational context vector and
merge with decoder states.

We also built an external RNN-based language
model (RNNLM) on the same BPE-10k sets on the
same Switchboard transcriptions. The RNNLM
network architecture was a two-layer LSTM with
650 cells. This network was used only for decod-
ing.

The AdaDelta algorithm (Zeiler, 2012) with
gradient clipping (Pascanu et al., 2013) was used
for optimization. We used λ = 0.5 for joint
CTC/Attention training. We bootstrap the train-
ing our proposed conversational end-to-end mod-
els from the baseline end-to-end models. When
we decode with RNNLM, we used joint decoder
which combines the output label scores from the
AttentionDecoder, CTC, and RNNLM by using
shallow fusion (Hori et al., 2017):

y∗ = argmax{ log patt(y|x)
+ α log patt(y|x)
+ β log prnnlm(y)}

(5)

The scaling factor of CTC, and RNNLM scores
were α = 0.3, and β = 0.3, respectively. We
used a beam search algorithm similar to (Sutskever
et al., 2014) with the beam size 10 to reduce the
computation cost. We adjusted the score by adding
a length penalty, since the model has a small bias
for shorter utterances. The final score s(y|x) is
normalized with a length penalty 0.5.

The models were implemented by using the Py-
Torch deep learning library (Paszke et al., 2017),
and ESPnet toolkit (Kim et al., 2017; Watanabe
et al., 2017, 2018).

4 Results

We evaluated both the end-to-end speech recogni-
tion model which was built on sentence-level data
and our proposed end-to-end speech recognition
model which leveraged conversational context in-
formation.

Table 1 shows the WER of our baseline, pro-
posed models, and several other published results
those were only trained on 300 hours Switchboard
training data. As shown in Table 1, we obtained
a performance gain over our baseline by using the
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Table 1: Comparison of word error rates (WER) on Switchboard 300h with standard end-to-end speech recognition
models and our proposed end-to-end speech recognition models with conversational context.

Model Output Units LM SWB (WER %) CH (WER %)
Prior Models

LF-MMI (Povey et al., 2016) context-dependend phones O 9.6 19.3
CTC (Zweig et al., 2017) Char O 19.8 32.1

CTC (Audhkhasi et al., 2017a) Word (Phone init.) O 14.6 23.6
CTC (Sanabria and Metze, 2018) Char, BPE-{300, 1k, 10k} O 12.5 23.7

Seq2Seq (Palaskar and Metze, 2018) BPE-10k O 21.3 35.7
Seq2Seq (Zeyer et al., 2018) BPE-1k O 11.8 25.7

Our Sentence-level Baseline
Our baseline BPE-10k x 17.6 30.6
Our baseline BPE-10k O (only swb) 17.0 29.7

Our Proposed Conversational Model
w/ Context (a) mean BPE-10k O (only swb) 16.3 29.0

w/ Context (b) att BPE-10k O (only swb) 16.4 29.2
w/ Context (b) att + pre-training BPE-10k O (only swb) 16.0 28.9

Table 2: Perplexities on a held-out set of our proposed
conversational context LM and baselines.

Models Fisher text PPL
Baseline LM x 74.15
Baseline LM o 72.81

Proposed Conversational LM x 67.03
Proposed Conversational LM o 64.30

conversational context information. Our proposed
model (a) mean shows 4.1% and 2.4% relative
improvement over our baseline on SWB and CH
evaluation set, respectively. Our proposed model
(b) att shows 3.5% and 1.7% relative improve-
ment over our baseline on SWB and CH evaluation
set, respectively. We also found that we can ob-
tain further accuracy improvement by pre-training
the decoder part only with transcription. With this
pre-training technique, the (b) att shows 5.9% and
2.7% relative improvement. Unlike the previous
work (Renduchintala et al., 2018), we did not use
any additional encoder for the text data.

We also build the language model with or with-
out the conversational context information. Table
2 shows the perplexity on a held-out set of our
baseline LM and our conversational LM. We ob-
served that incorporating the conversational con-
text improves performance showing that 9.6%
and 11.7% relative improvement on SWBD only
and SWBD + Fisher. Note that the Fisher
(LDC2004T19) parts (Cieri et al., 2004) of tran-
scriptions is only used in these experiments.

We performed analyses in order to verify the
conversational vector helps to improve recognition

Figure 2: The architecture of our end-to-end speech
recognition model with conversational context infor-
mation. The ck−1 is the conversational context vector
generated from the preceding k−1 sentence red curved
line represents the context information flow within the
same conversation.

accuracy. We generate the context vector from an
oracle preceding sentence and a random sentence,
in addition to our predicted sentence. As described
in Figure 2, the model using the oracle context per-
formed best and the model using the random con-
text was even worse than the baseline. Our model
outperformed over the baseline and the model us-
ing the random context, we can conclude that the
benefit from our proposed method is coming from
the conversational context information.

5 Conclusion

We proposed an acoustic-to-word model capable
of utilizing the conversational context to better
process long conversations. A key aspect of our
model is that the whole system can be trained with
conversational context information in an end-to-
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end framework. Our model was shown to out-
perform previous end-to-end speech recognition
models trained on isolated utterances by incorpo-
rating preceding conversational context represen-
tations.
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Abstract

Individual differences in speakers are reflected
in their language use as well as in their inter-
ests and opinions. Characterizing these differ-
ences can be useful in human-computer inter-
action, as well as analysis of human-human
conversations. In this work, we introduce a
neural model for learning a dynamically up-
dated speaker embedding in a conversational
context. Initial model training is unsuper-
vised, using context-sensitive language gen-
eration as an objective, with the context be-
ing the conversation history. Further fine-
tuning can leverage task-dependent supervised
training. The learned neural representation
of speakers is shown to be useful for content
ranking in a socialbot and dialog act prediction
in human-human conversations.1

1 Introduction

Representing language in context is key to improv-
ing natural language processing (NLP). There are
a variety of useful contexts, including word his-
tory, related documents, author/speaker informa-
tion, social context, knowledge graphs, visual or
situational grounding, etc. This paper addresses
the problem of modeling the speaker. Account-
ing for author/speaker variations has been shown
to be useful in many NLP tasks, including lan-
guage understanding (Hovy and Søgaard, 2015;
Volkova et al., 2013), language generation (Mirkin
et al., 2015; Li et al., 2016), human-computer di-
alog policy (Bowden et al., 2018), query comple-
tion (Jaech and Ostendorf, 2018; Shokouhi, 2013),
comment recommendation (Agarwal et al., 2011)
and more. In this work, we specifically focus on
dialogs, including both human-computer (social-
bot) and human-human conversations.

1The implementation of code is available at
https://github.com/hao-cheng/dynamic_
speaker_model.git

While many studies rely only on discrete meta-
data and/or demographic information, such infor-
mation is not always available. Thus, it is of in-
terest to learn about the speaker from the language
directly, as it relates to the person’s interests and
speaking style. Motivated by the success of un-
supervised contextualized representation learning
for words and documents (Mikolov et al., 2013;
Kiros et al., 2015; McCann et al., 2017; Peters
et al., 2018; Devlin et al., 2019), our approach is to
use unsupervised learning with a neural model of
a speaker’s dialog history. The model uses latent
speaker mode vectors for representing a speaker
turn as in (Cheng et al., 2017), which provides a
framework for analysis of what the model learns
about speaking style. Further, the model is struc-
tured to allow a dynamic update of the speaker
vector at each turn in a dialog, in order to capture
changes over time and improve the speaker repre-
sentation with added data.

The speaker embeddings can be used as context
in conversational language understanding tasks,
e.g., as an additional input in dialog policy predic-
tion in human-computer dialogs or in understand-
ing dialog acts in human-human dialogs. In the su-
pervised training of such tasks, the speaker model
can be fine-tuned.

This work makes two primary contributions.
First, we propose a neural model for learning dy-
namically updated speaker embeddings in conver-
sational interactions. The model training is un-
supervised, relying on only the speaker’s conver-
sation history rather than meta information (e.g.,
age, gender) or audio signals which may not be
available in a privacy-sensitive situation. The
model also has a learnable component for analyz-
ing the latent modes of the speaker, which can be
helpful for aligning the learned characteristics of a
speaker with the human-interpretable factors. Sec-
ond, we use the learned dynamic speaker embed-
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Figure 1: The dynamic speaker model. The speaker
state tracker operates at the conversation level. The la-
tent model analyzer and speaker language predictor op-
erate at the turn level. The figure only shows processes
in those two components for the turn t.

dings in two representative tasks in dialogs: pre-
dicting user topic decisions in socialbot dialogs,
and classifying dialog acts in human-human di-
alogs. Empirical results show that using the dy-
namic speaker embeddings significantly outper-
forms the baselines in both tasks. In the public
dialog act classification task, the proposed model
achieves the state-of-the-art results.

2 Dynamic Speaker Model

In this section, we start with an overview of the
proposed model for learning speaker embeddings
that are dynamically refined over the course of
a conversation. Details about individual compo-
nents are described in subsequent subsections.

The model is based on two motivations. First, a
speaker’s utterances reflect intents, speaking style,
etc. Thus, we may build speaker embeddings
by analyzing latent modes that characterize utter-
ances in terms of such characteristics, apart from
topic-related interests a user might have. Second,
the information about a speaker is accumulated as
the conversation evolves, which allows us to grad-
ually refine and update the speaker embeddings.
The speaker embeddings can be directly used as
features or fine-tuned based on the downstream
tasks. We design the dynamic speaker model to
focus on learning cues from the speaker’s utter-
ances, and leave the modeling of different speaker-
addressee interactions for supervised downstream
tasks.

The model consists of three components as il-
lustrated in Fig. 1. First, a latent mode analyzer

reads in an utterance and analyzes its latent modes.
It processes the speaker’s turns independently of
each other and builds a local speaker mode vector
for each turn. To accumulate speaker information
as the conversation evolves, we build a speaker
state tracker that maintains speaker states at in-
dividual turns. At each turn, it takes two input
vectors to update the speaker state: 1) the local
speaker mode vector for the current turn from the
latent mode analyzer, and 2) the speaker state at
the previous turn from the tracker itself. Finally,
we employ a speaker language predictor to drive
the learning of the latent model analyzer and the
speaker state tracker. It reconstructs the utterance
using the corresponding speaker state. Intuitively,
the speaker language predictor models overall lin-
guistic regularities itself and uses the speaker state
to supply information related to speaker char-
acteristics. For sequence modeling in all three
components, we use the long short-term memory
(LSTM) recurrent neural network (Hochreiter and
Schmidhuber, 1997). In our experiments, the three
components are trained jointly.

2.1 Latent Mode Analyzer

At each turn t, the latent mode analyzer constructs
a local speaker mode vector ũt ∈ Rc that captures
salient characteristics of the speaker’s current ut-
terance for use in the dynamic speaker model.
First, the utterance word sequence wt,1, · · · , wt,Nt
is mapped to an embedding sequence, where wt,n
is represented with wt,n ∈ Rd according a lookup
with dictionary W ∈ R|V|×d associated with vo-
cabulary V . Then, the latent mode analyzer goes
through two stages to construct ũt.

In the first stage, a bi-directional LSTM (Bi-
LSTM), which consists of a forward LSTM and a
backward LSTM, is used to encode the word em-
bedding sequence into a fixed-size utterance sum-
mary vector st ∈ R2m, where m is the dimension
of the hidden layer in the forward and backward
LSTMs. Formally, the forward LSTM computes
its hidden states as eFt,n = gF (wt,n, e

F
t,n−1) ∈ Rm

for n = 1, . . . , Nt, where gF (·, ·) denotes the for-
ward LSTM function. The backward LSTM com-
putes its hidden states eBt,n ∈ Rm similarly. The
initial hidden states eFt,0 and eBt,Nt+1 are set to ze-
ros. The summary vector st is the concatenation
of the two final hidden states, st = [eFt,Nt , e

B
t,1].

In the second stage, the utterance summary vec-
tor st is compared with K global mode vectors
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u1, . . . ,uK ∈ Rc which are learned as part of
the model. The association score at,k between st
and uk is computed using the dot-product atten-
tion mechanism (Vaswani et al., 2017) as follows,

at,k =
exp(〈Pst,Quk〉)∑K

k′=1 exp(〈Pst,Quk′〉)
, (1)

where P ∈ Rc×2m and Q ∈ Rc×c are learnable
weights, and 〈·, ·〉 indicates the dot-product of two
vectors. The local speaker mode vector is then
constructed as ũt =

∑K
k=1 at,kuk.

2.2 Speaker State Tracker
The speaker state tracker provides a dynamic sum-
mary of speaker language features observed in
the conversation history, using an LSTM to en-
code the sequence of local speaker mode vec-
tors ũt,1, · · · , ũt,Nt . At turn t, this LSTM up-
dates its hidden state ht ∈ Rm using the local
speaker mode vector ũt and its previous hidden
state ht−1 ∈ Rm, i.e., ht = gS(ũt,ht−1), where
gS(·, ·) is the speaker LSTM function. The hidden
state ht provides the speaker state vector at turn t.

2.3 Speaker Language Predictor
The speaker language predictor is a conditional
LSTM language model (LM) that reconstructs the
word sequence in the current turn. Language mod-
eling is a way to provide a training signal for un-
supervised learning that models the conditional
probability Pr(wt,n|wt,<n), where wt,<n denotes
all preceding words of wt,n in the turn t.

The speaker language predictor uses the same
dictionary W for word embeddings as the latent
mode analyzer to represent words at time t. The
initial hidden state dt,0 ∈ Rm of the LSTM is set
to tanh(Lht), where L ∈ Rm×m is a learnable
matrix and tanh(·) is the hyperbolic tangent func-
tion. Subsequent LSTM hidden states are com-
puted as

dt,n = gLM (rI(wt,n−1,ht),dt,n−1),

for n = 1, . . . , Nt + 1, where rI(wt,n−1,ht) =
RI
wwt,n−1 +RI

hht is a linear transformation with
learned parameters RI

w ∈ Rm×d and RI
h ∈

Rm×m, gLM (·, ·) is a forward LSTM function,
and wt,0 is the word embedding for the start-of-
sentence token. By injecting the speaker state vec-
tor at every time step n in the turn t, the model
is more likely to favor directly using the speaker
state vector (vs. the word history) for predicting

the speaker language. The conditional probability
is then computed as

Pr(wt,n|wt,<n) = softmax(VrO(ht,dt,n)), (2)

where V ∈ R|V|×m is the weight matrix, and
rO(ht,dt,n) = RO

h ht + RO
d dt,n is another lin-

ear function with learnable parameters RO
h ,R

O
d ∈

Rm×m. The last word wt,Nt+1 is always the end-
of-sentence token.

2.4 Model Training and Tuning

The training objective for a given conversation
is the log-likelihood

∑
t

∑
n log Pr(wt,n|wt,<n),

where the conditional probability is defined in (2).
The Adam optimizer (Kingma and Ba, 2015) is
used with a configuration of β1 = 0.9 and β2 =
0.97. The initial learning rate is set to 0.002. We
halve the learning rate at each epoch once the de-
velopment log-likelihood decreases, and terminate
the training when it decreases for the second time.
This validation protocol is used throughout the pa-
per for training the proposed model.

In our experiments, the embedding dictio-
nary W is initialized using pre-trained 300-
dimensional word embeddings (Bojanowski et al.,
2017) for words within the vocabulary of this
resource. The remaining part of W and other
model parameters are randomly initialized based
onN (0, 0.01). The mode vector dimension c is set
to 64. We tune the number of global mode vectors
K from {16, 32} and the hidden layer sizem from
{128, 160}. The final model is selected based on
the log-likelihood on the development set.

3 User Topic Decision Prediction

We first study a prediction task that estimates
whether the user engaged in a socialbot conversa-
tion would accept a suggested topic. Specifically,
we use a corpus of human-socialbot conversations
collected during the 2017 Alexa Prize competi-
tion (Ram et al., 2017) from the Sounding Board
system (Fang et al., 2018; Fang, 2019). Due to
privacy concerns, the socialbot does not have ac-
cess to any identity information about users. Also,
since each device may be used by multiple users,
the device address is not a reliable indicator of the
user ID. Therefore, the ability to profile the user
through one conversational interaction is desirable
for guiding the socialbot’s dialog policy.
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train dev test
# conversations 19,076 6,321 6,465
# topic decisions 85,340 28,060 29,561

Table 1: Data statistics of the topic decision dataset.

3.1 Data

Each conversation begins with a greeting and ends
when the user makes a stop command. The so-
cialbot engages the user in the conversation using
a wide range of content indexed by topics, where
a topic corresponds to a noun or noun phrase that
refers to a named entity (e.g., Google) or a concept
(e.g., artificial intelligence). These topics are ex-
tracted using both constituency parsing results of
the textual content and content meta-information.
During the conversation, the socialbot sometimes
negotiates the topic with the user using an explicit
confirmation turn and records the user’s binary de-
cision (accept or reject) on the topic.

In socialbot conversations, a system turn is al-
ways followed by a user turn and vice versa.
We tag system turns making explicit confirmation
about a topic and attach the corresponding binary
user decisions with them. To curate the dataset for
the topic decision prediction task, we use a total of
31,862 conversations with more than 5 user turns.
On average there are around 22 user turns per con-
versation. Not every system turn makes a topic
suggestion, and the average number of topic deci-
sions per conversation is 4.5. We randomly split
the conversations into training, development, and
test sets by 3/1/1. The data statistics are shown
in Table 1. In our experiments, we directly use the
speech recognition output of user utterances. The
vocabulary V consists of roughly 11K words that
appear at least 5 times in the training set.

3.2 Topic Decision Classifier

We use a feed-forward neural network (FFNN) to
make binary predictions (accept vs. reject) for in-
dividual topic suggestions. For each topic sugges-
tion, the FFNN takes two inputs: 1) an embedding
xt′ for the suggested topic at system turn t′, and 2)
a user embedding vector zt at user turn t. Note the
model does not have information about user turns
after the system turn t′ when making the predic-
tion, i.e., the user turn t appears before the system
turn t′.

The topic embedding xt′’s are looked up from
the embedding dictionary learned by the FFNN.

They are initialized by averaging the embeddings
of their component words using the public pre-
trained 300-dimensional word embeddings (Bo-
janowski et al., 2017).

For the user embedding vector, we explore two
settings that use different numbers of user turns as
context. In both settings, topic decisions occurring
in the first 5 user turns are not used for evaluations.
Static User Embeddings: Motivated by the find-
ings that most user characteristics can be inferred
from initial interactions (Ravichander and Black,
2018), we derive a static user embedding vector
for a conversation using the first 5 user turns and
apply it for predicting topic decisions afterwards.
Dynamic User Embeddings: Alternatively, we
build a user embedding vector for user turn t us-
ing all previous user turns. Here, a topic decision
for system turn t′ is aligned with its preceding user
turn t.

In our experiments, we compare different un-
supervised models with our proposed dynamic
speaker model. For both settings, all unsupervised
models are pre-trained on all user turns in training
conversations. They are fixed when training the
FFNN classifier. The FFNN classifier is trained
with the logistic loss using the Adam optimizer
(Kingma and Ba, 2015). The training protocol is
similar to that described in §2.4. We tune the hid-
den layer size from {64, 128} and the number of
hidden layers from {0, 1}. The model is selected
based on the loss on the development set.

In addition, we use a user-agnostic TopicPrior
baseline. It builds a probability lookup for each
topic using its acceptance rate on the training set.
We tune a universal probability threshold for all
topics based on the development set accuracy.

In all experiments, three evaluation metrics are
used: accuracy, area under the receiver operating
characteristic curve (AUC), and normalized cross-
entropy (N-CE). N-CE is computed as the relative
cross-entropy reduction of the model over the Top-
icPrior baseline.

3.3 Experiments: Static User Embeddings

As described in §3.2, we use the first 5 user turns
to derive the user embedding vector for a conver-
sation. We compare our dynamic speaker model
with three other unsupervised models.
DynamicSpeakerModel: For the proposed dy-
namic speaker model, we concatenate the speaker
state vector ht and the local speaker mode vector
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Model Acc AUC N-CE
TopicPrior 68.8 72.5 0
UtteranceLDA 68.8 73.1 12.6
UtteranceAE 68.8 73.4 12.8
TopicDecisionEncoder 68.9 73.8 13.4
DynamicSpeakerModel 69.5 74.2 13.7

Table 2: Test set results (in %) for topic decision pre-
dictions using static user embeddings.

ũt for each of the first 5 user turns. Then, we apply
the max-pooling operation over the 5 concatenated
vectors to summarize all the information. The re-
sulting vector h̃ is used as the user embedding vec-
tor.
UtteranceLDA: The latent Dirichlet allocation
(LDA) model (Blei et al., 2003) is trained with 16
latent groups by treating all user utterances in a
conversation as a document.2 The trained LDA
model builds a 16-dimensional probability vector
as the user embedding vector by loading the first 5
user turns as a single document.
UtteranceAE: The utterance auto-encoder model
is built upon the sequence auto-encoder (Dai and
Le, 2015). We replace the original encoder by a
BiLSTM that encodes the utterance at user turn t
into a summary vector st in the same way as the
first stage of the latent mode analyzer described in
§2.1. The auto-encoder is trained on all user ut-
terances in the training data, using the same train-
ing protocol described in §2.4. We set the hidden
layer size to 128. The user embedding vector is
constructed by applying the max-pooling opera-
tion over the summary vectors s1, . . . , s5 for the
first 5 user turns.
TopicDecisionEncoder: This model encodes the
topic decisions occurred in the first 5 user turns.
The user embedding vector is the concatenation of
two vectors. One is max-pooled from the topic
embeddings for accepted topics, and the other for
rejected topics, both include a dummy topic vector
as default. The topic embeddings are composed by
averaging the public pre-trained 300-dimensional
embeddings (Bojanowski et al., 2017) for words in
the topic.

Experiment results are summarized in Table 2.
The TopicPrior is a very strong predictor, with an

2To allow the LDA model to take into account bi-grams,
we replace the uni-gram tokenwi with its bi-gram (wi,wi+1)
concatenated as a single token if the bi-gram is among the top
500 frequent bi-grams.

Model Acc AUC N-CE
TopicDecisionLSTM 69.3 74.8 14.6
UtteranceAE + LSTM 69.9 75.4 15.3
DynamicSpeakerModel 72.4 79.0 20.0∗

Table 3: Test set results (in %) for topic decision pre-
dictions using dynamic user embeddings. ∗: The im-
provement of DynamicSpeakerModel over both Top-
icDecisionLSTM and UtteranceAE + LSTM is statis-
tically significant based on both t-test and McNemar’s
test (p < .001).

accuracy on par with other user embeddings. This
indicates that the popularity-based approach is a
good start for content ranking in socialbots when
there is little user information. Nevertheless, we
can still observe some improvement over the Top-
icPrior in terms of AUC and N-CE, which suggests
using information from initial interactions reduces
the uncertainty of predictions. The proposed dy-
namic speaker model performs the best among the
compared models, reducing the cross-entropy by
13.7% over the TopicPrior baseline.

3.4 Experiments: Dynamic User Embeddings
Here, we use all information accumulated before
the system turn of suggesting the topic to build the
corresponding user embedding vector. Since the
UtteranceLDA is not as effective based on static
embedding experiments, we only consider extend-
ing UtteranceAE and TopicDecisionEncoder mod-
els for comparison here.
DynamicSpeakerModel: The speaker state
tracker in our model accumulates the user infor-
mation as the conversation evolves. Thus, we
directly concatenate the speaker state vector ht
and the local speaker mode vector ũt as the user
embedding vector at user turn t. Other than us-
ing more turns, this is the same DynamicSpeaker-
Model configuration as in §3.3.
UtteranceAE+LSTM: This model uses an LSTM
to encode the summary vector sequence derived
from the same utterance auto-encoder used in
§3.3. The LSTM hidden states are treated as user
embedding vectors at individual user turns.
TopicDecisionLSTM: Similarly, an LSTM is
used to encode the topic decision sequence. At
each time step, the LSTM reads the concatenation
of the topic embedding and the one-hot vector en-
coding the topic decision. We use the same topic
embeddings as the TopicDecisionEncoder in §3.3.
Since not every user turn is associated with a topic
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decision, the time steps of this LSTM are aligned
to a sequence of non-consecutive user turns. The
LSTM hidden states are treated as user embedding
vectors at corresponding user turns.

For UtteranceAE+LSTM and TopicDecision-
LSTM, the hidden layer size of the LSTM is set to
128. While the utterance auto-encoder and topic
embeddings are pre-trained, the LSTM compo-
nents are jointly learned with the FFNN for com-
posing dynamic user embeddings.

Experiment results are shown in Table 3. The
DynamicSpeakerModel performs the best. Com-
paring to results in Table 2, all three unsupervised
models outperform their static counterparts, which
suggests the advantage of using dynamic context
for predicting user topic decisions as conversation
evolves.

Statistical significance tests of the difference in
performance of two systems were conducted un-
der both the t-test using the predicted probabilities
and McNemar’s test using the binary predictions.
Under both tests, the predictions from the Top-
icDecisionLSTM and the DynamicSpeakerModel
are highly signification (p < .001). Predictions
from UtteranceAE + LSTM and DynamicSpeak-
erModel are also significantly different based on
both tests (p < .001).

3.5 Qualitative Analysis

First, we manually inspect the predictions from the
TopicDecisionLSTM and DynamicSpeakerModel
used in §3.4 and the static baseline TopicPrior in
§3.3. Compared with TopicPrior, we find that Top-
icDecisionLSTM is able to utilize the semantic
relatedness between neighboring topics and cor-
responding user decisions. For example, “Elon
Musk” (the CEO) is likely to be rejected if “Tesla”
(the company) has been rejected earlier, though
both are popular topics with high acceptance rates.
In addition, it seems that the DynamicSpeaker-
Model is able to make use of user reactions. In
the anecdotal example illustrated in Table 4, the
user accepts the topic “Arnold Schwarzenegger”
which is correctly predicted by both TopicDeci-
sionLSTM and DynamicSpeakerModel, but only
the DynamicSpeakerModel correctly predicts the
rejection of “politics” later.

We then analyze what language features are
learned by latent modes in our dynamic speaker
model. For each mode, we extract top utterances
sorted by their association scores as computed in

Bot: Do you like the actor Arnold Schwarzenegger?
User: yeah before he got into politics
Bot: Super, would you like to know a fun fact about
Arnold Schwarzenegger?

• TopicDecisionLSTM: accept
• DynamicSpeakerModel: accept

User: why not sure
. . .
Bot: I’m running out of things to say about him. Do
you wanna hear some news about politics?

• TopicDecisionLSTM: accept
• DynamicSpeakerModel: reject

User: no

Table 4: A dialog snippet showing topic decision
predictions from TopicDecisionLSTM and DynamicS-
peakerModel. Topics are shown with underscores.

(1). Examples from the most representative modes
are provided in Appendix A. In brief, we find
two separate modes related to positive and nega-
tive reactions; other modes correspond to classes
of dialog acts, such as yes/no answers, topic re-
quests and conversation-closing. Within topic re-
quest modes, some involve short topic phrases
(e.g., “holidays”) while others use complete re-
quests (e.g. “can we talk about cats”). Along this
line, some modes are associated with relatively
terse users and others with talkative users. These
findings indicate that our model cpatures various
user characteristics that might be useful for pre-
dicting their interaction preferences.

4 Dialog Act Classification

Dialog act analysis is widely used for conversa-
tions, which identifies the illocutionary force of a
speaker’s utterance following the speech act the-
ory (Austin, 1975; Searle, 1969). In this section,
we apply the proposed dynamic speaker model to
the dialog act classification task.

4.1 Data

We use the Switchboard Dialog Act Corpus
(SwDA), which has dialog act annotations on two-
party human-human speech conversations (Juraf-
sky et al., 1997; Stolcke et al., 2000). In total,
there are 1155 open-domain conversations with
manual transcripts. Following recent work, we
use 1115 conversations for training, 19 for test-
ing, and the rest 21 for development.3 The origi-
nal fine-grained dialog act labels are mapped to 42

3The training and test split files are downloaded from
https://web.stanford.edu/˜jurafsky/ws97/.
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Figure 2: The attention-based LSTM tagging model for
dialog act classification. The figure only shows the at-
tention operation for turn t. The lower two boxes rep-
resent two speaker state trackers.

classes.4 For this set of experiments, we use the
golden segmentation and manual transcripts pro-
vided in the dataset.

Motivated by the recent success of unsupervised
models (Peters et al., 2018; Devlin et al., 2019), we
also study whether the dynamic speaker model can
benefit from training on external unlabelled data.
Thus, we use speech transcripts from 5850 conver-
sations from the Fisher English Training Speech
Part 1 Transcripts (Cieri et al., 2004), which
(like Switchboard) consists of two-party human-
to-human telephone conversations but without an-
notations for dialog acts.

4.2 Dialog Act Tagging Model
We use an attention-based LSTM tagging model
for the dialog act classification. As shown in
Fig. 2, the tagging LSTM is stacked on two
speaker state trackers. Note the two trackers share
the same parameters as well as the underlying la-
tent mode analyzer and speaker language predic-
tor. They generate speaker embeddings by track-
ing corresponding speakers separately.

Let α(t) and β(t) denote the mappings from the
global turn index t to the speaker-specific turn in-
dices for speaker A and speaker B, respectively.
The mapping returns a null value if the turn t
is not associated with the corresponding speaker.
The speaker state vectors are used as the input to
the tagging LSTM for corresponding turns, i.e.,
xt = I(hAα(t),h

B
β(t)) where I(·, ·) is a switcher that

chooses hAα(t) or hBβ(t) depending on whether α(t)

4Dialog act labels are mapped using scripts from
http://compprag.christopherpotts.net/
swda.html . Utterances labelled as “segment” are merged
with corresponding previous utterance by the same speaker.

and β(t) return a non-null value.
The tagging LSTM also maintains a dictionary

of L dialog act vectors g1, . . . ,gL. The dialog act
probabilities yt ∈ RL at turn t are computed using
the dot-product attention mechanism, i.e., yt =
f(zt, [g1, . . . ,gL]), where f(·, ·) is defined as in
(1), and zt is the hidden state vector of the LSTM.

The tagging LSTM computes hidden states as

zt+1 = gDA
(
rDA(g̃t,xt+1), zt

)

where g̃t =
∑L

l=1 yt,lgl, g
DA(·, ·) is the LSTM

function, and rDA(·, ·) is a linear function with
learnable parameters. In this way, both the history
dialog act predictions and the utterance informa-
tion are encoded in the hidden states.

The training objective of the tagging LSTM is
the sum of the cross-entropy between the dialog
act label and the probabilities yt at each turn. The
training configuration is the same as the topic de-
cision classifier described in §3.2. We tune the
size of hidden states zt and dialog act embed-
dings gl from {64, 128} with arbitrary combina-
tions, and vary the number of LSTM hidden layers
from {1, 2}. The best model is selected according
to the development set accuracy.

4.3 Experiment Results

In our experiments, we compare three settings for
using the dynamic speaker model. In the pre-train
setting, the dynamic speaker model is trained on
the SwDA data without the dialog act labels. We
then freeze the model when training the tagging
LSTM. In contrast, in the pretrain + fine-tune
setting, the dynamic speaker model is fine-tuned
together with the tagging LSTM. Finally, in the
pre-train w/Fisher + fine-tune setting, the dy-
namic speaker model is pre-trained on the com-
bination of SwDA and Fisher datasets, and then
fine-tuned together with the tagging LSTM on the
SwDA dataset. For all three settings, we use the
same vocabulary V of size 21K which combines
all tokens from the SwDA training set and those
appearing at least 5 time in the Fisher corpus.

We compare our results to best published re-
sults. In (Kalchbrenner and Blunsom, 2013), a
convolutional neural network (CNN) is used to
encode utterances. A recurrent neural network
(RNN) is then applied on top of the CNN to en-
code both utterances and speaker label informa-
tion for predicting the dialog acts. Ji et al. (2016)
propose a discourse-aware RNN LM by treating
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Model Acc (%)
(Kalchbrenner and Blunsom, 2013) 73.9
(Tran et al., 2017a) 74.2
(Tran et al., 2017b) 74.5
(Tran et al., 2017c) 75.6
(Ji et al., 2016) 77.0
pre-train 75.6
pre-train + fine-tune 77.2
pre-train w/ Fisher + fine-tune 78.6∗

Table 5: Test set accuracy for SwDA dialog act clas-
sification. ∗: The improvement of pre-train w/ Fisher
+ fine-tune is statistically significant over pre-train +
fine-tune based on McNemar’s test (p < .001).

the dialog act as a conditional variable to the LM.
Tran et al. (2017a,b,c) focus on building hierar-
chies of RNNs to model the dialog context using
previous utterances or dialog act predictions. Re-
sults from (Lee and Dernoncourt, 2016) and (Liu
et al., 2017) are not directly comparable due to dif-
ferent experiment settings.

Experiment results are summarized in Table 5.
Our pre-train setting performs on par with previ-
ous state-of-the-art supervised models except (Ji
et al., 2016). Fine-tuning significantly improves
the performance and allows the model to achieve a
similar accuracy as (Ji et al., 2016). The best result
is achieved by pre-training the dynamic speaker
model with both SwDA and Fisher datasets. The
improvement of pre-train w/ Fisher + fine-tune is
statistically significant over pre-train + fine-tune
based on McNemar’s test (p < .001). This illus-
trates the advantage of the unsupervised learning
approach for the proposed model as it can exploit
a large amount of unlabelled data.

4.4 Qualitative Analysis

We analyze the latent modes learned on SwDA us-
ing the same approach as in §3.5. Again, specific
examples are included in Appendix A. Overall,
there are several modes corresponding to coarse-
grained dialog acts, such as statements, questions,
agreement, backchannel and conversation-closing.
Many modes characterize statements, probably
due to their high relative frequency in the corpus.
Among the statement modes, there are two dis-
tinct groups, one containing multiple filled pauses,
such as uh, you know, well, and the other one with
because-clauses. The fact that coarse-grained dia-
log act information is partly encoded in the modes

may be helping with recognizing the dialog act.
In addition, we use the speaker gender infor-

mation available in the SwDA data to determine
whether the latent modes in the dynamic speaker
model pick up gender-related language variation.
Specific examples and statistics are included in
Appendix B. The Cohen-d score (Cohen, 1988) is
used to measure the strength of the difference be-
tween association score distributions of male vs.
female utterances for individual modes. Based
on the Cohen-d score, we identified two modes
that have a strong association with male speak-
ers, and two with female speakers. All have sig-
nificantly different (p < 0.001) distributions of
association scores for female vs. male speakers
using Mann-Whitney U test. In the top associ-
ated utterances for the male modes, we find utter-
ances with several filled pauses, which has been
found to be indicative of male speakers in pre-
vious work on Switchboard (Boulis and Osten-
dorf, 2005). The female modes are mostly agree-
ment, acknowledgement and backchannel, which
aligns with a popular sociolinguistic theory that fe-
males are more responsive (Coates, 1998). Based
on this, we conclude that some speaker gender
language variations are indeed captured by the
learned modes.

5 Related Work

As reviewed by Zukerman and Litman (2001),
user modeling for conversational systems has a
long history. The research can be tracked back to
the GRUNDY system (Rich, 1979) which catego-
rizes users in terms of hand-crafted sets of user
properties for book recommendation. Other sys-
tems have focused on different aspects of users,
e.g., the expertise level of the user in a specific
domain (Chin, 1986; Sleeman, 1985; Paris, 1987;
Hovy, 1987), the user’s intent and plan (Allen
and Perrault, 1980; Carberry, 1983; Litman, 1986;
Moore and Paris, 1992), and the user’s personality
(Mairesse and Walker, 2006; DeVault et al., 2014;
Fung et al., 2016; Fang et al., 2017). User model-
ing has also been employed for personalized topic
suggestion in recent Alexa Prize socialbots, using
a pre-defined mapping between personality types
and topics (Fang et al., 2017), or a conditional ran-
dom field sequence model with hand-crafted user
and context features (Ahmadvand et al., 2018).
Modeling speakers with continuous embeddings
for neural conversation models is studied in (Li
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et al., 2016), where the model directly learns a
dictionary of speaker embeddings. Our unsuper-
vised dynamic speaker model differs from previ-
ous work in that we build speaker embeddings
as a weighted combination of latent modes with
weights computed based on the utterance. Thus,
the model can construct embeddings for any new
users and dynamically update the embeddings as
the conversation evolves.

Speaker language variances have been ana-
lyzed by previous work and incorporated in NLP
models. Preoţiuc-Pietro et al. (2016) and Jo-
hannsen et al. (2015) find that speaker-level lan-
guage variance affects lexical choices and even
syntactic structure based on psycholinguistic hy-
potheses. Speaker demographics are used to im-
prove both low-level tasks such as part-of-speech
tagging (Hovy and Søgaard, 2015) and high-level
applications such as sentiment analysis (Volkova
et al., 2013) and machine translation (Mirkin et al.,
2015). Lynn et al. (2017) introduce a continu-
ous adaptation method to include user age, gender,
personality traits and language features for person-
alizing several supervised NLP models. Different
from previous work, we study the use of speaker
embeddings learned from utterances in an unsu-
pervised fashion and analyze the possible inter-
pretability of the latent modes.

6 Conclusion

In this paper, we address the problem of mod-
eling speakers from their language using an un-
supervised approach. A dynamic speaker model
is proposed to learn speaker embeddings that are
updated as the conversation evolves. The model
achieves promising results on two representative
tasks in dialogs: user topic decision prediction
in human-socialbot conversations and dialog act
classification in human-human conversations. In
particular, we demonstrate that the model can ben-
efit from unlabelled data in the dialog act classi-
fication task, where we achieve the state-of-the-
art results. Finally, we carry out analysis on the
learned latent modes on both tasks, and find cues
that suggest the model captures speaker character-
istics such as intent, speaking style, and gender.
For future work, it could be interesting to explore
guiding some latent modes with a few examples to
pick up specific user features such as personality
traits.
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A Examples for Mode Analysis

For each mode, we list top associated user utter-
ances in Table 6 and Table 7 for the user topic de-
cision corpus and SwDA corpus, respectively.

For modes learned in the user topic decision
corpus, mode 4 seems to include positive reac-
tions, while mode 2 involves slightly negative re-
actions. Modes 0 and 6 are mostly yes/no answers.
Utterances associated with mode 3 are mostly con-
versation ending. Modes 9, 14, and 10 are mostly
set topic commands, differing in style. Mode 10 is
associated with complete requests (e.g., “let’s/can
we talk about cats),” while mode 9 and Mode
14 involve short topic phrases (e.g., “holidays”).
Modes 8 and 11 capture talkative users, whereas
modes 1 and 7 capture relatively terse users.

For latent modes learned in the SwDA corpus,
there are several modes corresponding to coarse-
grained dialog acts, such as statements (modes 2,
4, 6, 16, 19), questions (modes 8, 9), agreement
(modes 12, 20), backchannel (modes 0, 28), and
conversation-closing (mode 13). Among the state-
ment modes, there are two distinct groups, one
(modes 4, 6, 16, 19) containing multiple filled
pauses, such as uh, you know, well, and the other
one (mode 2) with because-clauses. The fact that
coarse-grained dialog act information is partly en-
coded in the modes may be helping with recogniz-
ing the dialog act.

B Speaker Gender Analysis

We use the speaker gender information from the
SwDA data and analyze whether latent modes
unsupervisedly learned in the dynamic speaker
model could pick up some gender language vari-
ations. First, we gather the latent mode associa-
tion scores for each of the 32 modes for all utter-
ances as computed in (1). Then we carry out the
group mean tests for individual modes to test the
associate score distributions of male vs female ut-
terances. The Cohen-d score is used to measure
the strength of the difference (Cohen, 1988). We
also compute the p-value using the Mann-Whitney
U test. Previous work has observed larger gender
language differences when the two speakers have
the same gender (Boulis and Ostendorf, 2005).
Thus, we carry out the group mean tests on the
following three sets: 1) all conversations, 2) con-
versations involving only males or females, and 3)
conversations involving both genders. The Cohen-
d scores for overall, same-gender and cross-gender

(a) all conversations

(b) same-gender conversations

(c) cross-gender conversations

Figure 3: Cohen-d scores for gender group tests. The
x-axis is the mode index. The y-axis is the Cohen-d
score, with a larger magnitude suggesting a large effect
size, and a positive value for a more female-like mode.
The red dash lines indicate the ±0.20 threshold.

conversations are shown in Fig. 3. For each set,
we identify the most female-like mode (with the
most positive Cohen-d score) and the most male-
like mode (with the most negative Cohen-d score).
For female-like modes, modes 15 and 17 are iden-
tified in this way, whereas modes 4 and 19 are
identified for male-like modes. By examining rep-
resentative patterns in modes 15 and 17, they are
mostly backchannel, acknowledgement, or agree-
ment. For modes 4 and 19, filled pauses are preva-
lent.

2783



Mode-0
• no no no no no no go back to my alexa . . .
• no no no no let’s stop talking now goodbye . . .
• no let’s chat let’s chat about donald trump . . .

Mode-1
• gotcha
• hiya
• possibly

Mode-2
• serious
• are you serious
• that is a paradox

Mode-3
• alexa resume pandora
• alexa connect bluetooth
• no bye bye alexa

Mode-4
• that is fascinating
• whoa
• that that’s cool

Mode-5
• i did not that’s not surprising
• i did not i did not knew that
• unfortunately

Mode-6
• somewhat
• yes yes yes yes yes
• yes i did it was on the news

Mode-7
• mhm
• ok
• fascinating

Mode-8

• yes it was very much was i saw it i i was there i choose to the dark side did you choose that
via uh right . . .
• the online selanne jungle the mighty jungle the line the jungle in the jungle the mighty jungle
the mighty jungle . . .
• no if your life was narrated by someone and the choice was either
• i was curious if you ’d rather have your life narrated by regis philbin or by morgan freeman
• did you know the answer rogers because like a better go bike and probably i just do n’t know
it was just a long time ago
• i thought bill murray was very very funny

Mode-9
• meow
• award shows
• celebrity

Mode-10
• no let’s talk about butterflies
• no let’s talk about snakes
• can we talk about kardashians

Mode-11

• is king kong real or is he bake but is he awesome or . . .
• that is so true the concept of pencils are really stupid and should i even exist imagine if we
have pencil do we wanna be able to write on paper so that makes you stupid
• is this randomly talking to this is the dawning alligators okay so did we get bored i don’t know
you somehow or . . .

Mode-12

• do you know alexa how do you how do you know all the stuff you’re an a. i.
• what what alexa what how do you talk about
• alexa do you know alexa do you know a joke today
• alexa do you tell me what you know about the new vision nuclear plant

Mode-13
• ten million
• thirty percent
• what’s p. r.

Mode-14
• dog
• dogs
• tv

Mode-15 • now
• not now

Table 6: User utterances in socialbot conversations that have top association scores for individual latent modes.
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Statements

Mode-2

• cause i know there ’s one not too far from from me here in dallas
• because they really had no idea NONVERBAL what was involved once i got home
• because like i said i worked with a lot of those
• because he left home at five thirty in the morning
• and then she would like to turn in half of the parents that drop their kids off because
of the condition the kids are in you know

Mode-4

• uh some more in interest type topics in in other countries
• uh the uh the credit union has got a deal now where you decide what you want
• well it would be lower middle class housing here
• uh the only other thing i have noticed though is that uh it seems that there ’s been a
lot of or more empha emphasis at least in what we ’ve been dealing with

Mode-6

• and i know that uh you know it can be freezing cold in the wintertime and hot and uh
sticky in the summertime
• it ’s uh it ’s uh it ’s uh plywood uh face i guess
• but i NONVERBAL i i i think you know the biggest causes even then a lot of times
are uh uh like when i was up in boston just all the cars you know just all over the place
• and so i i it ’s i think i to me i think uh something that ’s going to help our medical
uh arena is for um
• you know it ’s like it ’s like a luxury car except that it ’s the dodge aries NONVER-
BAL you know

Mode-16

• but uh this last ski trip they took uh she had in contracted chicken pox first
• but uh we lived in malaysia for t i in nineteen uh eighty one two three and four
• well my uh my sister lives in houston
• i i was only twenty five years old or something
• it ’s uh uh c n n has been a welcome addition to NONVERBAL the t v scene here in
the last uh number of years

Mode-19

• uh i traded off an eighty two oldsmobile for the eighty nine mazda
• because i mean after i figured out i was getting eighty cents an hour i said bag it
• uh we have a a mazda nine twenty nine and a ford crown victoria and a little two
seater c r x.
• and uh you know i i was amazed cause i ’d pick up a local paper and i ’d read about
all of these you know really interesting things going on
• well a friend of mine at work here said that he tried it with his dog

Backchannel

Mode-0 • yes
• yes NONVERBAL

Mode-15
• see
• probably
• like

Mode-17 • uh
• um

Mode-18
• oh oh yeah
• oh well
• oh okay

Mode-28
• uh huh NONVERBAL
• uh huh NONVERBAL NONVERBAL
• uh huh ery faint

Agreement

Mode-12 • exactly

Mode-20

• yep ause
• definitely
• absolutely
• i agree

Quesetion

Mode-8

• are you and your roommate a similar size
• did you do the diagnosis or was it just an assumption that that ’s probably the part
that failed
• or do you have powered you know a
• NONVERBAL what kind of a car do you have now
• did they know that all along

Mode-9

• so what do you think about uh what do you think about what you see on t v about
them like in the news or on the ads
• what do you think about what do you think about the the lower grades you know k
through seven
• so uh what do you think about our involvement in the middle east
• you are talking about p o w s or missing in actions

Conversation-closing Mode-13
• bye
• bye bye
• appreciation talking to you

Table 7: Utterances for each mode in SwDA dataset.
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Abstract

Spoken language translation applications for
speech suffer due to conversational speech
phenomena, particularly the presence of dis-
fluencies. With the rise of end-to-end speech
translation models, processing steps such as
disfluency removal that were previously an in-
termediate step between speech recognition
and machine translation need to be incorpo-
rated into model architectures. We use a
sequence-to-sequence model to translate from
noisy, disfluent speech to fluent text with dis-
fluencies removed using the recently collected
‘copy-edited’ references for the Fisher Spanish-
English dataset. We are able to directly gener-
ate fluent translations and introduce consider-
ations about how to evaluate success on this
task. This work provides a baseline for a new
task, the translation of conversational speech
with joint removal of disfluencies.

1 Introduction & Related Work

Spoken language translation (SLT) applications
suffer due to conversational speech phenomena,
particularly the presence of disfluencies. In con-
versational speech, speakers often use disfluencies
such as filler words, repetitions, false starts, and
corrections which do not naturally occur in text and
may not be desired in translation outputs. Disflu-
ency recognition and removal has previously been
performed as an intermediate step between speech
recognition (ASR) and machine translation (MT),
to make disfluent ASR output better-matched to
typically clean machine translation training data
(Cho et al., 2013, 2014; Wang et al., 2010; Honal
and Schultz, 2005; Zayats et al., 2016). With the
rise of end-to-end sequence-to-sequence speech
translation systems (Weiss et al., 2017; Bansal et al.,
2018), disfluency removal can no longer be handled
as an intermediate step between ASR and MT but
needs to be incorporated into the model or handled
as a post-processing step.

Generating fluent translations from disfluent
speech may be desired for simultaneous SLT appli-
cations where removing disfluencies will improve
the application’s clarity and usability. To train end-
to-end speech translation requires parallel speech
and text translations. This introduces data con-
siderations not previously relevant with chained
ASR+MT models, as different datasets could be
used to train ASR and MT components. Where
aligned speech and translations exist, data is typi-
cally clean speech�clean text, as in news or TED
talks, or disfluent speech�disfluent translations, as
in Fisher or meeting data, where disfluencies were
faithfully included in the references for complete-
ness. While some corpora with labeled disfluen-
cies exist (Cho et al., 2014; Burger et al., 2002),
only subsets have been translated and/or released.
Salesky et al. (2018) introduced a set of fluent refer-
ences1 for Fisher Spanish-English, enabling a new
task: end-to-end training and evaluation against
fluent references.

Previous work on disfluency removal has treated
it as a sequence labeling task using word or span-
level labels. However, in some cases, simply re-
moving disfluencies from an utterance can create
ill-formed output. Further, corpora can have dif-
ferent translation and annotation schemes: for ex-
ample for Fisher Spanish-English, translated using
Mechanical Turk, Salesky et al. (2018) found 268
unique filler words due to spelling and casing. Dis-
fluencies can also be context-specific, such as false
starts or corrections where a phrase may be ‘disflu-
ent’ due to its surroundings. To remove disfluencies
as a post-processing step would require a separate
model trained with appropriate data and disfluency
labels, and may lead to ill-formed output. By trans-
lating directly to fluent target data instead, we aim
to handle these concerns implicitly. We present
the first results translating directly from disfluent
source speech to fluent target text.
1Data available at: https://github.com/isl-mt/fluent-fisher
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2 Data

For our experiments, we use Fisher Spanish speech
(Graff et al.) and with two sets of English transla-
tions (Salesky et al., 2018; Post et al., 2013). The
speech dataset comprises telephone conversations
between mostly native Spanish speakers recorded
in realistic noise conditions. The original English
translations were collected through crowdsourcing,
as described in Post et al. (2013). Four references
were collected for each of the development and test
sets, and one for training. The training data con-
sists of 819 conversations yielding ∼160 hours of
speech and 150k utterances; the development and
test sets are ∼4k utterances each. We use only the
first of the two development sets (dev, not dev2).

This data is conversational and disfluent. The
original translations faithfully maintain and trans-
late phenomena in the Spanish transcripts such as
filler words and hesitations, discourse markers (you
know, well, mm), repetitions, corrections and false
starts, among others. Salesky et al. (2018) intro-
duced a new set of fluent reference translations
collected on Mechanical Turk. They collected two
references for each of the development and test
sets, and one for the training set. Rather than la-
beling the disfluencies in the original target data,
Turkers were asked to rewrite the utterance in a
‘copy-edited’ manner without disfluent phenom-
ena. In some cases, simply removing disfluencies
would created ill-formed structure in the resulting
utterance. This scheme instead creates a sentence-
level edit allowing for reordering and insertions as
necessary to create fluent content, akin instead to
monolingual translation or paraphrasing. Examples
of source transcripts and original translations with
the fluent counterparts are shown below in Table 1.

SRC eh, eh, eh, um, yo pienso que es ası́
ORG uh, uh, uh, um, i think it’s like that
FLT i think it’s like that
SRC también tengo um eh estoy tomando una clase ..
ORG i also have um eh i’m taking a marketing class ..
FLT i’m also taking a marketing class
SRC porque qué va, mja ya te acuerda que ..
ORG because what is, mhm do you recall now that ..
FLT do you recall now that ..
SRC y entonces am es entonces la universidad donde

yo estoy es university of pennsylvania
ORG and so am and so the university where i am it’s

the university of pennsylvania
FLT i am at the university of pennsylvania

Table 1: Disfluency examples in Spanish source (SRC),
original (ORG) and fluent (FLT) English translations

3 Speech-to-Text Model

Initial work on the Fisher-Spanish dataset used
HMM-GMM ASR models linked with phrase-
based MT using lattices (Post et al., 2013; Kumar
et al., 2014). More recently, it was shown in Weiss
et al. (2017) and Bansal et al. (2018) that end-to-
end SLT models perform competitively on this task.
As in Bansal et al. (2018), we use a sequence-to-
sequence architecture inspired by Weiss et al. but
modified to train within available resources; specif-
ically, all models may be trained in less than 5
days on one GPU. We build an encoder-decoder
model with attention in xnmt (Neubig et al., 2018)
with 512 hidden units throughout. We use a 3-
layer BiLSTM encoder. We do not use the addi-
tional convolutional layers from Weiss et al. and
Bansal et al. to reduce temporal resolution, but
rather use network-in-network (NiN) projections
from previous work in sequence-to-sequence ASR
(Zhang et al., 2017; Sperber et al., 2018) to get the
same total 4× downsampling in time. This gives
the benefit of added depth with fewer parameters.
We closely follow the LSTM/NiN encoder used in
Sperber et al. (2018) for ASR and use the same
training procedure, detailed in Appendix A.

We extract 40-dimensional mel filterbank fea-
tures with per-speaker mean and variance normal-
ization with Kaldi (Povey et al., 2011). We did not
see significant difference between 40, 40+deltas
and 80-dimensional features in initial experiments,
similar to Bansal et al. (2018), who chose 80-dim.
Weiss et al. (2017) used 240-dim features com-
prising 80-dim filterbanks stacked with deltas and
delta-deltas. We exclude utterances longer than
1500 frames to manage memory requirements.

Like Weiss et al. (2017), we translate to target
characters as opposed to words (Bansal et al., 2018).
We also use an MLP-based attention with 1 hidden
layer with 128 units and 64-dimensional target em-
beddings, though we use only 1 decoder hidden
layer as opposed to 3 or 4 in these works. We
use input feeding (Luong et al., 2015). All models
use the same preprocessing as previous work on
this dataset: lowercasing and removing punctuation
aside from apostrophes.

4 Experiments

4.1 Experimental Setup

We focus on the problem of translating directly
from noisy speech to clean references without a
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separate disfluency removal step. We first demon-
strate the efficacy of our models on the original
disfluent Fisher Spanish-English task, comparing
to the previously reported numbers on the SLT task
(Weiss et al., 2017; Bansal et al., 2018). We then
compare these results with models trained using
the collected ‘clean’ target data with disfluencies
removed. Finally, we look at the mismatched case
where we train on disfluent data and evaluate on
a cleaned test set; this is a more realistic scenario,
as clean training data is difficult to collect, and we
cannot expect to have it for each language and use
case we encounter.

We evaluate using both BLEU (Papineni et al.,
2002) and METEOR (Denkowski and Lavie, 2014)
to compare different aspects of model behavior on
our two tasks.2 BLEU assesses how well predicted
translations match a set of reference translations
using modified n-gram precision, weighted by a
brevity penalty in place of recall to penalize short
hypothesis translations without full coverage. The
brevity penalty is computed as e(1−r/c), where r
is the length of the reference and c the candidate
translation. For our task of implicitly removing
disfluencies during translation, our generated trans-
lations should contain much of the same content but
with certain tokens removed, creating shorter trans-
lations. When scoring fluent output against the orig-
inal disfluent references, then, differences in BLEU
score will come from two sources: shorter n-gram
matches, and the brevity penalty. METEOR, on the
other hand, can be considered a more ‘semantic’
evaluation metric. It uses a harmonic mean of preci-
sion and recall, with greater weight given to recall.
Further, while BLEU uses exact n-gram matches,
METEOR also takes into account stem, synonym,
and paraphrase matches. For our fluent task, we
aim to maintain semantic meaning while removing
disfluent tokens. Accordingly, when scored against
the fluent target references, we hope to see similar
METEOR scores between the disfluent models and
fluent models. Both metrics are used for a holistic
view of the problem: METEOR will indicate if
meaning is maintained, but not assess disfluency re-
moval, while BLEU changes will indicate whether
disfluencies have been removed.

We provide both multi-reference and single-
reference BLEU and METEOR scores: the original

2BLEU scores are 4-gram word-level BLEU computed us-
ing multi-bleu.pl from the Moses toolkit (Koehn
et al., 2007). METEOR is computed using the script from
http://www.cs.cmu.edu/˜alavie/METEOR/

Fisher target data has four reference translations
for the dev and test sets, which boosts scores con-
siderably as hypothesis n-grams can match in any
of the references. The fluent target data has two ref-
erences, so the single reference scores better enable
comparison between the two tasks.

4.2 Results & Discussion

Table 2 shows our results on the original disfluent
data with comparisons to Weiss et al. (2017) and
Bansal et al. (2018). All results are single task end-
to-end speech translation models. Weiss et al.’s
deeper model reaches a BLEU score of 47.3 on
test after 2.5 weeks of training. Our model is
more similar in depth to Bansal et al. (2018), hav-
ing both made modifications to train on one GPU
in< 5 days (see Section 3). While Bansal et al. use
words on the target side to improve convergence
time at a slight performance cost, we are able to
use characters like Weiss et al. by having a still
shallower architecture (2 fewer layers on both the
encoder and decoder), giving us approximately the
same training time per epoch they observe with
words (∼2 hours). We converge to a test BLEU of
33.7, 3-4 BLEU improved over Bansal et al. on dev
and test. This demonstrates our model has reason-
able performance on the original data, providing a
strong baseline before turning to our targeted task
of directly generating fluent translations.

Weiss et al. Bansal et al. Ours
Metric dev test dev test dev test

BLEU 4Ref 46.5 47.3 29.5 29.4 32.4 33.7
BLEU 1Ref – – – – 19.0 19.6

METEOR 4Ref 36.5 – 28.2 – 30.0 30.9
METEOR 1Ref – – – – 25.1 26.1

Table 2: Single task end-to-end speech translation us-
ing original disfluent references to train and evaluate.
Comparing multi-reference scores using all four refer-
ences (4Ref) vs average single reference score (1Ref).

Table 3 compares performance of speech trans-
lation models trained with the fluent target trans-
lations to models trained with the original disflu-
ent translations, as scored on the fluent references.
Comparing the disfluent and fluent models, we see
that METEOR scores are almost the same while
BLEU scores are lower with the disfluent model.
This is as we would hope: with our fluent model,
we want to generate translations that are seman-
tically the same but with disfluencies removed.
Therefore similar METEOR scores with similar

2788



recall (52) on the fluent references are encouraging.
For BLEU, however, the disfluencies generated by
the disfluent model break up n-grams in the fluent
references, thereby lowering scores.

dev test
Model Metric 1Ref 2Ref 1Ref 2Ref
Disfluent BLEU 13.0 16.2 13.5 17.0
Fluent BLEU 14.6 18.1 14.6 18.1
Disfluent METEOR 22.2 23.9 23.1 24.8
Fluent METEOR 22.3 24.0 23.1 24.9

Table 3: End-to-end model performance evaluated with
new fluent references. Comparing average single ref-
erence scores (1Ref) vs multi-reference scores using
both generated references (2Ref).

Comparing single-reference scores with Table
2, we see that they are distinctly lower. This is to
be expected with the shorter fluent references; a
difference of a single token carries greater weight.
Translating directly to the fluent references is a
more challenging task. As shown in Table 1, the
original English translations and Spanish speech
are very one-to-one while the edited translations
introduce deletions and reorderings. In learning
to generate fluent translations, the model needs to
learn to handle these more inconsistent behaviors.

Figure 1 shows a visual comparison between
outputs generated by the two models. Using the
fluent target data to train constrains the model out-
put vocabulary, so filler words such as ‘um’, ‘ah’,

‘mhm’ are not generated. We also see significant
reductions in repetitions of both words and phrases
from the model trained with fluent reference trans-
lations. Further, we also see instances where the
fluent model generates a shorter paraphrase of a
disfluent phrase, as in the 2nd example.

Figure 1: Comparison of example outputs generated
by disfluent and fluent models, created with CharCut
(Lardilleux and Lepage, 2017).

Disfluency removal for speech translation has
traditionally been done as an intermediate step
between ASR and MT to better-match additional
clean corpora used for MT training; we do not

compare to a pipeline approach here. However, to
contextualize these results, we compare disfluency
removal as a post-processing step after end-to-end
speech translation with the original disfluent par-

dev test
Model 1Ref 2Ref 1Ref 2Ref
Postproc. Filter 13.6 16.5 13.5 16.8
Postproc. MonoMT 14.4 17.8 14.4 18.0

Table 4: End-to-end disfluent model with different post-
processing steps. Performance evaluated with new flu-
ent references.

allel data. Simply filtering filler words and rep-
etitions from the disfluent model (Filter) outputs
as a post-processing step, the dev scores improve
slightly, but test stays the same or decreases. In
some cases, treating disfluency removal as a filter-
ing task can reduce the fluency of an utterance:

Disfluent mm well and from and the email is a
scandal the spam.

Fluent the email is a scandal it’s spam.

A filtering or tagging system may not capture all
false starts or corrections, leading to lower flu-
ency, and requires labeled spans. Treating the
post-processing step as a monolingual translation
task (MonoMT) rather than a filtering task allows
for reordering and insertions, which we saw boost
fluency. We trained a 4-layer BiLSTM encoder-
decoder model to translate between the disfluent
and fluent English references and applied this to the
output of the end-to-end disfluent model. BLEU
scores approach the results with the end-to-end
fluent target model (Table 3), but we note, this re-
quires the same resources as the direct task.

Showing the importance of fluent references for
evaluation, Table 5 shows the performance of flu-
ent models as evaluated on the original disfluent
references. Disfluent target scores are the same as
in Table 2, and have been copied for easy compar-

dev test
Model Metric 1Ref 4Ref 1Ref 4Ref
Fluent BLEU 16.6 29.8 17.0 30.4
Disfluent BLEU 19.0 32.4 19.6 33.7
Fluent METEOR 21.8 25.9 22.7 27.0
Disfluent METEOR 25.1 30.0 26.1 30.9

Table 5: Performance evaluated with original disflu-
ent references. Comparing average single reference
scores (1Ref) vs multi-reference scores using all refer-
ences (4Ref).
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ison. As we would expect, here there is a greater
difference in scores. The fluent references have
fewer long n-gram matches with disfluencies re-
moved, lowering BLEU. The fluent model’s ME-
TEOR scores suffer more than BLEU due to the
recall calculation; recall on the disfluent references
is lower because the fluent model does not produce
many of the disfluencies (indeed filler words are
not in the vocabulary when trained with the fluent
references). Recall is reduced by ∼14% with the
fluent model, reflecting the approximate distribu-
tion of disfluencies in the original data.

The differences in scores with these two metrics
do not show the full picture. Outputs generated
by the fluent model are on average 13% shorter
and contain 1.5 fewer tokens per utterance than
the disfluent model, which is significant with av-
erage utterance lengths of 10-11 tokens. When
scoring the fluent output against the original dis-
fluent references, the shorter length significantly
contributes to the lower scores, with the BLEU
brevity penalty calculated as 0.86 as opposed to
0.96-1.0 for all other conditions. Removing the
length penalty from the BLEU score calculation,
single-reference scores are boosted to 19.3 and 19.8
from 16.6 and 17.0 for dev and test, respectively
(Table 5). This is a somewhat fairer comparison of
the disfluent and fluent models, as we do not want
the fluent output to match the disfluent sequence
length, and the disfluent models are not penalized
due to length. These BLEU scores are now very
similar to those of the disfluent model on the disflu-
ent references, though the outputs are very different
(Figure 1). The changes here and the difference in
trends between the two metrics with respect to the
two types of references show that evaluating this
task cannot be simply accomplished with one exist-
ing metric: depending on the combination of metric
and references, it’s possible to mask the difference
between disfluent and fluent systems, unless you
have word-level disfluency annotations, which are
more difficult to obtain.

5 Conclusion

Machine translation applications for speech can
suffer due to conversational speech phenomena,
particularly the presence of disfluencies. Previous
work to remove disfluencies in speech translation
did so as a separate step between speech recogni-
tion and machine translation, which is not possible
using end-to-end models. Using clean references

for disfluent data collected by Salesky et al. (2018),
we extend their text baseline to speech input and
provide first results for direct generation of fluent
text from noisy disfluent speech.

While fluent training data enables research on
this task with end-to-end models, it is unlikely to
have this resource for every corpus and domain and
it is expensive to collect. In future work, we hope to
reduce the dependence on fluent target data during
training through decoder pretraining on external
non-conversational corpora or multitask learning.
Further, standard metrics alone do not tell the full
story for this task; additional work on evaluation
metrics may better demonstrate the differences be-
tween such systems.
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A Appendix. LSTM/NiN Encoder and
Training Procedure Details

A.1 Encoder Downsampling Procedure
Weiss et al. (2017) and Bansal et al. (2018) use two
strided convolutional layers atop three bidirectional
long short-term memory (LSTM) (Hochreiter and
Schmidhuber, 1997) layers to downsample input
sequences in time by a total factor of 4. Weiss
et al. (2017) additionally downsample feature di-
mensionality by a factor of 3 using a ConvLSTM
layer between their convolutional and LSTM layers.
This is in contrast to the pyramidal encoder (Chan
et al., 2016) from sequence-to-sequence speech
recognition, where pairs of consecutive layer out-
puts are concatenated before being fed to the next
layer to halve the number of states between layers.

To downsample in time we instead use the
LSTM/NiN model used in Sperber et al. (2018)
and Zhang et al. (2017), which stacks blocks con-
sisting of an LSTM, a network-in-network (NiN)
projection, layer batch normalization and then a
ReLU non-linearity. NiN denotes a simple linear
projection applied at every timestep, performing
downsampling by a factor of 2 by concatenating
pairs of adjacent projection inputs. The LSTM/NiN
blocks are extended by a final LSTM layer for a
total of three BiLSTM layers with the same to-
tal downsampling of 4 as Weiss et al. (2017) and
Bansal et al. (2018). These blocks give us the ben-
efit of added depth with fewer parameters.

A.2 Training Procedure
We follow the training procedure from Sperber
et al. (2018). The model uses variational recur-
rent dropout with probability 0.2 and target charac-
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ter dropout with probability 0.1 (Gal and Ghahra-
mani, 2016). We apply label smoothing (Szegedy
et al., 2016) and fix the target embedding norm to 1
(Nguyen and Chiang, 2018). For inference, we use
a beam size of 15 and length normalization with
exponent 1.5. We set the batch size dynamically de-
pending on the input sequence length such that the
average batch size was 36. We use Adam (Kingma
and Ba, 2015) with initial learning rate of 0.0003,
and decay by 0.5 when validation BLEU did not
improve first over 10 epochs and after 5 epochs af-
ter the first decay. We do not use L2 weight decay
or Gaussian noise, and use a single model replica.
All models use the same preprocessing as previous
work on this dataset: lowercasing and removing
punctuation aside from apostrophes.
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Abstract

Recently, relation classification has gained
much success by exploiting deep neural net-
works. In this paper, we propose a new
model effectively combining Segment-level
Attention-based Convolutional Neural Net-
works (SACNNs) and Dependency-based Re-
current Neural Networks (DepRNNs). While
SACNNs allow the model to selectively focus
on the important information segment from the
raw sequence, DepRNNs help to handle the
long-distance relations from the shortest de-
pendency path of the related entities. Exper-
iments on the SemEval-2010 Task 8 dataset
show that our model is comparable to the state-
of-the-art without using any external lexical
features.

1 Introduction

Relation classification (RC) is a fundamental task
in Natural Language Processing (NLP) that aims
to identify semantic relations between pairs of
marked entities in given sentences (instances). It
has attracted much research effort as it plays a vital
role in many NLP applications such as Informa-
tion Extraction and Question Answering (Nguyen
and Grishman, 2015). Traditional approaches
(Kambhatla, 2004; Zhang et al., 2006) usually rely
heavily on hand-crafted features and lexical re-
sources, or elaborately designed kernels, which
are time-consuming and challenging to adapt to
novel domains. Recently, neural network (NN)
models have dominated the work on RC since they
can effectively learn meaningful hidden features
without human intervention.

However, most previous NN models only ex-
ploit one of the following structures to represent
relation instances: raw word sequences (Zhou
et al., 2016; Wang et al., 2016) and dependency
trees (Wen, 2017; Le et al., 2018). While raw se-
quences can provide all the information of rela-

tion instances, they also add noise to the models
from redundant information. While dependency
tree structures help the models focus on the con-
cise information captured by the shortest depen-
dency path (SDP) between two entities, they lose
some supplementary context in the raw sequence.
It is clear that the raw sequence and SDP highly
complement each other. We, therefore, combine
them to be more effective in determining the rela-
tion without losing any information.

While CNNs are able to learn short patterns
(local features) (LeCun et al., 1995), RNNs have
been effective in learning word sequence informa-
tion (long-distance features) (Chung et al., 2014).
In this paper, we present a new model combining
both CNNs and RNNs, exploiting the information
from both the raw sequence and the SDP.

Our contributions are summarized as follows:
(a) We combine Entity Tag Feature (ETF) (Qin

et al., 2016) and Tree-based Position Feature
(TPF) (Yang et al., 2016) to improve the seman-
tic information between the marked entities in the
raw input sentences.

(b) We propose Segment-Level Attention-based
Convolutional Neural Networks (SACNNs) which
automatically pay special attention to the impor-
tant text segments from the raw sentence for RC.

(c) We build Dependency-based Recurrent Neu-
ral Networks (DepRNNs) on the SDP to gain long-
distance features. Then, we combine the SACNN
and the DepRNN to preserve the full relational
information. Our proposed model achieves new
state-of-the-art results on SemEval-2010 Task 8,
compared with other complex models.

2 Related Work

RC plays a significant role in many NLP applica-
tions. Recent work usually present the task from a
supervised perspective.
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Traditional supervised approaches can be di-
vided into feature-based methods and kernel meth-
ods. Feature-based methods focus on extract-
ing and combining relevant features. Rink and
Harabagiu (2010) leveraged useful features to
achieve the best performance on SemEval-2010
Task 8. Meanwhile, kernel methods measure the
structural similarity between two data samples,
based on carefully designed kernels. Wang (2008)
combined convolutional kernel and syntactic fea-
tures to gain benefits for relation extraction.

Nowadays, deep neural networks are widely uti-
lized in RC. Zeng et al. (2014) exploited a CNN
to extract lexical and sentence features. Qin et al.
(2016) used ETF to specify target entities in in-
put sentences and fed them to a CNN. Vu et al.
(2016) combined CNN and RNN to improve per-
formance. Some recent work leveraged SDP for
RC. Yang et al. (2016) proposed a position encod-
ing CNN based on dependency parse trees, while
Wen (2017) presented a model that learns repre-
sentations from SDP, using both CNN and RNN.

3 Our Method

Given a sentence S with an annotated pair of enti-
ties (e1, e2), we aim to identify the semantic rela-
tion between them. Since the set of target relations
is pre-defined, RC can be treated as a multi-class
classification problem. In this section, we describe
our model in detail for resolving this problem.

3.1 Input Representation

In Figure 1, Entity Tag Feature (ETF) is firstly
used to annotate two entities in each raw sentence.
Then, each word is represented by the concate-
nation of two parts: Word Embedding (WE) and
Tree-based Position Features (TPFs). The repre-
sentation sequence is then fed to the SACNN.

Entity Information. As the pairs of entities
(e1, e2) are previously known, it is important to
provide their information to the NNs. Following
the work of Qin et al. (2016), we also use ETF
which involves adding four tokens: 〈e1S〉, 〈e1E〉,
〈e2S〉 and 〈e2E〉 to each input sentence.

Word Embedding. Distributed representations
of words in a vector space have helped learning
algorithms to achieve better performance in NLP
tasks (Mikolov et al., 2013). Following most pre-
vious work, we also use pre-trained word embed-
dings to initialize input word tokens in our model.

Tree-based Position Features. Yang et al.

(2016) proposed TPFs for encoding relative dis-
tances of the current word to marked entities in
dependency trees. The relative distance refers to
the length of the SDP between the current word
and the target entity. Then, each integer num-
ber is represented by a randomly initialized vector.
Since TPFs help the neural network focus on cru-
cial words and phrases in a sentence (Yang et al.,
2016), we therefore utilize TPFs in our model. In
Figure 1, TPF1 and TPF2 are relative distance fea-
tures of each word to e1 and e2, respectively. For
the four tokens: 〈e1S〉, 〈e1E〉, 〈e2S〉 and 〈e2E〉,
which do not belong to the dependency tree, we
simply pad zero vectors for their TPFs.

SDP. For the input of the DepRNN, we merely
use the SDP between two marked entities from
the original sentence as in Figure 1. Each nor-
mal word in the SDP is represented by a vector
from pre-trained word embeddings. Meanwhile,
following Le et al. (2018), we also consider de-
pendency relations between words in the SDP and
represent each dependency relation di as a vector
Di that is the concatenation of two vectors as fol-
lows:

Di = Dtypi ⊕Ddiri,
where Dtyp is the undirected dependency vector
(i.e., nmod), and Ddir is the orientation of the de-
pendency vector (i.e., left-to-right or vice versa).
Both Dtyp and Ddir are initialized randomly.

3.2 Framework
The architecture of our model is illustrated in Fig-
ure 1. The example sentence with two entities e1
(play) and e2 (religion) is labeled by the direc-
tional relation “Message-Topic(e1;e2)”. While the
raw sequence is passed to the SACNN, the SDP
between e1 and e2 is used in the DepRNN.

Segment Attention-based CNN. In the
SACNN, each raw sentence is divided into three
segments according to two entities: the left seg-
ment, the middle segment, and the right segment.
The repetitions of e1 and e2 in these segments
help the semantic meaning of each segment to
be more clear. Intuitively, the middle segment
is often more important to reflect the semantic
relation. Qin et al. (2016) only used the middle
segment with a CNN for RC, while Vu et al.
(2016) proposed an extended middle context to
pay special attention to the middle part.

Although the middle segment is more signifi-
cant than two remaining segments in many cases,
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Figure 1: Our model for relation classification.

it is not always true for all. For example, in
the sentence “All other 〈e1S〉 blood 〈e1E〉 〈e2S〉
products 〈e2E〉 are derived from whole blood.”
with the relation label “Entity-Origin(e2;e1)”, the
right segment is more important to reflect the re-
lation type. Besides, the left and right segments
might also provide the necessary information to
RC. We therefore proceed three segments inde-
pendently through three separate CNNs, which al-
low the model to automatically identify segments
containing important information. Each CNN
includes one convolutional layer and one max-
pooling layer.

Let M be a matrix consisting of output vectors
of three CNNs: M = [m1, m2, m3], where mi

is the output of CNNi. The final representation
r1 of the raw sentence generated by SACNN is
formed by a weighted sum of output vectors inM :

zi = tanh(mi),

αi =
exp(wT zi + b)∑3
i=1 exp(w

T zi + b)
,

r1 =

3∑

i=1

αimi,

where w is a weight vector, wT is its transforma-
tion, and b is a bias parameter.

Dependency-based RNN. While SACNN can
learn local features, it cannot handle long-distance
dependency between two entities. This disadvan-
tage causes difficulty in correctly assigning sub-
ject and object roles of two entities when capturing

the directional relation. Meanwhile, RNN could
tackle the problem of long-distance pattern learn-
ing (Zhang and Wang, 2015). Besides, the SDP
naturally offers the relative positions of subjects
and objects through the path directions (Xu et al.,
2015). We, therefore, exploit SDP based on RNN
to gain the information in the directional relation.

An shown in Figure 1, we use Bidirectional
Long Short-Term Memory (BLSTM) on the SDP
between two entities. Due to its ability to cap-
ture long term memory, the BLSTM accumulates
increasingly richer information as it goes through
the SDP from both two forward and backward di-
rections (Palangi et al., 2016). When it reaches the
last two words, the last two hidden states are ex-
pected to provide the full semantic meaning of the
whole SDP. Additionally, since the length of the
SDP is often not so long, we concatenate two out-
put vectors of the last two hidden states as the final
representation r2 of the SDP by DepRNN.

Combination of SACNN and DepRNN. Fi-
nally, we combine both SACNN and DepRNN
models to exploit fully their own distinct advan-
tages. While SACNN can focus on important seg-
ments and gain local features, DepRNN helps to
handle long-distance dependency between two en-
tities based on the SDP as well as provide subject
and object roles of two entities for the directional
relation. Therefore, the final representation r of
the relation instance is concatenated by two output
vectors (r1 , r2) of SACNN and DepRNN, which
is then fed to a softmax classifier.

4 Experiments

4.1 Datasets and Settings

We evaluate our model on the SemEval2010 Task
8 which contains 8, 000 training sentences and
2, 717 test sentences, with 19 relations (9 directed
relations and an undirected Other class). There-
fore, the relation classification task is treated as a
multi-class classification problem. Following pre-
vious work, the official macro-averaged F1-score,
which excludes the Other relation, is used for eval-
uation.

We randomly held out 10% of the training set
for validation. The Stanford Parser is also used to
convert sentences to dependency trees.

For word embeddings, we use the 300-
dimensional embeddings of Komninos and Man-
andhar (2016). In this work, we do not focus on
comparing the effectiveness of the different pre-
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SACNN F1
WE, ETF 83.9
WE, TPF 84.5
WE, ETF, TPF 85.1

Table 1: Comparison of different features in SACNN.
WE, ETF, and TPF stand for Word Embedding, Entity
Tag Feature, and Tree-based Position Feature.

Model Input F1
CNN Original Sentence 83.5
CNN Middle Segment 84.1

SACNN Three Segments 85.1

Table 2: Effectiveness of the segment-level attention.

trained embedding sets. The above pre-trained
embedding set is selected since it embeds depen-
dency context to provide valuable syntactic in-
formation. Four tokens: 〈e1S〉, 〈e1E〉, 〈e2S〉,
〈e2E〉 and out-of-vocabulary words are initialized
by sampling from a uniform distribution (Kim,
2014). TPF is 15-dimensional and initialized ran-
domly. Thus, the representation of each word has
a dimensionality of 330 in the raw sentence.

Hyper-parameters in our model are as follows:
100 filters for each window size [3, 4, 5] and
ReLU as the activation function for each CNN in
SACNN. In DepRNN, the dimension of each to-
ken is 300, the tanh activation function is applied
to the last two hidden states, the dimension of each
hidden state vector is 150. Other parameters in-
clude: L2 regularization with a weight of 10−4, a
mini-batch size of 64, a dropout rate at the final
layer p = 0.5 before a softmax classifier.

4.2 Results and Analysis

Impact of SACNN and DepRNN. We consider
the performance of each model by feeding sepa-
rately their output vector to a softmax classifier.

In Table 1, we see the effect of different features
to SACNN’s performance. Combining ETF and
TPF significantly enhances the F1 score by 0.6%.
It proves that ETF and TPF complement each
other to more fully provide information about the
marked entities and important words to SACNN.

We also examine the segment-level attention
mechanism of SACNN. In Table 2, with the same
input features (WE, ETF, TPF), the segment-level
attention mechanism makes a great contribution
by increasing the F1 score by 1%.

To check the effect of combining SACNN and
DepRNN, in Table 3, we compare the performance
of each model to our combined model. First,

Model F1
DepRNN 83.8
SACNN 85.1
Combined 85.8

Table 3: Evaluation of our combined model.

Model Features F1
SVM

(Rink and Harabagiu, 2010)
Rich features 82.2

BLSTM+Attention
(Zhou et al., 2016)

WE, ETF 84.0

PECNN
(Yang et al., 2016)

WE, DT, TPF,
POS, NER, WordNet

84.6

CNN+BLSTM
(Wang et al., 2017)

WE, DT, PF, POS,
GR, NER, WordNet

84.7

SR-BRCNN
(Wen, 2017)

WE, DT,
POS, NER, WordNet

85.1

CNN+BLSTM
(Zhang et al., 2018)

WE, PF 83.7

CNN+BLSTM+Attention
Our model

WE, DT, TPF, ETF 85.8

Table 4: Comparison of different classification models.
DT, PF stand for Dependency Tree, Position Feature.
The italic features are external lexical features used.

the SACNN’s performance is superior to the De-
pRNN. One possible reason is that while SACNN
selectively focuses on the important segments as
well as gains local features from the raw sen-
tences, DepRNN based on the SDP, which is short
in the SemEval2010 Task 8, can only provide ef-
fectively the entities role. Then, by combining
SACNN and DepRNN, our model can exploit the
fully necessary information and achieve the best
performance.

Comparisons with the State of the Art. We
compare our model to some recent work on RC in
Table 4. Most previous work exploited some ex-
ternal lexical features (WordNet, NER) and com-
bine NNs to improve the performance (Yang et al.,
2016; Wang et al., 2017). Wang et al. (2017) and
Wen (2017) proposed complex structures for inte-
grating the CNN and the LSTM, and achieved an
F1 of 84.7% and 85.1% respectively. Zhang et al.
(2018) combined CNN and BLSTM, and reached
an F1 of 83.7% using only WE, PF features.

Without using any external lexical resources,
our model achieves an F1 of 85.8%, showing that
combining SACNN and DepRNN is very effec-
tive, since SACNN helps to selectively focus on
the important segments and gains local features,
DepRNN provides the role information of subject
and object of two entities in addressing the relation
directionality. Comparing with some recent work,
our model obtains a notable performance.
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5 Conclusion

This work presents a new model that combines
the SACNN and the DepRNN for RC. Combin-
ing ETF and TPF provides entity and semantic
information of the input sentences to the model
effectively. We also propose the SACNN which
automatically focus on the essential segments and
gains local features. Besides, the DepRNN helps
to exploit long-distance dependency between two
entities and their roles. Finally, combining the
SACNN and the DepRNN brings the best perfor-
mance since they highly complement each other.
Our model achieved a notable performance on the
SemEval2010 Task 8 without using any external
lexical resources.
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Abstract

Document-level event factuality identification
is an important subtask in event factuality
and is crucial for discourse understanding in
Natural Language Processing (NLP). Previous
studies mainly suffer from the scarcity of suit-
able corpus and effective methods. To solve
these two issues, we first construct a corpus
annotated with both document- and sentence-
level event factuality information on both En-
glish and Chinese texts. Then we present an
LSTM neural network based on adversarial
training with both intra- and inter-sequence at-
tentions to identify document-level event fac-
tuality. Experimental results show that our
neural network model can outperform various
baselines on the constructed corpus.

1 Introduction

Document-level event factuality identification is
the task of deciding the commitment of relevant
sources towards the factual nature of an event, and
to determine whether an event is a fact, a possi-
bility, or an impossible situation from the view of
document. Identifying document-level factuality
of events requires comprehensive understanding
of documents. As illustrated in Figure 1 where
events are in bold, the event “reach” (including
its other forms) have various factuality values in
different sentences. For example, in paragraph 2,
“reach” is impossible/CT- according to the nega-
tive word “denied”, while in paragraph 3, “reach”
is possible/PS+ due to the speculative word “may”.
The main contents of this document is “Mexico de-
nied that they will reach an agreement with the
U.S. on the new trade deal”, and the document-
level factuality of the event “reach” is CT-.

Document-level event factuality identification
is fundamental for document-level NLP applica-
tions, such as machine reading comprehension,
which aims to have machines read a text passage

According to Politico.com, it is said the United States
will reach(CT+) an agreement with Mexico on the new
trade deal that will replace North American Free Trade
Agreement (NAFTA) before December, 2017.

However, Mexican Economy Minister Ildefonso Gua-
jardo denied that they plan to reach(CT-) any agreement
with the U.S. on the trade deal talks.

“We are not going to sacrifice the quality of an
agreement because of pressure of time. We will keep en-
gaged.” he said. Just two days ago, Guajardo said the
two sides may reach(PS+) an agreement within hours.

The government has not been informed that any agree-
ment will be reached(CT-) yet, said another two Mexi-
can officials.

During the past few weeks, the U.S. has been ne-
gotiating with Mexico on the new trade deal and has
achieved much progress. Thus, some media speculate
that they will possibly reach(PS+) an agreement. But
now it seems that the negotiations will continue before
they can get a good deal.

(Time: November, 2017)
(Document-level factuality of the event “reach” is CT-.)

Figure 1: An example document with both sentence-
and document-level event factuality.

and then answer questions about the text. Accord-
ing to the document in Figure 1, the answer of the
following question should be “No”, which is con-
sistent with the document-level factuality of the
event “reach” (CT-):

Q: Does the U.S. reach an agreement with Mex-
ico on the new trade deal before December 2017?

A: No.
Previous studies mostly reported on sentence-

level event factuality identification tasks. On one
hand, due to the scarcity of document-level event
factuality corpus, these studies only considered the
corpora annotated with sentence-level event factu-
ality information, such as ACE 20051, LU (Diab
et al., 2009), FactBank (Saurı́ and Pustejovsky,
2009), and UDS-IH2 (Rudinger et al., 2018).

On the other hand, previous studies only con-

1https://catalog.ldc.upenn.edu/LDC2006T06
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sidered information within sentences, using rules
(Saurı́, 2008; Saurı́ and Pustejovsky, 2012), ma-
chine learning models (de Marneffe et al., 2012;
Werner et al., 2015; Baly et al., 2018), and com-
binations of them (Qian et al., 2015; Stanovsky
et al., 2017) for modeling. Neural network models
have also recently been used for the sentence-level
event factuality identification (He et al., 2017;
Rudinger et al., 2018; Qian et al., 2018). Ac-
cording to Figure 1, document-level event factu-
ality can not be deduced from each sentence-level
factuality separately, but depends on the compre-
hensive semantic information of sentences. How-
ever, no suitable model for document-level task
has been proposed yet.

To solve the issues above, this paper focuses
on document-level event factuality identification.
Our contributions can be summarized as follows.

1) We construct a document-level event factual-
ity corpus, i.e. DLEF, on both English and Chi-
nese texts. To our best knowledge, this is the first
document-level event factuality corpus. The statis-
tics on the corpora and the experimental results
show that our corpus can sufficiently reflect lin-
guistic characteristics of news texts, and provide
adequate support on resource for research.

2) We propose an LSTM neural network with
both intra- and inter-sequence attentions to iden-
tify document-level event factuality, and consider
dependency paths from speculative and negative
cues to the event and sentences containing the
event as features. Due to the diversity of vari-
ous contents of the texts in DLEF corpus, we em-
ploy Adversarial Training to improve the robust-
ness of our model. Experimental results show that
our model is superior to various baselines. The
corpus and code of this paper will be released at
https://github.com/qz011/dlef.

2 Corpus Annotation

This section introduces our Document-Level
Event Factuality (DLEF) corpus, including the
source, detailed guidelines for both document- and
sentence-level event factuality, and the main statis-
tics of the corpus.

2.1 Source

News texts contain sufficient speculative and neg-
ative information that is significant for event factu-
ality identification, and usually focus on one event
with a specific topic. Moreover, FactBank (Saurı́

+ - u
CT CT+ CT- CTu
PS PS+ PS- (NA)
U (NA) (NA) Uu

Table 1: Event factuality values.

and Pustejovsky, 2009), the sentence-level event
factuality corpus, is also based on news texts.

Therefore, we choose news texts in both English
and Chinese to construct our corpus. The English
corpus consists of 1727 documents from January
2017 to January 2018, among which 1506 docu-
ments are from China Daily2, and 221 documents
are from Sina Bilingual News3. The Chinese cor-
pus consists of 4649 documents from Sina News4.
These news documents cover various topics, e.g.,
politics, economy, culture, military, and society,
which can reflect the heterogeneity of language in
news texts.

2.2 Factuality Values
Saurı́ (2008) employed modality and polarity to
describe event factuality values. Modality con-
veys the certainty degree of events, such as cer-
tain (CT), probable (PR), and possible (PS), while
polarity expresses whether the event happened, in-
cluding positive(+) and negative(-).

We use the factuality values in Table 1 accord-
ing to Saurı́ (2008). Both PR and PS are specula-
tive values and share similar certainty degrees in
our corpus, and are merged into PS . U/u means
underspecified. PSu and U+/- are not applicable
(NA) and are not considered. Although CTu is
applicable, neither document-level nor sentence-
level event can be annotated as CTu in our corpus.

2.3 Annotation Guidelines
We adopt the definition of events proposed by
TimeML (Pustejovsky et al., 2003) and consider
the events that can be critical for computing the
factuality. To ensure that the task is meaningful,
we focus on the events that have various types of
sentence-level factuality values. If there is more
than one suitable event in a document, we anno-
tate them separately.

First, the annotation of document-level event
factuality is based on the definition, i.e., deter-
mining the factuality of an event from the view of

2http://www.chinadaily.com.cn
3http://roll.edu.sina.com.cn/english/syxw/index.shtml
4http://news.sina.com.cn
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the document requires to understand the semantic
of the document, including various sentence-level
event factuality.

Second, sentence-level event factuality is essen-
tial for document-level task, which makes sense
when document- and sentence-level factuality of
events have different values. Therefore, we anno-
tate the sentence-level event factuality as follows:

CT- events are negated by negative cues. For
example, the events “enter” and “merger” are gov-
erned by negative cues “impossible” and “denied”
in sentence S1 and S2, respectively.

(S1) He said that the loss made it impossible for
them to enter the semifinals.

(S2) Sinopec responded to National Business
Daily, and denied the rumors of a merger with
PetroChina.

PS+ events (e.g. “improve” and “fallen”) are
governed by speculative cues (e.g., “impossible”
and “denied”), just as illustrated in sentence S4
and S5.

(S4) We think that further investigation may
help to improve the treatment of people with simi-
lar infections.

(S5) The missing parts may have fallen during
the flight of the plane.

PS- events are governed by both speculative and
negative cues. Different from CT-, PS- means
incompletely negation. For example, the PS-
event “noticed” is governed by the speculative cue
“probably” and the negative cue “not” in sentence
S6, and “fall” is modified by the cues “may” and
“not” in sentence S7.

(S6) The bus driver had probably not noticed
the truck early enough.

(S7) Oil prices may not fall sharply due to the
strong global demand.

Uu events can appear in questions (e.g., “con-
sidering” in sentence S8) and in the inten-
sional contexts with underspecified semantics
(e.g., “raises” in sentence S9):

(S8) Is France considering to leave EU?
(S9) The US dollar’s declination can not be re-

versed even if the Federal Reserve raises rates
three times.

CT+ events are factual and do not meet the
above conditions.

2.4 Statistics

The task is trivial if most documents have only one
type of sentence-level factuality value, and in this

Corpus Docs n=1 n=2 n>3

English

CT- 162 97 20
PS+ 93 157 24
PS- 2 6 4
Uu 5 6 1

CT+ 1022 119 9
Total 1284 385 58

Chinese

CT- 491 612 239
PS+ 321 425 102
PS- 9 11 16
Uu 8 5 7

CT+ 2061 290 52
Total 2890 1343 416

Table 2: Statistics of the documents in DLEF corpus
with n types of sentence-level event factuality values.

case, document-level factuality probably shares
the same value. To understand the usefulness of
document-level event factuality identification and
DLEF corpus, we launched the statistics of doc-
uments with n different types of sentence-level
event factuality values shown in Table 2. From
the table we can find that for English corpus there
are 41.94% CT- and 66.06% PS+ documents with
different sentence-level event factuality values, but
these CT+ documents only cover 11.13%. While
for Chinese corpus, these CT- and PS+ documents
cover 63.41% and 62.15%, but these CT+ docu-
ments only make up 14.23%.

Table 2 indicates that sentence-level factuality
usually agrees with document-level factuality in
CT+ documents, making them straightforward to
be identified. However, in those non-CT+ doc-
uments with non-factual document-level values,
sentence-level factuality is likely to have differ-
ent values from documents, making them more
difficult to be identified. In general, English and
Chinese corpus have 25.64% and 37.84% docu-
ments with different sentence-level event factual-
ity values, indicating this corpus is suitable for the
document-level event factuality identification.

Table 3 shows the statistics of the DLEF cor-
pus. CT+ document-level events are in the major-
ity, because information reported by news texts is
usually real.

Kappa (Cohen, 1960) is employed to mea-
sure the inter-annotator agreement of annotating
document- and sentence-level event factuality be-
tween the two independent annotators who an-
notate the entire corpus, just as shown in Table
4. These two annotators are postgraduate stu-
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Corpus Statistics

English

Documents

CT- 279/16.16%
PS+ 274/15.87%
PS- 12/0.69%
Uu 12/0.69%

CT+ 1150/66.59%
Total 1727

Sentence-
Level
Events

CT- 662/11.52%
PS+ 574/9.99%
PS- 37/6.44%
Uu 71/1.24%

CT+ 4401/76.61%
Total 5745

Avg. Len. of Sentences 14.73
Avg. Len. of Documents 467.25

Chinese

Documents

CT- 1342/28.87%
PS+ 848/18.24%
PS- 36/0.77%
Uu 20/0.43%

CT+ 2403/51.69%
Total 4649

Sentence-
Level
Events

CT- 3923/20.69%
PS+ 2879/15.18%
PS- 123/0.65%
Uu 555/2.93%

CT+ 11482/60.55%
Total 18962

Avg. Len. of Sentences 29.00
Avg. Len. of Documents 716.38

Table 3: Statistics of DLEF corpus. The units of length
of English and Chinese texts are tokens and Chinese
characters, respectively.

Corpus Value Sent-Level Doc-Level

English

All 0.81 0.91
CT- 0.82 0.89
PS+ 0.77 0.87
CT+ 0.84 0.93

Chinese

All 0.82 0.81
CT- 0.83 0.82
PS+ 0.79 0.78
CT+ 0.83 0.84

Table 4: Inter-annotator agreement of event factuality.

dents who major in NLP. In addition, the Kappa of
events on English and Chinese corpus are 0.83 and
0.85, respectively. All the Kappa values are larger
than 0.75, proving the effectiveness and meaning-
fulness of our DLEF corpus.

3 Adversarial Neural Network for
Document-Level Event Factuality
Identification

This section describes the LSTM neural network
for document-level event factuality identification
in detail. As shown in Figure 2, to extract feature
representations of events from the view of docu-
ments, we consider both intra- and inter-sequence
attention for dependency paths and sentences. In
addition, due to the diversity of contents of doc-

softmax(W1he+b1)

Sentences
(S0, S1, …, Sj-1)

output

Input 
Layer

Softmax 
Layer

Dependency Syntactic Paths
(P0, P1, …, Pi-1)

LSTM_1
(Intra-Sequence)

Embedding 
Layer

LSTM 
Layer

Inter-
Sequence 
Attention 

Layer

P0
P1

P2
Pi-1

S0
S1

S2
S3

Sj-1

0        1       2       i-1

LSTM_2
(Intra-Sequence)

0      1      2      3       j-1

he

αT αT

hsp hss

Figure 2: Neural network architecture for document-
level event factuality identification.

uments in DLEF corpus, we consider adversarial
training to ensure the robustness of our model.

3.1 Input Features

For our task, we use the specified events that have
been annotated, and utilize the Chinese cues in
CNeUn corpus (Zou et al., 2015) and the English
cues in BioScope corpus (Vincze et al., 2008) that
also considers multi-word cues, e.g., rule out. We
do not use any annotated sentence-level event fac-
tuality. For one event, we consider all the sen-
tences containing it, and mainly employ the fol-
lowing two features in our model:

1) Syntactic Features: Previous studies (Saurı́
and Pustejovsky, 2012; de Marneffe et al., 2012)
have proved the effectiveness of dependency trees
on event factuality identification tasks. Hence, we
employ the dependency paths from speculative or
negative cues to the event as syntactic features.

2) Semantic Features: We use the sentences
containing the event as semantic features.

In addition, we also consider the above features
in contexts of each sentence containing the event
as the input, and set the windows size as 3, i.e.,
one sentence before and after the current one. If
adjacent sentences contain speculative or negative
cues, the dependency path is the concatenation of
the path from the cue to the root and the path from
the root to the event (Quirk and Poon, 2017).
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3.2 LSTM with Two Attention Layers
A dependency path or sentence can be represented
as X0 according to the embedding table. We em-
ploy LSTM with hidden units nh to model the se-
quences from both directions to produce the for-
ward hidden sequence

−→
H , the backward hidden

sequence
−→
H , and the output sequence H =

−→
H +←−

H . We adopt the attention mechanism to capture
the most important information from H , and ob-
tain the output h:

Hm = tanh(H) (1)

α = softmax(vTH) (2)

h = tanh(HαT ) (3)

where v ∈ Rnh is the parameter. One event can
have k sequences X0,X1, . . . ,Xk−1, whose rep-
resentation is Hs = h0,h1, . . . ,hk−1 according
to the above equations, where Hs ∈ Rk×nh . To
extract the feature representation hs ∈ Rnh from
the k sequences, we utilize an inter-sequence at-
tention mechanism that is computed as:

Hms = tanh(Hs) (4)

αs = softmax(vTsHms) (5)

hs = tanh(Hsα
T
s ) (6)

where vs ∈ Rnh is the parameter. Suppose that an
event has i dependency paths P0,P1, . . . ,Pi−1,
and appears in j sentences S0,S1, . . . ,Sj−1.
Considering that dependency paths and sentences
contain syntactic and semantic information, re-
spectively, we employ two LSTM neural networks
defined above to learn vector representations hsp
and hss of dependency paths and sentences, and
concatenate them into the feature representation of
the event he:

he = hsp ⊕ hss (7)

where ⊕ is the concatenation operator. Finally, he
is fed into the softmax layer to compute the prob-
ability of the factuality values of the event:

o = softmax(W1he + b1) (8)

where W1 ∈ Rc×dim(he) and b1 ∈ Rc are param-
eters, and c = 5 is the number of categories of
factuality values (CT+, CT-, PS+, PS-, Uu). The
objective function of the proposed neural network
is designed as:

LD(θ) = −
1

m

m−1∑

i=0

log p(y
(i)
j |x(i), θ) (9)

where y(i) is the golden label of the instance x(i)

and p(y(i)j |x(i)) is the probability, m is the number
of instances, and θ is the parameter set to learn.
This model with TWO attention layers is denoted
as Att 2 in the next section.

3.3 Adversarial Training
As described in Section 2, documents in DLEF
corpus cover various topics. To improve the ro-
bustness of our model, we consider Adversarial
Training. Similar to previous work (Miyato et al.,
2016; Wu et al., 2017), we add a small adversarial
perturbation eadv to word embeddings, and em-
ploy the following objective function:

Ladv(X|θ) = L(X + eadv|θ) (10)

eadv = argmax
‖e‖6ε

L(X + e|θ̂) (11)

where θ̂ is a fixed copy value of the current θ and
X is the input. Due to the intractable nature in the
computation of Eq. (11), Goodfellow et al. (2014)
proposed Eq. (12) to linear L(X|θ) near X to
approximate Eq. (11):

eadv = εg/‖g‖ (12)

g = ∇TL(X|θ̂) (13)

where T is the embedding table.

4 Experiments

We introduce the experimental settings and the
baselines, finally presenting the experimental re-
sults and analysis in detail.

4.1 Experimental Settings
The PS- and Uu documents only cover 1.39% and
1.20% in our English and Chinese corpus, respec-
tively. Therefore, we mainly focus on the perfor-
mance of CT+, CT-, and PS+.

For fair comparison, we perform 10-fold cross-
validation on English and Chinese corpora, re-
spectively. In addition to Precision, Recall, and
F1-measure for each category of factuality value,
we consider macro- and micro-averaging to ob-
tain the overall performance of all the categories
of factuality values. The hidden units of LSTM
are set as nh = 50. We initialize word embed-
dings via Word2Vec (Mikolov et al., 2013), setting
the dimensions as d0 = 100, and fine-tuning them
during training. SGD with momentum is applied
to optimize our models.
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Att 2 and Att 2+AT are the models proposed
in Section 3 that consider the contexts, i.e., one
sentence before and after the current sentence con-
taining the event as the input. Compared to Att 2,
Att 2+AT considers Adversarial Training (AT, the
same below). We also consider the following base-
lines for the comparison with our models:

MaxEntVote is a maximum entropy model that
only considers the view of AUTHOR (de Marn-
effe et al., 2012). We use maximum entropy
model to identify sentence-level event factuality,
and consider voting mechanism, i.e., choose the
value committed by the most sentences as the
document-level factuality value. We also consider
other machine learning models, e.g. Lee et al.
(2015), but obtain lower micro-/macro-averaged
F1 on English (59.38/33.36) and Chinese corpus
(53.91/43.20).

SentVote identifies sentence-level event factu-
ality, and does not consider inter-sequence atten-
tion in the model proposed in Section 3. Similar
to MaxEntVote model, voting mechanism is used
to identify document-level event factuality in this
SentVote model.

MP 2 considers Max-Pooling instead of atten-
tion compared with Att 2.

Att 1 considers only intra-sequence attention,
but not the inter-sequence attention. For an event,
we concatenate its i dependency paths and j sen-
tences into one path and one sentence as the input,
respectively.

4.2 Results and Analysis

4.2.1 Architecture of Neural Networks

Table 5 presents the performances of our mod-
els and baselines. MaxEntVote gives relatively
lower results than other models, especially on CT-
and PS+. SentVote models are better than Max-
EntVote, but still obtain lower results than Att 2,
which can prove that inter-sequence attention is
more useful than voting. Max-pooling only se-
lects the most active information for each dimen-
sion of features, While attention takes into account
all the features and assigns weights for them ac-
cording their degrees of importance. Hence, Att 2
gets better results than MP L2. Att 1 only consid-
ers the intra-sequence attention and obtains lower
results than Att 2, which proves the effectiveness
of inter-sequence attention. Att 2 and Att 2+AT
achieve better results than other baselines. Com-
pared to Att 2, Att 2+AT considers the adversarial

perturbation and training that can alleviate over-
fitting. Therefore, Att 2+AT is superior to Att 2,
which can prove the effectiveness of adversarial
training.

On both English and Chinese corpora, the per-
formance of CT+ is better than those of PS+ and
CT-. On one hand, it is easier to identify CT+
documents due to their majority. On the other
hand, most news texts hardly contain bogus and
false contents. Therefore, in most CT+ docu-
ments, sentence-level factuality values are consis-
tent with the document-level value, just as in S10.
However, in PS+ and CT- documents with non-
CT+ document-level values, sentence-level factu-
ality values have different viewpoints with the cor-
responding document, varying among CT-, PS+,
and CT+, making the task more difficult, e.g., S11.

(S10) India successfully tested(CT+) a super-
sonic missile, capable of destroying an incoming
ballistic missile at low altitude. ...... The test(CT+)
was carried out from a test range in Odisha , offi-
cial sources said.

(S11) Argentine navy said it had not
contacted(CT-) the SAN Juan submarine. ...
... Some media previously said the navy may
have received signals from the submarine and
contacted(PS+) it.

4.2.2 Input of Neural Networks
For Att 2+AT, we also investigate the effects of
contexts of the sentences containing events as the
input on the performance. The results is given in
Table 6, which shows that contexts can improve
the performance more significantly on the Chinese
corpus than the English corpus. We find that in
the Chinese corpus these sentences are commonly
in the same paragraph and have a strong seman-
tic coherence. Therefore, information in adjacent
sentences can contribute to the identification of the
document-level factuality of the events in the cur-
rent sentences.

Sentences S12 and S13 are adjacent sentences
in one paragraph. The document-level factual-
ity value of the event “provided” in S12 is CT-.
However, the sentence-level value of “provided”
is PS+. If we consider S13, the negative cue “de-
nied” can lead to the correct document-level fac-
tuality value of “provided”. While in the English
corpus, similar sentences are much fewer, because
paragraphs in most English news texts only con-
tain one or two sentences, and sentences in dif-
ferent paragraphs share less semantic correlation
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Corpus Systems CT- PS+ CT+ Micro-A Macro-A

English

MaxEntVote 58.17 35.89 75.14 68.42 56.40
SentVote 70.22 57.85 83.98 78.06 70.68
MP 2 70.57 56.39 83.72 77.65 70.23
Att 1 65.25 53.65 79.18 73.23 66.03
Att 2 73.88 59.29 88.59 81.84 73.92
Att 2+AT 76.87 62.14 89.84 83.56 76.28

Chinese

MaxEntVote 62.44 58.29 72.22 67.72 64.32
SentVote 72.66 58.39 80.68 74.70 70.58
MP 2 74.34 65.17 78.91 75.22 72.81
Att 1 68.82 49.78 81.89 71.12 67.28
Att 2 81.41 73.35 86.58 82.79 80.45
Att 2+AT 83.35 74.06 87.52 84.03 81.64

Table 5: F1-measures of baselines and our model.

Corpus Systems CT- PS+ CT+ Micro-A Macro-A

English

Att 2+AT 76.87 62.14 89.84 83.56 76.28
w/o CTX +0.95 +0.47 -0.80 -0.31 +0.21
w/o Dpath (Only Sent) -16.49 -8.28 -4.88 -7.08 -9.88
w/o Sent (Only Dpath) -20.79 -12.63 -19.25 -19.20 -17.56

Chinese

Att 2+AT 83.35 74.06 87.52 84.03 81.64
w/o CTX -3.05 -2.62 -1.03 -1.84 -2.23
w/o Dpath (Only Sent) -10.31 -7.23 -7.80 -8.49 -8.44
w/o Sent (Only Dpath) -17.53 -11.02 -14.79 -15.19 -14.44

Table 6: F1-measures of Att 2+AT with different input features.

than those in the same paragraph. Hence, perfor-
mance improvement is less when considering ad-
jacent sentences in the English corpus.

(S12) 外界质疑在竞标过程中，墨西哥政
府为相关企业提提提供供供了“有利位置”。 (It is
doubted that the Mexican government provided
“vantage points” for the enterprises involved dur-
ing the bidding process.)

(S13)墨西哥外交部在7日对此予以回应，否
认了这种说法。 (The Mexican Foreign Ministry
responded and denied the rumor on 7th.)

If we consider more adjacent sentences, e.g.,
two sentences before and after the current sen-
tence, however, the results will be a bit lower. The
micro-/macro-averaged F1 on English and Chi-
nese corpus are 81.20/75.65 and 82.57/80.91, re-
spectively. We think the reason is that some sen-
tences are far away from the current sentence and
have little effect on the current event, and consid-
ering more contexts may also lead to overfitting.

Moreover, we explore the effects of considering
only dependency path (Dpath) and only sentence
(Sent) in Table 6. Att 2+AT achieves the best re-
sults when considering both paths and sentences

as input, proving that both of them are effective
features for our model. Att 2+AT obtains higher
performance with only sentences than only paths
as input, meaning that Att 2+AT is mainly benefi-
cial from sentences that can offer semantic infor-
mation. Error analysis shows that documents with
incorrect identified values contains sentences with
more speculative or negative cues:

(S14) When asked if it might be arson, authori-
ties said that no fire raiser has been found now, but
the possibility of artificial arson should not been
ruled out.

S14 contains speculative cues “if ”, “might”,
“possibility” and negative cues “no”, “not”, “ruled
out”. It is difficult to identify whether the events
are governed by the cues when only considering
the dependency paths and ignoring the semantic
information offered by sentences. S14 can demon-
strate the importance of semantic features.

4.2.3 Documents with Different
Sentence-Level Event Factuality Values

As mentioned in Section 2.4, the document-level
task becomes trivial if most documents have only
one category of sentence-level factuality value that

2805



Corpus n CT- PS+ CT+ Micro-A Macro-A

English
n=1 85.63 64.46 94.91 91.36 81.67
n>2 58.33 65.79 56.01 60.91 60.04

Chinese
n=1 84.45 76.73 93.44 89.85 84.87
n>2 82.68 69.91 58.51 73.22 70.37

Table 7: F1-measures of Att 2+AT on the documents with n types of sentence-level factuality values.

Corpus Level CT- PS+ CT+ Micro-A Macro-A

English
Sentence 72.05 59.68 91.14 85.96 74.29

Document (with Joint Opt) 75.46 62.80 88.65 82.89 75.64
Document (w/o Joint Opt) 76.87 62.14 89.84 83.56 76.28

Chinese
Sentence 74.20 68.88 87.73 81.98 76.94

Document (with Joint Opt) 83.30 73.74 87.40 83.83 81.48
Document (w/o Joint Opt) 83.35 74.06 87.52 84.03 81.64

Table 8: F1-measures of Att 2+AT with joint optimization.

is the same as document-level value. Table 7
shows the performance of Att 2+AT on the docu-
ments with n different types of sentence-level fac-
tuality values. The micro- and macro-averaged F1
of n>2 are lower than those of n=1, indicating
that the factuality of documents that have different
types of sentence-level factuality are more difficult
to identify due to the interference from sentence-
level values.

We notice that in the Chinese corpus, the per-
formance of CT- is much higher than that of PS+
and CT+ when n>2. According to the analysis
on the Chinese corpus, we find that most CT- doc-
uments are usually used to deny the rumors, i.e.,
those sentence-level events whose factuality val-
ues are not CT-. Therefore, the sentence-level CT-
events are often in the topic sentences of the docu-
ments and dominate among sentences, which can
contribute to the better results of document-level
CT- events in Chinese corpus.

4.2.4 Joint Optimization Model

Because document-level event factuality is related
with sentence-level factuality information, we also
consider the joint optimization model for them.
For sentence-level task, we use the LSTM neural
network in Section 3 and only consider the current
sentence, i.e., do not consider information in ad-
jacent sentences and the inter-sequence attention
layer. The objective of document- and sentence-
level task are denoted as LD(θ) and LS(θ), and
the objective of our joint optimization model is:

LJ(θ) = εLD(θ) + (1− ε)LS(θ) (14)

where ε=0.6 is the trade-off. The performance
of both sentence-level and document-level event
factuality identification is shown in Table 8.
The micro-/macro-averaged F1 of joint optimiza-
tion model on English and Chinese corpus are
82.89/75.64 and 83.83/81.48, respectively. Al-
though document-level event factuality is based on
the factuality information in sentences, sentence-
level factuality value of an event only depends on
the current sentence, and is likely to have a differ-
ent value compared to the current document-level
factuality. Therefore, the joint model can not im-
prove the performance of document-level task.

5 Related Work

Researchers have studied document-level tasks in
many NLP applications, e.g., sentiment analysis
(Xu et al., 2016; Dou, 2017), named entity recog-
nition (Luo et al., 2018), and machine transla-
tion (Born et al., 2017). But related studies on
event factuality are limited to the sentence-level
task. Diab et al. (2009) and Prabhakaran et al.
(2010) presented studies of belief annotation and
tagging, and classified predicate events into Com-
mitted Belief (CB), Non-CB or Not Applicable
using a supervised framework. For factuality as-
sessment, Lee et al. (2015) employed dependency
features, while Stanovsky et al. (2017) consid-
ered deep linguistic information, such as modality
classes, syntactic re-ordering with PropS tree an-
notation structure (Lotan et al., 2013). Baly et al.
(2018) considered a set of features and predicted
the factuality of reporting and bias of news media.
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Saurı́ (2008) and Saurı́ and Pustejovsky (2012)
proposed a rule-based model to identify event fac-
tuality on FactBank. de Marneffe et al. (2012)
used a machine learning model and Qian et al.
(2015) utilized a two-step framework combining
machine learning and rule-based approaches on
FactBank. In addition to FactBank, Prabhakaran
et al. (2015) proposed a ongoing framework for a
larger corpus based on LU, and Cao et al. (2013)
constructed a Chinese corpus annotated with event
factuality based on ACE 2005. However, no previ-
ous work annotated a document-level corpus. We
construct DLEF corpus with document-level event
factuality for the first time.

Some studies focused on document-level event
identification task. Choubey et al. (2018) de-
signed a rule-based classifier to identify central
events according to event coreference relations.
Liu et al. (2018) utilized a kernel-based neural
model that captured semantic relations between
discourse units for event salience identification.
However, they did not consider the document-
level event factuality. To our best knowledge, this
paper is the first work on document-level event
factuality identification task.

Previous studies (He et al., 2017; Rudinger
et al., 2018; Qian et al., 2018) have tried neural
network models on sentence-level factuality iden-
tification. Recent research has shown that neu-
ral networks with multi-level attention can extract
meaningful information from heterogeneous input
and improve the performance of NLP tasks, e.g.,
discourse relation (Liu and Li, 2016), relation clas-
sification (Wang et al., 2016), and question an-
swering (Yu et al., 2017). Moreover, to improve
the robustness of neural networks, related stud-
ies considered adversarial perturbation and train-
ing on text classification (Miyato et al., 2016) and
relation extraction (Wu et al., 2017). This paper is
in line in proposing an adversarial neural network
with both intra- and inter-sequence attention.

6 Conclusion

We investigated document-level event factuality
identification task by constructing a corpus an-
notated with document- and sentence-level event
factuality based on both English and Chinese
texts. To identify document-level event factual-
ity, we proposed an LSTM neural network with
both intra- and inter-sequence attention, and con-
sider adversarial training to improve the robust-

ness. Experimental results showed that document-
level event identification on our DLEF corpus is
useful, and our adversarial training model outper-
forms several baselines. To our knowledge, this is
the first paper for the document-level event factu-
ality identification.

In the future work, we will consider to de-
tect events and their sentence-level and document-
level factuality with a joint framework, and we
will also continue to expand the scale of our DLEF
corpus.
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György Móra, and János Csirik. 2008. The bio-
scope corpus: biomedical texts annotated for uncer-
tainty, negation and their scopes. BMC Bioinformat-
ics, 9(S-11).

Linlin Wang, Zhu Cao, Gerard de Melo, and Zhiyuan
Liu. 2016. Relation classification via multi-level at-
tention cnns. In Proceedings of ACL 2016, pages
1298–1307.

Gregory Werner, Vinodkumar Prabhakaran, Mona
Diab, and Owen Rambow. 2015. Committed belief
tagging on the factbank and lu corpora: A compara-
tive study. In Proceedings of the Second Workshop
on Extra-Propositional Aspects of Meaning in Com-
putational Semantics (ExProM 2015), pages 32–40,
Denver, Colorado. Association for Computational
Linguistics.

Yi Wu, David Bamman, and Stuart J. Russell. 2017.
Adversarial training for relation extraction. In Pro-
ceedings of EMNLP 2017, pages 1778–1783.

Jiacheng Xu, Danlu Chen, Xipeng Qiu, and Xuan-
jing Huang. 2016. Cached long short-term memory
neural networks for document-level sentiment clas-
sification. In Proceedings of EMNLP 2016, pages
1660–1669.

Dongfei Yu, Jianlong Fu, Tao Mei, and Yong Rui.
2017. Multi-level attention networks for visual
question answering. In Proceedings of CVPR 2017,
pages 4187–4195.

Bowei Zou, Qiaoming Zhu, and Guodong Zhou. 2015.
Negation and speculation identification in chinese
language. In Proceedings of ACL-IJCNLP 2015,
pages 656–665.

2809



Proceedings of NAACL-HLT 2019, pages 2810–2819
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Distant Supervision Relation Extraction with Intra-Bag
and Inter-Bag Attentions

Zhi-Xiu Ye
University of Science and

Technology of China
zxye@mail.ustc.edu.cn

Zhen-Hua Ling
University of Science and

Technology of China
zhling@ustc.edu.cn

Abstract
This paper presents a neural relation extrac-
tion method to deal with the noisy training
data generated by distant supervision. Pre-
vious studies mainly focus on sentence-level
de-noising by designing neural networks with
intra-bag attentions. In this paper, both intra-
bag and inter-bag attentions are considered in
order to deal with the noise at sentence-level
and bag-level respectively. First, relation-
aware bag representations are calculated by
weighting sentence embeddings using intra-
bag attentions. Here, each possible relation
is utilized as the query for attention calcula-
tion instead of only using the target relation in
conventional methods. Furthermore, the rep-
resentation of a group of bags in the training
set which share the same relation label is cal-
culated by weighting bag representations us-
ing a similarity-based inter-bag attention mod-
ule. Finally, a bag group is utilized as a train-
ing sample when building our relation extrac-
tor. Experimental results on the New York
Times dataset demonstrate the effectiveness of
our proposed intra-bag and inter-bag attention
modules. Our method also achieves better re-
lation extraction accuracy than state-of-the-art
methods on this dataset1.

1 Introduction

Relation Extraction is a fundamental task in nat-
ural language processing (NLP), which aims to
extract semantic relations between entities. For
example, sentence “[Barack Obama]e1 was born
in [Hawaii]e2” expresses the relation BornIn be-
tween entity pair Barack Obama and Hawaii.

Conventional relation extraction methods, such
as (Zelenko et al., 2002; Culotta and Sorensen,
2004; Mooney and Bunescu, 2006), adopted su-
pervised training and suffered from the lack of

1The code is available at
https://github.com/ZhixiuYe/
Intra-Bag-and-Inter-Bag-Attentions.

bag sentence correct?

B1

S1. Barack Obamna was born in the
United States. Yes

S2. Barack Obamna was the 44th
president of the United States No

B2

S3. Kyle Busch , a Las Vegas res-
ident who ran second to Johnson last
year, finished third, followed by Kasey
Kahne, Jeff Gordon and mark martin .

No

S4. Hendrick drivers finished in three
of the top four spots at Las Vegas , in-
cluding Kyle Busch in second and ...

No

Table 1: Examples of sentences with relation
place of birth annotated by distant supervision, where
“Yes” and “No” indicate whether or not each sentence
actually expresses this relation.

large-scale manually labeled data. To address this
issue, the distant supervision method (Mintz et al.,
2009) was proposed, which generated the data for
training relation extraction models automatically.
The distant supervision assumption says that if
two entities participate in a relation, all sentences
that mention these two entities express that rela-
tion. It is inevitable that there exists noise in the
data labeled by distant supervision. For example,
the precision of aligning the relations in Freebase
to the New York Times corpus was only about
70% (Riedel et al., 2010).

Thus, the relation extraction method proposed
in (Riedel et al., 2010) argued that the distant su-
pervision assumption was too strong and relaxed
it to expressed-at-least-once assumption. This as-
sumption says that if two entities participate in a
relation, at least one sentence that mentions these
two entities might express that relation. An ex-
ample is shown by sentences S1 and S2 in Table
1. This relation extraction method first divided
the training data given by distant supervision into
bags where each bag was a set of sentences con-
taining the same entity pair. Then, bag representa-
tions were derived by weighting sentences within
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each bag. It was expected that the weights of the
sentences with incorrect labels were reduced and
the bag representations were calculated mainly us-
ing the sentences with correct labels. Finally, bags
were utilized as the samples for training relation
extraction models instead of sentences.

In recent years, many relation extraction meth-
ods using neural networks with attention mecha-
nism (Lin et al., 2016; Ji et al., 2017; Jat et al.,
2018) have been proposed to alleviate the influ-
ence of noisy training data under the expressed-at-
least-once assumption. However, these methods
still have two deficiencies. First, only the target re-
lation of each bag is used to calculate the attention
weights for deriving bag representations from sen-
tence embeddings at training stage. Here we argue
that the bag representations should be calculated in
a relation-aware way. For example, the bag B1 in
Table 1 contains two sentences S1 and S2. When
this bag is classified to relation BornIn, the sen-
tence S1 should have higher weight than S2, but
when classified to relation PresidentOf, the weight
of S2 should be higher. Second, the expressed-
at-least-once assumption ignores the noisy bag
problem which means that all sentences in one
bag are incorrectly labeled. An example is shown
by bag B2 in Table 1.

In order to deal with these two deficiencies
of previous methods, this paper proposes a neu-
ral network with multi-level attentions for dis-
tant supervision relation extraction. At the
instance/sentence-level, i.e., intra-bag level, all
possible relations are employed as queries to cal-
culate the relation-aware bag representations in-
stead of only using the target relation of each bag.
To address the noisy bag problem, a bag group is
adopted as a training sample instead of a single
bag. Here, a bag group is composed of bags in the
training set which share the same relation label.
The representation of a bag group is calculated by
weighting bag representations using a similarity-
based inter-bag attention module.

The contributions of this paper are threefold.
First, an improved intra-bag attention mechanism
is proposed to derive relation-aware bag represen-
tations for relation extraction. Second, an inter-
bag attention module is introduced to deal with
the noisy bag problem which is ignored by the
expressed-at-least-once assumption. Third, our
methods achieve better extraction accuracy than
state-of-the-art models on the widely used New

York Times (NYT) dataset (Riedel et al., 2010).

2 Related Work

Some previous work (Zelenko et al., 2002;
Mooney and Bunescu, 2006) treated relation ex-
traction as a supervised learning task and designed
hand-crafted features to train kernel-based mod-
els. Due to the lack of large-scale manually la-
beled data for supervised training, the distant su-
pervision approach (Mintz et al., 2009) was pro-
posed, which aligned raw texts toward knowledge
bases automatically to generate relation labels for
entity pairs. However, this approach suffered from
the issue of noisy labels. Therefore, some subse-
quent studies (Riedel et al., 2010; Hoffmann et al.,
2011; Surdeanu et al., 2012) considered distant
supervision relation extraction as a multi-instance
learning problem, which extracted relation from a
bag of sentences instead of a single sentence.

With the development of deep learning tech-
niques (LeCun et al., 2015), many neural-network-
based models have been developed for distant su-
pervision relation extraction. Zeng et al. (2015)
proposed piecewise convolutional neural networks
(PCNNs) to model sentence representations and
chose the most reliable sentence as the bag rep-
resentation. Lin et al. (2016) employed PCNNs as
sentence encoders and proposed an intra-bag at-
tention mechanism to compute the bag representa-
tion via a weighted sum of all sentence represen-
tations in the bag. Ji et al. (2017) adopted a simi-
lar attention strategy and combined entity descrip-
tions to calculate the weights. Liu et al. (2017)
proposed a soft-label method to reduce the influ-
ence of noisy instances. All these methods repre-
sented a bag with a weighted sum of sentence em-
beddings, and calculated the probability of the bag
being classified into each relation using the same
bag representation at training stage. In our pro-
posed method, intra-bag attentions are computed
in a relation-aware way, which means that differ-
ent bag representations are utilized to calculate the
probabilities for different relation types. Besides,
these existing methods focused on intra-bag atten-
tions and ignored the noisy bag problem.

Some data filtering strategies for robust dis-
tant supervision relation extraction have also been
proposed. Feng et al. (2018) and Qin et al.
(2018b) both employed reinforcement learning to
train instance selector and to filter out the sam-
ples with wrong labels. Their rewards were calcu-
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Figure 1: The framework of our proposed neural network with intra-bag and inter-bag attentions for relation
extraction.

lated from the prediction probabilities and the per-
formance change of the relation classifier respec-
tively. Qin et al. (2018a) designed an adversarial
learning process to build a sentence-level genera-
tor via policy-gradient-based reinforcement learn-
ing. These methods were proposed to filter out the
noisy data at sentence-level and also failed to deal
with the noisy bag problem explicitly.

3 Methodology

In this section, we introduce a neural network with
intra-bag and inter-bag attentions for distant super-
vision relation extraction. Let g = {b1, b2, ..., bn}
denote a group of bags which have the same re-
lation label given by distant supervision, and n
is the number of bags within this group. Let
bi = {xi1, xi2, ..., ximi} denote all sentences in bag
bi, and mi is the number of sentences in bag bi.
Let xij = {wij1, wij2, ..., wijlij} denote the j-th sen-
tence in the i-th bag and lij is its length (i.e., num-
ber of words). The framework of our model is
shown in Fig. 1, which has three main modules.

• Sentence Encoder Given a sentence xij and
the positions of two entities within this sen-
tence, CNNs or PCNNs (Zeng et al., 2015)
are adopted to derive the sentence represen-
tation sij .

• Intra-Bag Attention Given the sentence rep-
resentations of all sentences within a bag bi

and a relation embedding matrix R, atten-

tion weight vectors αi
k and bag representa-

tions bik are calculated for all relations, where
k is the relation index.

• Inter-Bag Attention Given the representa-
tions of all bags with the group g, a weight
matrix β is further calculated via similarity-
based attention mechanism to obtain the rep-
resentation of the bag group.

More details of these three modules will be intro-
duced in the following subsections.

3.1 Sentence Encoder
3.1.1 Word Representation
Each word wijk within the sentence xij is first
mapped into a dw-dimensional word embedding.
To describe the position information of two enti-
ties, the position features (PFs) proposed in (Zeng
et al., 2014) are also adopted in our work. For
each word, the PFs describe the relative distances
between current word and the two entities and are
further mapped into two vectors pijk and qijk of dp
dimensions. Finally, these three vectors are con-
catenated to get the word representation wi

jk =

[eijk;p
i
jk;q

i
jk] of dw + 2dp dimensions.

3.1.2 Piecewise CNN
For sentence xij , the matrix of word representa-
tions Wi

j ∈ Rlij×(dw+2dp) is first input into a
CNN with dc filters. Then, piecewise max pool-
ing (Zeng et al., 2015) is employed to extract fea-
tures from the three segments of CNN outputs, and
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the segment boundaries are determined by the po-
sitions of the two entities. Finally, the sentence
representation sij ∈ R3dc can be obtained.

3.2 Intra-Bag Attention

Let Si ∈ Rmi×3dc represent the representations
of all sentences within bag bi, and R ∈ Rh×3dc
denote a relation embedding matrix where h is the
number of relations.

Different from conventional methods (Lin et al.,
2016; Ji et al., 2017) where a unified bag represen-
tation was derived for relation classification, our
method calculates bag representations bik for bag
bi on the condition of all possible relations as

bik =

mi∑

j=1

αikjs
i
j , (1)

where k ∈ {1, 2, ..., h} is the relation index and
αikj is the attention weight between the k-th rela-
tion and the j-th sentence in bag bi. αikj can be
further defined as

αikj =
exp(eikj)∑mi

j′=1
exp(ei

kj′
)
, (2)

where eikj is the matching degree between the k-th
relation query and the j-th sentence in bag bi. In
our implementation, a simple dot product between
vectors is adopted to calculate the matching degree
as

eikj = rks
i>
j , (3)

where rk is the k-th row of the relation embedding
matrix R2.

Finally, the representations of bag bi compose
the matrix Bi ∈ Rh×3dc in Fig. 1, where each row
corresponds to a possible relation type of this bag.

3.3 Inter-Bag Attention

In order to deal with the noisy bag problem, a
similarity-based inter-bag attention module is de-
signed to reduce the weights of noisy bags dynam-
ically. Intuitively, if two bags bi1 and bi2 are both
labeled as relation k, their representations bi1k and
bi2k should be close to each other. Given a group of
bags with the same relation label, we assign higher
weights to those bags which are close to other bags

2We also tried rkAsi>j , where A was a diagonal matrix,
in experiments and achieved similar performance.

in this group. As a result, the representation of bag
group g can be formulated as

gk =
n∑

i=1

βikb
i
k, (4)

where gk is the k-th row of the matrix G ∈
Rh×3dc in Fig. 1, k is the relation index and βik
composes the attention weight matrix β ∈ Rn×h.
Each βik is defined as

βik =
exp(γik)∑n
i=1 exp(γik)

, (5)

where γik describes the confidence of labeling bag
bi with the k-th relation.

Inspired by the self-attention algorithm
(Vaswani et al., 2017) which calculates the
attention weights for a group of vectors using
the vectors themselves, we calculate the weights
of bags according to their own representations.
Mathematically, γik is defined as

γik =
∑

i′=1,...,n,i′ 6=i
similarity(bik,b

i
′

k ), (6)

where the function similarity is a simple dot prod-
uct in our implementation as

similarity(bik,b
i
′

k ) = bikb
i
′>
k . (7)

And also, in order to prevent the influence of vec-
tor length, all bag representations bik are normal-
ized to unit length as bik = bik/||bik||2 before cal-
culating Eq.(4)-(7).

Then, the score ok of classifying bag group g
into relation k is calculated via gk and relation em-
bedding rk as

ok = rkg
>
k + dk, (8)

where dk is a bias term. Finally, a softmax func-
tion is employed to obtain the probability that the
bag group g is classified into the k-th relation as

p(k|g) = exp(ok)∑h
k′=1

exp(ok′ )
. (9)

It should be noticed that the same relation embed-
ding matrix R is used for calculating Eq.(3) and
Eq.(8). Similar to Lin et al. (2016), the dropout
strategy (Srivastava et al., 2014) is applied to bag
representation Bi to prevent overfitting.
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3.4 Implementation Details

3.4.1 Data Packing
First of all, all sentences in the training set that
contain the same two entities are accumulated into
one bag. Then, we tie up every n bags that share
the same relation label into a group. It should be
noticed that a bag group is one training sample
in our method. Therefore, the model can also be
trained in mini-batch mode by packing multiple
bag groups into one batch.

3.4.2 Objective Function and Optimization
In our implementation, the objective function is
defined as

J(θ) = −
∑

(g,k)∈T
logp(k|g; θ) (10)

where T is the set of all training samples and θ is
the set of model parameters, including word em-
bedding matrix, position feature embedding ma-
trix, CNN weight matrix and relation embedding
matrix. The model parameters are estimated by
minimizing the objective function J(θ) through
mini-batch stochastic gradient descent (SGD).

3.4.3 Training and Test
As introduced above, at the training phase of our
proposed method, n bags which have the same re-
lation label are accumulated into one bag group
and the weighted sum of bag representations is
calculated to obtain the representation G of the
bag group. Due to the fact that the label of each
bag is unknown at test stage, each single bag is
treated as a bag group (i.e., n=1) when processing
the test set.

And also, similar to (Qin et al., 2018b), we
only apply inter-bag attentions to positive sam-
ples, i.e., the bags whose relation label is not NA
(NoRelation). The reason is that the representa-
tions of the bags that express no relations are al-
ways diverse and it’s difficult to calculate suitable
weights for them.

3.4.4 Pre-training Strategy
In our implementation, a pre-training strategy is
adopted. We first train the model with only intra-
bag attentions until convergence. Then, the inter-
bag attention module is added and the model pa-
rameters are further updated until convergence
again. Preliminary experimental results showed

Component Parameter Value
word embedding dimension 50

position feature max relative distance ±30
dimension 5

CNN window size 3
filter number 230

dropout dropout rate 0.5

optimization

strategy SGD
learning rate 0.1

batch size Np 50
batch size Nt 10
group size n 5
gradient clip 5.0

Table 2: Hyper-parameters of the models built in our
experiments.

that this strategy can lead to better model perfor-
mance than considering inter-bag attentions from
the very beginning.

4 Experiment

4.1 Dataset and Evaluation Metrics
The New York Times (NYT) dataset was adopted
in our experiments. This dataset was first released
by (Riedel et al., 2010) and has been widely used
by previous research on distant supervision rela-
tion extraction (Liu et al., 2017; Jat et al., 2018;
Qin et al., 2018a,b). This dataset was generated
by aligning Freebase with the New York Times
(NYT) corpus automatically. There were 52 ac-
tual relations and a special relation NA which in-
dicated there was no relation between two entities.

Following previous studies (Mintz et al., 2009;
Liu et al., 2017), we evaluated our models on the
held-out test set of the NYT dataset. Precision-
recall (PR) curves, area under curve (AUC) values
and Precision@N (P@N) values (Lin et al., 2016)
were adopted as evaluation metrics in our experi-
ments. All of the numerical results given by our
experiments were the mean values of 10 repetitive
trainings, and the PR curves were randomly se-
lected from the repetitions because there was no
significant visual difference among them.

4.2 Training Details and Hyperparameters
All of the hyperparameters used in our experi-
ments are listed in Table 2. Most of them followed
the hyperparameter settings in (Lin et al., 2016).
The 50-dimensional word embeddings released by
(Lin et al., 2016)3 were also adopted for initializa-
tion. The vocabulary contained the words which
appeared more than 100 times in the NYT corpus.

3https://github.com/thunlp/NRE.
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Figure 2: PR curves of different models using CNN
sentence encoders.

Two different batch sizes Np and Nt were used
for pre-training and training respectively. In our
experiments, a grid search is employed using train-
ing set to determine the optimal values of n,
Np and Nt among n ∈ {3, 4, ..., 10}, Np ∈
{10, 20, 50, 100, 200} and Nt ∈ {5, 10, 20, 50}.
Note that increasing the bag group size n may
boost the effect of inter-bag attentions but lead to
less training samples. The effects of inter-bag at-
tentions would be lost when n=1. For optimiza-
tion, we employed mini-batch SGD with the initial
learning rate of 0.1. The learning rate was decayed
to one tenth every 100,000 steps. The pre-trained
model with only intra-bag attentions converged
within 300,000 steps in our experiments. Thus,
the initial learning rate for training the model with
inter-bag attentions was set as 0.001.

4.3 Overall performance

Eight models were implemented for comparison.
The names of these models are listed in Table
3, where CNN and PCNN denote using CNNs
or piecewise CNNs in sentence encoders respec-
tively, ATT BL means the baseline intra-bag at-
tention method proposed by (Lin et al., 2016),
ATT RA means our proposed relation-aware intra-
bag attention method, and BAG ATT means our
proposed inter-bag attention method. At the train-
ing stage of the ATT BL method, the relation query
vector for attention weight calculation was fixed
as the embedding vector associated with the dis-
tant supervision label for each bag. At the test
stage, all relation query vectors were applied to
calculate the posterior probabilities of relations re-
spectively and the relation with the highest prob-
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Figure 3: PR curves of different models using PCNN
sentence encoders.

No. Model AUC
1 CNN+ATT BL 0.376± 0.003
2 CNN+ATT BL+BAG ATT 0.388± 0.002
3 CNN+ATT RA 0.398± 0.004
4 CNN+ATT RA+BAG ATT 0.407± 0.004

5 PCNN+ATT BL 0.388± 0.004
6 PCNN+ATT BL+BAG ATT 0.403± 0.002
7 PCNN+ATT RA 0.403± 0.003
8 PCNN+ATT RA+BAG ATT 0.422 ± 0.004

Table 3: AUC values of different models.

ability was chosen as the classification result (Lin
et al., 2016). The means and standard deviations
of the AUC values given by the whole PR curves
of these models are shown in Table 3 for a quan-
titative comparison. Following (Lin et al., 2016),
we also plotted the PR curves of these models in
Fig. 2 and 3 with recall smaller than 0.5 for a vi-
sualized comparison.

From Table 3, Fig. 2 and Fig. 3, we have
the following observations. (1) Similar to the re-
sults of previous work (Zeng et al., 2015), PCNNs
worked better than CNNs as sentence encoders.
(2) When using either CNN or PCNN sentence
encoders, ATT RA outperformed ATT BL. It can
be attributed to that the ATT BL method only con-
sidered the target relation when deriving bag rep-
resentations at training time, while the ATT RA
method calculated intra-bag attention weights us-
ing all relation embeddings as queries, which im-
proved the flexibility of bag representations. (3)
For both sentence encoders and both intra-bag at-
tention methods, the models with BAG ATT al-
ways achieved better performances than the ones
without BAG ATT. This result verified the ef-
fectiveness of our proposed inter-bag attention
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# of Test Sentences one two all
P@N(%) 100 200 300 mean 100 200 300 mean 100 200 300 mean

(Lin et al., 2016) 73.3 69.2 60.8 67.8 77.2 71.6 66.1 71.6 76.2 73.1 47.4 72.2
(Liu et al., 2017) 84.0 75.5 68.3 75.9 86.0 77.0 73.3 78.8 87.0 84.5 77.0 82.8
CNN+ATT BL 74.2 68.9 65.3 69.5 77.8 71.5 68.1 72.5 79.2 74.9 70.3 74.8
CNN+ATT RA 76.8 72.7 67.9 72.5 79.6 73.9 70.7 74.7 81.4 76.3 72.5 76.8

CNN+ATT BL+BAG ATT 78.6 74.2 69.7 74.2 82.4 76.2 72.1 76.9 83.0 78.0 74.0 78.3
CNN+ATT RA+BAG ATT 79.8 75.3 71.0 75.4 83.2 76.5 72.1 77.3 87.2 78.7 74.9 80.3

PCNN+ATT BL 78.6 73.5 68.1 73.4 77.8 75.1 70.3 74.4 80.8 77.5 72.3 76.9
PCNN+ATT RA 79.4 73.9 69.6 74.3 82.2 77.6 72.4 77.4 84.2 79.9 73.0 79.0

PCNN+ATT BL+BAG ATT 85.2 78.2 71.3 78.2 84.8 80.0 74.3 79.7 88.8 83.7 77.4 83.9
PCNN+ATT RA+BAG ATT 86.8 77.6 73.9 79.4 91.2 79.2 75.4 81.9 91.8 84.0 78.7 84.8

Table 4: P@N values of the entity pairs with different number of test sentences.
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Figure 4: PR curves of several models in previous work
and our best model.

method for distant supervision relation extrac-
tion. (4) The best AUC performance was achieved
by combining PCNN sentence encoders with the
intra-bag and inter-bag attentions proposed in this
paper.

4.4 Comparison with previous work

4.4.1 PR curves
The PR curves of several models in previous work
and our best model PCNN+ATT RA+BAG ATT
are compared in Fig. 4, where Mintz (Mintz
et al., 2009), MultiR (Hoffmann et al., 2011) and
MIMLRE (Surdeanu et al., 2012) are conventional
feature-based methods, and (Lin et al., 2016) and
(Liu et al., 2017) are PCNN-based ones4. For a
fair comparison with (Lin et al., 2016) and (Liu
et al., 2017), we also plotted the curves with only
the top 2000 points. We can see that our model
achieved better PR performance than all the other
models.

4All of these curve data are from https://github.
com/tyliupku/soft-label-RE.

model CNN PCNN
ATT BL† 0.219 0.253

ATT BL+RL 0.229 0.261
ATT BL+DSGAN 0.226 0.264

ATT BL‡ 0.242 0.271
ATT RA 0.254 0.297

ATT BL+BAG ATT 0.253 0.285
ATT RA+BAG ATT 0.262 0.311

Table 5: AUC values of previous work and our mod-
els, where ATT BL+DSGAN and ATT BL+RL are two
models proposed in (Qin et al., 2018a) and (Qin et al.,
2018b) respectively, † indicates the baseline result re-
ported in (Qin et al., 2018a,b) and ‡ indicates the base-
line result given by our implementation.

4.4.2 AUC values
ATT BL+DSGAN (Qin et al., 2018a) and
ATT BL+RL (Qin et al., 2018b) are two recent
studies on distant supervision relation extraction
with reinforcement learning for data filtering,
which reported the AUC values of PR curves
composed by the top 2000 points. Table 5 com-
pares the AUC values reported in these two papers
and the results of our proposed models. We can
see that introducing the proposed ATT RA and
BAG ATT methods to baseline models achieved
larger improvement than using the methods
proposed in (Qin et al., 2018a,b).

4.5 Effects of Intra-Bag Attentions

Following (Lin et al., 2016), we evaluated our
models on the entity pairs with more than one
training sentence. One, two and all sentences for
each test entity pair were randomly selected to
construct three new test sets. The P@100, P@200,
P@300 values and their means given by our pro-
posed models on these three test sets are reported
in Table 4 together with the best results of (Lin
et al., 2016) and (Liu et al., 2017). Here, P@N
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bag sentence correct? intra-bag weights inter-bag weights

B1

[Panama City Beach]e2 , too , has a glut of condos , but
the area was one of only two in [Florida]e1 where sales
rose in march , compared with a year earlier.

Yes 0.71
0.48

Like much of [Florida]e1 , [Panama City Beach]e2 has
been hurt by the downturn in the real estate market. Yes 0.29

B2

Among the major rivers that overflowed were the
Housatonic , Still , Saugatuck , Norwalk , Quinnip-
iac , Farmington , [Naugatuck]e1 , Mill , Rooster and
[Connecticut]e2 .

No 1.00 0.13

B3

..., the army chose a prominent location in [Virginia]e1, at
the foot of the Arlington memorial bridge , directly across
the [Potomac River]e2 from the Lincoln memorial .

No 0.13

0.39... , none of those stars carried the giants the way barber
did at Fedex field , across the [Potomac River]e1 from
[Virginia]e2 , where he grew up as a redskins fan .

Yes 0.87

Table 6: A test set example of relation /location/location/contains from the NYT corpus.

sentence number mean±std
1 0.163± 0.029
2 0.187± 0.033
3 0.210± 0.034
4 0.212± 0.037
≥ 5 0.256± 0.043

Table 7: The distributions of inter-bag attention
weights for the bags with different number of sen-
tences.

means the precision of the relation classification
results with the top N highest probabilities in the
test set.

We can see our proposed methods achieved
higher P@N values than previous work. Fur-
thermore, no matter whether PCNN or BAG ATT
were adopted, the ATT RA method outperformed
the ATT BL method on the test set with only one
sentence for each entity pair. Note that the de-
coding procedures of ATT BL and ATT RA were
equivalent when there was only one sentence in a
bag. Therefore, the improvements from ATT BL
to ATT RA can be attributed to that ATT RA cal-
culated intra-bag attention weights in a relation-
aware way at the training stage.

4.6 Distributions of Inter-Bag Attention
Weights

We divided the training set into 5 parts according
to the number of sentences in each bag. For each
bag, the inter-bag attention weights given by the
PCNN+ATT RA+BAG ATT model were recorded.
Then, the mean and standard deviation of inter-
bag attention weights for each part of the train-
ing set were calculated and are shown in Table
7. From this table, we can see that the bag with

smaller number of training sentences were usually
assigned with lower inter-bag attention weights.
This result was consistent with the finding in (Qin
et al., 2018b) that the entity pairs with fewer train-
ing sentences were more likely to have incorrect
relation labels.

4.7 Case Study

A test set example of relation
/location/location/contains is shown in Table 6.
The bag group contained 3 bags, which consisted
of 2, 1, and 2 sentences respectively. We calcu-
lated the intra-bag and inter-bag attentions for this
bag group using our PCNN+ATT RA+BAG ATT
model and the weights of the target relation are
also shown in Table 6.

In this example, the second bag was a noisy bag
because the only sentence in this bag didn’t ex-
press the relation /location/location/contains be-
tween the two entities Naugatuck and Connecti-
cut. In conventional methods, these three bags
were treated equally for model training. Af-
ter introducing inter-bag attention mechanism, the
weight of this noisy bag was reduced significantly
as shown in the last column of Table 6.

5 Conclusion

In this paper, we have proposed a neural network
with intra-bag and inter-bag attentions to cope
with the noisy sentence and noisy bag problems
in distant supervision relation extraction. First,
relation-aware bag representations are calculated
by a weighted sum of sentence embeddings where
the noisy sentences are expected to have smaller
weights. Further, an inter-bag attention module is
designed to deal with the noisy bag problem by
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calculating the bag-level attention weights dynam-
ically during model training. Experimental results
on New York Times dataset show that our mod-
els achieved significant and consistent improve-
ments compared with the models using only con-
ventional intra-bag attentions. To deal with the
multi-label problem of relation extraction and to
integrate external knowledge into our model will
be the tasks of our future work.
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Abstract

Extreme Multi-label classification (XML) is
an important yet challenging machine learn-
ing task, that assigns to each instance its most
relevant candidate labels from an extremely
large label collection, where the numbers of la-
bels, features and instances could be thousands
or millions. XML is more and more on de-
mand in the Internet industries, accompanied
with the increasing business scale / scope and
data accumulation. The extremely large label
collections yield challenges such as computa-
tional complexity, inter-label dependency and
noisy labeling. Many methods have been pro-
posed to tackle these challenges, based on dif-
ferent mathematical formulations. In this pa-
per, we propose a deep learning XML method,
with a word-vector-based self-attention, fol-
lowed by a ranking-based AutoEncoder archi-
tecture. The proposed method has three ma-
jor advantages: 1) the autoencoder simulta-
neously considers the inter-label dependencies
and the feature-label dependencies, by project-
ing labels and features onto a common em-
bedding space; 2) the ranking loss not only
improves the training efficiency and accuracy
but also can be extended to handle noisy la-
beled data; 3) the efficient attention mecha-
nism improves feature representation by high-
lighting feature importance. Experimental re-
sults on benchmark datasets show the pro-
posed method is competitive to state-of-the-art
methods.

1 Introduction and Related Work

In multi-label classification (Tsoumakas and
Katakis, 2007; Zhang and Zhou, 2014), one as-
signs multiple labels to each instance. Multi-label
classification has many real-word applications: for
example, a movie may be associated with multi-
ple genres, a web page may contain several top-

ics, and an image can be tagged with a few ob-
jects. In these classification tasks, labels often ex-
hibit complex dependencies: for example, Doc-
umentary and Sci-Fi are usually mutually exclu-
sive movie genres, while Horror and Thriller are
typically highly correlated. Predicting labels inde-
pendently fails to capture these dependencies and
suffers suboptimal performance (Tsoumakas and
Katakis, 2007; Ghamrawi and McCallum, 2005;
Li et al., 2016). Several methods that capture la-
bel dependencies have been proposed, including
Conditional Random Fields (CRF) (Lafferty et al.,
2001; Ghamrawi and McCallum, 2005), Classi-
fier Chains (CC) (Read et al., 2011; Dembczyn-
ski et al., 2010), Conditional Bernoulli Mixtures
(CBM) (Li et al., 2016), and Canonical Correlated
AutoEncoder (C2AE) (Yeh et al., 2017). However,
these methods typically only work well on small-
to-medium scale datasets.

Extreme multi-label classification (XML) is a
multi-label classification task in which the num-
ber of instances, features and labels are very large,
often on the order of thousands to millions (Zubi-
aga, 2012; Bhatia et al., 2015). It has numerous
real-world applications such as merchandise tag-
ging and text categorization. Although the label
vocabulary is large, typically each instance only
matches a few labels. The scale of the classifi-
cation task, the inter-dependent labels, and label
sparsity all pose significant challenges for accu-
rate and efficient classification.

Many methods have been proposed for extreme
multi-label classification. We group them into dif-
ferent categories and describe representative meth-
ods in each category.

Independent Classification: A popular method
is to divide the multi-label classification prob-
lem into multiple binary classification prob-

2820



lems (Tsoumakas and Katakis, 2007; Hariharan
et al., 2012; Babbar and Schölkopf, 2017; Yen
et al., 2016, 2017). A typical implementation is
to treat labels independently and train one-vs-all
classifiers for each of the labels. These inde-
pendent classifiers can be trained in parallel and
thus are computationally efficient in practice. Ig-
noring the inter-label dependency also enables ef-
ficient optimization algorithm, which further re-
duces computational cost. However, ignoring la-
bel dependency inherently limits prediction accu-
racy. A competitive method in this category is
called PD-Sparse (Yen et al., 2016), with a vari-
ant of the Block-Coordinate Frank-Wolfe training
algorithm that exploits data sparsity and achieves
complexity sub-linear in the number of primal
and dual variables. PD-Sparse (Yen et al., 2016)
shows better performance with less training and
prediction time than 1-vs-all Logistic Regression
or SVM on extreme multi-label datasets.

Tree Based Classifiers: Following the success
of tree-based algorithms in binary classification
problems, people also proposed tree-based al-
gorithms for multi-label classification (Agrawal
et al., 2013; Weston et al., 2013; Prabhu and
Varma, 2014), which achieve promising prediction
accuracy. Similar to decision trees, these methods
make classification decisions in each branch split.
Different from decision trees, each split evaluates
all features, instead of one, to make a decision.
Also, each decision is for a subset of labels rather
than one label. Finally, via ensembling and par-
allel implementation, trees can boost their predic-
tion accuracy with practically affordable compu-
tational cost. Among these tree based classifiers,
FastXML (Prabhu and Varma, 2014) further opti-
mizes an nDCG-based ranking loss function and
achieves significantly higher accuracy than other
peer methods.

Embedding: A major difficulty of extreme multi-
label classification is the large number of labels.
When labels are inter-dependent, one can attempt
to find a lower dimensional latent label space from
which one can fully reconstruct the original la-
bel space. Over the past decade, many meth-
ods were proposed to find this latent label space.
In early work, methods were proposed to lin-
early project the original label space into a lower-
dimension space and reconstruct predictions from
that space (Tai and Lin, 2012; Balasubramanian
and Lebanon, 2012). However, there are two as-

sumptions: (1) the label dependency is linear and
(2) the label matrix is low-rank, which do not al-
ways hold, as reflected by the low prediction ac-
curacy of these methods. To overcome the limi-
tation of the linear assumption, different methods
were proposed using non-linear embeddings, in-
cluding kernels, sub-sampling (Yu et al., 2014),
feature-aware (Lin et al., 2014; Yeh et al., 2017)
and pairwise distance preservation (Bhatia et al.,
2015). Among these methods, SLEEC (Bhatia
et al., 2015) stands out for less training time and
higher accuracies. SLEEC introduces a method
for learning a small ensemble of local pairwise
distance preserving embeddings which allows it
to avoid the low-rank and linear-dependency as-
sumption.

Deep Learning: Deep learning has not been well
studied for XML, although it has achieved great
successes in binary and multi-class classification
problems (Lin et al., 2017; Kim, 2014).

FastText (Grave et al., 2017) reconstructs a
document representation by averaging the em-
bedding of the words in the document, followed
by a softmax transformation. It is a simple but
very effective and accurate multi-class text clas-
sifier, as demonstrated in both sentiment analysis
and multi-class classification (Grave et al., 2017).
However, FastText may not be directly applicable
for more complicated problems, like XML.

BoW-CNN (Johnson and Zhang, 2014) learns
powerful embedding of small text regions by ap-
plying CNN to high-dimensional text data. The
embedding of all regions are sent to one or mul-
tiple convolutional layers, a pooling layer and the
output layer at the end.

XML-CNN (Liu et al., 2017) achieves compu-
tational efficiency by training a deep neural net-
work with a hidden bottleneck layer much smaller
than the output layer. However, this method has a
few drawbacks. First, it is trained using the binary
cross entropy loss. This loss tends to be sensitive
to label noise, which is frequently observed in ex-
treme multi-label data. Since the label vocabulary
is large, it is quite common for human annotator
to miss relevant tags. When the classifier’s predic-
tion (which might be correct) disagrees with the
annotation, the cross entropy loss can potentially
assign an unbounded penalty to the classifier dur-
ing training procedure. The second issue is that
because labels are trained independently as sep-
arate binary classification tasks, their prediction
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probabilities/scores may not be directly compara-
ble. This is problematic because in many applica-
tions the requirement is to rank all labels accord-
ing to their relevance, as opposed to making an
independent binary decision on each label. The
third defect is that XML-CNN requires raw docu-
ments as input since it adopts the CNN structure
on top of sentences (Kim, 2014); this is problem-
atic when datasets are given in other formats such
as bag-of-words for text.

C2AE (Yeh et al., 2017) uses a ranking loss as
the training objective. But the ranking loss em-
ployed there needs to compare all (positive la-
bel, negative label) pairs, and therefore does not
scale well to extreme data. Furthermore, C2AE
only takes the bag-of-words representation (one-
hot encoding) as the input, which makes it harder
to learn powerful representations from extreme
multi-label dataset.
Our Contribution In this paper, we propose a
new deep learning method to address extreme
multi-label classification. Our contributions are as
follows:

• Motivated by the recent success of attention
techniques, we propose an efficient attention
mechanism that can learn rich representations
from any type of input features, including but
not limited to bag-of-words, raw documents
and images.

• Inspired by C2AE, our proposed model
projects both features and labels onto com-
mon latent spaces wherein correlations be-
tween features and labels are exploited. By
decoding this latent space into the original
label space in the prediction stage, the de-
pendencies between labels are implicitly cap-
tured.

• We propose a margin-based ranking loss that
is simultaneously more effective for extreme
settings and more tolerant towards noisy la-
beling.

2 The Proposed Method (Rank-AE)

In this section, we introduce the data format in
XML, and the proposed networks, including the
marginal-based ranking loss and attentions.
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Figure 1: Ranking-based AutoEncoder for XML.

2.1 Data Format
In XML, we are given a set of label candidates
Y = {1, 2, . . . , L}. The dataset D consists of fea-
tures and labels: D = {(xi, yi)}Ni=1, wherein N
is number of data, and each instance x ∈ RV (V
is the feature dimension) matches a label subset
y ⊆ Y , which can be written as a binary vec-
tor y = {0, 1}L, with each bit yl representing the
presence or absence of label l. Given such dataset,
our goal is to build a classifier c: RV → {0, 1}L,
mapping an instance to a subset of labels with ar-
bitrary size.

2.2 Auto-Encoder Network
Inspired by the C2AE (Yeh et al., 2017), we pro-
pose a Ranking-based Auto-Encoder (Rank-AE),
as depicted in Figure 1. Similar to C2AE, Rank-
AE includes three mapping functions to be trained:
a mapping from input features x to feature embed-
dings xh, denoted as F(x), where h is the em-
bedding size; an encoder from output labels y to
label embeddings yh as E(y); a decoder from la-
bel embeddings yh to output labels y′, written as
D(yh). The proposed model is built on two as-
sumptions: first, each instance can be represented
from two different aspects, features x and labels
y, so there exists a common latent space between
x and y; second, labels can be reproduced by an
autoencoder. Based on these two assumptions, we
design the object function as below:

L(D) = min
F ,E,D

Lh(xh, yh) + λLae(y, y′) (1)

wherein loss Lh(xh, yh) aims to find the common
latent space for input x and output y andLae(y, y′)
enforces the output to be reproducible. λ is a
hyper-parameter to balance these two losses. Dur-
ing the training, the model learns a joint network
including F , E and D to minimize the empirical
loss Eq (1).
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During inference, a given input x̂ will be first
transformed into a vector in latent space x̂h =
F(x̂), which will then be fed into the label decoder
to compute the predictions ŷ = D(x̂h). It is worth
mentioning that although the label encoder E is ig-
nored during the prediction, it is able to exploit
cross-label dependency during the label embed-
ding stage (Yeh et al., 2017). Recent work (Ku-
rata et al., 2016; Baker and Korhonen, 2017) also
show that using co-occurring labels information to
initialize the neural network can further improve
accuracy in multi-label classification.

2.3 Lh and Lae Loss Functions

Learning Common Embedding (Lh). Minimiz-
ing the common hidden space loss Lh has been
proposed based on different considerations (Zhang
and Schneider, 2011; Yeh et al., 2017; Shen et al.,
2018), ranging from canonical correlation anal-
ysis to alignment of two spaces with a perspec-
tive of cross-view. Since the hidden space is usu-
ally small and requires less computational cost, we
simply employ the mean squared loss for Lh.
Reconstructing Output (Lae). Unlike Lh with
small space,Lae loss usually involves a large num-
ber of labels. Moreover, Lae also directly affects
the classification performance significantly since
different loss functions lead to their own proper-
ties (Hajiabadi et al., 2017). Accordingly, solving
such problems with large scale and desirable prop-
erties presents open challenges in three aspects: 1)
how to improve time efficiency, 2) how to produce
comparable labels scores and 3) how to deal with
noise labels. Unfortunately, most of the related
deep learning methods only target one or two as-
pects. C2AE attempts to minimize the number of
misclassified pairs between relevant and irrelevant
labels, as a result its computational complexity is
quadratic with number of labels in the worst case;
also it fails to scale well on large number of in-
put features or labels due to its inefficient imple-
mentation1. XML-CNN (Liu et al., 2017) achieves
computational efficiency by training a deep neural
network with hidden layers much smaller than the
output layer with binary cross-entropy loss (BCE),
which has linear complexity in number of labels.
Despite this, BCE loss could neither capture la-
bel dependencies nor produce directly compara-
ble label scores, since each label is treated inde-

1https://github.com/dhruvramani/
C2AE-Multilabel-Classification

pendently. Moreover, BCE loss tends to be sensi-
tive to label noise, which is frequently observed in
XML data (Reed et al., 2014; Ghosh et al., 2017).

To void the aforementioned issues, we propose
a marginal-based ranking loss in AutoEncoder:

Lae(y, y′) = LP (y, y′) + LN (y, y′) (2)

LP (y, y′) =
∑

n∈N(y)

max
p∈P (y)

(m+ y′n − y′p)+ (3)

LN (y, y′) =
∑

p∈P (y)

max
n∈N(y)

(m+ y′n − y′p)+ (4)

wherein N(y) is the set of negative label indexes,
P (y) is the complement ofN(y), and marginm ∈
[0, 1] is a hyper-parameter for controlling the mini-
mal distance between positive and negative labels.
The loss consists of two parts: 1) LP targets to
raise the minimal score from positive labels over
all negative labels at least by m; 2) LN aims to
penalize the most violated negative label under all
positive labels by m. The proposed loss has the
following attractive properties: 1) having linear
complexity in number of labelsO(L); 2) capturing
the relative rankings between positive and negative
labels; 3) tolerating the noisy labels with a tunable
hyper-parameter m. To explain the last property,
assume y′n and y′p are the predicted probabilities
bounded in [0, 1], then on one extreme case with
noise-free labels and m = 1, all positive labels are
raised to probability 1, while negatives are penal-
ized to 0; on the other extreme case with all ran-
dom labels, e.g. from i.i.d. Bernoulli distribution,
setting m = 0 indicates that the annotated labels
are completely random noises.

2.4 Dual Attention

Extracting rich feature representations in XML
is helpful for predicting more complicated la-
bels structures, but on the other hand, requires
an efficient and feasible method. A recent work
(CBAM) (Woo et al., 2018) proposes a block at-
tention module, with a Channel-Attention and a
Spatial Attention for images tasks only, wherein
Channel-Attention emphasizes information from
channels, e.g. RBG, and Spatial-Attention pays
attention to partial areas in an image. By se-
quentially applying channel and spatial attentions,
CBAM is shown to be effective in images classi-
fication and object detection. We take advantage
of the attentions in CBAM and apply it on textual
data.
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Figure 2: Dual-Attention in Feature Embedding.

In our proposed attention module, it also con-
sists of spatial-wise and channel-wise attentions.
First, we force spatial-wise attention to attend on
a list of important words in a way that simply
multiply word embeddings by term-frequency or
tf-idf (whichever is provided in the feature ma-
trix). It is worth noting that spatial-wise mod-
ule does not involve any parameters, but it ef-
ficiently captures the importance of words with
numerical statistics, like tf-idf. We demonstrate
spatial-wise attention on the left side of Figure 2,
where the input x = (I, V ) contains bag-of-words
vector I = (w1, w2, . . . , wn)

T ∈ Rn and tf-idf
vector V = (v1, v2, . . . , vn)

T ∈ Rn. Bag-of-
words I are fed into an embedding layer E =
(e1, e2, . . . , en)

T ∈ Rn×C to get the word em-
beddings, where ej ∈ RC is word embedding
vector of wj . Then we multiply word embed-
dings by V to obtain weighted word embeddings:
V′ = (v1e1, v2e2, . . . , vnen)

T ∈ Rn×C .
The channel attention is designed to empha-

size the significant aspects by assigning different
weights on bits in a word embedding. For exam-
ple, in the word embedding of “apple”, some of the
bits may reflect fruit, while others may indicate the
company name. To achieve this, we adopt the ex-
citation network from the SENet (Hu et al., 2017)
with a slight increase in model complexity. The
excitation network includes two fully connected
layers with a non-linearity activation function in
between, see the top-right part in Figure 2:

AT = σ
(
F2δ(F1V

′T )
)
= (a1,a2, . . . ,an) (5)

wherein A ∈ Rn×C , δ and σ refer to the two
activation functions, ReLU and Sigmoid, F1 ∈
R
C
r
×C and F2 ∈ RC×

C
r are the two fully con-

nected layers, with word embedding size C and

Dataset train test label feature cardinality inst/L
Delicious* 12,920 3,185 983 500 19.03 312
Mediamill* 30,993 12,914 101 120 4.38 1,902

RCV* 623,847 155,962 2,456 47,236 4.79 1,219
IMDb 27,417 6,740 28 115,554 2.4 2,937

EURLex 15,539 3,909 3,993 5,000 5.31 26
Wiki10 14,146 6,616 30,938 101,938 18.64 9

Table 1: Dataset Characteristics: train, test, label and
feature are the numbers of training, testing, labels and
features respectively; cardinality is the average number
of label per instance; inst/L is the average number of
instances per label. * indicates only feature matrix is
provided and no raw document.

reduction ratio r. After obtaining the attention
matrix A, we can apply those attentions to the
weighted word embeddings to get a re-scaled
word embedding matrix M: M = V′ ◦ A =
(m1,m2, . . . ,mn)

T ∈ Rn×C , which is computed
via the element-wise product. The obtained at-
tention matrix A introduces dynamics conditioned
on the input weighted word embeddings and fur-
ther boosts feature discriminability. The last step
is to feed the re-scaled embedding matrix into an
average pooling to obtain the feature embedding
x′ ∈ RC . With the proposed spatial-wise and
channel-wise attentions, Rank-AE can learn rich
feature representations in an efficient way.

3 Experiments & Analysis

3.1 Dataset & Experiment Setup

Dataset. Our experiments are conducted on six
extreme multi-label datasets and their character-
istics are shown in Table 1, among which IMDb
is crawled from online movie database2 and the
rest five datasets are downloaded from the extreme
classification repository3. For datasets from the
repository, we adopt the provided train/test split,
and for IMDb we randomly choose 20% of the
data as test set and the rest of 80% as training set.
For all datasets, we reserve another 20% of train-
ing data as validation for tuning hyper-parameters.
After tuning, all models are trained on the entire
training set.

Among these datasets, three of them are only
provided with BoW feature matrix: Delicious,
Mediamill (dense feature matrix extracted from
image data) and RCV, which are only feasi-
ble for the non-deep learning methods (SLEEC,
FastXML, PDSparse) and Rank-AE. We provide

2https://www.imdb.com/
3http://manikvarma.org/downloads/XC/

XMLRepository.html

2824



both feature matrix and raw documents for IMDb,
EURLex and Wiki10, which are feasible for both
deep learning and non-deep learning methods. For
those data with both formats, we remove the words
from the raw documents that do not have corre-
sponding BoW features so that the vocabulary size
is the same for both deep and non-deep learning
methods.
Evaluation Metrics. To evaluate the perfor-
mances of each model, we adopt the metrics that
have been widely used in XML: Precision at top k
(P@k), and the Normalized Discounted Cummu-
lated Gains at top k (n@k) (Bhatia et al., 2015;
Prabhu and Varma, 2014; Yen et al., 2016; Liu
et al., 2017). P@k is a measure based on the frac-
tion of correct predictions in the top k predicted
scoring labels and n@k is a normalized metric for
Discounted Cumulative Gain:

P@k =
1

k

∑

l∈rankk(ŷ)
yl (6)

DCG@k =
∑

l∈rankk(ŷ)

yl
log(l + 1)

(7)

nDCG@k =
DCG@K

∑min(k,|y|)
l=1

1
log(l+1)

(8)

wherein the rankk returns k largest indices of the
prediction ŷ in a descending order, and |y| is the
number of positive labels in ground truth. In the
results, we report the average P@k and n@k on
testing set with k = 1, 3, 5 respectively.
Hyper-parameters. In Rank-AE, we use the fixed
neural network architecture, with two fully con-
nected layers in both Encoder and Decoder, and
one fully connected layer following Embedding
& Atten network in Feature Embedding. We
also fix most of the hyper-parameters, including
hidden dimension h (100 for small number of la-
bels data and 200 for large ones), word embed-
ding size C = 100, and reduction ratio r = 4.
The remaining hyper-parameters, such as balance
λ between Lh and Lae, margin m in Lae, and oth-
ers (decay, learning rate) in the optimization algo-
rithms, are tuned on validation set. In addition,
if the vocabulary for BoW is available, e.g. IMDb
and Wiki10, the Word Embedding component is
initialized by Glove4, a pre-trained word embed-
dings of 100 dimensions; if it is not, e.g. Medi-
amill, Delicious and RCV, a random initialization
is employed.

4https://nlp.stanford.edu/projects/
glove/

For the existing methods with the same
train/test split, we take the scores from the orig-
inal papers for SLEEC, FastXML and PD-Sparse
directly. For the new datasets and splits, the hyper-
parameters are tuned on the validation set for all
methods, as suggested in their papers.

3.2 Comparisons with Related Methods

We evaluate the proposed Rank-AE with other
six state-of-the-art methods, SLEEC, FastXML,
PD-Sparse, FastText, Bow-CNN and XML-CNN,
which are the leading methods among their cat-
egories. Among them, FastText, Bow-CNN and
XML-CNN only take raw documents, which are
not available for Delicious, Mediamill and RCV
datasets. For Rank-AE, we adopt the raw text as
the input for IMDb, and feature matrix for the rest.

The performances evaluated on P@k and n@k
with k = 1, 3, 5 are summarized in Table 2 (a)
and (b) separately. As reported, Rank-AE reaches
the best performances on two datasets (IMDb and
EURLex) out of 6 datasets, while SLEEC achieves
the best performances on Mediamill and Wiki10,
and FastXML performs the best on Delicious and
RCV. In general, SLEEC and FastXML are very
competitive to each other in non-deep learning
methods, but PD-Sparse performs worse. Rank-
AE always performs better than PD-Sparse with
at least 1% increase, up to almost 20% improve-
ment on Delicious data. When compared with
FastXML, Rank-AE outperforms on 4 datasets
with 1% to 10% growth, but underperforms on De-
licious and RCV with 1% decrease. SLEEC, as
the best non-deep learning method in our experi-
ments, performs almost identical to Rank-AE, but
on IMDb data, it performs 7% ∼ 15% less than
non-deep methods, and even worse than Rank-AE.

Comparing Rank-AE with deep learning meth-
ods, we narrow down to three datasets with avail-
able raw documents: IMDb, EURLex and Wiki10.
As shown in Table 2, FastText and Bow-CNN,
not planned for XML but for multi-class, perform
much worse than XML-CNN and Rank-AE as ex-
pected. On the other hand, XML-CNN achieves
close performance to Rank-AE: with similar per-
formance on IMDb dataset, but lower scores on
EURLex and Wiki10 with 2% drop in P@k and
n@k. In spite of this, Rank-AE, trained on fea-
ture matrix for EURLex and Wiki10, surprisingly
performs better than XML-CNN on raw data.

In the comparisons, there is no such method that
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Dataset Metrics SLEEC FastXML PD-Sparse FastText Bow-CNN XML-CNN Rank-AE

Delicious
P@1 67.59 69.61 51.82 - - - 69.26
P@3 61.38 64.12 44.18 - - - 62.72
P@5 56.56 59.27 38.95 - - - 57.63

Mediamill
P@1 87.82 84.22 81.86 - - - 86.53
P@3 73.45 67.33 62.52 - - - 70.17
P@5 59.17 53.04 45.11 - - - 55.44

RCV
P@1 90.25 91.23 90.08 - - - 90.9
P@3 72.42 73.51 72.03 - - - 72.82
P@5 51.88 53.31 51.09 - - - 52.05

IMDb
P@1 51.37 66.45 66.84 69.55 66.59 75.55 75.91
P@3 34.46 48.32 46.29 48.76 48.42 52.59 52.66
P@5 27.34 36.28 35.04 36.53 36.56 38.90 38.48

EURLex
P@1 79.26 71.36 76.43 71.51 64.99 76.38 79.52
P@3 64.30 59.90 60.37 60.37 51.68 62.81 65.14
P@5 52.33 50.39 49.72 50.41 42.32 51.41 53.18

Wiki10
P@1 85.88 83.03 81.03 68.86 81.16 84.11 83.6
P@3 72.98 67.47 57.36 54.65 50.67 70.24 72.07
P@5 62.70 57.76 44.10 47.61 36.03 59.87 62.07

Rank Score avg 2.83 3.33 4.56 4.56 5.78 2.56 1.78
Dataset Metrics SLEEC FastXML PD-Sparse FastText Bow-CNN XML-CNN Rank-AE

Delicious
n@1 67.59 69.61 51.82 - - - 69.26
n@3 62.87 65.47 46.00 - - - 64.16
n@5 59.28 61.90 42.02 - - - 60.39

Mediamill
n@1 87.82 84.22 81.86 - - - 86.53
n@3 81.50 75.41 70.21 - - - 78.36
n@5 79.22 72.37 63.71 - - - 75.28

RCV
n@1 90.25 91.23 90.08 - - - 90.9
n@3 88.86 89.63 88.50 - - - 89.29
n@5 89.49 90.33 88.79 - - - 89.75

IMDb
n@1 51.37 66.45 66.84 69.55 66.59 75.55 75.91
n@3 49.75 67.14 64.84 68.47 67.26 74.02 73.5
n@5 54.43 71.72 69.69 72.99 72.07 78.48 77.37

EURLex
n@1 79.26 71.36 76.43 71.51 64.99 76.38 79.52
n@3 68.13 62.87 64.31 63.32 55.03 66.28 68.76
n@5 61.60 58.06 58.78 58.56 49.92 60.32 62.33

Wiki10
n@1 85.88 83.03 81.03 68.86 81.16 84.11 83.6
n@3 76.02 75.35 62.62 56.72 56.14 73.52 74.78
n@5 68.13 63.36 52.03 51.19 45.29 65.50 67.18

Rank Score avg 2.83 3.22 4.33 4.67 5.78 2.56 1.89

Table 2: Comparisons with other methods (P@k and n@k are reported in the top and bottom tables respectively).
’-’ indicates unavailable due to raw documents are not available for these deep learning methods, and number in
bold is the best result in the line.

could perform the best on all datasets. We discover
that each dataset has its own intrinsic properties,
such as diversity of labels, number of features, av-
erage number of relevant labels per instance and
average number of training instances per label, see
Table 1. All those properties will affect training
procedure, for example, how much flexibility a
model should be in order to explain labels well by
the given training data. Because those factors are
always changing from data to data, they also in-
fluence the performances on different models. In
order to have a reasonable comparisons, we report
the average ranking score for each method. To
compute the average ranks, we first rank the meth-
ods based on their performance in each row in Ta-
ble 2, then average them through all rows, and re-

port the final ranking scores in the last row of each
table. The average ranking scores show that Rank-
AE is the best model with ranking scores 1.78 in
P@k and 1.89 in n@k.

3.3 Comparisons with Noise Labels

As mentioned previously, noisy labels in XML are
a quite common issue in the real-world applica-
tions (Yeh et al., 2017; Ghosh et al., 2017), but
our proposed marginal ranking loss naturally mit-
igates this problem. Since IMDb is a real-world
dataset with relatively clean labels, we conduct
the noise experiments on it. In the experiments,
we control the noise labels in two different ways:
1) missing labels: changing each positive label
from yl = 1 to yl = 0 with certain rate, 2) both
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Figure 3: Comparisons on noisy labelling IMDb data.

missing and invalid labels: flipping either from
positive to negative or from negative to positive
with a noise rate. The noise rates are varied from
0% to 60% on 80% of the training set, and the
rest of 20% is noise-free validation set for model
selection. We select five algorithms: FastXML,
PD-Sparse, XML-CNN, Rank-AE and BCE-AE,
wherein BCE-AE is our proposed method but us-
ing binary cross-entropy loss in Lae(y, y′). Com-
paring BCE-AE with Rank-AE can be used to ver-
ify whether the robustness to label noise is due to
the use of marginal ranking loss.

The performances are reported on the same
clean test set, shown in Figure 3. Rank-AE con-
sistently outperforms other four approaches and
has the best robustness tolerating noise labels. Be-
sides, FastXML and PD-Sparse are more toler-
ant to missing noises than XML-CNN, which may
due to XML-CNN has greater capacity and thus
more prone to over-fitting the noise. Furthermore,
when comparing Rank-AE with BCE-AE, both of
which share the same structure but have different
loss functions, the proposed marginal-based rank-
ing loss seems to be robuster than binary cross-
entropy loss.

3.4 More Analysis in Rank-AE

Ablation Study. The effectiveness and robust-
ness of Rank-AE have been demonstrated in the
previous section. However, it is not clear to us
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Figure 4: Precision at top k comparisons: No attn (/) is
no attention Rank-AE; No loss (+) is using binary cross
entropy lose instead of marginal ranking loss; Rank-AE
(x) is our proposed model.

yet that if the effectiveness benefits from the pro-
posed components, such as attention mechanism
and marginal ranking loss. To further understand
the impacts from these two factors, we conduct
a controlling experiment with three different set-
tings: 1) removing the Attention component A
in Figure 2 from Rank-AE, in which case V′ is
directly passed to the average pooling to obtain
x′, called No attn; or 2) examining the perfor-
mances by replacing the marginal ranking loss
(Lae) with a binary cross entropy loss, named No
loss; or 3) keeping the original Rank-AE without
any change. In Figure 4, P@k is reported on the
six datasets for the ablation experiment, because
n@k is similar to P@k, thus eliminated here. The
comparisons results show that Rank-AE without
any change works better than the other two on all
datasets consistently, especially on Wiki10. First,
channel-attention extracts richer information from
the word embeddings by introducing the channel
weights. Thus, it is more suitable when clas-
sification tasks become more complicated and a
word more likely represents multiple aspects. Sec-
ond, Rank-AE gains some advantage of tolerating
noise labels with marginal ranking loss compar-
ing to BCE loss. We could even further infer that
IMDb and RCV may have relatively less noise la-
bels since the performance does not benefit much
from the marginal ranking loss.
Channel-Attention Visualization. Our channel-
attention is implemented by an excitation network,
which is adopted from SENet (Hu et al., 2017)
and only applied to images before. To demonstrate
its effectiveness and feasibility on textual data, we
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Figure 5: Visualization for Attention in Rank-AE. The labels are movie genres split by underline, and the input is
a movie story line.

.

employ the visualization tool (Lin et al., 2017) to
highlight important words based on the attention
output. Specifically, we run our method on IMDb
dataset, wherein each instance is a movie story as-
sociated with relevant genres as labels. Instead of
extracting V′ matrix using the proposed spatial-
wise attention, we obtain a fixed size embeddings
from a bidirectional LSTM on variable length of
sentence, fed to our channel-attention network.
Through the channel-attention network, we can
observe the attention matrix A for each input doc-
ument. By summing up the attention weights of
each word embedding vector, we can visualize the
overall attention for that word with the visualiza-
tion tool5. We randomly select three movies from
IMDb testing set (See Figure 5). By looking at
the highlighted regions, we can see that the pro-
posed channel-attention is able to focus more on
the words that are highly related to the topics.

4 Conclusion

In this paper, we propose a marginal ranking loss,
which not only predicts comparable labels scores
between labels, more suitable for ranking metrics,

5The visualization tool is provided by
https://github.com/kaushalshetty/
Structured-Self-Attention

but also consistently performs better on noisy la-
beling data, with both missing and invalid labels.
In addition, the dual-attention component allows
Rank-AE to learn more powerful feature represen-
tations efficiently. By integrating those compo-
nents, Rank-AE usually achieves the best or the
second best on six benchmark XML datasets com-
paring with other outstanding methods in state-of-
the-art.
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Abstract

This paper provides a new way to improve the
efficiency of the REINFORCE training pro-
cess. We apply it to the task of instance selec-
tion in distant supervision. Modeling the in-
stance selection in one bag as a sequential de-
cision process, a reinforcement learning agent
is trained to determine whether an instance
is valuable or not and construct a new bag
with less noisy instances. However unbiased
methods, such as REINFORCE, could usually
take much time to train. This paper adopts
posterior regularization (PR) to integrate some
domain-specific rules in instance selection us-
ing REINFORCE. As the experiment results
show, this method remarkably improves the
performance of the relation classifier trained
on cleaned distant supervision dataset as well
as the efficiency of the REINFORCE training.

1 Introduction

Relation extraction is a fundamental work in natu-
ral language processing. Detecting and classifying
the relation between entity pairs from the unstruc-
tured document, it can support many other tasks
such as question answering.

While relation extraction requires lots of la-
beled data and make methods labor intensive,
(Mintz et al., 2009) proposes distant supervision
(DS), a widely used automatic annotating way. In
distant supervision, knowledge base (KB) , such
as Freebase, is aligned with nature documents.
In this way, the sentences which contain an en-
tity pair in KB all express the exact relation that
the entity pair has in KB. We usually call the set
of instances that contain the same entity pair a
bag. In this way, the training instances can be di-
vided into N bags B = {B1, B2, ..., BN}. Each
bag Bk are corresponding to an unique entity pair

∗Corresponding author

Ek = (ek1, e
k
2) and contains a sequence of in-

stances {xk1, xk2, ..., xk|Bk|} . However, distant su-
pervision may suffer a wrong label problem. In
other words, the instances in one bag may not ac-
tually have the relation.

To resolve the wrong label problem, just like
Fig.2 shows, (Feng et al., 2018) model the instance
selection task in one bag Bk as a sequential deci-
sion process and train an agent π(a|s, θπ) denoting
the probability Pπ(At = a, |St = s, θt = θπ) that
action a is taken at time t given that the agent is in
state s with parameter vector θπ by REINFORCE
algorithm (Sutton and Barto, 1998). The action a
can only be 0 or 1 indicating whether an instance
xki is truly expressing the relation and whether it
should be selected and added to the new bag Bk.
The state s is determined by the entity pair cor-
responding to the bag, the candidate instance to
be selected and the instances that have already
been selected. Accomplishing this task, the agent
gets a new bag Bk at the terminal of the trajec-
tory with less wrong labeled instances. With the
newly constructed dataset B = {B1, B2, ..., BN}
with less wrong labeling instances, we can train
bag level relation predicting models with better
performance. Meanwhile, the relation predicting
model gives reward to the instance selection agent.
Therefore, the agent and the relation classifier can
be trained jointly.

However, REINFORCE is a Monte Carlo algo-
rithm and need stochastic gradient method to op-
timize. It is unbiased and has good convergence
properties but also may be of high variance and
slow to train (Sutton and Barto, 1998).

Therefore, we train a REINFORCE based agent
by integrating some other domain-specific rules
to accelerate the training process and guide the
agent to explore more effectively and learn a bet-
ter policy. Here we use a rule pattern as the Fig.1
shows (?). The instances that return true (match
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the pattern and label in any one of the rules) are
denoted as xMI and we adopt posterior regular-
ization method (Ganchev, 2010) to regularize the
posterior distribution of π(a|s, θπ) on xMI . In this
way, we can construct a rule-based agent πr. πr
tends to regard the instances in xMI valuable and
select them without wasting time in trial-and-error
exploring. The number of such rules is 134 alto-
gether and can match nearly four percents of in-
stances in the training data.

Our contributions include:

• We propose PR REINFORCE by integrating
domain-specific rules to improve the perfor-
mance of the original REINFORCE.

• We apply the PR REINFORCE to the in-
stance selection task for DS dataset to alle-
viate the wrong label problem in DS.

2 Related Work

Among the previous studies in relation extrac-
tion, most of them are supervised methods that
need a large amount of annotated data (Bach and
Badaskar, 2007). Distant supervision is proposed
to alleviate this problem by aligning plain text with
Freebase. However, distant supervision inevitably
suffers from the wrong label problem.

Some previous research has been done in han-
dling noisy data in distant supervision. An
expressed-at-least-once assumption is employed
in (Mintz et al., 2009): if two entities partici-
pated in a relation, at least one instance in the bag
might express that relation. Many follow-up stud-
ies adopt this assumption and choose a most credi-
ble instance to represent the bag. (Lin et al., 2016;
Ji et al., 2017) employs the attention mechanism
to put different attention weight on each sentence
in one bag and assume each sentence is related to
the relation but have a different correlation.

Another key issue for relation extraction is how
to model the instance and extract features, (Zeng
et al., 2014, 2015; Zhou et al., 2016) adopts deep

Figure 1: Rule Pattern Examples

Figure 2: Overall Framework

neural network including CNN and RNN, these
methods perform better than conventional feature-
based methods.

Reinforcement learning has been widely used
in data selection and natural language process-
ing. (Feng et al., 2018) adopts REINFORCE in
instance selection for distant supervision which is
the basis of our work.

Posterior regularization (Ganchev, 2010) is a
framework to handle the problem that a variety
of tasks and domains require the creation of large
problem-specific annotated data. This framework
incorporates external problem-specific informa-
tion and put a constraint on the posterior of the
model. In this paper, we propose a rule-based RE-
INFORCE based on this framework.

3 Methodology

In this section, we focus on the model details. Be-
sides the interacting process of the relation clas-
sifier and the instance selector, we will introduce
how to model the state, action, reward of the agent
and how we add rules for the agent in training pro-
cess.

3.1 Basic Relation Classifier

We need a pretrained basic relation classifier to de-
fine the reward and state. In this paper, we adopt
the BGRU with attention bag level relation clas-
sifier fb (Zhou et al., 2016). With o denoting the
output of fb corresponding to the scores associated
to each relation, the conditional probability can be
written as follows:
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Pfb(r|Bk, θb) =
exp(or)∑nr
k=1 exp(ok)

(1)

where r is relation type, nr is the number of re-
lation types, θb is the parameter vector of the basic
relation classifier fb and Bk denotes the input bag
of the classifier.

In the basic classifier, the sentence rep-
resentation is calculated by the sentence
encoder network BGRU, the BGRU takes
the instance xki as input and output the sen-
tence representation BGRU(xki ). And then
the sentence level(ATT) attention will take
{BGRU(xk1), BGRU(xk2), ..., BGRU(xk|Bk|)}
as input and output o which is the final output of
fb corresponding to the scores associated to each
relation.

3.2 Original REINFORCE
Original REINFORCE agent training process is
quite similar to (Feng et al., 2018). The instance
selection process for one bag is completed in one
trajectory. Agent π(a|s, θπ) is trained as an in-
stance selector.

The key of the model is how to represent the
state in every step and the reward at the terminal of
the trajectory. We use the pretrained fb to address
this key problem. The reward defined by the basic
relation classifier is as follows:

R = logPfb(r
k|Bk, θb) (2)

In which rk denotes the corresponding relation
of Bk.

The state s mainly contained three parts: the
representation of the candidate instance, the rep-
resentation of the relation and the representation
of the instances that have been selected.

The representation of the candidate instance are
also defined by the basic relation classifier fb. At
time step t, we use BGRU(xkt ) to represent the can-
didate instance xkt and the same for the selected in-
stances. As for the embedding of relation, we use
the entity embedding method introduced in TransE
model (Bordes et al., 2013) which is trained on the
Freebase triples that have been mentioned in the
training and testing dataset, and the relation em-
bedding rek will be computed by the difference of
the entity embedding element-wise.

The policy π with parameter θπ = {W, b} is
defined as follows:

Pπ(At|St, θπ) = softmax(WSt + b) (3)

With the model above, the parameter vector can
be updated according to REINFORCE algorithm
(Sutton and Barto, 1998).

3.3 Posterior Regularized REINFORCE
REINFORCE uses the complete return, which in-
cludes all future rewards up until the end of the
trajectory. In this sense, all updates are made af-
ter the trajectory is completed (Sutton and Barto,
1998). These stochastic properties could make the
training slow. Fortunately, we have some domain-
specific rules that could help to train the agent and
adopt posterior regularization framework to inte-
grate these rules. The goal of this framework is to
restrict the posterior of π. It can guide the agent
towards desired behavior instead of wasting too
much time in meaninglessly exploring.

Since we assume that the domain-specific rules
have high credibility, we designed a rule-based
policy agent πr to emphasize their influences on
π. The posterior constrains for π is that the pol-
icy posterior for xMI is expected to be 1 which
indicates that agent should select the xMI . This
expectation can be written as follows:

EPπ [l(At = 1)] = 1 (4)

where l here is the indicator function. In order to
transfer the rules into a new policy πr, the KL di-
vergence between the posterior of π and πr should
be minimized, this can be formally defined as

minKL(Pπ(At|St, θπ)||Pπr(At|St, θπ)) (5)

Optimizing the constrained convex problem de-
fined by Eq.(4) and Eq.(5), we get a new policy
πr:

Pπr(At|St, θπ) =
Pπ(At|St, θπ)exp(l(At = 1)− 1)

Z
(6)

where Z is a normalization term.

Z =
1∑

At=0

Pπr(At|X, θπ)exp(l(At = 1)− 1)

Algorithm 1 formally define the overall frame-
work of the rule-based data selection process.

4 Experiment

Our experiment is designed to demonstrate that
our proposed methodologies can train an instance
selector more efficiently.
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Data: Original DS Dataset:
B = {B1, B2, ..., BN}, Max
Episode:M, Basic Relation
Classifier:fb, Step Size: α

Result: An Instance Selector
initialization policy weight θ′π = θπ;
initialization classifier weight θ′b = θb;
for episode m=1 to M do

for Bk in B do
Bk = {xk1, xk2, ..., xk|Bk|}, Bk = {};
for step i in |Bk| do

construct si by Bk, xki , rek;
if xki ∈ xMI then

construct πr;
sample action Ai follow
πr(a|si, θ′π);

else
sample action Ai follow
π(a|si, θ′π);

end
if Ai=1 then

Add xki in Bk;
end

end
Get terminal reward:
R = logPfb(r

k|Bk, θ′b);
Get step delayed reward: Ri=R;
Update agent:
θπ ← θπ + α

∑|Bk|
i=1 Ri∇θπ log π

end
θ′π = τθπ + (1− τ)θ′π;
Update the classifier fb;

end
Algorithm 1: PR REINFORCE

We tuned our model using three-fold cross val-
idation on the training set. For the parameters of
the instance selector, we set the dimension of en-
tity embedding as 50, the learning rate as 0.01.
The delay coefficient τ is 0.005. For the parame-
ters of the relation classifier, we follow the settings
that are described in (Zhou et al., 2016).

The comparison is done in rule-based rein-
forcement learning method, original reinforce-
ment learning and method with no reinforce-
ment learning which is the basic relation classifier
trained on original DS dataset. We use the last as
the baseline.

Figure 3: Precision/Recall Curves

4.1 Dataset

A widely used DS dataset, which is developed by
(Riedel et al., 2010), is used as the original dataset
to be selected. The dataset is generated by aligning
Freebase with New York Times corpus.

4.2 Metric and Performance Comparison

We compare the data selection model performance
by the final performance of the basic model trained
on newly constructed dataset selected by different
models. We use the precision/recall curves as the
main metric. Fig.3 presents this comparison. PR
REINFORCE constructs cleaned DS dataset with
less noisy data compared with the original RE-
INFORCE so that the BGRU+2ATT classifier can
reach better performance.

5 Conclusions

In this paper, we develop a posterior regular-
ized REINFORCE methodology to alleviate the
wrong label problem in distant supervision. Our
model makes full use of the hand-crafted domain-
specific rules in the trial and error search dur-
ing the training process of REINFORCE method
for DS dataset selection. The experiment re-
sults show that PR REINFORCE outperforms
the original REINFORCE. Moreover, PR REIN-
FORCE greatly improves the efficiency of the RE-
INFORCE training.
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Abstract

The bigger the corpus, the more topics it can
potentially support. To truly make full use of
massive text corpora, a topic model inference
algorithm must therefore scale efficiently in
1) documents and 2) topics, while 3) achiev-
ing accurate inference. Previous methods have
achieved two out of three of these criteria si-
multaneously, but never all three at once. In
this paper, we develop an online inference
algorithm for topic models which leverages
stochasticity to scale well in the number of
documents, sparsity to scale well in the num-
ber of topics, and which operates in the col-
lapsed representation of the topic model for
improved accuracy and run-time performance.
We use a Monte Carlo inner loop in the on-
line setting to approximate the collapsed vari-
ational Bayes updates in a sparse and efficient
way, which we accomplish via the Metropolis-
Hastings Walker method. We showcase our
algorithm on LDA and the recently proposed
mixed membership skip-gram topic model.
Our method requires only amortized O(kd)
computation per word token instead of O(K)
operations, where the number of topics occur-
ring for a particular document kd ≪ the total
number of topics in the corpus K, to converge
to a high-quality solution.

1 Introduction

Topic models are powerful tools for analyzing to-
day’s massive, constantly expanding digital text
information by representing high-dimensional
data in a low-dimensional subspace. We can re-
cover the main themes of a corpus by using topic
models such as latent Dirichlet allocation (LDA)
to organize, understand, search, and explore the
documents (Blei et al., 2003).

Traditional LDA inference techniques such as
variational Bayes and collapsed Gibbs sampling
do not readily scale to corpora containing mil-
lions of documents. To scale up inference, the
main approaches are distributed algorithms (New-
man et al., 2008) and stochastic algorithms (Hoff-
man et al., 2010, 2013). Stochastic algorithms,
such as stochastic variational inference (SVI), op-
erate in an online fashion, and hence do not
need to see all of the documents before updating
the topics, so they can be applied to corpora of
any size, without expensive distributed hardware
(Hoffman et al., 2010). The “collapsed” represen-
tation of topic models is also frequently important,
as it leads to faster convergence, efficient updates,
and lower variance in estimation (Griffiths and
Steyvers, 2004). The stochastic collapsed vari-
ational Bayesian inference (SCVB0) algorithm,
proposed by (Foulds et al., 2013), combines the
benefits of stochastic and collapsed inference.

Larger corpora typically support more topics,
which brings the additional efficiency challenge
of training a larger model (Mimno et al., 2012).
This challenge has been addressed by exploiting
sparsity to perform updates in time sublinear in
the number of topics. A sparse variant of the SVI
algorithm for LDA, SSVI, proposed by (Mimno
et al., 2012), is scalable to large numbers of topics,
but does not fully exploit the collapsed represen-
tation of LDA, which is important for faster con-
vergence and improved inference accuracy, due to
a better variational bound (Teh et al., 2007). The
Metropolis Hastings Walker (MHW) method (Li
et al., 2014) scales well in the number of topics,
and uses a collapsed inference algorithm, but it
operates in the batch setting, so it is not scalable
to large corpora. LightLDA (Yuan et al., 2015)
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is a distributed approach to the MHW method
which adopts a data-and-model-parallel strategy
to maximize memory and CPU efficiency. How-
ever, it is not an online approach, and furthermore
requires multiple expensive computer clusters to
converge faster. Tensor methods are another ap-
proach to speeding up topic models (Anandku-
mar et al., 2014; Arora et al., 2012), which the-
oretically guarantee the recovery of the true pa-
rameters by overcoming the problem of local op-
tima. These techniques use the method of mo-
ments instead of maximum likelihood estimation
or Bayesian inference, which leads to lower data
efficiency, and sometimes unreliable performance.

In this work, we propose a highly efficient
and scalable inference algorithm for topic mod-
els. We develop an online algorithm which lever-
ages stochasticity to scale well in the number of
documents, sparsity to scale well in the number of
topics, and which operates in the collapsed rep-
resentation of topic models. We thereby combine
the individual benefits of SVI, SSVI, SCVB0, and
MHW into a single algorithm. Our approach is to
develop a sparse version of SCVB0. Inspired by
SSVI, we use a Monte Carlo inner loop to approx-
imate the SCVB0 variational distribution updates
in a sparse and efficient way, which we accom-
plish via MHW method. To show the generality
of our algorithm, we explore the benefits of our in-
ference method for LDA and another recently pro-
posed topic model, MMSGTM, with experiments
on both small and large-scale datasets.

2 Background

To build the foundation for our proposed method,
in this section we provide the necessary back-
ground on LDA and MMSGTM topic models and
their associated inference algorithms. This is fol-
lowed by a description of the MHW sampler for
reducing topic model sampling complexity.

2.1 Latent Dirichlet Allocation and SCVB0

Probabilistic topic models such as LDA (Blei
et al., 2003) use latent variables to encode co-
occurrence patterns between words in text corpora
and other bag-of-words represented data. In LDA,
we assume that the D documents in a corpus are
each from mixture distributions of K individual
topics ϕk, k ∈ {1, ..., K}, each of which are dis-

crete distributions over words. For a document
j of length Nj , the local (document-level) vari-
ables θj are a distribution over topics drawn from a
Dirichlet prior with parameters αk and for each to-
ken, global variables (corpus-level) ϕk are drawn
from a Dirichlet prior with parameters βw. Due to
conjugacy, we can marginalize out topics Θ and
distributions over topics Φ, and perform inference
only on the topic assignments Z in the collapsed
representation of LDA (Griffiths and Steyvers,
2004). For scalable and accurate inference, Foulds
et al. (2013) proposed a stochastic collapsed vari-
ational inference algorithm, SCVB0. The SCVB0
approach computes a variational discrete distribu-
tion γij over the K topic assignment probabilities
for each word i in each document j, but does not
maintain the γ variables that increase the mem-
ory requirement of original batch CVB0 algorithm
(Asuncion et al., 2009). SCVB0 iteratively up-
dates each γij using

γijk :∝
NΦ

wijk + βwij

NZ
k +

∑
w βw

(NΘ
jk + αk) (1)

for each topic k, with jth document’s ith word
wij . The NZ , NΘ, and NΦ are referred to as
CVB0 statistics, where NZ is the vector of ex-
pected number of words assigned to each topic,
each entry j, k of matrix NΘ, and each entry w,
k of matrix NΦ are the expected number of times
document j, and word w are assigned to topic k,
respectively, across the corpus. To do stochastic
updates of these variables, one sequence of step-
sizes ρΦ for NΦ and NZ and another sequence
ρΘ for NΘ are maintained. The update of NΘ

j

for every token i of document j with an online av-
erage of the current value and its expected value is

NΘ
j := (1 − ρΘ

t )NΘ
j + ρΘ

t Cjγij (2)

where Cj is the document length. In practice, it
is too expensive to update NΦ after every token.
This leads to the use of minibatch updates with the
average of the M per-token estimates of the form
Yij , which is a W × K matrix with the wij th row
being γij and with zeros in the other entries:

NΦ := (1 − ρΦ
t )NΦ + ρΦ

t N̂Φ (3)

NZ := (1 − ρΦ
t )NZ + ρΦ

t N̂Z , (4)
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where N̂Φ = C
|M |

∑
ij∈M Yij , N̂Z =

C
|M |

∑
ij∈M γij , and C is the number of words in

the corpus. The SCVB0 algorithm outperforms
stochastic VB (Hoffman et al., 2010) on large
corpora by converging faster and often to a better
solution (Foulds et al., 2013). However, the
SCVB0 algorithm does not leverage sparsity, and
hence requires O(K) operations per word token.

2.2 MMSG Topic Model
To show the generality of our approach to topic
models other than LDA, we will also apply our
method to a recent model called the Mixed Mem-
bership Skip-gram Topic Model (MMSGTM)
(Foulds, 2018), which combines ideas from topic
models and word embeddings (cf. also (Das et al.,
2015; Liu et al., 2015)). MMSGTM’s generative
model for words and their surrounding context is:

• For each word wi in the corpus
– Sample a topic zi ∼ Discrete(θwi)

– For each word wc ∈ context(i)

∗ Sample a context word
wc ∼ Discrete(ϕzi) .

The inferred model can then be used to train em-
beddings for topics and words, although we do
not consider this here. The MMSGTM admits a
collapsed Gibbs sampler (CGS) which efficiently
resolves the cluster assignments. With Dirichlet
priors on the parameters, the CGS update is

p(zi = k|.) :∝ (N
(Φ)−i
wik

+ αk) ×
|context(i)|∏

c=1

N
(Φ)−i
wck + βwc + N

(i,c)
wc

N
(Z)−i
k +

∑
w βw + c − 1

, (5)

where α and β are parameter vectors for Dirichlet
priors over the topic and word distributions, NΦ

wi

and NΦ
wc

are input and output word-topic counts
(excluding the current word), NZ is the total topic
counts in output word-topic counts, and N

(i,c)
wc is

the number of occurrences of word wc before the
cth word in the ith context. MMSGTM exploits
the MHW algorithm, which scales sub-linearly in
K, but not in the number of training documents.

2.3 Metropolis-Hastings-Walker Sampler
The MHW method (Li et al., 2014), which is a key
component of our approach, uses a data structure
called an alias table which allows sampling from

a discrete distribution in amortized O(1) time.
Assuming initial probabilities p0, p1, ..., pl−1 of a
distribution over l outcomes and average of prob-
abilities a = 1

l , the alias table A can be formed as
follows (Marsaglia et al., 2004):

• Initialize: for i from 0 to l − 1
– Aalias[i] = i and Aprob = (i + 1)a

• Do the following steps n − 1 times
– Find smallest pi and largest pj

– Set Aalias[i] = j and Aprob = i×a+pi

– pj := pj − (a − pi) and pi := a .

Then, to sample from p using the alias table:
• Roll l-sided fair die to choose element i of A

• If Rand(1) < Aprob[i] return i,
else return Aalias[i].

Li et al. (2014) cache alias table samples, avoid-
ing the need to store the table. Once the supply of
samples is exhausted they compute a new alias ta-
ble. They draw samples from the Gibbs sampling
update, analogous to γij in Equation 1, in amor-
tized O(kd) time by decomposing the update into

p(zij = k|.) ∝ NΘ
jk

NΦ
wijk + βwij

NZ
k +

∑
w βw

+ αk

NΦ
wijk + βwij

NZ
k +

∑
w βw

(6)

where the first term, sparse in kd, admits sampling
in O(kd) time, and the second term is dense but
slow changing. A Metropolis-Hastings (M-H) up-
date is used to correct for approximating the CGS
update with a proposal distribution q(k) based on
the stale alias samples. Foulds et al. (2018) pro-
pose to apply simulated annealing to optimize in-
stead of sample, and which improves mixing for
the MMSGTM. This is achieved by raising the
model part of the M-H acceptance ratio for a new
sample z

(new)
i ∼ q(k) to the power of 1

Tj
at itera-

tion j:

p(accept z
(new)
i |.) = (7)

min(1, (
p(z

(new)
i )

p(z
(old)
i )

)
1

Tj
q(z

(old)
i )

q(z
(new)
i )

) .

3 Sparse Stochastic CVB0

In this section, we introduce our approach, a
sparse version of SCVB0, which combines the in-
dividual benefits of the SVI, SSVI, SCVB0 and
MHW algorithms, to scale well not only in the
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SparseSCVB0 Original SCVB0 SVI
units
unit
net
hidden
output
neural
networks

neurons
model
synaptic
input
neuron
response
cell

support
kernel
margin
function
vector
svm
machines

data
clustering
cluster
clusters
algorithm
model
problem

matrix
pca
linear
principal
eigenvectors
eigenvalues
eigenvalue

eeg
time
data
brain
activity
signal
analysis

word
words
character
recognition
characters
trained
input

cells
cell
cortex
response
firing
cortical
inhibitory

circuit
current
circuits
figure
input
analog
filter

Table 1: Randomly selected example topics, while models trained on the NIPS corpus for K = 500.

Algorithm 1 SparseSCVB0 for TM Inference
Randomly initialize NG, NL; NZ :=

∑
w NG

w ;
doSparse = true or false
for each minibatch M do

N̂G := 0; N̂Z := 0
for each document j in M do

for each token i in j do
γ

(pseudo)
ij := 0

for each sample s in S do
draw z

(new)
i ∼ q(k)

//via efficient sampling or
cached alias samples

accept or reject z
(new)
i via Eq. 7

if (accept), zi := z
(new)
i

γ
(pseudo)
ij [zi] := γ

(pseudo)
ij [zi] + 1

S

end for
NL

j := (1 − ρL
t )NL

j + ρL
t Cjγ

(pseudo)
ij

if (not burn-in pass),
//update estimates for i or for
each context word of i:

N̂G
wij

:= N̂G
wij

+ C
|M|γ

(pseudo)
ij

N̂Z := N̂Z + C
|M|γ

(pseudo)
ij

elseif(doSparse),NL
j [k] < τρL

tCj
Cj := 0

end for
end for
update NG := (1 − ρG

t )NG + ρG
t N̂G

update NZ := (1 − ρG
t )NZ + ρG

t N̂Z

end for

number of documents but also in the number of
topics, while gaining the benefits of collapsed in-
ference. We refer to our method as the sparse
stochastic collapsed variational Bayesian infer-
ence (SparseSCVB0) algorithm.

In SparseSCVB0, we obtain sparsity by sub-
stituting sparse Monte Carlo approximations
γ

(pseudo)
ij for the original SCVB0 variational dis-

tributions γij . The justification for this procedure,
also used by (Mimno et al., 2012), is that the ex-
pected value of an average over one-hot samples
from a distribution is equal to that distribution:

Esi∼p(s)

[∑S
i=1 δk(si)

S

]
=

1

S

S∑

i=1

Esi∼p(s)

[
δk(si)

]

=
1

S

S∑

i=1

∑

k′
δk(si = k′)p(si = k′) = p(s = k) .

Thus, the overall procedure is still a valid stochas-
tic optimization algorithm. We approximate the
inner loop sampler in time sublinear in K, con-
structing γ(pseudo) by generating S samples from
γij using the MHW method. To describe the
general form of our algorithm, we introduce
SparseSCVB0 statistics: local (e.g. document-
level) expected counts NL, global (corpus-level)
expected counts NG, and total expected topic
counts NZ . We approximate local sufficient
statistics NL for each token i in document j via:

NL
jk ≈ CjEγ

(pseudo)
ij

[
∑

s∈S δzs
ij=k

S

]
.

Since γ(pseudo) is sparse, we can efficiently up-
date these statistics using only its non-zero entries.
This approach allows us to learn high-dimensional
topic models efficiently on very large corpora. Be-
fore updating global parameters in a similar fash-
ion, it may also be beneficial to perform a small
number of burn-in passes to learn the local param-
eters NL (Foulds et al., 2013). For large-scale
datasets (e.g. Wikipedia), SparseSCVB0 operates
in a “mini-epoch” approach where we process a
large subset of the corpus (e.g. 5, 000 documents)
several (e.g. 3) times, before discarding and pro-
cessing the next subset, and so on. This allows a
“warm start” of NL in repeating iterations, with a
small memory overhead. Pseudo-code of Spars-
eSCVB0 for a mini-epoch is provided in Algo-
rithm 1, which we discuss more in the next two
sections, including model-specific aspects.
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SparseSCVB0 Original SCVB0 SVI
infection
infected

infections
host

infectious
antiviral

inoculation

human
humans

chimpanzee
macaque
monkey
primates

chimpanzees

liver
hcv
hbv

hepatic
hepatitis

hepatocytes
cirrhosis

decreased
decrease
increased
increase

decreases
decreasing

dramatically

dna
replication
chromatin

origins
ssdna

primase
xenopus

medication
patients

medications
prescribed

patient
prescription
pharmacy

mutations
mutation
mutated
crosses

missense
mut
hpf

hormone
invasive
androgen
hormones

testosterone
chr

hormonal

intensive
icu

delirium
occurrences

sedation
haloperidol

psychotropic

Table 2: Randomly selected example topics, while models trained on the PubMed corpus with K = 1, 000.

SparseSCVB0 Original SCVB0 SVI
band
music
released
show
song
live
records

town
city
road
south
river
village
school

blood
treatment
disease
patients
medical
health
effects

army
war
division
battle
forces
corps
infantry

data
system
software
computer
systems
version
bit

gold
silver
diamond
golden
bronze
diamonds
pit

president
political
court
senate
constitution
politics
elected

japanese
china
chinese
japan
people
countries
asia

engine
test
center
small
gas
engines
base

Table 3: Randomly selected example topics, while models trained on the Wikipedia corpus for K = 1, 000.

4 SparseSCVB0 for LDA

To deploy SparseSCVB0 for LDA, we use the
M-H proposal distribution from (Li et al., 2014)
which involves drawing samples exactly from
document-specific sparse terms or approximately
using cached samples from the alias table:

q(k) :=
PL

PL + QG
pL(k) +

QG

PL + QG
qG(k) (8)

where pL(k) and qG(k) represent the sparse and
dense part, respectively from Equation 6 and
PL =

∑
k pL(k), QG =

∑
k qG(k). When

PL
PL+QG

> RandUnif(1), we sample from the
sparse part in O(kd) time depending on only the
non-zero entries of NL

j (analogous to NΘ
j ), as

NL
j is sparse in the LDA setting. Otherwise, we

sample from the dense part in amortized O(1)
time using the alias method. Unfortunately, due
to the stochastic update, any entry of NL

j never
becomes exactly zero, however it may maintain a
very small value. To address this, we apply a spar-
sification heuristic, where we threshold NL

j after
burn-in passes for each document iteration. We
parameterize the threshold as τρL

tCj
Cj ; where Cj

is the length of the j document, ρL
tCj

is the step
size for the last token of this document, and con-
stant 0 < τ ≤ 1 controls the sparsity. In our pre-
liminary experiments, we found that, somewhat
counter-intuitively, the Monte Carlo and sparsi-
fication approximations actually improve conver-
gence in early iterations. We believe that this

is because they help SCVB0 escape the initial
high-entropy regime, during which convergence
of variational algorithms is poor (Salakhutdinov
et al., 2003). This property makes the benefit of
annealing insignificant, so we do not use simu-
lated annealing for LDA inference, fixing Tj = 1.

An additional optimization of SparseSCVB0
for LDA inference can be performed by “clump-
ing” (Teh et al., 2007; Foulds et al., 2013), where
one update of the local parameters is performed
for each distinct word type in each document.
This is performed by fixing the variational dis-
tribution, and scaling the update by number of
copies of the distinct word type in the document.
If we observe the distinct word type waj , which
occurs maj times in document j, the update is

NL
j := (1 − ρL

t )majNL
j

+ (1 − (1 − ρL
t )maj )Cjγ

(pseudo)
aj . (9)

5 SparseSCVB0 for MMSGTM

The main contribution of our approach for the
MMSGTM algorithm is to scale this algorithm in
number of documents with online inference, as
MMSGTM already scales sublinearly in K using
MHW. Foulds et al. (2018) use an MHW proposal
which approximates the CGS update, interpreted
as a product of experts (Hinton, 2002) in which
each word in the context is an “expert” which
weighs in multiplicatively on the update, with a
mixture of experts. In the proposal, they draw a
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Input word = learning
Top words in top 2 topics for the input word

NIPS
SparseSCVB0 algorithms algorithm reinforcement problem problems | learning gradient descent rate weight machine

Original SCVB0 learning networks network algorithm neural | propagation function reinforcement gradient algorithms

Wikipedia
SparseSCVB0 university school college education students research | public center science schools article information

Original SCVB0 students school education university college schools | center year program degree systems information

Table 4: Top words in the top 2 topics for an input word using original SCVB0 and SparseSCVB0 for MMSGTM.

context word wc uniformly from the context of the
current word, wc ∼ Uniform(|context(wi)|),
and then sample a word based on the chosen con-
text word’s contribution to the update:

q(k) :∝
NG

wck + βwc

NZ
k +

∑
w βw

(10)

where NG
wc

is analogous to the output context
word-topic counts NΦ

wc
of original MMSGTM

model. The proposal samples via the alias method
in amortized O(1) time, instead of O(kd) time,
since it does not involve the sparse term. We
use this proposal to approximate the CVB0 up-
date for the model, which is a deterministic ver-
sion of Equation 5, neglecting to exclude the cur-
rent assignment of zi. We update NG

wi
(analo-

gous to NΦ
wc

) for each current word wi locally,
but update NG

wc
and Nz via minibatch counts

N̂G
wc

and N̂Z , respectively, for each context word
wc of current word wi. Unlike for LDA, Cj in
the local updates represents the total number of
input word j in the corpus. As we draw multi-
ple output words from each topic assignment, the
effective temperature of the MMSGTM model is
much lower than for standard LDA which may
cause problems with mixing and leads it to get
stuck in the initial regime. Following Foulds et
al. (2018), we perform simulated annealing which
varies the M-H acceptance ratio to improve mix-
ing. We parameterize the temperature schedule as
Tj = T0 + λκ

µj
D , where T0 is the target final tem-

perature, κ ≤ 1, constant µ controls the amount
of temperature reduction after each document it-
eration j and λ controls the initial temperature.

6 Experiments

In this section we study the performance of our
SparseSCVB0 1 algorithm, on small as well as
large corpora to validate the proposed method for

1Code implementing SparseSCVB0 can be found at
https://github.com/dr97531/SparseSCVB0 .

Figure 1: Comparison of runtime per iteration for LDA
in terms of: (a) number of topics K and (b) number
of iterations when K = 10, 000. Original SCVB0 is
linear in K, while SparseSCVB0 is sublinear in K.

topic models such as LDA and MMSGTM, and to
compare with other state-of-the-art algorithms.

6.1 Experimental Environment and Datasets

We compared SparseSCVB0 to SCVB0 and SVI.
For a fair comparison, we implemented all of
them in the fast high-level language Julia V0.6.2
(Bezanson et al., 2017). We conducted all exper-
iments on a computer with 64GB memory and
an Intel Xeon E5-2623 V4 processor with 2.60
GHz clock rate, 8×256KB L2 Cache and 10MB
L3 Cache. As we only use one single thread for
sampling across all experiments, only one CPU
core is active throughout the experiment with only
256KB available L2 Cache.2

We used NIPS, Reuters-150, PubMed Central,
and Wikipedia as representative very small, small,
medium, and large-scale datasets, respectively.
The NIPS corpus has 1740 scientific articles from
years 1987-1999 with 2.3M tokens, due to Sam
Roweis. The newswire corpus Reuters-150 con-
tains 15, 500 articles with dictionary size of 8, 350
words. PubMed Central has 320M tokens across
165, 000 scientific articles and a vocabulary size
of around 38, 500 words. The Wikipedia cor-
pus contained 4.6 million articles from the online

2Since SSVI relies on multiple complex implementation
details, we were unable to develop a fair implementation, nor
were we able to obtain soure code for a previous implemen-
tation. We expect that its accuracy would be similar to SVI,
with a speed-up at or below that bestowed by a MHW-based
inner loop. (Mimno et al., 2012) apply it with only 200 topics
for most of their experiments, and at most 1000 topics.
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Figure 2: Per-topic coherence for LDA when K = 1, 000 on (a) NIPS, (b) PubMed, and (c) Wikipedia. Spars-
eSCVB0 completely outperforms other models for large-scale corpus.

network data communication information communicate connection
prison prisoners prisoner imprisoned jail escaped detained guards

dog dogs shepherd hounds bred coat scent instinct eating companion
song sung sing singing sings sang songs recorded melody tune

votes vote cast elections voted candidate parties majority election
wind winds blowing speed blows direction high low blown chill

hour hours noon time daylight minutes midnight morning seconds

Table 5: Randomly selected topics from a 10, 000-
topic model trained using SparseSCVB0 on Wikipedia

encyclopedia. We used the dictionary of 7, 700
words which was extracted by Hoffman et al.
(Hoffman et al., 2013). There were 811M tokens
in the corpus.

6.2 Performance for LDA

We implement SparseSCVB0, original SCVB0
and SVI algorithms using the clumping optimiza-
tion (Teh et al., 2007) technique. In all LDA ex-
periments, each algorithm was trained using mini-
batches of size 20 for the NIPS corpus and 100
for other corpora. For PubMed and Wikipedia,
we chose mini-epoch subsets of size 5, 000 doc-

uments and processed for 5 passes. We used a
step-size schedule of scale

(η+t)κ as in original SCVB0
for global parameters, where t is the document
iteration with scale = 100.0, η = 1000.0 and
κ = 0.9. For document-level parameters, we used
the scale = 1.0, η = 10.0 and κ = 0.9, with t
referring here to the word iteration of the current
document. In case of PubMed corpus, we found
out that original SCVB0 and SVI tend to stuck in
the initial regime for document-level step-size pa-
rameter η = 1.0 which we later fixed by setting
η = 10.0, while SparseSCVB0 didn’t suffer from
this problem due to the extra randomness from
the sparse sampled updates. Finally, we choose
hyper-parameters α = 0.1 and β = 0.01 and
burn-in pass of 5 for each document in all LDA
experiments. For SparseSCVB0, we used sample
size S = 5 to approximate γ(pseudo) and τ = 1/K
for the sparsification heuristic on local parameters.

To study the acceleration benefits of our ap-
proach, we evaluated the runtime performance per
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Figure 3: Comparison of average log-likelihood vs. Time for LDA on (a) NIPS, (b) PubMed, and (c) Wikipedia.

iteration on the number topics and the number of
iterations. In Figure 1(a), SparseSCVB0 is com-
pared to original SCVB0 in terms of the average
runtime per document iteration as a function of
the number topics. We see that original SCVB0
requires average linear runtime due to O(K) op-
erations to compute collapsed variational distribu-
tion, while the average runtime for SparseSCVB0
grows sublinearly in K, due to O(kd) operations
instead of O(K) operations. SparseSCVB0 starts
with approximately O(K) operations in its initial
stage of iterations, but it starts getting a benefit
from sparsification heuristic after burning in, as
shown in Figure 1(b) for K = 10, 000.

To evaluate the performance in terms of learned
topic quality, we start by comparing all of the al-
gorithms in qualitative experiments (see Table 1,
Table 2, and Table 3) where we show randomly se-
lected example topics, while all the models were
trained on the NIPS, PubMed, and Wikipedia cor-
pus for K = 500, K = 1, 000, and 1, 000, re-

spectively. To get a quantitative insight we evalu-
ated the topics using the per topic coherence met-
ric, which measures the semantic quality of a topic
based on the W most probable words for the top-
ics (Mimno et al., 2011), thereby approximating
the user viewing experience. In Figure 2, we see
that SparseSCVB0 generates better quality topics
with higher coherence scores than the other two
models for K = 1000 with W = 10 after running
all the models on each corpus for the same amount
of time. The coherence performance of Spars-
eSCVB0 increases substantially in the case of the
large-scale corpus (Figure 2(c)), since it gets the
opportunity to use its runtime advantage and pro-
cess more documents than the other algorithms.

To investigate model convergence, we mea-
sured the held-out log-probability versus wall-
clock time for all the algorithms. For each exper-
iment we held-out a set of documents (150 docu-
ments for NIPS, 3500 documents for Reuters, and
1000 documents for all other corpora) as test data
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Figure 4: Comparison of runtime per iteration for
MMSGTM in terms of: (a) number of topics K and (b)
number of iterations when K = 5, 000. SparseSCVB0
runs in amortized O(1) time, while original SCVB0 is
linear in K.

Figure 5: Per-topic coherence for MMSGTM, K =
500, on (a) NIPS and (b) Wikipedia. SparseSCVB0 has
higher coherence scores for both the small and large
corpora.

and trained the model on the rest of the corpus.
Then, we split each test document in half, esti-
mated local parameters on first half and finally
computed the log-likelihood of the remaining half
of the document. Figure 3 shows the comparison
of average log-likelihood versus wall-clock time
for all four corpora. In terms of log-likelihood,
SparseSCVB0 provides an approximately similar
result to original SCVB0 for the small corpus, but
it converged to a better solution than others in
the case of large corpora like Wikipedia (see Fig-
ure 3(c)), likely due to its processing a larger num-
ber of documents.

SparseSCVB0 enables the large-scale computa-
tion needed to learn high-dimensional topic mod-
els that could not feasibly be trained using previ-
ous methods due to their runtime complexity in
the number of documents and/or topics. We show
randomly selected topics from the LDA model
with K = 10, 000 in Table 5. This big topic model
was trained for 36 hours using SparseSCVB0 on
Wikipedia. We performed a dense initialization,
running original SCVB0 for the first 5 hours,
which was found to help avoid local optima.

6.3 Performance for MMSGTM
We also conducted experiments to evaluate the
performance of SparseSCVB0 for MMSGTM and
compare with original SCVB0. In all MMSGTM
experiments, we kept the same step size schedule
for global parameters as scale = 1.0, η = 5.0
and κ = 0.9, but for local parameter updates we
maintain a separate step-size schedule of scale

(η+t)κ

for each input word, with t referring to the number
of times we processed this input word, while η and
κ values remained the same. For simulated an-
nealing of SparseSCVB0, we used T0 = 0.00001,
κ = 0.9, µ = 5 and λ = |context| with a context
size of 5. We kept the same number of document
burn-in passes as we did for the LDA experiments.

In Figure 4, we show the runtime improvement
of SparseSCVB0 over original SCVB0 for MMS-
GTM in a similar experiment to the one for LDA.
For MMSGTM, SparseSCVB0 substantially out-
performs original SCVB0 by processing each doc-
ument in amortized O(1) time. We provide qual-
itative results in the case of MMSGTM model by
showing several top words in the top 2 topics for
an input word using original SCVB0 and Spars-
eSCVB0 in Table 4 for K = 500. As for LDA,
SparseSCVB0 allows us to generate topics with
higher coherence scores compared to the original
SCVB0 after running for the same amount of time
(Figure 5) on both small and large corpora.

7 Conclusions

This paper introduced SparseSCVB0, a sparse
version of the SCVB0 inference algorithm
which performs fast, scalable high-dimensional
topic model inference. SparseSCVB0 leverages
stochasticity to scale well in both the corpus size
and in the number of topics. It operates in the col-
lapsed representation of topic models which leads
to fast convergence while providing an improved
variational bound. We show that SparseSCVB0
reduces the operational complexity for the varia-
tional Bayes update of online topic models from
O(K) to O(kd) time for LDA and amortized O(1)
time for MMSGTM. We evaluated and compared
the performance of our approach with state-of-
the-art models such as original SCVB0 and SVI to
demonstrate that SparseSCVB0 converges much
more efficiently, while maintaining high quality
topics with a better per-topic coherence score.
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Abstract

In this paper, we present a novel integrated ap-
proach for keyphrase generation (KG). Unlike
previous works which are purely extractive
or generative, we first propose a new multi-
task learning framework that jointly learns
an extractive model and a generative model.
Besides extracting keyphrases, the output of
the extractive model is also employed to rec-
tify the copy probability distribution of the
generative model, such that the generative
model can better identify important contents
from the given document. Moreover, we re-
trieve similar documents with the given doc-
ument from training data and use their asso-
ciated keyphrases as external knowledge for
the generative model to produce more accu-
rate keyphrases. For further exploiting the
power of extraction and retrieval, we propose
a neural-based merging module to combine
and re-rank the predicted keyphrases from
the enhanced generative model, the extractive
model, and the retrieved keyphrases. Experi-
ments on the five KG benchmarks demonstrate
that our integrated approach outperforms the
state-of-the-art methods.

1 Introduction

Keyphrases are short text pieces that can quickly
express the key ideas of a given document. The
keyphrase generation task aims at automatically
generating a set of keyphrases given a docu-
ment. As shown in the upper part of Figure 1,
the input is a document and the output is a set
of keyphrases. Due to the concise and precise
expression, keyphrases are beneficial to exten-
sive downstream applications such as text sum-
marization (Zhang et al., 2004; Wang and Cardie,
2013), sentiment analysis (Wilson et al., 2005;
Berend, 2011), and document clustering (Hulth
and Megyesi, 2006; Hammouda et al., 2005).

Existing methods on keyphrase generation

Document:
Futility-Based Offspring Sizing.  Parameter control in evolutionary algorithms 
(EAs) has been shown to be beneficial; however, the control of offspring size has so far 
received very little attention. This paper introduces Futility-Based Offspring Sizing 
(FuBOS), a method for controlling offspring size on a per generation basis without 
even requiring the user to set an initial offspring size value. . . 
Keyphrases:
{evolutionary algorithm; parameterless evolutionary algorithm;                                                                          
parameter control; offspring sizing; optimization}

Retrieved Document:
An Exploration into Dynamic Population Sizing. Traditional evolutionary algorithms
are powerful problem solvers that have several fixed parameters which require prior 
specification. . . While many methods of parameter control have been published that 
focus on removing the population size parameter, µ, all hampered by a variety of 
problems. This paper investigates the benefits of making µ a dynamic parameter and 
introduces two novel methods for population control. . . 
Retrieved Keyphrases:
{evolutionary algorithm; parameterless evolutionary algorithm; 
parameter control; population sizing; optimization}

Figure 1: An example of keyphrase generation and re-
trieval. The present keyphrases are bold.

can be divided into two categories: extractive
and generative. Extractive methods (Medelyan
et al., 2009; Mihalcea and Tarau, 2004; Zhang
et al., 2016; Luan et al., 2017) identify present
keyphrases that appear in the source text like
“parameter control” in Figure 1. Although extrac-
tive methods are simple to implement, they cannot
predict absent keyphrases which are not in the doc-
ument like “optimization” in Figure 1. Generative
methods (Meng et al., 2017; Chen et al., 2018a; Ye
and Wang, 2018; Yuan et al., 2018) adopt the well-
known encoder-decoder generative model (Luong
et al., 2015; Bahdanau et al., 2014) with copy
mechanism (Gu et al., 2016; See et al., 2017) to
produce keyphrases. In a generative model, the de-
coder generates keyphrases word by word through
either selecting from a predefined vocabulary ac-
cording to a language model or copying from the
source text according to the copy probability dis-
tribution computed by a copy mechanism. Thus,
these generative methods are capable of generat-
ing both present and absent keyphrases.

From a high-level perspective, extractive meth-
ods directly locate essential phrases in the docu-
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ment while generative models try to understand
the document first and then produce keyphrases.
To the best of our knowledge, these two kinds
of methods have been developing independently
without any combinations among them.

However, when human annotators are asked to
assign keyphrases to a document, they usually first
obtain a global sense about which parts of the
document are important and then write down the
keyphrases word by word based on a more detailed
understanding. To achieve such a goal, we propose
a multi-task learning framework to take advan-
tage of both extractive and generative models. For
keyphrase extraction, we adopt a neural sequence
labeling model to output the likelihood of each
word in the source text to be a keyphrase word
(or the importance score of each word). These
importance scores are then employed to rectify
the copy probability distribution of the generative
model. Since the extractive model is explicitly
trained to identify keyphrases from the source text,
its importance scores can help the copy mecha-
nism to identify important source text words more
accurately. Different from the copy probability
distribution which is dynamic at each generation
step, these importance scores are static. There-
fore, they can provide a global sense about which
parts of the document are important. In addition,
these scores are also utilized to extract present
keyphrases which will be exploited by the merg-
ing module.

Moreover, human annotators can also in-
corporate relevant external knowledge like the
keyphrases of similar documents that they read be-
fore to assign more appropriate keyphrases. Cor-
respondingly, to incorporate external knowledge,
we propose a retriever to retrieve similar docu-
ments of the given document from training data.
For instance, as shown in Figure 1, we retrieve
a document from the KP20k training dataset that
has the highest similarity with the upper docu-
ment. The retrieved document is assigned with
almost the same keyphrases as the upper docu-
ment. Therefore, keyphrases from similar docu-
ments (i.e., retrieved keyphrases) can give useful
knowledge to guide the generation of keyphrases
for the given document. More concretely, we en-
code the retrieved keyphrases as vector represen-
tations and use them as an external memory for
the decoder of the generative model in our multi-
task learning framework. Besides providing ex-

ternal knowledge, the retrieved keyphrases them-
selves are regarded as a kind of keyphrase predic-
tion and can be utilized by the merging module.

Finally, to imitate the integrated keyphrase as-
signment process of humans more comprehen-
sively, we further exploit the extractive model and
the retrieved keyphrases by proposing a merg-
ing module. This merging module collects and
re-ranks the predictions from our aforementioned
components. First, keyphrase candidates are col-
lected from three different sources: (1) keyphrases
generated by the enhanced generative model; (2)
keyphrases extracted by the extractive model; and
(3) the retrieved keyphrases. Then, we design
a neural-based merging algorithm to merge and
re-rank all the keyphrase candidates, and conse-
quently return the top-ranked candidates as our fi-
nal keyphrases.

We extensively evaluate the performance of our
proposed approach on five popular benchmarks.
Experimental results demonstrate the effective-
ness of the extractive model and the retrieved
keyphrases in our multi-task learning framework.
Furthermore, after introducing the merging mod-
ule, our integrated approach consistently outper-
forms all the baselines and becomes the new state-
of-the-art approach for keyphrase generation.

In summary, our main contributions include: (1)
a new multi-task learning framework that lever-
ages an extractive model and external knowledge
to improve keyphrase generation; (2) a novel
neural-based merging module that combines the
predicted keyphrases from extractive, generative,
and retrieval methods to further improve the per-
formance; and (3) the new state-of-the-art perfor-
mance on five real-world benchmarks.

2 Related Work

2.1 Automatic Keyphrase Extraction

Keyphrase extraction focuses on predicting the
keyphrases that are present in the source text.
Existing methods can mainly be categorized into
two-step extraction approaches and sequence la-
beling models. Two-step extraction approaches
first identify a set of candidate phrases from the
document using different heuristics, such as the
phrases that match specific part-of-speech (POS)
tags (Liu et al., 2011; Wang et al., 2016; Le et al.,
2016). Then, they learn a score for each candi-
date and select the top-ranked candidates as pre-
dicted keyphrases. The scores can be learned by
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either supervised methods with hand-crafted tex-
tual features (Medelyan et al., 2009; Witten et al.,
1999; Nguyen and Kan, 2007; Frank et al., 1999;
Hulth, 2003) or unsupervised graph ranking meth-
ods (Mihalcea and Tarau, 2004; Grineva et al.,
2009; Wan and Xiao, 2008). Sequence labeling
models are built on a recurrent neural network to
sequentially go through a source text and learn
the likelihood of each word in the source text to
be a keyphrase word (Zhang et al., 2016; Luan
et al., 2017; Gollapalli et al., 2017). In contrast to
these extractive methods, our approach can gener-
ate both absent and present keyphrases.

2.2 Automatic Keyphrase Generation

Keyphrase generation aims at predicting both
present and absent keyphrases for a source
text. Meng et al. (2017) proposed CopyRNN,
which is built on the attentional encoder-decoder
model (Bahdanau et al., 2014) with copy mech-
anism (Gu et al., 2016) to generate keyphrases.
CorrRNN (Chen et al., 2018a), an extension of
CopyRNN, was proposed to model the correla-
tions among keyphrases. This model utilizes hid-
den states and attention vectors of previously gen-
erated keyphrases to avoid generating repetitive
keyphrases. The title information of the source
text was explicitly exploited by Ye and Wang
(2018) and Chen et al. (2018b) to further improve
the performance. Ye and Wang (2018) first consid-
ered a semi-supervised setting for keyphrase gen-
eration. In contrast, inspired by Hsu et al. (2018)
and Cao et al. (2018), we enhance existing gener-
ative methods by adopting an extractive model to
assist the copy mechanism and exploiting external
knowledge from retrieved keyphrases to help the
generation. Furthermore, we also design a merg-
ing module to combine the predictions from dif-
ferent components.

3 Our Methodology

As shown in Figure 2, our integrated framework
consists of a retriever, two encoders, an extrac-
tor, a decoder, and a merging module. Given a
document x, the retriever returns the keyphrases
r retrieved from the training corpus. In addition
to acting as keyphrase candidates, these retrieved
keyphrases are also exploited to provide external
guidance for the decoder. Then keyphrase extrac-
tion and generation are jointly conducted by the
extractor and the decoder through sharing an en-

Encoder1

Decoder

Extractor

Merging Module

The source text 𝐱

The retrieved keyphrases 𝐫

Encoder2

Extracted 
Candidates

Generated
Candidates

Retrieved 
Candidates

𝐔

𝐔

𝐕

𝜷

Final
Predictions

Retriever

Figure 2: Our integrated framework. The “Encoder1”
and the “Extractor” compose our extractive model. Our
generative model mainly includes the “Encoder1”, the
“Encoder2”, and the “Decoder”.

coder. Besides extracting keyphrase candidates,
the importance scores of the source text words,
β, predicted by the extractor are also employed
to rescale the original copy probability distribu-
tion of the decoder. Thus, they can help the copy
mechanism to detect important words more accu-
rately. Finally, the merging module merges the
candidates from three different sources (i.e., the
retrieved, extracted, and generated candidates) and
output the final predictions.

3.1 Retriever

Given a document x, the retriever module re-
trieves top K (document, keyphrases) pairs from
the training corpus. The retrieval is based on the
Jaccard similarities of the non-stop-word sets be-
tween x and the corpus documents. After that,
the keyphrases of the top K pairs are returned and
used in the later modules in two ways. First, these
retrieved keyphrases are regarded as the keyphrase
candidates of x and directly fed into the final
merging module. In addition, these keyphrases
are concatenated together as a guidance input r
for the decoder to provide useful external knowl-
edge for the generation process. A separator token
is inserted among keyphrases when concatenating
them together.

3.2 Joint Extraction and Generation

We propose a multi-task learning framework
which simultaneously learns to extract keyphrases
from the source text and generate keyphrases word

2848



by word with external knowledge. Before describ-
ing in detail, we first define the tasks of the extrac-
tion and the generation.

3.2.1 Problem Definition
The inputs of the multi-task learning frame-
work are the source text x and the concatenated
retrieved keyphrases r. Both x and r are a se-
quence of tokens (i.e., x = [x1, ..., xLx ], r =
[r1, ..., rLr ]), where Lx and Lr are the length of x
and r respectively. The output of the extractor is a
sequence of importance scores β = [β1, ..., βLx ],
where βi is the probability of the i-th source word
of being a keyphrase word. The output of the gen-
erator is a set of keyphrases Y = {yi}i=1,..,N ,
where N is the keyphrase number of x and yi =
[yi1, ..., y

i
Lyi

] is a token sequence with length Lyi .
To fit the encoder-decoder framework, N tuples
{(x, r,β∗, (yi)∗)}i=1,...,N are split during train-
ing, where β∗ and (yi)∗ are the gold binary im-
portance scores and one of the gold keyphrases
of x correspondingly. For simplicity, we adopt
(x, r,β∗,y∗) to represent such a tuple.

3.2.2 Encoders
Two encoders are employed in our multi-task
learning framework. One is for the source text
encoding (i.e., “Encoder1” in Figure 2) and the
other is for retrieved keyphrases encoding (i.e.,
“Encoder2” in Figure 2). Both of them employ
a bidirectional GRU (Cho et al., 2014) layer to ob-
tain a context-aware representation of each word:

ui = BiGRU1(xi,
−→u i−1,

←−u i+1), (1)

vj = BiGRU2(rj ,
−→v j−1,

←−v j+1), (2)

where i = 1, 2, ..., Lx and j = 1, 2, ..., Lr. xi
and rj are the de-dimensional embedding vectors
of the i-th source text word xi and j-th retrieved
keyphrases word rj respectively. ui = [−→u i;

←−u i] ∈
Rd and vj = [−→v j ;

←−v j ] ∈ Rd are regarded as
the corresponding context-aware representations,
where d is the hidden size of the biderectional
GRU layer. Finally, we obtain the internal mem-
ory bank U = [u1, ...,uLx ] for later extraction
and generation, and the external memory bank
V = [v1, ...,vLr ] for later generation.

3.2.3 Extractor
Based on the internal memory bank, we use the
following sequence identifier as our extractor to
identify whether the word is a keyphrase word in

the source text. We denote the importance score
P (βj = 1|uj , sj ,d) as βj for simplicity:

βj = sigmoid(Wcuj + uTj Wsd

− uTj Wntanh(sj) + b),
(3)

where d = tanh(Wd[
−→u Lx ;

←−u 1]+b) is the global
document representation and sj =

∑j−1
i=1 uiβi is

current summary representation. Wc,Ws, and
Wn are the content, salience and novelty weights
respectively. Although this extractor is inspired
by Nallapati et al. (2017), our extractor identifies
important words instead of sentences within the
source text.

3.2.4 Decoder
In addition to the internal memory bank
[u1, ...,uLx ], our decoder employs the exter-
nal memory bank [v1, ...,vLr ] to provide external
guidance for the generation process. We exploit
a decoder equipped with attention and copy
mechanisms (Luong et al., 2015; See et al., 2017)
to generate keyphrases. This decoder mainly
consists of a forward GRU layer:

ht =
−−→
GRU([et−1; h̃t−1],ht−1), (4)

cint = attn(ht, [u1, ...,uLx ],Win), (5)

cext = attn(ht, [v1, ...,vLr ],Wex), (6)

h̃t = tanh(W1[c
in
t ; cext ];ht), (7)

where et−1 is the embedding vector of the (t −
1)-th predicted word. The “attn” operation in
Eq. (5) is defined as cint =

∑Lx
i=1 α

in
t,iui, where

αint,i = exp(st,i)/
∑Lx

j=1 exp(st,j) and st,i =

(ht)
TWinui. Similarly, we can obtain the exter-

nal aggregated vector cext .
Then, the final predicted probability distribution

at the current time step is:

P (yt) = (1− gt)Pv(yt) + gtPc(yt), (8)

where gt = σ(wT
g h̃t + bg) ∈ R is the soft

switch between generating from the predefined
vocabulary V and copying from X that are all
words appearing in the source text. Pv(yt) =
softmax(W2h̃t + bv) ∈ R|V | is the generat-
ing probability distribution over V and Pc(yt) =∑

i:xi=yt
αct,i ∈ R|X| is the copying probability

distribution over X . Previous work either directly
uses the internal attention scores as the copy prob-
abilities (i.e., αct,i = αint,i) or employs extra neural
network layers to calculate new copy scores. But
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we employ the rescaled internal attention scores
αint by the importance scores [β1, ..., βLx ] from the
extractor as the final copy probabilities:

αct,i =
αint,i ∗ βi∑Lx
j=1 α

in
t,j ∗ βj

. (9)

The purpose of this rescaling is to provide extra
guidance that which words within the source text
are important and thus should obtain more atten-
tion when copying.

3.2.5 Joint Training
Finally, the summation of the following extraction
loss and generation loss is used to train the whole
joint framework in an end-to-end way.

Extraction Loss. We choose the source text
words appearing in the assigned keyphrases as
the gold important words and use the weighted
cross-entropy loss for the extraction training i.e.,
Le = − 1

Lx

∑Lx
j=1wβ

∗
j logβj+(1−β∗j )log(1−βj),

where β∗j ∈ {0, 1} is the ground-truth label for the
j-th word and w is the loss weight for the positive
training samples.

Generation Loss. The negative log likelihood
loss is utilized for the generation training i.e.,
Lg = −∑Ly∗

t=1 logP (y∗t |yt−1,x, r), where yt =
[y1, ..., yt−1] is the previously predicted word se-
quence, Ly∗ is the length of target keyphrase y∗,
and y∗t is the t-th target word in y∗.

3.3 Merging Module

In this module, the retrieved, extracted and gener-
ated keyphrases are collected and then merged to
produce the final keyphrase predictions.

3.3.1 Keyphrase Candidate Collection
Retrieved Candidate Collection. The retrieved
keyphrases from the retriever are regarded as the
retrieved candidates. Each retrieved candidate
(rk) obtains a retrieval score (rs) that is the Jac-
card similarity between the corresponding docu-
ment and x. The duplicates with lower retrieval
scores are removed. Finally, we get Nrk retrieved
keyphrase candidates rk = [rk1, . . . , rkNrk

] and
their retrieval scores rs = [rs1, . . . , rsNrk

].
Extracted Candidate Collection. The ex-

tracted keyphrase candidates are from the extrac-
tor. We select the word xj as a keyword if its
importance score βj is larger or equal than a
threshold ε (i.e., βj ≥ ε). The adjacent key-
words compound a keyphrase candidate. If no

other adjacent keywords, the keyword itself be-
comes a single-word keyphrase candidate. Each
extracted keyphrase candidate (ek) is accompa-
nied by an extraction score (es) that is the mean
of the importance scores of the words within this
candidate. Similarly, duplicates with lower ex-
traction scores are removed. Consequently, we
obtain Nek extracted keyphrase candidates ek =
[ek1, . . . , ekNek

] and the corresponding extraction
scores es = [es1, . . . , esNek

].
Generated Candidate Collection. The gen-

erated keyphrase candidates directly come from
the beam search process of the decoder. Each
generated phrase is a keyphrase candidate. The
beam search score of the generated candidate
(gk) represents its generation score (gs). Dupli-
cates with lower generation scores are removed.
Then, we get Ngk generated candidates gk =
[gk1, . . . , gkNgk

] and their generation scores gs =
[gs1, . . . , gsNgk

].

3.3.2 Merging

In addition to the original importance scores
(i.e., rs, es,gs), we also employ an auxiliary
scorer to assign an auxiliary importance score to
each keyphrase candidate. Given a document-
candidate pair (x, candidate), the scorer should
output the probability that the candidate is one
of the keyphrases of x. That means the scorer
should determine the relationship between the
given document x and the candidate, which is sim-
ilar to a natural language inference (NLI) prob-
lem. Therefore, we adapt the most popular NLI
model (Parikh et al., 2016) as our scorer. Differ-
ent from typical natural language inference which
is a multi-class classification problem, we use a
binary classification setting to train the scorer. Be-
sides, we learn the word embeddings and use two
bi-directional GRU to obtain the input representa-
tions. The positive samples are the ground-truth
keyphrases. The negative samples come from ei-
ther the phrases in the document or the retrieved
candidates. Notably, the ground-truth keyphrases
are filtered when selecting negative samples. Con-
sequently, a cross-entropy loss is utilized to train
the scorer. Finally, the trained scorer is used to
help the merging process as shown in Algorithm 1.
The ugs

urs
and ugs

ues
factors are used to enforce the av-

erage of rs and es to be the same with the average
of gs and thus these three scores become compa-
rable.

2850



Algorithm 1 Merging Algorithm
Require: The retrieved, extracted and generated candidates

rk, ek,gk. The retrieval, extraction and generation
scores rs, es,gs; The average of each kind of score:
urs, ues, ugs; The trained scorer; The document x.

1: Adjust gs: gsi = gsi × scorer(x, gki) where i =
1, . . . , Ngk.

2: Adjust rs: rsi = rsi × ugs

urs
× scorer(x, rki) where

i = 1, . . . , Nrk.
3: Adjust es: esi = esi × ugs

ues
× scorer(x, eki) where

i = 1, . . . , Nek.
4: Merge rk, ek,gk: the final importance score of a candi-

date is the summation of its adjusted retrieval, extraction
and generation scores. If not in rk, ek or gk, the corre-
sponding scores are set to 0.

5: Sort all the candidates based on the final importance
scores and then output the final predictions.

4 Experiment Settings

4.1 Datasets

Similar to Meng et al. (2017), we use KP20k
dataset (Meng et al., 2017) to train our mod-
els. The released dataset contains 530,809 arti-
cles for training, 20,000 for validation, and the
other 20,000 for testing. However, there exist du-
plicates in the KP20k training dataset with itself,
the KP20k validation dataset, the KP20k testing
dataset, and other four popular testing datasets
(i.e., Inspec (Hulth, 2003), Krapivin (Krapivin
et al., 2009), NUS (Nguyen and Kan, 2007), and
SemEval (Kim et al., 2010)). After removing
these duplicates, we maintain 509,818 articles
in the training dataset. As for testing, follow-
ing Meng et al. (2017), we employ five popular
testing datasets from scientific publications as our
testbeds for the baselines and our methods, which
include Inspec, Krapivin, NUS, SemEval, and
KP20k.

4.2 Baseline Models and Evaluation Metrics

For a comprehensive evaluation, we compare
our methods with the traditional extractive base-
lines and the state-of-the-art generative methods.
The extractive baselines include two unsupervised
methods (i.e., TF-IDF and TextRank (Mihalcea
and Tarau, 2004)) and one supervised method
Maui (Medelyan et al., 2009). The generative
baselines consist of CopyRNN (Meng et al., 2017)
and CorrRNN (Chen et al., 2018a). We also con-
duct several ablation studies as follows:

• KG-KE. The joint extraction and generation
model without using the retrieved keyphrases
and merging process.

• KG-KR. The encoder-decoder generative
model with retrieved keyphrases as external
knowledge, but without combining with the
extractive model and using the merging process.

• KG-KE-KR. The joint extraction and genera-
tion model with the retrieved keyphrases with-
out using the merging process.

All the above ablation models directly use the gen-
erated candidates as the final predictions. We de-
note our final integrated method which combines
all the proposed modules as KG-KE-KR-M.

Similar to CopyRNN and CorrRNN, we adopt
macro-averaged recall (R) and F-measure (F1) as
our evaluation metrics. In addition, we also ap-
ply Porter Stemmer before determining whether
two keyphrases are identical. Duplications are re-
moved after stemming.

4.3 Implementation Details

We apply similar preprocessing procedures
with Meng et al. (2017) including lowercasing,
tokenizing and replacing digits with 〈digit〉
symbol. The title and the abstract of each article
are concatenated as the source text input. We
use the KP20k training dataset as the retrieval
corpus. The implementations of our models are
based on the OpenNMT system (Klein et al.,
2017). The encoders, the decoder, and the scorer
have the same vocabulary V with 50,000 tokens.
The multi-task learning model and the scorer are
trained separately.

The embedding dimension de and the hidden
size d are set to 100 and 300 respectively. The ini-
tial state of the decoder GRU cell (i.e., h0) is set to
[−→u Lx ;

←−u 1]. The other GRU cells are set to zero.
The retrieval number K is set to 3 after evaluating
the retrieved keyphrases on the evaluation dataset.
When concatenating the retrieved keyphrases to-
gether as an external knowledge input, we use ‘;’
as the separator among them. During training,
all the trainable parameters including the embed-
dings are randomly initialized with uniform distri-
bution in [-0.1, 0.1]. We engage Adam (Kingma
and Ba, 2014) as the optimizer with positive ex-
traction loss weightw=9.0, batch size=64, dropout
rate=0.1, max gradient norm=1.0, initial learning
rate=0.001. The training is early stopped when
the validation perplexity stops dropping for several
continuous evaluations. While testing, the beam
search depth, and beam size are set as 6 and 200
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Model Inspec Krapivin NUS SemEval KP20k
F1@5 F1@10 F1@5 F1@10 F1@5 F1@10 F1@5 F1@10 F1@5 F1@10

TF-IDF 0.188 0.269 0.092 0.120 0.103 0.142 0.076 0.135 0.087 0.113
TextRank 0.194 0.244 0.142 0.128 0.147 0.153 0.107 0.130 0.151 0.132

Maui 0.037 0.032 0.196 0.181 0.205 0.234 0.032 0.036 0.223 0.204
CorrRNN* 0.2297 0.2489 0.2552 0.2384 0.2735 0.2654 0.1973 0.2215 0.2912 0.2642

CopyRNN* 0.2517 0.2793 0.2684 0.2431 0.2752 0.2682 0.1906 0.2145 0.3061 0.2730

KG-KE 0.2544 0.2812 0.2653 0.2401 0.2784 0.2731 0.2074 0.2277 0.3070 0.2740
KG-KR 0.2442 0.2751 0.2665 0.2471 0.2782 0.2762 0.1897 0.2157 0.3111 0.2780

KG-KE-KR 0.2451 0.2784 0.2673 0.2462 0.2859 0.2794 0.1944 0.2202 0.3140 0.2800
KG-KE-KR-M 0.2572 0.2843 0.2723 0.2502 0.2894 0.2864 0.2026 0.2233 0.3170 0.2820

Table 1: Total keyphrase prediction results on all testing datasets. The best results are bold and the second best
results are underlined. The subscripts are corresponding standard deviations for neural-based models (e.g. 0.2572
means 0.257±0.002). The ‘*’ indicates our implementations based on Luong et al. (2015) attention and See et al.
(2017) copying. The implementations of our proposed models are based on “CopyRNN*”.

Model Inspec Krapivin NUS SemEval KP20k
TF-IDF 0.141 0.069 0.069 0.043 0.064

TextRank 0.158 0.110 0.094 0.062 0.110
Maui 0.024 0.162 0.161 0.012 0.196

CorrRNN* 0.1726 0.2176 0.2124 0.1253 0.2683
CopyRNN* 0.1957 0.2293 0.2168 0.1208 0.2851

KG-KE 0.1973 0.2253 0.2193 0.1355 0.2870
KG-KR 0.1901 0.2285 0.2227 0.1206 0.2930

KG-KE-KR 0.1913 0.2293 0.2245 0.1275 0.2951
KG-KE-KR-M 0.2012 0.2342 0.2346 0.1314 0.2990

Table 2: MAP@10 scores of total keyphrase predic-
tions. The best results are bold and the second best
results are underlined. The meanings of the subscripts
and the ‘*’ are the same as in Table 1.

correspondingly. The extraction threshold ε is set
to 0.7 after evaluating the extracted keyphrases on
the evaluation dataset. Notably, the stemmer is not
applied to the gold keyphrases of SemEval test-
ing dataset since they have already been stemmed.
We do not remove any single-word predictions for
KP20k but only keep one single-word prediction
for other testing datasets. The averaged results of
three different random seed are reported1.

5 Results and Analysis

5.1 Total Keyphrase Prediction

Unlike the previous works which only separately
analyze the present and absent keyphrase predic-
tion ability, we also compare the whole keyphrase
prediction ability regardless of the presence or ab-
sence of keyphrases, which is more reasonable in
real applications. We show the F1 scores at the top
5 and 10 predictions on Table 1.

This table displays our KG-KE-KR-M method
consistently outperforms the state-of-the-art mod-

1Our code is available at https://github.com/Chen-Wang-
CUHK/KG-KE-KR-M
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Figure 3: The present and absent keyphrase prediction
performance of all neural-based methods.

els CopyRNN and CorrRNN demonstrating the ef-
fectiveness of our method. Moreover, we also ob-
serve that the KG-KE model exceeds CopyRNN
and CorrRNN on most datasets, which indicates
the strength of our combination with the extractive
model. Besides, we also see the KG-KR model
perform comparably or better than the baselines,
suggesting the effective guidance ability of the re-
trieved keyphrases. In addition, after combining
these two ideas, the KG-KE-KR model surpasses
both or one of KG-KE and KG-KR on all datasets,
which shows the effectiveness of the combination
with extraction model and the retrieved keyphrases
again. Finally, the performance gap between KG-
KE-KR and KG-KE-KR-M implies the power of
our merging module. For mean average precision
(MAP) metric which considers prediction orders,
we obtain similar conclusions as shown in Table 2.

5.2 Present and Absent Keyphrase Prediction

In this section, we analyze the performance of
present and absent keyphrase prediction. Only
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Candidate Sources Total F1@10 Present F1@5 Absent R@10

gk, ek, rk 0.250±0.002 0.330±0.002 0.172±0.002
gk, ek 0.249±0.003 0.328±0.003 0.154±0.002
gk, rk 0.249±0.002 0.329±0.002 0.172±0.002
gk 0.248±0.003 0.327±0.003 0.154±0.002

gk, no merging 0.246±0.002 0.324±0.002 0.158±0.002
ek, no merging 0.152±0.005 0.226±0.010 N/A
rk, no merging 0.093±0.000 0.121±0.000 0.107±0.000

Table 3: Ablation study of the candidate sources of Al-
gorithm 1 on Krapivin dataset. “no merging” means we
do not use the merging algorithm.

the present (absent) predictions and gold present
(absent) keyphrases are preserved for the corre-
sponding evaluation. We use F1@5 metric for
present predictions and R@10 for absent predic-
tions. Since the neural-based baselines are the
state-of-the-art models, we focus on the compar-
ison with them in this section. The results are de-
picted on Figure 3.

The main observations are similar to the con-
clusions of total keyphrase prediction. Be-
sides, we also note that after incorporating re-
trieved keyphrases, KG-KR model achieves sub-
stantial improvement gains over baselines on ab-
sent keyphrase prediction on Krapivin, NUS, and
KP20k. These results demonstrate that the re-
trieved keyphrases indeed help the model to un-
derstand the main topics of the given document
since generating absent keyphrase is an abstrac-
tive process and requires more powerful text un-
derstanding abilities. We notice that the KG-
KE-KR-M method does not outperform the KG-
KE-KR model on absent keyphrase prediction
on Inspec dataset. One potential reason is that
the merging module only merges two sources
for absent keyphrases (i.e., the generated and re-
trieved keyphrases) instead of three sources like
the present keyphrases do. Hence, the improve-
ment for the absent keyphrases from the merg-
ing module is less stable than that for the present
keyphrases. Moreover, we find that after combin-
ing with the extraction model, the KG-KE model
achieves a huge improvement gain over Copy-
RNN on present keyphrase prediction on SemEval
dataset, which manifests such a combination can
improve the keyphrase extraction ability of the
generative model.

5.3 Ablation Study on Merging Module
We also conduct in-depth ablation studies on our
merging module. The objectives of these ablation
studies are to (1) evaluate the effects of different

Scoring Method Total F1@10 Present F1@5 Absent R@10

Combined 0.250±0.002 0.330±0.002 0.172±0.002
Only gs, es, rs 0.248±0.003 0.325±0.003 0.166±0.003

Only scorer 0.210±0.005 0.291±0.006 0.106±0.005

Table 4: Ablation study of the scoring method of Algo-
rithm 1 on Krapivin dataset. “Only gs, es, rs” means
we do not use the scorer. “Only scorer” represents we
directly use the scores predicted by the scorer as the
final importance scores.

candidate sources (i.e., what kinds of candidates
are merged), and (2) analyze the effects of differ-
ent final importance score calculating methods.

Concerning candidate sources, we show the ab-
lation study results on Table 3. When comparing
“gk” with “gk, no merging”, we can see that the
merging algorithm improves the performance of
total and present keyphrase predictions, but it de-
grades the performance of absent keyphrase pre-
diction. These results indicate the trained scorer
performs better on scoring present keyphrases than
scoring absent keyphrases. One possible rea-
son is that scoring absent keyphrases requires a
stronger text understanding ability than scoring
present keyphrases. However, as shown in the
row of “gk, rk” on Table3, this problem can be
solved by incorporating the retrieved keyphrases
which provide external information to this mod-
ule. Besides absent keyphrase prediction, it is ob-
served that the retrieved keyphrases can also ben-
efit the present keyphrase prediction. For the ex-
tracted keyphrases, as shown in the “gk, ek” row,
they only improve the present keyphrase predic-
tion ability and do not affect absent keyphrases as
we anticipated.

Regarding the scoring method, we further ex-
plore the effects of not using or only using the
scorer in Algorithm 1. We show the results on Ta-
ble 4. From this table, we note that after removing
the scorer (i.e., “Only gs, es, rs”), both present
and absent keyphrase prediction performance be-
come worse, which demonstrates the effectiveness
of the combination with the scorer. Moreover,
if we totally ignore the previously obtained re-
trieval, extraction and generation scores, and only
use the scorer to predict the final keyphrase impor-
tance score (i.e., “Only scorer”), we find the per-
formance decreases dramatically, which indicates
the indispensability of the previously obtained re-
trieval, extraction, and generation scores.
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Approximating minimum power covers of intersecting families and directed edge connectivity problems .  Given a ( directed ) graph with costs on 
the edges , the power of a node is the maximum cost of an edge leaving it , and the power of the graph is the sum of the powers of its nodes . . . We 
consider problems that seek to find a min power spanning subgraph G of g that satisfies a prescribed edge connectivity property . . . We give 
approximation algorithms with ratio o ( k ln vertical bar v vertical bar ) . Our algorithms are based on a more general o ( ln vertical bar v vertical 
bar ) approximation algorithm for the problem of finding a min power directed edge cover of an intersecting set family . . .

(a) Present Keyphrases {approximation algorithms; edge connectivity; intersecting families}
CopyRNN:      1. approximation algorithms, 2. edge connectivity, 3. algorithms, 4. set cover, 5. connectivity, . . .
Retrieved:      1. power, 2. graphs, 3. approximation, 4. edge connectivity, 5. approximation algorithms, . . .
KG-KE-KR:      1. approximation algorithms, 2. edge connectivity, 3. power, 4. set cover, 5. minimum power, . . . 7. intersecting families, . . .
KG-KE-KR-M: 1. approximation algorithms, 2. edge connectivity, 3. minimum power, . . . 6. intersecting families, . . .

(b) Absent Keyphrases {wireless networks; power minimization; directed graphs}
CopyRNN:      1. graph algorithms, 2. combinatorial problems, 3. computational complexity, 4. directed graphs, 5. randomized algorithms, . . .
Retrieved:      1. wireless, 2. degree, 3. k connectivity, 4. tree augmentation, . . . 7. power assignment, 8. wireless networks
KG-KE-KR:      1. graph algorithms, 2. directed graphs, 3. graph theory, 4. randomized algorithms, 5. spanning tree, 6. wireless networks, . . .
KG-KE-KR-M: 1. graph algorithms, 2. directed graphs, 3. power assignment, 4. graph theory, 5. wireless networks, . . .

Figure 4: A keyphrase prediction example of CopyRNN, KG-KE-KR, and KG-KE-KR-M. “Retrieved” is the
retrieved keyphrases. The extracted keyphrases by the extractor of KG-KE-KR are underlined in the source text.
Top 10 present and absent predictions are compared and some incorrect predictions are omitted for simplicity. The
correct predictions are bold and italic.

5.4 Case Study

To illustrate the advantages of our proposed meth-
ods, we show an example of the present and absent
keyphrase predictions in Figure 4. For fairness, we
only compare with CopyRNN since our models
are based on its implementation. From the results
of the present keyphrase prediction, we find the
extractor of the KG-KE-KR model successfully
extracts all the present keyphrases from the source
text, which shows the power of the extractor. With
the help of the copy probability rescaling from
the extractor, the KG-KE-KR model correctly pre-
dicts the keyphrase “intersecting families” which
is not successfully predicted by CopyRNN and re-
trieved by the retriever. Moreover, by merging
the extracted keyphrases into the final predictions,
the KG-KE-KR-M model assigns a higher rank to
this keyphrase (i.e., from 7 to 6). As for absent
keyphrase prediction, we note that KG-KE-KR
successfully predicts the keyphrase “wireless net-
works” while CopyRNN fails. Since the retriever
successfully retrieves this absent keyphrase, it
shows that the retrieved keyphrases can provide
effective external guidance for the generation pro-
cess. Furthermore, the KG-KE-KR-M method as-
signs a higher rank to this keyphrase after merging
the retrieved keyphrases into the final predictions
(i.e., from 6 to 5). The overall results demonstrate
the effectiveness of our proposed methods.

6 Conclusion and Future Work

In this paper, we propose a novel integrated ap-
proach for keyphrase generation. First, an end-to-
end multi-task learning framework is introduced,

which not only combines the keyphrase extrac-
tion and generation but also leverages the retrieved
keyphrases from similar documents to guide the
generation process. Furthermore, we introduce a
neural-based merging algorithm to merge the can-
didates from three different components. Com-
prehensive empirical studies demonstrate the ef-
fectiveness of our approach. One interesting fu-
ture work is to incorporate the similar documents
themselves into keyphrase generation.
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Abstract

Text analytics is a useful tool for studying mal-
ware behavior and tracking emerging threats.
The task of automated malware attribute iden-
tification based on cybersecurity texts is very
challenging due to a large number of malware
attribute labels and a small number of training
instances. In this paper, we propose a novel
feature learning method to leverage diverse
knowledge sources such as small amount of
human annotations, unlabeled text and speci-
fications about malware attribute labels. Our
evaluation has demonstrated the effectiveness
of our method over the state-of-the-art mal-
ware attribute prediction systems.

1 Introduction

Securing computer systems has become a neces-
sity for both organizations and individuals, as
many cyber attacks result in devastating conse-
quences. An outbreak of the WannaCry ran-
somware in 2017 affected more than 200,000 com-
puters across 150 countries, with total damages
ranging from hundreds of millions to billions of
dollars (Berr, 2017). Detection of malware often
relies on an understanding of the characteristics
of malware behavior. To establish a standard for
unambiguously characterizing malware, MAEC
(Malware Attribute Enumeration and Characteri-
zation), a community-based project organized by
MITRE, has specified a set of standard malware
attributes (Kirillov et al., 2011). Based on MAEC,
the actions of a malware can be categorized by
four attributes: ActionName, Capability, Strategi-
cObjectives and TacticalObjectives. ActionName
specifies the actions taken by a malware. For
example, “delete file” is a malware action that

deletes existing files from affected systems. Capa-
bility defines the general capabilities of a malware.
For example, “anti-removal” is a malware capabil-
ity that prevents itself from being removed from
a system. StrategicObjectives and TacticalObjec-
tives are subcategories of Capability to capture
more details. For example, a malware can have
a StrategicObjective of “staging data for exfiltra-
tion” and a TacticalObjective of “moving data to
a staging server”. In total, MAEC specified 211
ActionNames, 20 Capabilities, 65 StrategicObjec-
tives, and 148 TacticalObjectives.

The goal of this research is to automatically as-
sign malware attribute labels based on cybersecu-
rity texts. The task is challenging. The system
needs to assign a large number of labels (444 in
total). However, it is difficult to obtain sufficient
training examples for each label since malware
attribute labeling requires extensive cybersecurity
knowledge and only domain experts can do this re-
liably. Given a large number of possible labels and
a small number of training examples, typical su-
pervised text classification techniques do not work
well. In this work, we focus on incorporating addi-
tional knowledge sources to improve feature learn-
ing. The main contributions of this work include

1. Develop a novel malware attribute predic-
tion system with the state of the art perfor-
mance to automatically characterize malware
behavior based on cybersecurity text.

2. Propose a novel Word Annotation Embed-
ding (WAE) algorithm to encode diverse
information from heterogeneous knowledge
sources such as human annotations, raw texts
and MAEC specifications.
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3. Since WAE generates embeddings for both
words and malware attribute labels, we con-
struct high-quality predicting features based
on both types of embeddings.

2 Related Work

Cybersecurity researchers have recently recog-
nized the benefits of leveraging information ex-
tracted from security documents. Most prior work
utilizing NLP for cybersecurity has focused on pri-
vacy policy analysis and Android security (Peng
et al., 2012; Pandita et al., 2013; Qu et al., 2014;
Slavin et al., 2016; Zhu and Dumitras, 2016).
These systems aim to map written policies and the
actual permission requests from Android applica-
tions and assess the risk level of these applications.

Lim et al. (2017) represents the first major effort
to apply NLP techniques for general text-based
malware behavior analysis. It processes reports
by cybersecurity companies (e.g., FireEye, IBM
X-Force, Symantec and Trend Micro) on malware
or campaigns associated with Advanced Persistent
Threat (APT) groups (Blanda and Westcott, 2018)
and assign attributes to identified malware actions.
They use word unigrams as predicting features.
SVM and Naive Bayes are used to build classifiers
for attribute label prediction.

To extend this effort, SemEval organized a
shared task (called SecureNLP) on semantic anal-
ysis for cybersecurity texts. It adopted the same
dataset and task definitions as (Lim et al., 2017).
There are four subtasks in SemEval SecureNLP:
(1) identifying sentences containing malware ac-
tions from APT reports; (2) identifying “Mal-
ware Action”, “Subject of Action”, “Object of Ac-
tion” and “Modifier of Action”in the identified
sentences; (3) identifying four relations,“Subject-
Action”, “Action-Object”, “Modifier-Action” and
“Action-Modifier” in identified sentences; (4) as-
signing attribute labels to each identified action
based on the MAEC specification. Figure 1 shows
an annotated example for these tasks. This paper
describes our approach to solve subtask 4. The in-
put to our system includes all the sentences iden-
tified in subtask 1 with additional labels for the
entities identified in subtask 2. Each training and
testing instance used in SemEval SecureNLP only
contains a single malware action.

Figure 1: Annotated sentence fragment for SemEval
shared task.

3 System Overview

Figure 2 shows the high-level system architecture.
First, we augment all the raw APT reports with an-
notations to encode the knowledge from both the
training data and MAEC. This allows us to design
a unified representation for both types of knowl-
edge. The annotated texts are then used by WAE to
simultaneously learn embeddings for both words
and malware attribute labels. The learned word
and attribute label embeddings are then used to
construct high qualify prediction features. Finally,
we employ supervised machine learning to predict
malware attribute labels. We build four classifiers,
one for each malware attribute. Each classifier per-
forms n+1-way classification, where n is the num-
ber of possible labels for each attribute and 1 is
for ‘no value’ when the value of an attribute is not
conveyed in the text.

4 Annotation Generation

To annotate text with additional information, the
first step is to map each attribute label to a set of
keywords based on both MAEC and the human an-
notations in the training data.
Identify Keywords from MAEC: Figure 3 shows
a snippet of the MAEC specification. Each mal-
ware attribute label in MAEC includes a descrip-
tion and a few keywords. The malware action 004
in Figure 3 has a name ‘emulate driver’, a descrip-
tion ‘specify the defined action of emulating an
existing driver on a system’ and two keywords:
‘driver’ and ‘emulate’. Since the keywords carry
the most essential information about a malware at-

Figure 2: System Architecture
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Figure 3: A Snippet of the MAEC Specification

tribute label, we link each label with these key-
words (e.g., ActionName004: ‘driver’, ‘emulate’).
Identify Keywords from Training Data: Since
a malware attribute label in the training data is at
the sentence level, to extract keywords for each at-
tribute label, we extract all the sentences associ-
ated with the same label and consider them one
document. To select the most relevant keywords,
we only keep those conveying “Malware Action”,
“Subject of Action”, or “Object of Action” ( which
were identified in subtask 2).
Keywords Ranking: For the same attribute label,
we merge the keywords from MAEC and those
from the training data to form a single document.
We then use TF-IDF scores to select the most in-
formative keywords to differentiate these labels.
In our experiments, we use the top 25 keywords
based on their TF-IDF scores.
Text Annotation Generation Finally, for all the
APT documents, we annotate the text with mal-
ware attribute labels. Specifically, for any word in
the APT documents, if it is a keyword associated
withK different labels, we annotate the word with
K attribute labels.

5 Word Annotation Embedding (WAE)

Similar to word embedding (Mikolov et al., 2013),
we want to learn features that capture the semantic
relations between words. In addition, to facilitate
attribute classification, we want to capture the se-
mantic relations between words and their labels.
Specifically, we want the words and their attribute
labels to be close to each other in the embedding
space and the embeddings of different labels to be
far away from each other.

To achieve the goals, we developed a novel
Word Annotation Embedding method. As shown
in Figure 4, the target word is used to predict
not only its context words but also its labels.
To further strengthen their relations, the labels
of the target word are also used to predict the
target word. Specifically, given a sequence of
T words (W1,..,Wt,...,WT ) and their annotations
((A1,1,...,A1,M1),...,(AT,1,...,AT,MT

)), the objec-

Figure 4: Architecture of WAE Model

tive of the WAE model is to maximize the aver-
age log probability shown in Equation 1, where C
is the size of the context window, Wt is the target
word, Wt+j is a context word, Mt is number of
annotations Wt has and At,k is the k-th annotation
of Wt.

1

T

T∑

t=1

( ∑

−C≤j≤C,j 6=0

logP (Wt+j |Wt)

+
∑

0≤k≤Mt

(logP (At,k|Wt) + logP (Wt|At,k))
) (1)

Label-aware Negative Sampling: Negative
sampling (Mikolov et al., 2013) was introduced
as an approximation method in word2vec to im-
prove the efficiency of model training. Previously,
negative samples were selected either randomly or
based on popularity. The method, however, is in-
sensitive to class labels. Here, we propose a new
annotation-aware negative sampling method to (1)
keep different annotations apart in the embedding
space and (2) to keep words associated with dif-
ferent labels apart, in addition to bringing words
and their associated labels closer to each other via
positive samples. To achieve this, WAE randomly
selects (1) a word as a negative sample if it does
not share the same annotations as the target word;
(2) an attribute label as a negative sample if it is
not the same as the labels of the target word.

6 Feature Generation and Classification

We construct six sets of features to train the clas-
sifiers.
(S1) WAEW+Sim: Assume the average word
embeddings for a given data instance generated by
WAE is WEwae, and the malware attribute label
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Models ActionName Capability StratObj TactObj
(B1) (Lim et al., 2017) 0.33 0.41 0.27 0.22
(B2) Word2vec 0.40 0.57 0.41 0.36
(B3) Word2vec+Cap NA NA 0.41 0.39
(S1) WAEW+Sim 0.44 0.61 0.43 0.41
(S2) w.WAEW+Sim 0.46 0.62 0.44 0.43
(S3) WAEW+WAEL+Sim 0.45 0.63 0.46 0.43
(S4) w.WAEW+WAEL+Sim 0.45 0.63 0.45 0.43
(s5) WAEW+WAEL+Sim+Cap NA NA 0.47 0.45
(S6) w.WAEW+WAEL+Sim+Cap NA NA 0.47 0.45
∆1 : over (Lim et al., 2017) ↑39% (p < 0.05) ↑54% (p < 0.05) ↑74%(p < 0.05) ↑105% (p < 0.05)
∆2 : over word2vec ↑15% (p < 0.05) ↑11%(p < 0.05) ↑15%(p < 0.05) ↑25%(p < 0.05)
∆3 : over word2vec+Cap NA NA ↑15% (p < 0.05) ↑15%(p < 0.05)

Table 1: Evaluation Results. B1-B3 are the three baselines. S1-S6 are our models with six different sets of
predicting features. ∆1-∆3 are the improvements of our best models over the three baselines.

embedding learned by WAE is LabelEi for each
label i. For each LabelEi, we compute SIMi,
which is the cosine similarity between WEwae
and LabelEi. WAEW+Sim is the concatenation
of WEwae and all the SIMi. For example, to pre-
dict ActionName, the model will include 100 word
embedding features learned by WAE plus 211 sim-
ilarity features, one for each ActionNames.
(S2) w.WAEW+Sim: This feature set is similar
toWAEW+Sim except when computingWEwae,
we assign twice as much weight for a word with a
label as one without a label. The intuition is words
with labels are important keywords based on either
MAEC or the training data.
(S3) WAEW+WAEL+Sim: It is similar to
WAEW+Sim except we also include the average
embeddings of attribute labels associated with the
instance.
(S4) w.WAEW+WAEL+Sim: This is the
weighted version of (S3).
(S5) WAEW+WAEL+Sim+Cap: Since the la-
bel of StrategicObjective and TacticalObjective
depends on the label of Capability, we added the
capability label in the feature set. We use a 1-hot
vector with 20 elements to encode a Capability
label. We use the ground truth and the predicted
label of Capability during training and testing re-
spectively.
(S6) w.WAEW+WAEL+Sim+Cap: This is the
weighted version of (S5)

7 Experiments

7.1 Dataset

The dataset used in the experiments was provided
as a part of the SemEval shared task. It contains
456 APT reports (Blanda and Westcott, 2018), 39

of them were annotated by humans. Among them,
2975 sentences contain malware actions, which
are the data instances used in this study. The an-
notated data are very sparse. Out of the 444 at-
tribute labels, 190 labels do not appear in the la-
beled data. For the remaining 254 attribute labels,
92 labels occur less than five times, and 50 labels
occur only once. In our experiments, we used the
raw text in all the APT reports to train WAE. There
are 16423 unique tokens and a total of 2544645 to-
kens in the dataset. We trained both word2vec and
WAE with context window size 5 and 100 dimen-
sion vectors. The 39 annotated documents were
divided into a training set (23 documents), a val-
idation set (8 documents) and a test set (8 docu-
ments). Only the training dataset was used to gen-
erate annotations for WAE.

7.2 Evaluation Results

For classification, we tried both SVM and neural
network-based models such as multilayer percep-
tron. After experimenting with different model pa-
rameters, we found that the best SVM model with
a linear kernel performed slightly better than the
best neural network models. We speculate that
this might be because SVM is less likely to overfit
when the training data are sparse. Table 1 shows
the average F-scores over 5 runs by the SVM mod-
els on the test data. We compare our models with
three baseline systems: (B1) (Lim et al., 2017),
(B2) word2vec and (B3) word2vec + cap. Among
them, (B1) represents the best published results
on the same dataset. (B2) and (B3) are all the
comparable models with embeddings learned by
word2vec.

As shown in Table 1, all our models outper-
formed all the baseline systems. The improve-
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ment over the word2vec model is 15%, 11%,
15% and 25% respectively, and, the improve-
ment over (Lim et al., 2017), a previous state
of the art, is 39%, 54%, 74% and 105% respec-
tively. The improvement over Word2vec + Cap
is 15% and 15% respectively for StrategicObjec-
tive and TechnicalObjective. We also conducted
t-tests to verify the significance of the improve-
ments. The t-test results confirmed that our mod-
els significantly outperformed the baseline models
with p<0.05. Moreover, the value of ”Capability”
seems to help the prediction of StrategicObjective
and TechnicalObjective.

8 Conclusion

In this paper, we present a novel method to predict
malware attribute labels from cybersecurity text.
Given a large number of attribute labels and lim-
ited training data, we propose a new feature learn-
ing method to incorporate knowledge from diverse
knowledge sources such as raw text, MAEC spec-
ifications and human annotations. We tested our
system using the SemEval shared task data and our
evaluation demonstrates that the features learned
by our models are much more effective than an
existing state of the art as well as embedding fea-
tures learned by word2vec. Our investigation has
highlighted the importance of incorporating di-
verse knowledge sources in complex classification
tasks when human annotations are sparse.
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Abstract

Recently, distant supervision has gained great
success on Fine-grained Entity Typing (FET).
Despite its efficiency in reducing manual la-
beling efforts, it also brings the challenge of
dealing with false entity type labels, as dis-
tant supervision assigns labels in a context-
agnostic manner. Existing works alleviated
this issue with partial-label loss, but usually
suffer from confirmation bias, which means
the classifier fit a pseudo data distribution
given by itself. In this work, we propose
to regularize distantly supervised models with
Compact Latent Space Clustering (CLSC) to
bypass this problem and effectively utilize
noisy data yet. Our proposed method first
dynamically constructs a similarity graph of
different entity mentions; infer the labels of
noisy instances via label propagation. Based
on the inferred labels, mention embeddings
are updated accordingly to encourage entity
mentions with close semantics to form a com-
pact cluster in the embedding space, thus lead-
ing to better classification performance. Ex-
tensive experiments on standard benchmarks
show that our CLSC model consistently out-
performs state-of-the-art distantly supervised
entity typing systems by a significant margin.

1 Introduction

Recent years have seen a surge of interests in
fine-grained entity typing (FET) as it serves as
an important cornerstone of several nature lan-
guage processing tasks including relation extrac-
tion (Mintz et al., 2009), entity linking (Raiman
and Raiman, 2018), and knowledge base comple-
tion (Dong et al., 2014). To reduce manual ef-
forts in labelling training data, distant supervision
(Mintz et al., 2009) has been widely adopted by
recent FET systems. With the help of an external
knowledge base (KB), an entity mention is first

∗Corresponding Author.

Figure 1: T-SNE visualization of the mention embed-
dings generated by NFETC (left) and CLSC (right) on
the BBN dataset. Our model (CLSC) clearly groups
mentions of the same type into a compact cluster.

linked to an existing entity in KB, and then la-
beled with all possible types of the KB entity as
supervision. However, despite its efficiency, dis-
tant supervision also brings the challenge of out-
of-context noise, as it assigns labels in a context
agnostic manner. Early works usually ignore such
noise in supervision (Ling and Weld, 2012; Shi-
maoka et al., 2016), which dampens the perfor-
mance of distantly supervised models.

Towards overcoming out-of-context noise, two
lines of work have been proposed to distantly su-
pervised FET. The first kind of work try to fil-
ter out noisy labels using heuristic rules (Gillick
et al., 2014). However, such heuristic pruning sig-
nificantly reduces the amount of training data, and
thus cannot make full use of distantly annotated
data. In contrast, the other thread of works try to
incorporate such imperfect annotation by partial-
label loss (PLL). The basic assumption is that, for
a noisy mention, the maximum score associated
with its candidate types should be greater than the
scores associated with any other non-candidate
types (Ren et al., 2016a; Abhishek et al., 2017; Xu
and Barbosa, 2018). Despite their success, PLL-
based models still suffer from Confirmation Bias
by taking its own prediction as optimization ob-
jective in the next step. Specifically, given an en-
tity mention, if the typing system selected a wrong
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Figure 2: The overall framework of CLSC. We calculate classification loss only on clean data, while regularize the
feature extractor with CLSC using both clean and noisy data.

type with the maximum score among all candi-
dates, it will try to further maximize the score of
the wrong type in following optimization epoches
(in order to minimize PLL), thus amplifying the
confirmation bias. Such bias starts from the early
stage of training, when the typing model is still
very suboptimal, and can accumulate in training
process. Related discussion can be also found
in the setting of semi-supervised learning (Lee
et al., 2006; Laine and Aila, 2017; Tarvainen and
Valpola, 2017).

In this paper, we propose a new method for dis-
tantly supervised fine-grained entity typing. En-
lightened by (Kamnitsas et al., 2018), we pro-
pose to effectively utilize imperfect annotation as
model regularization via Compact Latent Space
Clustering (CLSC). More specifically, our model
encourages the feature extractor to group mentions
of the same type as a compact cluster (dense re-
gion) in the representation space, which leads to
better classification performance. For training data
with noisy labels, instead of generating pseudo su-
pervision by the typing model itself, we dynam-
ically construct a similarity-weighted graph be-
tween clean and noisy mentions, and apply label
propagation on the graph to help the formation of
compact clusters. Figure 1 demonstrates the ef-
fectiveness of our method in clustering mentions
of different types into dense regions. In contrast
to PLL-based models, we do not force the model
to fit pseudo supervision generated by itself, but
only use noisy data as part of regularization for
our feature extractor layer, thus avoiding bias ac-
cumulation.

Extensive experiments on standard benchmarks
show that our method consistently outperforms
state-of-the-art models. Further study reveals that,
the advantage of our model over the competitors
gets even more significant as the portion of noisy
data rises.

2 Problem Definition

Fine-grained entity typing takes a corpus and an
external knowledge base (KB) with a type hierar-
chy Y as input. Given an entity mention (i.e., a
sequence of token spans representing an entity) in
the corpus, our task is to uncover its corresponding
type-path in Y based on the context.

By applying distant supervision, each mention
is first linked to an existing entity in KB, and
then labeled with all its possible types. For-
mally, a labeled corpus can be represented as
triples D = {(mi, ci,Yi)}ni=1, where mi is the
i-th mention, ci is the context of mi, Yi is the
set of candidate types of mi. Note that types
in Yi can form one or more type paths. In
addition, we denote all terminal (leaf) types of
each type path in Yi as the target type set Yti
(e.g., for Yi = {artist, teacher, person}, Yti =
{artist, teacher}). This setting is also adopted
by (Xu and Barbosa, 2018).

As each entity in KB can have several type
paths, out-of-context noise may exist whenYi con-
tains type paths that are irrelevant to mi in con-
text ci. In this work, we argue triples where Yi
contains only one type path (i.e., |Yti | = 1) as
clean data. Other triples are treated as noisy data,
where Yi contains both the true type path and irrel-
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Figure 3: The architecture of feature extractor z((mi, ci); θz)

evant type paths. Noisy data usually takes a con-
siderable portion of the entire dataset. The major
challenge for distantly supervised typing systems
is to incorporate both clean and noisy data to train
high-quality type classifiers.

3 The Proposed Approach

Overview. The basic assumptions of our idea are:
(1) all mentions belong to the same type should be
close to each other in the representation space be-
cause they should have similar context, (2) similar
contexts lead to the same type. For clean data, we
compact the representation space of the same type
to comply (1). For noisy data, given assumption
(2), we infer the their type distributions via label
propagation and candidate types constrain.
Figure 2 shows the overall framework of the pro-
posed method. Clean data is used to train classi-
fier and feature extractor end-to-endly, while noisy
data is only used in CLSC regularization. For-
mally, given a batch of samples {(mi, ci,Yti )}Bi=1,
we first convert each sample (mi, ci) into a
real-valued vector zi via a feature extractor
z((mi, ci); θz) parameterized by θz . Then a type
classifier g(zi; θg) parameterized by θg gives the
posteriorP (y|zi; θg). By incorporating CLSC reg-
ularization in the objective function, we encourage
the feature extractor z to group mentions of the
same type into a compact cluster, which facilitates
classification as is shown in Figure 1. Noisy data
enhances the formation of compact clusters with
the help of label propagation.

3.1 Feature Extractor

Figure 3 illustrates our feature extractor. For fair
comparison, we adopt the same feature extraction
pipeline as used in (Xu and Barbosa, 2018). The
feature extractor is composed of an embedding
layer and two encoders which encode mentions
and contexts respectively.
Embedding Layer: The output of this layer is

a concatenation of word embedding and word
position embedding. We use the popular 300-
dimensional word embedding supplied by (Pen-
nington et al., 2014) to capture the semantic infor-
mation and random initialized position embedding
(Zeng et al., 2014) to acquire information about
the relation between words and the mentions.

Formally, Given a word embedding matrix
Wword of shape dw × |V |, where V is the vo-
cabulary and dw is the size of word embedding,
each column of Wword represents a specific word
w in V . We map each word wj in (mi, ci) to a
word embedding wd

j ∈ Rdw . Analogously, we get
the word position embedding wp

j ∈ Rdp of each
word according to the relative distance between
the word and the mention, we only use a fixed
length context here. The final embedding of the
j-th word is wE

j = [wd
j ,w

p
j ].

Mention Encoder: To capture lexical level in-
formation of mentions, an averaging mention en-
coder and a LSTM mention encoder (Hochreiter
and Schmidhuber, 1997) is applied to encode men-
tions. Given mi = (ws, ws+1, · · · , we), the aver-
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aging mention representation rai ∈ Rdw is :

rai =
1

e− s+ 1

e∑

j=s

wd
j (1)

By applying a LSTM over an extended men-
tion (ws−1, ws, ws+1, · · · , we, we+1), we get a se-
quence (hs−1, hs, hs+1, · · · , he, he+1). We use
he+1 as LSTM mention representation rli ∈
Rdl . The final mention representation is rmi =
[rai , rli ] ∈ Rdw+dl .
Context Encoder: A bidirectional LSTM with dl
hidden units is employed to encode embedding se-
quence (wE

s−W,wE
s−W+1, · · · ,wE

e+W):

−→
hj =LSTM(

−−→
hj−1,wE

j−1)
←−
hj =LSTM(

←−−
hj−1,wE

j−1)

hj =[
−→
hj ⊕

←−
hj ]

(2)

where ⊕ denotes element-wise plus. Then, the
word-level attention mechanism computes a score
βi,j over different word j in the context ci to get
the final context representation rci :

αj =wT tanh(hj)

βi,j =
exp(αj)∑
k

exp(αk)

rci =
∑

j

βi,jhi,j

(3)

We use ri = [rmi , rci ] ∈ Rdz = Rdw+dl+dl as the
feature representation of (mi, ci) and use a Neural
Networks q over ri to get the feature vector zi. q
has n layers with hn hidden units and use ReLu
activation.

3.2 Compact Latent Space Clustering for
Distant Supervision

The overview of CLSC regularization is exhib-
ited in Figure 4, which includes three steps: dy-
namic graph construction (Figure 4c), label prop-
agation (Figure 4d, e) and Markov chains (Fig-
ure 4g). The idea of compact clustering for semi-
supervised learning is first proposed by (Kamnit-
sas et al., 2018). The basic idea is to encourage
mentions of the same type to be clustered into a
dense region in the embedding space. We intro-
duce more details of CLSC for distantly super-
vised FET in following sections.
Dynamic Graph Construction: We start by cre-
ating a fully connected graph G over the batch

of samples Z = {zi}Bi=1, as shown in Figure
4c1. Each node of G is a feature representation
zi, while the distance between nodes is defined by
a scaled dot-product distance function (Vaswani
et al., 2017):

Aij =exp(
zTi zj√
dz

),∀zi, zj ∈ Z

A =exp(
ZTZ√
dz

)

(4)

Each entry Aij measures the similarity between zi
and zj , A ∈ RB×B can be viewed as the weighted
adjacency matrix of G.

Label Propagation: The end goal of CLSC is to
cluster mentions of the same type to a dense re-
gion. For mentions which have more than one la-
beled types, we apply label propagation (LP) on
G to estimate their type distribution. Formally, we
denote Φ ∈ RB×K as the label propagation pos-
terior of a training batch.

The original label propagation proposed by
(Zhu and Ghahramani, 2002) uses a transition ma-
trix H to model the probability of a node i prop-
agating its type posterior φi = P (yi|xi) ∈ RK to
the other nodes. Each entry of the transition ma-
trix H ∈ RB×B is defined as:

Hij = Aij/
∑

b

Aib (5)

The original label propagation algorithm is de-
fined as:

1. Propagate the label by transition matrix H ,
Φ(t+1) = HΦ(t)

2. Clamp the labeled data to their true labels.
Repeat from step 1 until Φ converges

In this work Φ(0) is randomly initialized2. Unlike
unlabeled data in semi-supervised learning, dis-
tantly labeled mentions in FET have a limited set
of candidate types. Based on this observation, We
assume that (mi, ci) can only transmit and receive
probability of types in Yti no matter it is noisy data
or clean data. Formally, define a B ×K indicator
matrix M ∈ RB×K , where Mij = 1 if type j in
Yti otherwise 0, where B is the batch size and K

1Z = {zi}Bi=1 is a small subsample of the entire data, we
didn’t observe significant performance gain when the batch
size increases.

2We also explored other initialization (e.g. uniform ini-
tialization), but found no essential performance difference be-
tween different initialization setups.
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Figure 4: A demonstration of the CLSC process. (a) represents the feature extraction step; (b)→(h) shows the
traditional type classification process (each color represents one candidate type), where suboptimal classifiers
make predictions for each mention and misclassifies A into the Blue type; (c)→(d)→(e)→(f)→(g) demonstrates
the process of CLSC as described in Section 3. Through label propagation and compact clustering, our model
is able to group mentions of the same type into a dense region and leaves clear separation boundaries in sparse
regions.

is the number of types. Our clamping step relies
on M as is shown in Figure 4d:

Φ
(t+1)
ij ← Φ

(t+1)
ij Mij/

∑

k

Φ
(t+1)
ik Mik (6)

For convenience, we iterate through these two
steps Slp times, Slp is a hyperparameter.

Compact Clustering: The LP posterior Φ =
Φ(Slp+1) is used to judge the label agreement be-
tween samples. In the desired optimal state, transi-
tion probabilities between samples should be uni-
form inside the same class, while be zero between
different classes. Based on this assumption, the
desirable transition matrix T ∈ RB×B is defined
as:

Tij =
K∑

k=1

Φik
Φjk

mk
,mk =

B∑

b=1

Φbk (7)

mk is a normalization term for class k. Transition
matrix H derived from z((mi, ci); θz) should be
in keeping with T . Thus we minimize the cross
entropy between T and H:

L1−step = − 1

B2

B∑

i=1

B∑

j=1

Tijlog(Hij) (8)

For instance, if Tij is close to 1, Hij needs to
be bigger, which results in the growth of Aij
and finally optimize θz (Eq.4). The loss L1−step
has largely described the regularization we use in
z((mi, ci); θz) for compression clustering.

In order to keep the structure of existing clus-
ters, (Kamnitsas et al., 2018) proposed an exten-
sion of L1−step to the case of Markov chains
with multiple transitions between samples, which
should remain within a single class. The exten-
sion maximizes probability of paths that only tra-
verse among samples belong to one class. Define
E ∈ RB×B as:

E = ΦTΦ (9)

Eij measures the label similarities between zi and
zj , which is used to mask the transition between
different clusters. The extension is given by:

H(1) =H

H(s) =(H � E)(s−1)H

=(H � E)H(s−1),

(10)

where � is Hadamard Product, and H
(s)
ij is the

probability of a Markov process to transit from
node i to node j after s − 1 steps within the same
class. The extended loss function models paths of
different length s between samples on the graph:

Lclsc = − 1

Sm

1

B2

Sm∑

s=1

B∑

i=1

B∑

j=1

Tijlog(H
(s)
ij ).

(11)
For Sm = 1, Lclsc = L1−step. By minimizing
the cross entropy between T and H(s) (Eq.11),
Lclsc compact paths of different length between
samples within the same class. Here, Sm is a
hyper-parameter to control the maximum length
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of Markov chain. Lclsc is added to the final objec-
tive function as regularization to encourage com-
pact cluttering.

3.3 Overall Objective
Given the representation of a mention, the type
posterior is given by a standard softmax classifier
parameterized by θg:

P (ŷi|zi; θg) = softmax(Wczi + bc), (12)

where Wc ∈ RK×dz is a parameter matrix, b ∈
RK is the bias vector, where K is the number of
types. The predicted type is then given by t̂i =
argmaxyiP (ŷi|zi; θg).

Our loss function consists of two parts. Lsup is
supervision loss defined by KL divergence:

Lsup =− 1

Bc

Bc∑

i=1

K∑

k=1

yiklog(P (yi|zi; θg))k
(13)

Here Bc is the number of clean data in a train-
ing batch, K is the number of target types. The
regularization term is given by Lclsc. Hence, the
overall loss function is:

Lfinal = Lsup + λclsc × Lclsc (14)

λclsc is a hyper parameter to control the influence
of CLSC.

4 Experiments

4.1 Dataset
We evaluate our method on two standard bench-
marks: OntoNotes and BBN:

• OntoNotes: The OntoNotes dataset is com-
posed of sentences from the Newswire part of
OntoNotes corpus (Weischedel et al., 2013).
(Gillick et al., 2014) annotated the train-
ing part with the aid of DBpedia spotlight
(Daiber et al., 2013), while the test data is
manually annotated.
• BBN: The BBN dataset is composed of sen-

tences from Wall Street Journal articles and
is manually annotated by (Weischedel and
Brunstein, 2005). (Ren et al., 2016a) regen-
erated the training corpus via distant supervi-
sion.

In this work we use the preprocessed datasets pro-
vided by (Abhishek et al., 2017; Xu and Barbosa,
2018). Table 2 shows detailed statistics of the
datasets.

4.2 Compared Methods

We compare the proposed method with several
state-of-the-art FET systems3:

• Attentive (Shimaoka et al., 2016) uses an at-
tention based feature extractor and doesn’t
distinguish clean from noisy data;
• AFET (Ren et al., 2016a) trains label embed-

ding with partial label loss;
• AAA (Abhishek et al., 2017) learns joint rep-

resentation of mentions and type labels;
• PLE+HYENA/FIGER (Ren et al., 2016b)

proposes heterogeneous partial-label embed-
ding for label noise reduction to boost typing
systems. We compare two PLE models with
HYENA (Yogatama et al., 2015) and FIGER
(Ling and Weld, 2012) as the base typing sys-
tem respectively;
• NFETC (Xu and Barbosa, 2018) trains

neural fine-grained typing system with
hierarchy-aware loss. We compare the per-
formance of the NFETC model with two dif-
ferent loss functions: partial-label loss and
PLL+hierarchical loss. We denote the two
variants as NFETC and NFETChier re-
spectively;
• NFETC-CLSC is the proposed model in this

work. We use the NFETC model as our
base model, based on which we apply Com-
pact Latent Space Clustering Regularization
as described in Section 3.2; Similarly, we
report results produced by using both KL-
divergense-based loss (NFETC-CLSC) and
KL+hierarchical loss (NFETC-CLSChier).

4.3 Evaluation Settings

For evaluation metrics, we adopt strict accuracy,
loose macro, and loose micro F-scores widely
used in the FET task (Ling and Weld, 2012). To
fine tuning the hyper-parameters, we randomly
sampled 10% of the test set as a development
set for both datasets. With the fine-tuned hyper-
parameter as mentioned in 4.4, we run the model
five times and report the average strict accuracy,
macro F1 and micro F1 on the test set.

3The baselines result are reported on (Abhishek et al.,
2017; Xu and Barbosa, 2018) in addition to performance of
NFETC on BBN, we search the hyper parameters for it. (Xu
and Barbosa, 2018) didn’t report the results on BBN
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Method OntoNotes BBN

Strict Acc. Macro F1 Micro F1 Strict Acc. Macro F1 Micro F1

AFET (Ren et al., 2016a) 55.3 71.2 64.6 68.3 74.4 74.7
AAA (Abhishek et al., 2017) 52.2 68.5 63.3 65.5 73.6 75.2
Attentive (Shimaoka et al., 2016) 51.7 71.0 64.91 48.4 73.2 72.4
PLE+HYENA (Ren et al., 2016b) 54.6 69.2 62.5 69.2 73.1 73.2
PLE+FIGER (Ren et al., 2016b) 57.2 71.5 66.1 68.5 77.7 75.0

NFETC clean 54.4±0.3 71.5±0.4 64.9±0.3 71.2±0.2 77.1±0.3 76.9±0.3

+noisy 54.8±0.4 71.8±0.4 65.0±0.4 73.8±0.6 78.4±0.6 78.9±0.6

NFETChier
clean 59.6±0.2 76.1±0.2 69.7±0.2 70.3±0.3 76.8±0.3 76.6±0.2

+noisy 60.2±0.2 76.4±0.1 70.2±0.2 73.9±1.2 78.8±1.2 79.4±1.1

NFETC-CLSC clean 59.1±0.4 75.3±0.3 69.1±0.3 73.0±0.3 79.0±0.3 78.8±0.3

+noisy 59.6±0.2 75.5±0.4 69.3±0.4 74.7±0.3 80.7±0.2 80.5±0.2

NFETC-CLSChier
clean 61.5±0.3 77.4±0.3 71.4±0.4 70.5±0.2 78.2±0.2 78.0±0.2

+noisy 62.8±0.3 77.8±0.4 72.0±0.4 71.9±0.3 79.8±0.4 79.5±0.3

Table 1: Performance comparision of FET systems on the two datasets.

OntoNotes BBN
#types 89 47
Max hierarchy depth 3 2
#mentions-train 253241 86078
#mentions-test 8963 12845
%clean mentions-train 73.13 75.92
%clean mentions-test 94.00 100
Average |Yti | 1.40 1.26

Table 2: Detailed statistics of the two datasets.

4.4 Hyper Parameters

We search the hyper parameter of Ontonotes
and BBN respectively via Hyperopt proposed by
(Bergstra et al., 2013). Hyper parameters are
shown in Appendix A. We optimize the model via
Adam Optimizer. The full hyper parameters in-
cludes the learning rate lr, the dimension dp of
word position embedding, the dimension dl of the
mention encoder’s output (equal to the dimension
of the context encoder’s ourput), the input dropout
keep probability pi and output dropout keep prob-
ability po for LSTM layers (in context encoder and
LSTM mention encoder), the L2 regularization pa-
rameter λ, the factor of hierarchical loss normal-
ization α (α > 0 means use the normalization),
BN (whether using Batch normalization), the max
step Slp of the label propagation, the max length
Sm of Markov chain, the influence parameter λclsc
of CLSC, the batch sizeB, the number n of hidden
layers in q and the number hn of hidden units of
the hidden layers. We implement all models using

Tensorflow4.

4.5 Performance comparison and analysis

Table 1 shows performance comparison between
the proposed CLSC model and state-of-the-art
FET systems. On both benchmarks, the CLSC
model achieves the best performance in all three
metrics. When focusing on the comparison be-
tween NFETC and CLSC, we have following ob-
servation:

• Compact Latent Space Clustering shows its
effectiveness on both clean data and noisy
data. By applying CLSC regularization on
the basic NFETC model, we observe consis-
tent and significant performance boost;
• Hierarchical-aware loss shows significant ad-

vantage on the OntoNotes dataset, while
showing insignificant performance boost on
the BBN dataset. This is due to different dis-
tribution of labels on the test set. The pro-
portion of terminal types of the test set is
69% for the BBN dataset, while is only 33%
on the OntoNotes dataset. Thus, applying
hierarchical-aware loss on the BBN dataset
brings little improvement;
• Both algorithms are able to utilize noisy data

to improve performance, so we would like to
further study their performance in different
noisy scenarios in following discussions.

4The code for experiments is available at https://github.
com/herbertchen1/NFETC-CLSC
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4.6 How robust are the methods to the
proportion of noisy data?
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Figure 5: Performance comparison between NFETC-
CLSC and NFETC by removing 75%-95% clean data.

By principle, with sufficient amount of clean
training data, most typing systems can achieve
satisfying performance. To further study the
robustness of the methods to label noise, we
compare their performance with the presence of
25%, 20%, 15%, 10% and 5% clean training data
and all noisy training data. Figure 5 shows the per-
formance curves as the proportion of clean data
drops. As it reveals, the CLSC model consis-
tently wins in the comparison. The advantage is
especially clear on the BBN dataset, which offers
less amount of training data. Note that, with only
27.9% of training data (when only leaving 5%
clean data) on the BBN dataset, the CLSC model
yield a comparable result with the NFETC model
trained on full data. This comparison clearly
shows the superiority of our approach in the ef-
fectiveness of utilizing noisy data.

4.7 Ablation: Do Markov Chains improve
typing performance?

Table 3 shows the performance of CLSC with one-
step transition (L1−step) and with Markov Chains
(Lclsc) as described in Section 3.2. Results show

that the use of Markov Chains does bring improve-
ment to the overall performance, which is consis-
tent with the model intuition.

5 Related Work

Named entity Recognition (NER) has been exca-
vated for a long time (Collins and Singer, 1999;
Manning et al., 2014), which classifies coarse-
grained types (e.g. person, location). Recently,
(Nagesh and Surdeanu, 2018a,b) applied ladder
network (Rasmus et al., 2015) to coarse-grained
entity classification in a semi-supervised learning
fashion. (Ling and Weld, 2012) proposed Fine-
Grained Entity Recognition (FET). They used dis-
tant supervision to get training corpus for FET.
Embedding techniques was applied to learn fea-
ture representations since (Yogatama et al., 2015;
Dong et al., 2015). (Shimaoka et al., 2016) in-
troduced attention mechanism for FET to capture
informative words. (Xin et al., 2018a) used the
TransE entity embeddings (Bordes et al., 2013) as
the query vector of attention.
Early works ignore the out-of-context noise,
(Gillick et al., 2014) proposed context dependent
FET and use three heuristics to clean the noisy la-
bels with the side effect of losing training data.
To utilize noisy data, (Ren et al., 2016a) distin-
guished the loss function of noisy data from clean
data via partial label loss (PLL). (Abhishek et al.,
2017; Xu and Barbosa, 2018) proposed variants
of PLL, which still suffer from confirmation bias.
(Xu and Barbosa, 2018) proposed hierarchical loss
to handle over-specific noise. On top of AFET,
(Ren et al., 2016b) proposed a method PLE to re-
duce the label noise, which lead to a great suc-
cess in FET. Because label noise reduction is sep-
arated from the learning of FET, there might be
error propagation problem. Recently, (Xin et al.,
2018b) proposed utilizing a pretrained language
model measures the compatibility between context
and type names, and use it to repel the interfer-
ence of noisy labels. However, the compatibility
got by language model may not be right and type
information is defined by corpus and annotation
guidelines rather than type names as is mentioned
in (Azad et al., 2018). In addition, there are some
work about entity-level typing which aim to figure
out the types of entities in KB (Yaghoobzadeh and
Schütze, 2015; Jin et al., 2018).
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Strict Acc.
CLSC(c)(L1−step) 72.0±0.1
CLSC(c)(Lclsc) 73.0±0.3
CLSC(c+n)(L1−step) 73.0±0.1
CLSC(c+n)(Lclsc) 74.7±0.3

Table 3: The comparison ofL1−step andLclsc on BBN.

6 Conclusion

In this paper, we propose a new method for dis-
tantly supervised fine-grained entity typing, which
leverages imperfect annotations as model regu-
larization via Compact Latent Space Clustering
(CLSC). Experiments on two standard bench-
marks demonstrate that our method consistently
outperforms state-of-the-art models. Further study
reveals our method is more robust than the former
state-of-the-art approach as the portion of noisy
data rises. The proposed method is general for
other tasks with imperfect annotation. As a part
of future investigation, we plan to apply the ap-
proach to other distantly supervised tasks, such as
relation extraction.
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A Hyper parameters

Ont.(C) BBN(C) BBN(N)
lr 0.0006 0.0007 0.0007
dp 70 40 20
dl 1000 1000 240
pi 0.7 0.3 0.5
po 0.6 1.0 0.4
λ 0.0000 0.0000 0.0002
α 0.25/0.0 0.4/0.0 0.4/0.0
BN FALSE FALSE TRUE
Slp 200 200 -
Sm 8 12 -
λclsc 2.0 1.5 -
B 512 512 512
n 2 1 -
hn 700 560 -

Table 4: Hyper parameters of our experiments: (C) de-
notes CLSC, (N) denotes the hyper parameter is used
for NFETC.
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Abstract

When constructing models that learn from
noisy labels produced by multiple annotators,
it is important to accurately estimate the reli-
ability of annotators. Annotators may provide
labels of inconsistent quality due to their vary-
ing expertise and reliability in a domain. Pre-
vious studies have mostly focused on estimat-
ing each annotator’s overall reliability on the
entire annotation task. However, in practice,
the reliability of an annotator may depend on
each specific instance. Only a limited num-
ber of studies have investigated modelling per-
instance reliability and these only considered
binary labels. In this paper, we propose an un-
supervised model which can handle both bi-
nary and multi-class labels. It can automat-
ically estimate the per-instance reliability of
each annotator and the correct label for each
instance. We specify our model as a proba-
bilistic model which incorporates neural net-
works to model the dependency between la-
tent variables and instances. For evaluation,
the proposed method is applied to both syn-
thetic and real data, including two labelling
tasks: text classification and textual entail-
ment. Experimental results demonstrate our
novel method can not only accurately estimate
the reliability of annotators across different in-
stances, but also achieve superior performance
in predicting the correct labels and detecting
the least reliable annotators compared to state-
of-the-art baselines.1

1 Introduction

In many natural language processing (NLP) ap-
plications, the performance of supervised machine
learning models depends on the quality of the cor-
pus used to train the model. Traditionally, la-
bels are collected from multiple annotators/experts

1Code is available at https://github.com/
createmomo/instance-level-reliability

who are assumed to provide reliable labels. How-
ever, in reality, these experts may have varying
levels of expertise depending on the domains, and
thus may disagree on labelling in certain cases
(Aroyo and Welty, 2013). A rapid and cost-
effective alternative is to obtain labels through
crowdsourcing (Snow et al., 2008; Poesio et al.,
2013, 2017). In crowdsourcing, each instance is
presented to multiple expert or non-expert anno-
tators for labelling. However, labels collected in
this manner could be noisy, since some annotators
could produce a significant number of incorrect la-
bels. This may be due to differing levels of exper-
tise, lack of financial incentive and interest (Poesio
et al., 2017), as well as the tedious and repetitive
nature of the annotation task (Raykar et al., 2010;
Bonald and Combes, 2017).

Thus, in order to ensure the accuracy of the la-
belling and the quality of the corpus, it is crucial to
estimate the reliability of the annotators automati-
cally without human intervention.

Previous studies have mostly focused on evalu-
ating the annotators’ overall reliability (Gurevych
and Kim, 2013; Sheshadri and Lease, 2013; Poe-
sio et al., 2017). Measuring the reliability on a
per-instance basis is however useful as we may
expect certain annotators to have more expertise
in one domain than another, and as a consequence
certain annotation decisions will be more difficult
than others. This resolves a potential issue of mod-
els that only assign an overall reliability to each
annotator, where such a model would determine
an annotator with expertise in a single domain to
be unreliable for the model, even though the anno-
tations are reliable within the annotator’s domain
of expertise.

Estimating per-instance reliability is also help-
ful for unreliable annotator detection and task
allocation in crowdsourcing, where the cost of
labelling data is reduced using proactive learn-
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ing strategies for pairing instances with the most
cost-effective annotators (Donmez and Carbonell,
2008; Li et al., 2017). Although reliability esti-
mation has been studied for a long time, only a
limited number of studies have examined how to
model the reliability of each annotator on a per-
instance basis. Additionally, these in turn have
only considered binary labels (Yan et al., 2010,
2014; Wang and Bi, 2017), and cannot be extended
to multi-class classification in a straightforward
manner.

In order to handle both binary and multi-class
labels, our approach extends one of the most popu-
lar probabilistic models for label aggregation, pro-
posed by Hovy et al. (2013). One challenge of
extending the model is the definition of the label
and reliability probability distributions on a per-
instance basis. Our approach introduces a classi-
fier which predicts the correct label of an instance,
and a reliability estimator, providing the probabil-
ity that an annotator will label a given instance cor-
rectly. The approach allows us to simultaneously
estimate the per-instance reliability of the annota-
tors and the correct labels, allowing the two pro-
cesses to inform each other. Another challenge is
to select appropriate training methods to learn a
model with high and stable performance. We in-
vestigate training our model using the EM algo-
rithm and cross entropy. For evaluation, we ap-
ply our method to six datasets including both syn-
thetic and real-world datasets (see Section 4.1). In
addition, we also investigate the effect on the per-
formance when using different text representation
methods and text classification models (see Sec-
tion 4.2).

Our contributions are as follows: firstly, we pro-
pose a novel probabilistic model for the simulta-
neous estimation of per-instance annotator relia-
bility and the correct labels for natural language
labelling tasks. Secondly, our work is the first to
propose a model for modelling per-instance relia-
bility for both binary and multi-class classification
tasks. Thirdly, we show experimentally how our
method can be applied to different domains and
tasks by evaluating it on both synthetic and real-
world datasets. We demonstrate that our method
is able to capture the reliability of each annotator
on a per-instance basis, and that this in turn helps
improve the performance when predicting the un-
derlying label for each instance and detecting the
least reliable annotators.

2 Related Work

2.1 Modelling Annotator Reliability

Probabilistic graphical models have been widely
used for inferring the overall reliability of anno-
tators in the absence of ground truth labels. Ap-
proaches include modelling a single overall reli-
ability score for each annotator (Whitehill et al.,
2009; Welinder et al., 2010; Karger et al., 2011;
Liu et al., 2012; Demartini et al., 2012; Hovy et al.,
2013; Rodrigues et al., 2014; Li et al., 2014a,b),
estimating the reliability of each annotator on a
per-category basis (Dawid and Skene, 1979; Zhou
et al., 2012; Kim and Ghahramani, 2012; Zhang
et al., 2014), and estimating the sensitivity and
specificity for each annotator in binary classifica-
tion tasks (Raykar et al., 2010).

Fewer attempts have been made to model the
per-instance reliability of annotators, focusing
mainly on medical image classification. One ap-
proach is that by Yan et al. (2010; 2014) who use
logistic regression to predict the per-instance reli-
ability of annotators. Wang and Bi (2017) used
a modified support vector machine (SVM; Cortes
and Vapnik 1995) loss, modelling the per-instance
reliability as the distance from the given instance
to a separation boundary.

2.2 True Label Prediction in Crowdsourcing

True label prediction in crowdsourcing is the ag-
gregation of labels produced by different anno-
tators to infer the correct label of each instance.
Majority voting assigns to each instance the most
commonly occurring label among the annotators,
which can result in a high agreement between
the predicted label and the ground truth for some
NLP tasks (Snow et al., 2008). Dawid and
Skene (1979), Whitehill et al. (2009), Raykar
et al. (2010), Welinder et al. (2010), Liu
et al. (2012), Zhou et al. (2012), Kim and
Ghahramani (2012), Hovy et al. (2013), Yan
et al. (2010; 2014), Li et al. (2014b) and Zhang
et al. (2014) investigated binary or multi-class la-
bel prediction using probabilistic graphical mod-
els. Karger et al. (2011), Wang and Bi (2017), and
Bonald and Combes (2017) formalised the label
prediction as an optimisation problem. Rodrigues
et al. (2014) and Nguyen et al. (2017) investigated
how to aggregate sequence labels using probabilis-
tic graphical models.
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Figure 1: Graphical model.

for i = 1 to N
ti ∼ Categorical(ft(xi))
for j = 1 to M

rij ∼ Bernoulli(fr(xi, j))

aij ∼
{
Uniform(T ) rij = 0

δti rij = 1

Figure 2: Generative process for our method. ft is the
classifier, returning a probability distribution over pre-
dicted labels, and fr is the reliability estimator, return-
ing the probability that the annotator is accurate for the
instance. Uniform(T ) is a uniform distribution over
the categories in T . δti is the deterministic distribution
that only takes on the value ti.

3 Methodology

3.1 Model

In the description of our model we let N be the
number of training instances,M the number of an-
notators, xi the ith training instance, ti its true un-
derlying label, T the set of values ti can take on,
rij whether annotator j is reliable for the ith in-
stance, and aij the label that annotator j gave the
ith instance. Below we describe the components
of the model in more detail.

Probabilistic Model: Our model is inspired by
the method proposed by Hovy et al. (2013), and it
shares the same graphical representation (see Fig-
ure 1). The distributions of the model, however,
are defined differently, as can be seen in Figure 2,
due to the inclusion of a classifier and a reliability
estimator.

We assume that the underlying label ti depends
only on the corresponding instance, while the re-
liability rij depends on the instance and the iden-
tity of the annotator. If rij = 0, then the anno-
tator j is unreliable for instance xi, and a label is
chosen randomly from among the available cate-
gories. Otherwise, the annotation aij is set to be
the correct label.

Classifier: The classifier ft(xi) provides the
predicted probabilities of an instance belonging to
each category, p(ti | xi). ti is the underlying label
for instance xi, the ith instance, and takes a value
in the set of categories T . Note that there is no re-
striction on what classifier is used, other than that
it can be trained using expectation maximisation.
The inclusion of a classifier directly in the model
means that it can be trained while taking into ac-
count the uncertainty of the data and predictions,
as opposed to first making a hard assignment of a
label for each instance and training the classifier
post-hoc.

Reliability Estimator: The reliability estimator
fr(xi, j) predicts the probability of annotator j
producing the correct label for instance xi, p(rij |
xi). rij is a binary variable, with 1 and 0 repre-
senting annotator j being reliable and unreliable
for instance xi, respectively. The reliability esti-
mator is modelled as a feed-forward neural net-
work, where j is encoded as a one-hot vector. The
exact representation of xi depends on the model
used for the classifier. If the classifier is a neural
network, the output of the last hidden layer is used;
otherwise, the original feature vector is used.

3.2 Learning

Pre-training
As the number of parameters in our model is much
larger than that of previous studies (Yan et al.,
2010, 2014; Wang and Bi, 2017) due to the intro-
duction of both a classifier and a reliability estima-
tor, the model is much harder to train from scratch.
Therefore, before we start training the model, we
first pre-train the classifier using labels predicted
by a simpler method as targets, using e.g. major-
ity voting or the method proposed by Dawid and
Skene (1979). Although these labels may be noisy,
we have observed empirically that a better initial-
isation strategy does result in better performance
(see Section 5). For the reliability estimator, for
each instance xi we compare each annotation aij
to the labels predicted in the previous step. If aij is
the same as the predicted label, we take the corre-
sponding rij to be 1, and 0 otherwise. We then pre-
train the reliability estimator fr to predict these
values for r.

EM Training
We first consider training our model using expec-
tation maximisation (EM; Dempster et al. 1977).
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This involves maximising the expectation of the
complete log likelihood of the model with respect
to the posterior of the latent variables in the model.
For the posterior of the model, we fix the param-
eters of the model and denote them θ(k) at iter-
ation k of the algorithm. We only maximise the
expectation with respect to the parameters θ of the
complete log likelihood.

The expectation is calculated as:

Q(θ | θ(k)) = E[log p(a, t, r | x,θ)]

=

N∑

i=1

E [log p(ti | xi,θ)]

+

N∑

i=1

M∑

j=1

E [log p(rij | xi,θ)]

+

N∑

i=1

M∑

j=1

E [log p(aij | ti, rij ,xi,θ)] ,

(1)

where each expectation is calculated with respect
to the posterior p(t, r | a,x,θ(k)).

E Step: For the E step we compute the poste-
rior with fixed parameters θ(k), πij(t, r) = p(ti =
t, rij = r | ai,xi), as:

πij(t, r) = p(ti = t, rij = r | ai,xi)
∝ p(ti = t | xi)p(rij = r | xi)
· p(aij | ti = t, rij = r,xi) ·

∏

j′ 6=j
γ
(k)

ij′ (t)
(2)

γkij(t) =
∑

r′∈{0,1}

(
p(rij = r′ | xi)

· p(aij | ti = t, rij = r′,xi)
)
,

(3)

where we drop the dependency on θ(k) for brevity.
Note that πij(t, r) = 0 when r = 1 and aij 6= t.

We can then compute the marginalised posteri-
ors, needed for Equation (1), as follows:

p(ti = t | ai,xi) =
∑

r∈{0,1}
πi1(t, r) (4)

p(rij = r | ai,xi) =
∑

t∈T
πij(t, r), (5)

where the posterior p(ti, ri1 | ai,xi) of the model
is chosen arbitrarily to marginalise over to get the
posterior for ti.

M Step: Using the posterior calculated in the E
step we can compute the expectation of the com-
plete log likelihood, Q(θ | θ(k)), and calculate its
gradient with respect to the parameters θ. We then
use gradient ascent to update the classifier and re-
liability estimator jointly.

Algorithm 1 Training procedure
Input:

a, the annotations
x, the instances
L, the number of inner iterations
m, the training mode: 0 for expectation maximisation, 1 for cross en-
tropy (training alternatingly), 2 for cross entropy (training jointly)

1: Pre-train θ = {θt, θr} (Section 3.2)
2: k ← 0
3: while stopping criteria not met do
4: k ← k + 1
5: Calculate πij(t, r) (Equation (2)) . E step
6: ifm = 0 then .M step
7: for l = 1 to L
8: θ ← θ + α∇θQ(θ | θ(k))
9: end for

10: else ifm = 1 then
11: for l = 1 to L
12: θr ← θr − α∇θrL(θr | θ(k))

13: end for
14: for l = 1 to L
15: θt ← θt − α∇θtL(θt | θ(k))

16: end for
17: else
18: for l = 1 to L
19: θ ← θ − α∇θL(θ | θ(k))
20: end for
21: end if
22: end while

Cross Entropy Training

As an alternative training procedure, we also con-
sider training the model using cross entropy. As
with expectation maximisation, we first calculate
the posterior πij(t, r) using the fixed parameters
θ(k). The networks ft and fr are then trained
to minimise the cross entropy between the priors
p(ti | xi) and p(rij | xi), and the corresponding
posteriors p(ti | ai,xi) and p(rij | ai,xi).

The networks can be trained in an alternating
fashion, with fr being trained while ft is kept
fixed, and the other way around. Denoting the pa-
rameters of ft as θt and fr as θr, the loss functions
for the respective networks then become

L(θt | θ(k)) = − 1

N

∑

i,t,r

πi1(t, r) log p(ti | xi)

L(θr | θ(k)) = − 1

NM

∑

i,j,t,r

πij(t, r) log p(rij | xi)
(6)

Alternatively, they can be trained jointly by min-
imising the total cross entropy.

L(θ | θ(k)) = L(θt | θ(k)) + L(θr | θ(k)) (7)

The training algorithm is summarised in Algo-
rithm 1. The algorithm is run until either a maxi-
mum number of iterations is reached, or the objec-
tive function stops improving.
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Figure 3: Three 2-dimensional datasets.

4 Evaluation Settings

4.1 Data
Simulated Annotators
2-Dimensional Datasets: In order to see
whether our method can work well on simple
cases, we create three 2-dimensional synthetic
datasets, which we refer to as moon, circle and
3-class as shown in Figure 3.

Text Classification: For text classification we
use the datasets Question Classification (Li and
Roth, 2002), which contains short questions along
with the type of answer expected, and Sentence
Classification (Chambers, 2013), which consists
of sentences selected from medical publications.
Examples of instance/class pairs for the text classi-
fication datasets include ”Where is the Orinoco?”
(class: ”location”) for the Question Classification
dataset, and ”New types of potent force clamps are
discovered.” (class: ”author’s own work”) for the
Sentence Classification dataset.

For these datasets that do not include crowd an-
notations, we synthesise annotations by simulating
different annotators as follows: 1) Narrow Ex-
pert: has expertise in a single domain (i.e. class).
For the instances of this class, the annotator will
always provide the correct label. For other classes,
a correct label will be provided with a probability
of 0.65; otherwise, a random label will be selected
with uniform probability; 2) Broad Expert: has
expertise in every domain and only makes mis-
takes with a probability of 0.05; 3) Random An-
notator: selects labels at random; 4) Adversarial
Annotator: deliberately provides incorrect labels
with a probability of 0.8.

For each of the datasets, we generated annota-
tions using one narrow expert per class, one broad
expert, one random annotator and one adversarial
annotator, for a total of |T | + 3 annotators, where
|T | is the number of classes in the dataset.

In order to evaluate the generality of our model,
we also apply it to another task in which we have
5 annotators with different overall reliabilities for
the text classification tasks. They produce incor-

Dataset Class # Instances
moon 0/1 500/500
circle 0/1 500/500

3-class 0/1/2 334/333/333
DESCRIPTION (DESC) 1162
ENTITY (ENTY) 1250

Question ABBREV. (ABBR) 86
Classification HUMAN (HUM) 1223

NUMERIC (NUM) 896
LOCATION (LOC) 835
AIMX 94

Sentence OWNX 427
Classification CONT 104

BASE 33
MISC 852

RTE 0/1 400/400

Table 1: Classes and per-class instance counts.

Datasets Classifier # Units
2-Dimensional

Datasets
(3 datasets)

2D→FNN 5

Text
Classification
(2 datasets)

BoW→FNN 100
Avg.→FNN 50
Embed.→LSTM→FNN 100

RTE Cat. Avg.→FNN 100
Embed.→LSTM→FNN
(Bowman et al., 2015) 200

Table 2: Classifiers used in the experiments.

rect labels with probabilities 0.1, 0.3, 0.5, 0.7, 0.9
respectively.

Real-World Crowdsourcing Annotators
Recognising Textual Entailment: Finally, we
evaluate our model on a real-world dataset for the
recognising textual entailment (RTE) task (Snow
et al., 2008). Given a text pair, the annotator de-
cides whether the hypothesis sentence can be in-
ferred from the text fragment. The dataset includes
both ground truth and crowdsourced labels from
164 annotators.

Table 1 shows the number of instances of each
class2 in the above-mentioned datasets.

4.2 Experimental and Model Settings

Our model was implemented using the Chainer
deep learning framework3 (Tokui et al., 2015).

Classifier: As shown in Table 2, in each exper-
iment the output of the classifier is generated by
a feed-forward neural network (FNN). Each FNN
consists of an input layer, two hidden layers and
a softmax output layer. The number of hidden
units in each layer is listed in the third column of
the table. The ReLU activation function (Nair and

2The classes in the Sentence Classification dataset are de-
fined as follows: AIMX—the goal of the paper; OWNX—the
author’s own work; CONT—the comparison including con-
trast and critique of past work; BASE—the past research that
provides the basis for the work; MISC—any other sentences.

3https://chainer.org/
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Hinton, 2010) was applied after each hidden layer.
The output size of all the Long Short-Term Mem-
ory (LSTM; Hochreiter and Schmidhuber, 1997)
layers in our experiments is 100.

For the 2-dimensional classification task, each
instance is simply represented using its position
in 2-dimensional space. For the text classifi-
cation tasks, we investigated 3 methods of rep-
resenting the sentences: bag-of-words (BoW)
weighted by Term Frequency–Inverse Document
Frequency (TFIDF), an average word embedding
(Avg.) and the output at the last step of an LSTM
layer (Embed.→LSTM). For the embedding we
use word2vec embeddings pre-trained on Google
News (Mikolov et al., 2013) for the question clas-
sification and RTE tasks, and a pre-trained embed-
ding (Pyysalo et al., 2013) trained on a combina-
tion of English Wikipedia, PubMed and PMC texts
for the sentence classification task.

For the RTE task, we implemented two classi-
fiers. For the first one, each instance (i.e. a sen-
tence pair) was represented as a concatenation of
the average word embedding for each sentence
(Cat. Avg.). We also implemented Bowman
et al. (2015), which runs each sentence through an
LSTM, concatenates the outputs, and then feeds
the concatenated output to an FNN with tanh acti-
vations.

Reliability Estimator: We model the reliability
estimator as an FNN. Its structure is the same as
the classifier, albeit with different sizes of the two
hidden layers. For the experiments listed in Ta-
ble 2, the number of units of each hidden layer
in the FNN are 5, 100, 25, 25, 50, and 100 re-
spectively. The input to the estimator is the con-
catenation of the instance xi (i.e. its original fea-
ture vector or the output of the last hidden layer
of the classifier) and a one-hot vector representing
the annotator identity.

Learning Settings: For every experiment we
use the Adam (Kingma and Ba, 2015) optimiser
with a weight decay rate 0.001, a gradient clip-
ping of 5.0, α = 0.001, β1 = 0.9 and β2 = 0.999.
We pre-train the classifier and reliability estimator
for 200 epochs, using both majority voting and the
model proposed by Dawid and Skene (1979). The
maximum number of outer iterations is set to 500
and 20 for EM training and cross entropy training
respectively. The number of inner iterations is 50
in both cases.

True Label Prediction and Reliability Estima-
tion: After training, for each instance xi we take
its underlying label to be the most probable la-
bel according to the posterior of ti (see Equa-
tion (4)). We compared our predicted labels to
the following state-of-the-art baselines: Major-
ity Voting (MV), DS (Dawid and Skene, 1979),
GLAD (Whitehill et al., 2009), LFC (Raykar et al.,
2010), CUBAM (Welinder et al., 2010), Yan
et al. (2010), KOS (Karger et al., 2011), VI (Liu
et al., 2012), BCC (Kim and Ghahramani, 2012),
MINIMAX (Zhou et al., 2012), MACE (Hovy
et al., 2013), CATD (Li et al., 2014a), PM (Li
et al., 2014b) and EM-MV and Opt (Zhang et al.,
2014).

Note that CUBAM, Yan et al. (2010), KOS and
VI are only suitable for aggregating binary la-
bels, and Yan et al. (2010) is the state-of-the-art
method that models per-instance reliability. We
take the reliability of annotator j on instance xi to
be the posterior probability that rij is 1 (see Equa-
tion (5)).

5 Results and Analysis

We measure the inter-annotator agreement (IAA)
of each dataset. Fleiss’s kappa (Fleiss et al., 2013),
denoted by κ, is measured for the 2-dimensional
and text classification datasets, and Krippendorff’s
alpha (Krippendorff, 1970) is calculated for the
RTE dataset4. We find that the IAA values indicate
slight agreement among annotators for all datasets.

Our experiments using different settings are
shown as follows: our model is denoted by O,
with M and D denoting the model pre-trained us-
ing MV and DS respectively. E denotes training
using expectation maximisation, while C denotes
cross entropy training. AL and JT denote cross
entropy training done alternatingly and jointly, re-
spectively.

In the rest of this section, Tables 3 to 7 and Ta-
bles 8 to 10 present the results on the synthetic
datasets and RTE dataset respectively. For the syn-
thetic datasets, in Tables 3 to 6, we first consider
a scenario where we have multiple narrow experts
(N), one broad expert (B), one random annotator
(R) and one adversarial annotator (A). In Table 7,
we further consider a scenario with 5 annotators,

4Although there are 164 annotators in total in this dataset,
each instance was labelled by only 10 of these annotators.
Therefore we use Krippendorff’s alpha which is applicable to
incomplete data to measure the inter-annotator agreement.
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2-Dimensional Datasets
moon circle 3-class

κ = 0.029 κ = 0.029 κ = 0.153

MV 84.6 84.6 89.0
DS (Dawid and Skene, 1979) 97.8 97.9 99.4
GLAD (Whitehill et al., 2009) 97.9 97.9 93.7
LFC (Raykar et al., 2010) 97.9 97.9 99.4
CUBAM (Welinder et al., 2010) 97.9 97.9 -
Yan et al. (Yan et al., 2010) 84.1 84.1 -
KOS (Karger et al., 2011) 96.7 96.7 -
VI (Liu et al., 2012) 97.9 97.9 -
BCC (Kim and Ghahramani, 2012) 97.9 97.9 99.4
MINIMAX (Zhou et al., 2012) 97.9 97.9 99.2
MACE (Hovy et al., 2013) 97.8 97.9 97.0
CATD (Li et al., 2014a) 94.5 94.5 94.3
PM (Li et al., 2014b) 94.5 94.5 94.3
EM-MV (Zhang et al., 2014) 97.9 97.9 96.3
EM-Opt (Zhang et al., 2014) 72.7 72.7 93.2
O-ME 97.0 97.7 94.8
O-MC 97.3 98.9 99.3
O-DE 91.2 97.2 96.5
O-DC-AL 99.7 99.7 99.5
O-DC-JT 99.8 99.6 99.5

Table 3: F1 scores of predicted labels on the 2-
dimensional datasets when using the output of the last
hidden layer of the classifier to represent an instance
for the reliability estimator.

each of differing reliability, as explained in Sec-
tion 4.1.

Table 3 shows that our method performs well
on the 2-dimensional datasets, obtaining higher la-
bel prediction F1 scores than the baselines. We
omit the analysis of the true label prediction and
reliability estimation results on these datasets as
all models performed similarly, choosing instead
to focus the discussion on the results for the NLP
tasks.

5.1 Classifier and Reliability Estimator

In order to explore the separate performance con-
tribution of classifier and reliability estimator, we
compare the performance of our model to a classi-
fier pre-trained using DS labels, as well as a vari-
ant of our model without the reliability estimator,
i.e. setting all the annotators have the same relia-
bility on all the instances.

As shown in Tables 4, 7 and 8, the pre-trained
classifier performed worse than some aggregation
methods. This indicates that the noise in the labels
predicted by DS has an adverse effect on the train-
ing of the classifier. The much lower performance
of the model with the reliability estimator removes
hints at the importance of modelling per-annotator
reliability to ensure accurate predictions.

Question
Classification

Sentence
Classification

κ = 0.094 κ = 0.0634
BoW Avg. BoW Avg.

MV 78.8 78.8 71.3 71.3
DS (Dawid and Skene, 1979) 98.3 98.3 97.3 97.3
GLAD (Whitehill et al., 2009) 87.1 87.1 79.9 79.9
LFC (Raykar et al., 2010) 98.2 98.2 97.0 97.0
BCC (Kim and Ghahramani, 2012) 98.3 98.3 98.1 98.1
MINIMAX (Zhou et al., 2012) 28.2 28.2 50.9 50.9
MACE (Hovy et al., 2013) 91.6 91.6 63.6 63.6
CATD (Li et al., 2014a) 91.1 91.1 92.2 92.2
PM (Li et al., 2014b) 91.1 91.1 92.2 92.2
EM-MV (Zhang et al., 2014) 88.3 88.3 66.9 66.9
EM-Opt (Zhang et al., 2014) 13.5 13.5 26.5 26.5
Classifier (pre-trained by DS labels) 92.3 86.5 89.6 85.4
O-DE (without reliability estimator) 92.1 91.2 77.6 87.1
O-DC-AL (without reliability estimator) 90.5 93.2 84.0 88.2
O-DC-JT (without reliability estimator) 88.7 91.1 78.5 87.4
O-DE (using feature vector) 95.1 97.0 88.9 97.8
O-DC-AL (using feature vector) 97.5 98.9 97.2 97.5
O-DC-JT (using feature vector) 97.5 98.9 97.2 97.5
O-ME (full model) 92.4 95.0 84.4 89.2
O-MC (full model) 97.2 98.3 90.6 94.6
O-DE (full model) 98.0 98.3 97.7 98.9
O-DC-AL (full model) 98.3 98.6 97.6 97.9
O-DC-JT (full model) 98.7 99.0 97.3 97.8

Table 4: F1 scores of predicted labels on the text clas-
sification datasets.

5.2 Instance Representation for Reliability
Estimator

For the representation of the instance xi as it is
fed to the reliability estimator, we compared the
performance of using the original feature vector
of xi to using the last hidden layer output of the
classifier (which we refer to as the “full model”).

We found that using the hidden layer represen-
tation can not only improve the label prediction
performance (see Tables 4, 7 and 8), but also sped
up the training compared to using the feature vec-
tor directly. The hidden layer representation al-
lows us to reduce the number of parameters in the
model, by sharing parameters with the classifier.

5.3 Full Model on Synthetic Datasets

Based on the results of the full model in Table 4,
we can conclude that per-instance reliability mod-
elling is beneficial to the label prediction task, and
using the average pre-trained embedding can re-
sult in slightly better performance. It is worth not-
ing that the method used to pre-train the model had
a noticeable effect on its performance, with bet-
ter F1 scores being obtained when using DS pre-
training. In the following experiments we only
consider models pre-trained using the DS algo-
rithm.

In order to investigate whether our method can
successfully capture per-instance annotator relia-
bility, for each annotator, we counted the number
of correctly labelled instances and calculated the
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Question Classification
DESC ENTY ABBR HUM NUM LOC Accuracy

1 (N) 99 1 0 0 0 0 100
2 (N) 0 100 0 0 0 0 100
3 (N) 31 13 40 5 2 9 100
4 (N) 0 0 0 100 0 0 100
5 (N) 0 0 0 0 100 0 100
6 (N) 0 0 0 0 0 100 100
7 (B) 20 0 0 77 0 3 100
8 (R) 30 32 8 8 15 7 100
9 (A) 45 19 9 14 5 8 100

Table 5: Number of correctly labelled examples for
each annotator (N: narrow expert, B: broad expert, R:
random annotator and A: adversarial annotator) among
the 100 instances with highest per-instance reliability
on the question classification dataset.

Question Classification
DESC ENTY ABBR HUM NUM LOC Overall

1 (N) 90.6 24.4 35.5 21.4 26.6 22.2 36.8
2 (N) 28.7 92.3 26.6 25.2 24.3 26.7 37.3
3 (N) 24.7 24.9 75.8 23.5 24.7 23.6 32.9
4 (N) 27.5 26.3 32.3 93.4 24.2 23.7 37.9
5 (N) 25.6 21.9 25.2 25.7 93.8 26.0 36.4
6 (N) 26.4 25.0 24.1 22.1 27.5 94.4 36.6
7 (B) 94.3 93.5 95.1 94.2 93.4 93.9 94.2
8 (R) 5.60 6.30 8.40 4.80 6.20 5.90 6.20
9 (A) 9.10 8.90 12.0 8.20 7.90 8.30 9.10

Table 6: Average reliability of each annotator among
the 100 instances with the highest per-instance reliabil-
ity on the question classification dataset.

average reliability for each class among the top
100 instances with the highest per-instance relia-
bility as shown in Table 5 and 65. The cells with
grey background colour indicate which domain, or
class, the annotator has expertise in. It can be seen
that all annotators obtain high accuracy on these
instances. In general our method also captured the
varying expertise of each narrow annotator, esti-
mating their reliability on instances belonging to
the corresponding classes as particularly high.

For these experiments in Table 7, we also inves-
tigated the performance when using two different
classification models. As seen in this table, both
of them outperformed all baselines significantly.

5.4 Full Model on RTE Dataset
Table 8 presents the label prediction performance
on the RTE dataset. As not every annotator has
provided labels for every instance in this dataset,
for both the EM and cross entropy training we sim-
ply omitted missing instance/annotator pairs when
calculating the loss functions. As seen in the ta-
ble, most of the baselines obtained high perfor-
mance as the textual entailment recognition task is
easy for non-expert annotators. However, our full
model still achieved better prediction performance

5We omit the results for the sentence classification task
for lack of space, as we consider the results on the question
classification dataset to be representative.

Question
Classification

Sentence
Classification

κ = 0.126 κ = 0.0776
FNN LSTM+FNN FNN LSTM+FNN

MV 71.8 71.8 65.8 65.8
DS (Dawid and Skene, 1979) 90.1 90.1 83.9 83.9
GLAD (Whitehill et al., 2009) 80.9 80.9 71.8 71.8
LFC (Raykar et al., 2010) 88.3 88.3 80.3 80.3
BCC (Kim and Ghahramani, 2012) 90.4 90.4 85.6 85.6
MINIMAX (Zhou et al., 2012) 30.4 30.4 44.0 44.0
MACE (Hovy et al., 2013) 84.6 84.6 62.4 62.4
CATD (Li et al., 2014a) 85.2 85.2 80.5 80.5
PM (Li et al., 2014b) 85.2 85.2 80.5 80.5
EM-MV (Zhang et al., 2014) 75.4 75.4 56.6 56.6
EM-Opt (Zhang et al., 2014) 19.4 19.4 14.4 14.4
Classifier (pre-trained by DS labels) 89.7 76.6 79.6 78.7
O-DE (without reliability estimator) 91.9 91.0 80.1 82.5
O-DC-AL (without reliability estimator) 91.8 91.2 80.0 83.5
O-DC-JT (without reliability estimator) 91.5 91.6 79.3 83.5
O-DE (using feature vector) 94.3 - 81.7 -
O-DC-AL (using feature vector) 94.1 - 86.2 -
O-DC-JT (using feature vector) 94.1 - 86.2 -
O-DE (full model) 94.5 94.1 86.1 86.1
O-DC-AL (full model) 94.7 96.0 90.3 88.5
O-DC-JT (full model) 95.1 95.1 88.5 89.0

Table 7: F1 scores on text classification tasks when
only the reliability differs between the annotators.

Method F-measure
MV 91.9
DS (Dawid and Skene, 1979) 92.6
GLAD (Whitehill et al., 2009) 92.4
LFC (Raykar et al., 2010) 92.5
CUBAM (Welinder et al., 2010) 92.6
Yan et al. (Yan et al., 2010) 90.4
KOS (Karger et al., 2011) 63.2
VI (Liu et al., 2012) 92.5
BCC (Kim and Ghahramani, 2012) 92.3
MINIMAX (Zhou et al., 2012) 92.4
MACE (Hovy et al., 2013) 92.4
CATD (Li et al., 2014a) 92.3
PM (Li et al., 2014b) 92.0
EM-MV (Zhang et al., 2014) 92.5
EM-Opt (Zhang et al., 2014) 92.4
Classifier (pre-trained by DS labels) 89.9
O-DC-JT (FNN) (without reliability estimator) 90.2
O-DC-JT (FNN) (using feature vector) 92.6
O-DE (FNN) (full model) 92.9
O-DC-AL (FNN) (full model) 92.8
O-DC-JT (FNN) (full model) 93.0
O-DE (LSTM+FNN) (full model) 92.7
O-DC-AL (LSTM+FNN) (full model) 92.8
O-DC-JT (LSTM+FNN) (full model) 92.8

Table 8: Performance of predicted labels on the RTE
dataset (Krippendorff’s alpha = 0.0995).

than all of the baseline methods.
We also investigated the effectiveness of our

model for removing noisy labels. We compare our
model to the five best-performing baselines (DS,
LFC, CUBAM, VI and EM-MV in Table 8). Each
of these models are trained on the RTE dataset,
after which the least reliable annotation for each
instance is removed. We use the per-instance reli-
ability for our model, the global reliability score of
each annotator for LFC, CUBAM and VI, and the
per-category annotator reliability for DS and EM-
MV as the measure of the reliability of each anno-
tation. For each of these models, we then retrain
the models in Table 8 using the denoised dataset;
the difference in performance can be seen in Ta-
ble 9. We can see that using per-instance reliabil-
ity results in the largest improvement, while only
considering the annotators’ overall reliability may
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Method LFC CUBAM VI DS EM-MV Ours
MV -0.2 -0.9 +0.6 -0.2 -0.2 +0.8
DS (Dawid and Skene, 1979) 0 -0.2 +0.1 0 0 +0.6
GLAD (Whitehill et al., 2009) +0.2 0 0 +0.2 -0.3 +0.2
LFC (Raykar et al., 2010) +0.1 -0.1 +0.3 +0.1 +0.1 +0.6
CUBAM (Welinder et al., 2010) +0.3 0 +0.4 +0.3 -0.2 +0.9
Yan et al. (Yan et al., 2010) +1.5 +0.4 +2.3 +1.5 +0.8 +2.5
KOS (Karger et al., 2011) +0.7 +3.9 +11.3 +0.7 +13.4 +17.3
VI (Liu et al., 2012) +0.1 +0.1 +0.1 +0.1 +0.2 +0.6
BCC (Kim and Ghahramani, 2012) +0.3 +0.2 +0.3 +0.3 +0.4 +0.8
MINIMAX (Zhou et al., 2012) +0.3 -0.4 +0.7 +0.3 +0.2 +0.7
MACE (Hovy et al., 2013) +0.2 -0.2 0 +0.2 0 +0.4
CATD (Li et al., 2014a) +0.3 -0.8 -0.2 +0.3 +0.2 +0.3
PM (Li et al., 2014b) +0.9 0 +0.3 +0.9 +0.1 +0.9
EM-MV (Zhang et al., 2014) +0.7 +0.6 +0.7 +0.7 +0.7 +1.1
EM-Opt (Zhang et al., 2014) +0.2 +0.5 +0.2 +0.2 +0.6 +0.7
O-DC-JT (FNN) (full model) +0.1 0 +0.3 +0.1 +0.1 +0.5

Table 9: F1 score improvements after removing the la-
bel produced by the least reliable annotator by using the
estimated overall reliability (LFC, CUBAM, VI, DS,
EM-MV) and per-instance reliability (Ours).

True Entailment False Entailment
Annotator #Cor. Labels Avg. Reliability #Cor. Labels Avg. Reliability Acc.

Top
15

Instances

1 15 95.5 - - 100
2 15 92.6 - - 100
3 10 88.4 3 86.9 86.7
4 11 94.2 2 92.6 86.7
5 8 71.9 2 23.7 66.7

Bottom
15

Instances

1 4 0.1 2 0.1 40
2 1 1.0 8 51.4 60
3 0 9.7 1 13.8 6.6
4 2 28.6 5 63.1 46.7
5 3 22.3 2 23.7 33.3

Table 10: Number of correct labels and average re-
liability for each annotator among the instances with
highest and lowest per-instance reliability on the RTE
dataset.

cause a reduction in performance.
In order to analyse the per-instance reliability

of the human annotators, for each annotator we
rank the instances according to the annotator’s per-
instance reliability. We look at the top 15 and bot-
tom 15 instances, then count how many of them
were correctly labelled (Cor. Labels) as well as the
average reliability on these instances (Avg. Relia-
bility). Table 10 shows the results of five annota-
tors6. It can be seen that each annotator has con-
siderably different reliabilities across instances.

5.5 Training Stability

Pre-training: As discussed in Section 3.2, the
predicted labels produced by a simpler method are
used for pre-training. Although these labels are
not perfect, we assume that our method can still
learn some useful information from them for a bet-
ter starting point than random parameter initialisa-
tion.

EM and Cross Entropy Training: From Ta-
bles 3, 4, 7 and 8, it can be seen that, in most

6For lack of space, we only present the results for 5 of the
164 annotators.

cases, using cross entropy achieved much bet-
ter and more stable performance than the models
learned using EM training. We also noticed that
the objective function would improve when us-
ing cross entropy training, and tended to converge
faster in our experiments—generally within just a
few epochs. Therefore, we recommend to use this
training method in practice.

Early Stopping: When using both EM and
cross entropy training, we found that even if the
objective function improved between iterations,
the label prediction performance would eventually
start to decrease. It is worth to investigate the
reason for this phenomenon. To counteract this
issue we used early stopping, where training is
halted when the objective function does not im-
prove more than 0.001 between iterations. An-
other option is to reduce the maximum number of
outer iterations, e.g. to 20.

6 Conclusion and Future Work

We propose a novel probabilistic model which
learns from noisy labels produced by multiple an-
notators for NLP crowdsourcing tasks by incorpo-
rating a classifier and a reliability estimator. Our
work constitutes the first effort to model the per-
instance reliability of annotators for both binary
and multi-class NLP labelling tasks. We investi-
gate two methods of training our model using the
EM algorithm and cross entropy. Experimental
results on 6 datasets including synthetic and real
datasets demonstrate that our method can not only
capture the per-instance reliability of each anno-
tator, but also obtain better label prediction and
the least reliable annotator detection performance
compared to state-of-the-art baselines.

For future work, we plan to apply our model
to other NLP tasks such as relation extraction and
named entity recognition. We also plan to investi-
gate the use of variational inference (Jordan et al.,
1999) as a means of training our model. Using
variational inference might improve the stability
and performance of our model.
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Abstract

This paper explores a new natural language
processing task, review-driven multi-label mu-
sic style classification. This task requires sys-
tems to identify multiple styles of music based
on its reviews on websites. The biggest chal-
lenge lies in the complicated relations of mu-
sic styles. To tackle this problem, we pro-
pose a novel deep learning approach to auto-
matically learn and exploit style correlations.
Experiment results show that our approach
achieves large improvements over baselines on
the proposed dataset. Furthermore, the visu-
alized analysis shows that our approach per-
forms well in capturing style correlations.1

1 Introduction

As music style (e.g., Jazz, Pop, and Rock) is one of
the most frequently used labels for music, music
style classification is an important task for appli-
cations of music recommendation, music informa-
tion retrieval, etc. Several methods have been pro-
posed for automatic music style classification (Qin
and Ma, 2005; Zhou et al., 2006; Wang et al.,
2009; Choi et al., 2017). Most of them mainly fo-
cus on using audio information to identify styles.
Motivated by the fact that a pieces of music could
has different styles, several studies (Wang et al.,
2009; Oramas et al., 2017) also aim at multi-label
music style classification.

Although these methods make promising
progress, they are limited in two aspects. First,
not all audio data is available in real-world ap-
plications because of copyright restrictions, which
limits the generalization ability. Second, some of
them are based on a strong assumption that a piece
of music should be assigned with only one style.
Different from these studies, we focus on using

∗Equal Contribution
1The code and the dataset are available at https://

github.com/lancopku/RMSC

easily obtained reviews in conjunction with multi-
label music style classification. The motivation
comes from the fact that lots of user reviews con-
tain rich style-related information, which can be
used for music style classification.

The major challenge of this task lies in the com-
plicated correlations of music styles. For exam-
ple, Soul Music2 contains elements of R&B and
Jazz. These three labels can be used alone or in
combination. Traditional multi-label classification
methods may mistake the true label [Soul Mu-
sic, R&B, Jazz] for the false label [R&B, Jazz].
If well learned, style relations are useful knowl-
edge for improving the performance, e.g., increas-
ing the probability of Soul Music if we find that it
is heavily linked with two high probability labels:
R&B and Jazz. Therefore, to better exploit style
correlations, we propose a novel deep learning ap-
proach with two parts: a label-graph based neural
network, and a soft training mechanism with cor-
relation based continuous label representation.

Our contributions are listed as follows:

• To the best of our knowledge, this work is
the first to explore review-driven multi-label
music style classification.

• To learn the relations among music styles,
we propose a label-graph based neural net-
work and a soft training mechanism with
correlation-based label representation.

2 Related work

This paper is related with music style classifica-
tion and multi-label classification. In this section,
we give a detailed introduction about the related
studies.

2Soul Music is a popular music genre that originated in
the United States in the late 1950s and early 1960s. It con-
tains elements of African-American Gospel Music, R&B and
Jazz.
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Music Title Mozart: The Great Piano Concertos, Vol.1
Styles Classical Music, Piano Music

Reviews

(1) I’ve been listening to classical music all the time.
(2) Mozart is always good. There is a reason he is ranked in the top 3 of lists of greatest classical
composers.
(3) The sound of piano brings me peace and relaxation.
(4) This volume of Mozart concertos is superb.

Table 1: An illustration of review-driven multi-label music style classification. For easy interpretation, we select
a simple and clear example where styles can be easily inferred from reviews. In practice, the correlation between
styles and associated reviews is relatively complicated.

2.1 Music Style Classification

Previous work mainly focuses on using audio
information to identify music styles. Tradi-
tional machine learning algorithms are adopted
in these studies, such as Support Vector Ma-
chine (SVM) (Xu et al., 2003), Hidden Markov
Model (HMM) (Chai and Vercoe, 2001; Pikrakis
et al., 2006), and Decision Tree (DT) (Zhou et al.,
2006). In addition to audio information, Fell and
Sporleder (2014) also propose to classify music by
statistical analysis of lyrics. Motivated by the fact
that a piece of music could has different styles,
several studies (Wang et al., 2009; Oramas et al.,
2017) also aim at multi-label music style classifi-
cation. Different from these studies, we focus on
using easily obtained reviews in conjunction with
multi-label music style classification.

2.2 Multi-Label Classification

Multi-label classification has been widely applied
to diverse problems, including image classifica-
tion (Qi et al., 2007; Wang et al., 2008), audio clas-
sification (Boutell et al., 2004; Sanden and Zhang,
2011), web mining (Kazawa et al., 2004), informa-
tion retrieval (Zhu et al., 2005; Gopal and Yang,
2010), etc. Compared with the existing multi-
label learning methods (Wei et al., 2018; Li et al.,
2018b,a; Yang et al., 2018; Lin et al., 2018), our
method has the following novelties: a label graph
that explicitly models the relations of styles; a soft
training mechanism that introduces correlation-
based continuous label representation.

3 Review-Driven Multi-Label Music
Style Classification

3.1 Task Definition

Given several reviews from a piece of music, this
task requires models to predict a set of music
styles. Assume that X = {x1, . . . ,xi, . . . ,xK}
denotes the input K reviews, and xi =
xi,1, . . . , xi,J represents the ith review with J

words. The term Y = {y1, y2, . . . , yM} denotes
the gold set with M labels, and M varies in dif-
ferent samples. The target of review-driven multi-
label music style classification is to learn the map-
ping from input reviews to style labels.

3.2 Dataset

The dataset is collected from a popular Chinese
music review website,3 where registered users are
allowed to comment on all released music albums.
Each sample includes a music title, a set of human
annotated styles, and associated reviews. An ex-
ample is shown in Table 1.

In order to build a high-quality dataset, we re-
fer to the literature about music styles. We merge
similar music styles and delete music styles that
violate the music classification list. 22 styles are
defined in our dataset.4 For user reviews, we
first delete reviews with too little information by
rule-based methods and then select top 40 voted
reviews. Music samples with too few reviews
are also deleted. The constructed datataset con-
tains over 7.1k samples, 288K reviews, and 3.6M
words.

4 Proposed Approach

The proposed approach contains two parts: a
label-graph based neural network and a soft train-
ing mechanism with continuous label representa-
tion. An illustration of the proposed method is
shown in Figure 1.

4.1 Label-Graph Based Neural Network

The first layer is a hierarchical attention
layer (Yang et al., 2016) that lets the model
to pay more or less attention to individual words

3https://music.douban.com
4Alternative Music, Britpop, Classical Music, Country

Music, Dark Wave, Electronic Music, Folk Music, Heavy
Metal Music, Hip-Hop, Independent Music, Jazz, J-Pop,
New-Age Music, OST, Piano Music, Pop, Post-Punk, Post-
Rock, Punk, R&B, Rock, and Soul Music.
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Figure 1: An illustration of the proposed approach. Left: The label-graph based neural network. Right: The soft
training method. The label graph defines the relations of labels. e is the label probability distribution. Soft training
means that we combine the continuous label representation y′ and the discrete label representation y together to
train the model. The hierarchical attention layer is responsible for extracting style-related information. The label
graph layer and soft training are used for exploiting label correlations.

and reviews when constructing “raw” label
probability distribution z.

Label Graph. To explicitly take advantage of
the label correlations when classifying music
styles, we add a label graph layer to the network.
This layer takes z as input and generates a “soft”
label probability distribution e.

Formally, we denote G ∈ Rm×m as the label
graph, where m is the number of labels, G is ini-
tialized by an identity matrix. An element G[li, lj ]
is a real-value score indicating how likely label li
and label lj are related. The graph G is a part of pa-
rameters and can be learned by back-propagation.

Then, given the “raw” label probability distri-
bution z and the label graph G, the output of this
layer is:

e = sigmoid(z · G). (1)

The probability of lj is not only determined
by the current classification result, but also deter-
mined by other labels probabilities and their corre-
lations to lj . For example, the probability of a la-
bel heavily linked with many high-probability la-
bels will be increased.

4.2 Soft Training

Given a predicted label probability distribution e
and a target discrete label representation y, the
typical loss function is computed as

L(θ) = H(y, e) = −
m∑

i=1

yi log ei, (2)

where θ denotes all parameters, and m is the num-
ber of the labels. The functionH denotes the cross
entropy between two distributions.

However, the widely used discrete label repre-
sentation does not apply to the task of music style
classification, because the music styles are not mu-
tually exclusive and highly related to each other.
The discrete distribution without label relations
makes the model over-distinguish the related la-
bels. Therefore, it is hard for the model to learn
the label correlations.

Instead, we propose a soft training method by
combining a discrete label representation y with
a correlated-based continuous label representation
y′. The probability gap between two similar labels
in y′ should not be large.

A straight-forward approach to produce the
continuous label representation is to use the label
graph matrix G to transform the discrete represen-
tation y into a continuous form:

y′ = y · G. (3)

Based on the discrete label representation y and
continuous label representation y′, we define the
loss function as

Loss(θ) = H(e,y) +H(e,y′), (4)

where the loss H(e,y) aims to correctly classify
labels, and the loss H(e,y′) aims to avoid the
over-distinguishing problem and to better learn la-
bel correlations.

5 Experiment

In this section, we evaluate our approach on the
proposed dataset. We first introduce evaluation
metrics, then show experiment results and give
a detailed analysis. The training details can be
found at Appendices.
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Models OE(-) HL(-) Macro F1(+) Micro F1(+)
ML-KNN 77.3 0.094 23.6 38.1
Binary Relevance 74.4 0.083 24.7 41.8
Classifier Chains 67.5 0.107 29.9 44.3
Label Powerset 56.2 0.096 37.7 50.3
MLP 71.5 0.081 29.8 45.8
CNN 37.9 0.099 32.5 49.3
LSTM 30.5 0.089 33.0 53.9
HAN 25.9 0.079 52.1 61.0
+Label Graph 23.4 0.077 54.2 62.8
+ Soft Training 22.6 0.074 54.4 64.5

Table 2: Comparisons between our approach and the
baselines on the test set. OE and HL denote one-error
and hamming loss respectively. HAN denotes the hier-
archical attention network. “(+)” represents that higher
scores are better and “(-)” represents that lower scores
are better. It can be seen that the proposed approach
significantly outperforms the baselines.

5.1 Evaluation Metrics
Multi-label classification requires different eval-
uation metrics compared with traditional single-
label classification. In this paper, we use the fol-
lowing widely-used evaluation metrics for multi-
label classification.

• F1-score: We calculate macro F1 and mi-
cro F1, respectively. Macro F1 computes the
metric independently for each label and then
takes the average as the final score. Micro F1
aggregates the contributions of all labels to
compute the average score.

• One-Error: One-error evaluates the fraction
of examples whose top-ranked label is not in
the gold label set.

• Hamming Loss: Hamming loss counts the
fraction of the wrong labels to the total num-
ber of labels.

5.2 Baselines
We implement several widely-used multi-label
classification methods as baselines, such as
ML-KNN (Zhang and Zhou, 2007), Binary
Relevance (Tsoumakas et al., 2010), Classi-
fier Chains (Read et al., 2011), Label Power-
set (Tsoumakas and Vlahavas, 2007). The details
of baselines can be found at Appendices.

5.3 Results
The results on the test set are summarized in Ta-
ble 2. The proposed approach significantly outper-
forms the baselines, with micro F1 of 64.5, macro
F1 of 54.4, and one-error of 22.6, improving the

metrics by 10.6, 21.4, and 7.9 respectively. The
improvements are attributed to two parts, a hier-
archical attention network and a label correlation
mechanism. Only using the hierarchical attention
network outperforms the baselines, which shows
the effectiveness of hierarchically paying attention
to different words and sentences. The greater F1-
score is achieved by adding the proposed label
graph, which demonstrates that the proposed la-
bel graph helps a lot by taking advantage of label
correlations.

It can be clearly seen that with the help of soft
training, the proposed method achieves the best
performance. Especially, the micro F-score is im-
proved from 62.8 to 64.5, and the one-error is re-
duced from 23.4 to 22.6. With the new loss func-
tion, the model not only knows how to distinguish
the right labels from the wrong ones, but also can
learn the label correlations that are useful knowl-
edge, especially when the input data contains too
much style unrelated words for the model to ex-
tract all necessary information.

5.4 Visualization Analysis

Figure 2: A heatmap of the automatically learned label
graph. Deeper color represents closer relation. We can
see that some obvious relations are well captured by the
model, e.g., “Heavy Metal Music (Metal)” and “Rock”,
“Country Music (Country)” and “Folk”.

Figure 2 shows a whole heatmap of the auto-
matically learned label graph, for convenience of
display, we have subtracted the label graph by an
identity matrix. We can see from the picture that
some obvious music style relations are well cap-
tured. For “Country Music”, the most related la-
bel is “Folk Music”. In reality, these two mu-
sic styles are highly similar and the boundary be-
tween them is not well-defined. For three kinds of
rock music, “Heavy Metal Music”, “Britpop Mu-
sic”, and “Alternative Music”, the label graph cor-
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rectly captures that the most related label for them
is “Rock”. For a more complicated relation where
“Soul Music” is highly linked with two different
labels, “R&B” and “Jazz”, the label graph also
correctly capture such relation. These examples
demonstrate that the proposed approach performs
well in capturing relations among music styles.

5.5 Selected Exmaples

Ground Truth Without LCM With LCM
Britpop5, Rock Britpop Britpop, Rock
Hip-Hop6, Pop,
R&B7

Electronic Music,
Pop

Pop, R&B

Pop, R&B Pop, Rock, Britpop Pop, R&B
Country Music,
Folk, Pop

Country Music, Pop Country Music,
Pop, Folk

Classical Music,
New-Age Music8,
Piano Music

Piano Music, Clas-
sical Music

Piano Music,
New-Age Music,
Classical Music

Table 3: Examples generated by the methods with and
without the label correlation mechanism (LCM). The
labels correctly predicted by two methods are shown in
blue. The labels correctly predicted by the method with
the label correlation mechanism are shown in orange.
We can see that the method with the label correlation
mechanism classifies music styles more precisely.

For clearer understanding, we compare several
examples generated with and without the label
correlation mechanism in Table 3. By compar-
ing gold labels and predicted labels generated by
different methods, we find that the proposed label
correlation mechanism identifies the related styles
more precisely. This is mainly attributed to the
learned label correlations. For example, the cor-
rect prediction in the first example shows that the
label correlation mechanism captures the close re-
lation between “Britpop” and “Rock”, which helps
the model to generate an appropriate prediction.

5.6 Error Analysis

Although the proposed method has achieved sig-
nificant improvements, we also notice that there
are some failure cases. In this section, we give the
detailed error analysis.

First, the proposed method performs worse on
the styles with low frequency in the training set.

5Britpop is a style of British Rock.
6Hip-Hop is a mainstream Pop style.
7Rhythm and Blues, often abbreviated as R&B, is a genre

of popular music.
8New-Age Music is a genre of music intended to create

artistic inspiration, relaxation, and optimism. It is used by
listeners for yoga, massage, and meditation.

Table 4 compares the performance on the top 5
music styles of highest and lowest frequencies. As
we can see, the top 5 fewest music styles get much
worse results than top 5 most music styles. This
is because the label distribution is highly imbal-
anced where unpopular music styles have too little
training data.

Second, we find that some music items are
wrongly classified into the styles that are similar
with the gold styles. For example, a sample with a
gold set [Country Music] is wrongly classified into
[Folk] by the model. The reason is that some mu-
sic styles share many common elements and only
subtly differ from each other. It poses a great chal-
lenge for the model to distinguish them. For future
work, we would like to research how to effectively
address this problem.

Most Styles % of Samples Micro F1
Rock 30.4 75.8
Independent Music 30.0 64.8
Pop 26.2 67.1
Folk Music 21.9 73.7
Electronic Music 13.9 61.8
Fewest Styles % of Samples Micro F1
Jazz 4.3 37.5
Heavy Metal Music 3.9 55.6
Hip-Hop 3.1 7.5
Post-punk 2.5 17.1
Dark Wave 1.3 17.4

Table 4: The performance of the proposed method on
the most and fewest styles.

6 Conclusions

In this paper, we focus on classifying multi-label
music styles with user reviews. To meet the chal-
lenge of label correlations, we propose a label-
graph neural network and a soft training mecha-
nism. Experiment results have showed the effec-
tiveness of the proposed approach. The visualiza-
tion of label graph also shows that our method per-
forms well in capturing label correlations.
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A Appendices

A.1 Training Details

In the proposed method and baselines, we use
skip gram (Mikolov et al., 2013) to get pre-trained
word embeddings of reviews. The Jieba toolkit is
used to split sentences into words. To help with
the training of the label graph, we use soft tar-
get mechanism on the continuous label represen-
tations (Hinton et al., 2015; Sun et al., 2017; Liu
et al., 2017) and add the negative of the l2 loss
of the difference between the label graph and the
identity matrix to the loss function. For evaluation,
we introduce a hyper-parameter p. If the proba-
bility of a style is greater than p, we consider it
as one of the final music styles. We tune hyper-
parameters based on the performance on the val-
idation set. We set p to 0.2, hidden size to 128,
embedding size to 128, vocabulary size to 135K,
learning rate to 0.001, and batch size to 128. The
optimizer is Adam (Kingma and Ba, 2014) and the
maximum training epoch is set to 100. We choose
parameters with the best Micro F1 scores on the
validation set and then use the selected parameters
on the test set.

A.2 Baselines

We implement the following widely-used multi-
label classification methods for comparison. Their
inputs are the music representations which are pro-
duced by averaging review representations. The
review representation is obtained by averaging
word embeddings.

• ML-KNN (Zhang and Zhou, 2007): It is a
multi-label learning approach derived from
the traditional K-Nearest Neighbor (KNN)
algorithm.

• Binary Relevance (Tsoumakas et al., 2010):
It decomposes a multi-label learning task
into a number of independent binary learning
tasks. It learns several single binary models
without considering the dependencies among
labels.

• Classifier Chains (Read et al., 2011): It takes
label dependencies into account and keeps
the computational efficiency of the binary rel-
evance method.

• Label Powerset (Tsoumakas and Vlahavas,
2007): All classes assigned to an example are

combined into a new and unique class in this
method.

• MLP: It feeds the music representations into
a multi-layer perceptron, and generates the
probability of music styles through a sigmoid
layer.

Different from the above baselines, the following
two methods only take word embeddings as in-
puts. Similar to MLP, they produce label proba-
bility distribution by a sigmoid function.

• CNN: It includes two layers of CNN which
has multiple convolution kernels.

• LSTM: It includes two layers of LSTM,
which processes words and sentences sepa-
rately to get the music representations.
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Abstract

During the past few decades, knowledge bases
(KBs) have experienced rapid growth. Never-
theless, most KBs still suffer from serious in-
completion. Researchers proposed many tasks
such as knowledge base completion and re-
lation prediction to help build the representa-
tion of KBs. However, there are some issues
unsettled towards enriching the KBs. Knowl-
edge base completion and relation prediction
assume that we know two elements of the fact
triples and we are going to predict the miss-
ing one. This assumption is too restricted in
practice and prevents it from discovering new
facts directly. To address this issue, we pro-
pose a new task, namely, fact discovery from
knowledge base. This task only requires that
we know the head entity and the goal is to
discover facts associated with the head en-
tity. To tackle this new problem, we propose
a novel framework that decomposes the dis-
covery problem into several facet discovery
components. We also propose a novel auto-
encoder based facet component to estimate
some facets of the fact. Besides, we propose a
feedback learning component to share the in-
formation between each facet. We evaluate our
framework using a benchmark dataset and the
experimental results show that our framework
achieves promising results. We also conduct
extensive analysis of our framework in discov-
ering different kinds of facts. The source code
of this paper can be obtained from https:
//github.com/thunlp/FFD.

1 Introduction

Recent years have witnessed the emergence
and growth of many large-scale knowledge
bases (KBs) such as Freebase (Bollacker et al.,
2008), DBpedia (Lehmann et al., 2015), YAGO
(Suchanek et al., 2007) and Wikidata (Vrandečić

∗ Corresponding author: Zhiyuan Liu (li-
uzy@tsinghua.edu.cn).
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Figure 1: In the FDKB task, only the head entity is
given. The relation and tail entity should be discovered
simultaneously given the head entity.

and Krötzsch, 2014) to store facts of the real
world. Most KBs typically organize the complex
structured information about facts in the form of
triples (head entity, relation, tail entity), e.g.,
(Bill Gates, CEOof, Microsoft Inc.). These KBs
have been widely used in many AI and NLP tasks
such as text analysis (Berant et al., 2013), question
answering (Bordes et al., 2014a), and information
retrieval (Hoffmann et al., 2011).

The construction of these KBs is always an on-
going process due to the endless growth of real-
world facts. Hence, many tasks such as knowl-
edge base completion (KBC) and relation predic-
tion (RP) are proposed to enrich KBs.

The KBC task usually assumes that one entity
and the relation r are given, and another entity is
missing and required to be predicted. In general,
we wish to predict the missing entity in (h, r, ?)
or (?, r, t), where h and t denote a head and tail
entity respectively. Similarly, the RP task pre-
dicts the missing relation given the head and tail
entities and their evidence sentences, i.e. filling
(h, ?, t). Nevertheless, the assumption of knowing
two parts of the triple is too strong and is usually
restricted in practice.

In many cases, we only know the entity of in-
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terest, and are required to predict both its attribu-
tive relations and the corresponding entities. As
shown in Figure 1, the task is to predict the fact
triples when given only the head entity, i.e. filling
(h, ?, ?). Since any entity can serve as the head
entity for identifying its possible fact triples, this
task should be more practical for real-world set-
tings. This task is non-trivial since less informa-
tion is provided for prediction. We name the task
as Fact Discovery from Knowledge Base (FDKB).

Some existing methods such as knowledge base
representation (KBR) can be applied to tackle the
FDKB task with simple modifications. KBR mod-
els typically embed the semantics of both enti-
ties and relations into low-dimensional semantic
space, i.e., embeddings. For example, TransE
(Bordes et al., 2013) learns low-dimensional and
real-valued embeddings for both entities and rela-
tions by regarding the relation of each triple fact
as a translation from its head entity to the tail en-
tity. TransE can thus compute the valid score for
each triple by measuring how well the relation can
play a translation between the head and tail enti-
ties. Many methods have been proposed to extend
TransE to deal with various characteristics of KBs
(Ji et al., 2015, 2016; He et al., 2015; Lin et al.,
2015a).

To solve the FDKB task using KBR, one fea-
sible way is to exhaustively calculate the scores
of all (r, t) combinations for the given head en-
tity h. Afterwards, the highly-scored facts are re-
turned as results. However, this idea has some
drawbacks: (1) It takes all relations to calculate
ranking scores for each head entity, ignoring the
nature of the head entity. The combination of all
possible relations and tail entities will lead to huge
amount of computations. (2) A large set of candi-
date triples immerses the correct triples into a lot
of noisy triples. Although the probability of in-
valid facts getting a high score is small, with the
large size of the candidate set, the total number of
invalid facts with high score is non-negligible.

To address the above issues, we propose a
new framework named as fact facet decomposi-
tion (FFD). The framework follows human being’s
common practice to identify unknown facts: One
typically firstly investigates which relation that a
head may have, and then predicts the tail entity
based on the predicted relation. This procedure
actually utilizes information from several perspec-
tives. Similarly, FFD decomposes fact discovery

into several facets, i.e., head-relation facet, tail-
relation facet, and tail inference facet, and model
each facet respectively. The candidate fact is con-
sidered to be correct when all of the facets are
trustworthy. We propose a novel auto-encoder
based entity-relation component to discover the re-
latedness between entities and relations. Besides,
we also propose a feedback learning component to
share the information between each facet.

We have conducted extensive experiments using
a benchmark dataset to show that our framework
achieves promising results. We also conduct an
extensive analysis of the framework in discovering
different kinds of facts. The contributions of this
paper can be summarized as follows: (1) We intro-
duce a new task of fact discovery from knowledge
base, which is more practical. (2) We propose a
new framework based on the facet decomposition
which achieves promising results.

2 Related Work

In recent years, many tasks (Wang et al., 2017)
have been proposed to help represent and enrich
KBs. Tasks such as knowledge base completion
(KBC) (Bordes et al., 2013; Wang et al., 2014;
Ji et al., 2015, 2016; Wang et al., 2017) and rela-
tion prediction (RP) (Mintz et al., 2009; Lin et al.,
2015a; Xie et al., 2016) are widely studied and
many models are proposed to improve the perfor-
mance on these tasks. However, the intention of
these tasks is to test the performance of models
in representing KBs and thus they cannot be used
directly to discover new facts of KBs. Moreover,
our FDKB task is not a simple combination of the
KBC and RP task since both of these two tasks re-
quire to know two of the triples while we assume
we only know the head entity.

A common approach to solving these tasks is
to build a knowledge base representation (KBR)
model with different kinds of representations.
Typically, one element of the triples is unknown.
Then, all entities are iterated on the unknown el-
ement and the scores of all combinations of the
triples are calculated and then sorted.

Many works focusing on KBR attempt to
encode both entities and relations into a low-
dimensional semantic space. KBR models can
be divided into two major categories, namely
translation-based models and semantic matching
models (Wang et al., 2017).

Translation-based models such as TransE (Bor-
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des et al., 2013) achieves promising perfor-
mance in KBC with good computational effi-
ciency. TransE regards the relation in a triple as
a translation between the embedding of head and
tail entities. It means that TransE enforces that the
head entity vector plus the relation vector approx-
imates the tail entity vector to obtain entity and re-
lation embeddings. However, TransE suffers from
problems when dealing with 1-to-N, N-to-1 and
N-to-N relations. To address this issue, TransH
(Wang et al., 2014) enables an entity to have dis-
tinct embeddings when involving in different rela-
tions. TransR (Lin et al., 2015b) models entities
in entity space and uses transform matrices to map
entities into different relation spaces when involv-
ing different relations. Then it performs transla-
tions in relation spaces. In addition, many other
KBR models have also been proposed to deal with
various characteristics of KBs, such as TransD (Ji
et al., 2015), KG2E (He et al., 2015), PTransE (Lin
et al., 2015a), TranSparse (Ji et al., 2016).

Semantic matching models such as RESCAL
(Nickel et al., 2011), DistMult(Yang et al., 2014),
Complex (Trouillon et al., 2016), HolE (Nickel
et al., 2016) and ANALOGY (Liu et al., 2017)
model the score of triples by the semantic simi-
larity. RESCAL simply models the score as a bi-
linear projection of head and tail entities. The bi-
linear projection is defined with a matrix for each
relation. However, the huge amount of parameters
makes the model prone to overfitting. To allevi-
ate the issue of huge parameter space, DistMult is
proposed to restrict the relation matrix to be diag-
onal. However, DistMult cannot handle the asym-
metric relations. To tackle this problem, Com-
plex is proposed assuming that the embeddings of
entities and relations lie in the space of complex
numbers. This model can handle the asymmet-
ric relations. Later, Analogy is proposed by im-
posing restrictions on the matrix rather than build-
ing the matrix with vector. It achieves the state-
of-the-art performance. Besides, (Bordes et al.,
2011; Socher et al., 2013; Chen et al., 2013; Bor-
des et al., 2014b; Dong et al., 2014; Liu et al.,
2016) conduct the semantic matching with neural
networks. An energy function is used to jointly
embed relations and entities.

3 Problem Formulation

We denote E as the set of all entities in KBs, R is
the set containing all relations. |E| and |R| stand

for the size of each set respectively. A fact is a
triple (h, r, t) in which h, t ∈ E and r ∈ R. T is
the set of all true facts.

When a head entity set H is given, a new fact
set is to be discovered based on these head enti-
ties. The discovered fact set is denoted as Td =
{(h, r, t)|h ∈ H}. Our goal is to find a fact set Td
that maximize the number of correct discovered
facts:

max
Td
|Td ∩ T |

s.t. |Td| = K,
(1)

in which K is a user-specified size.

4 Methodology

4.1 Fact Facet Decomposition Framework
Problem (1) is intractable since the set T is un-
known. We tackle this problem by estimating a
fact confidence score function c(h, r, t) for each
fact in Td and maximize the total score. The prob-
lem is then formulated as:

max
Td

∑

(h,r,t)∈Td
c(h, r, t)

s.t. |Td| = K.

(2)

To integrate the information from various facets
of the fact, our framework, known as Fact Facet
Decomposition (FFD) framework, decomposes
the fact discovery problem into several facet-
oriented detection tasks. A fact is likely to be cor-
rect if all facets provide supportive evidence. The
facets are as follows:

1. Head-relation facet: A fact is likely true, if
the head entity has a high probability of con-
taining the relation. This is denoted as fh(r);

2. Tail-relation facet: A fact is likely true, if the
tail entity has a high probability of containing
the relation. This is denoted as ft(r);

3. Tail inference facet: A fact is likely true, if
the score of the tail entity is high with respect
to the given head and relation. This is de-
noted as fh,r(t).

Therefore, the facet confidence score can be ex-
pressed as:

c(h, r, t) = λ1fh(r) + λ2ft(r) + λ3fh,r(t), (3)

where λ1, λ2, λ3 are weight parameters. The head-
relation facet and the tail-relation facet can be both
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Figure 2: The structure of the entity-relation compo-
nent.

modeled with an entity-relation facet component.
The tail inference facet can be modeled by a KBR
component.

4.1.1 Entity-relation Facet Component
The entity-relation component estimates the prob-
ability of a relation given an entity. The structure
is shown in Figure 2. It is modeled as the log of
the estimated conditional probability:

fe(r) = log p̂(r|e), (4)

where e = h or t. p̂(r|e) aims at measuring the
probability of a relation that this entity may have.
In order to estimate this probability, the existing
relations of a head or tail entity is used to infer
other related relations. For example, if a head en-
tity has an existing fact in which the relation is
“BirthPlace”, we may infer that this head entity
may be a person and some relations such as “Gen-
der”, “Language” may have a high probability of
association with this head entity. Therefore, the
problem is transformed into a problem that esti-
mates the relatedness between relations. To in-
fer the probability of each relation based on exist-
ing relations, we employ a denoising auto-encoder
(Vincent et al., 2008) which can recover almost the
same representation for partially destroyed inputs.
Firstly, facts related to an entity is extracted from
the KBs. Then, this entity is encoded by the exist-
ing relations. Let ye ∈ R|R| be the 0-1 representa-
tion of relations that e has. yei indicates whether
the entity e has the relation i or not. During the

training phase, non-zero elements in ye is ran-
domly set to zero and the auto-encoder is trained
to recover the corrupted elements. The corrupted
vector is denoted as y′e.

Formally, our structure encoder first maps the
corrupted one-hot vector y′e to a hidden represen-
tation x ∈ Rd1 of the entity through a fully con-
nected layer:

x = tanh(Wfy
′
e + bf ), (5)

where Wf ∈ Rd1×|R| is the translation matrix
and bf ∈ Rd1 is the bias vector. x is the vector
representation of the entities in a hidden semantic
space. In this space, similar entities are close to
each other while entities of different types are far
from each other. If some relations are missing, the
fully connected layer will also map the entity into
a nearby position.

Afterwards, x is used to recover the probability
distribution for all relations through a fully con-
nected layer and a sigmoid layer:

ỹe = sigmoid(Wgx + bg), (6)

where Wg ∈ R|R|×d1 and bg ∈ R|R| is the weight
matrix and bias vector of the reverse mapping re-
spectively. ỹe is the recovered probability distri-
bution of each relation (therefore, the sum of each
element in ỹe does not necessarily equal to 1).
This layer will map the entity representation in
the semantic space into a probability vector over
all relations. Since similar entities are located in
the adjacent area, they are likely to have a simi-
lar relation probability. Therefore, the probability
of missing relations will also be high though the
relations are unknown.

We use the original one-hot representation of
the relations and the recovered relation probabil-
ity to calculate a loss function:

L(ye, ỹe) = −
|E|∑

e=1

|R|∑

i=1

{yei log(ỹei) +

(1− yei) log(1− ỹei)}. (7)

The loss function forces the output ỹei to be con-
sistent with yei which makes it capable to dis-
cover all related relations from known relations.
It can be optimized with an Adam (Kingma and
Ba, 2015) based optimizer.

When predicting new facts, the one-hot repre-
sentation ye is sent into the auto-encoder directly
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instead of using the corrupted representation. The
result ỹe is the estimated probability of each rela-
tion, i.e.

p̂(r = i|e) = ỹei. (8)

This probability will be high if relation i is closely
related to the existing relations of the entity e.

4.1.2 Tail Inference Facet Component
We use a KBR component to model the tail infer-
ence facet fh,r(t). Three KBR models are investi-
gated namely DistMult, Complex, and Analogy.

The DistMult model defines the score function
as fr(h, t) = hT diag(r)t, in which h, r, t are vec-
tor representation of the head, relation and tail re-
spectively. The learning objective is to maximize
the margin between true facts and false facts. It
can decrease the score of the wrong facts and in-
crease the the score of the true facts at the same
time.

The Complex model employs complex number
as the KBR embedding. Therefore, the score func-
tion is defined as fr(h, t) = Re(hT diag(r)t̄), in
which h, r, t are complex vectors and t̄ stands for
the conjugate of t.

The Analogy model does not restrict the rela-
tion matrix to be diagonal. Therefore, the score
function is fr(h, t) = hTMrt, in which Mr is
the matrix corresponding to the relation r. Since
many relations satisfy normality and commutativ-
ity requirements, the constraints can thus be set
as WrW

T
r = W T

r Wr,∀r ∈ R and WrWr′ =
Wr′Wr,∀r, r′ ∈ R. Solving such a problem
is equivalent to optimizing the same objective
function with the matrix constrained to almost-
diagonal matrices(Liu et al., 2017).

After the score function is calculated, the tail in-
ference facet fh,r(t) is modeled by a softmax func-
tion:

fh,r(t) = log p̂(t|h, r) = log
efr(h,t)∑
t′∈E e

fr(h,t′)
.

(9)
It should be noted that the normalizing step is only
conducted on the tail entities since the head and
relation are the input of the model. We only use
these three models due to the limited space. Other
models can be embedded into our framework eas-
ily in the same way.

4.2 Fact Discovery Algorithm
As mentioned above, we need to calculate fh(r),
ft(r) and fh,r(t). fh(r) and ft(r) are computed

by the entity-relation component while fh,r(t) is
computed by the tail inference component. Recall
that a fact is likely to be true when all the facets ex-
hibit strong support. In other words, we can prune
away the fact if one of the facets is low and stop
calculating other facets. Based on this strategy, we
design two additional constraints on Problem (2).
Therefore, this method can be viewed as a shrink
of the constraint space of the optimization prob-
lem. The new problem can be expressed as:

max
Td

∑

(h,r,t)∈Td
{λ1fh(r) + λ2ft(r) + λ3fh,r(t)}

s.t. h ∈ H; |Td| = K

fh(r) > τh;
∑

r

1(fh(r) > τh) = nh

ft(r) > τt;
∑

r

1(ft(r) > τt) = nt,

(10)
where 1A(x) is an indicator function. 1A(x) = 1
if x ∈ A and 1A(x) = 0 otherwise. nh and nt are
the user-specified parameters indicating top-nh or
top-nt relations are considered. λ1, λ2 and λ3 are
fixed hyperparameters.

Problem (10) is actually a mixed integer linear
programming problem. We start to solve this prob-
lem from the constraints. Since ft(r) is indepen-
dent of the givenH, it can be preprocessed and can
be reused for other queries. When a head entity h
is given, we firstly calculate fh(r) and get top-nh
relations ranked by fh(r). Then, for each relation,
ft(r) is used to get the top-nt entities. Afterwards,
the tail inference facet fh,r(t) will be calculated
for all remaining relations and entities and top-nf
triples will be cached. Finally, top-K̄ facts ranked
by the facet confidence score c(h, r, t) is returned
as the new facts discovered for the entity h, where
K̄ = K/|H| stands for the average fact number
for each head entity.

4.3 Feedback Learning

The three facets depict the characteristics of the
KBs from different perspectives. For example,
the head-relation facet indicates which relation the
head entity may have. The tail-relation facet can
be interpreted in a similar manner. We propose a
feedback learning (FL) component for the facets to
share the information in different perspective with
each other. FL feeds the predicted facts back to the
training set to enhance the training procedure and
iterates predicting and training several times. In
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the iteration, the information from different per-
spectives is shared with each facet via the newly
added facts.

Specifically, after predicting the top-nh facts for
each head entity, we select top-nfb (nfb < nh)
most probable facts according to the score of each
triple and then feed them into the existing knowl-
edge base for re-training the FFD model. We re-
peat the above updating operation several rounds.

5 Experiment

5.1 Dataset

We evaluate our framework by re-splitting a
widely used dataset FB15k (Bordes et al., 2013),
which is sampled from Freebase. It contains
1, 345 relations and 14, 951 entities. In FB15k,
some of the testing set’s head entities do not ap-
pear in the training set as head. To evaluate our
framework, we construct the new dataset. We
re-split FB15k into training (Ttrain), validation
(Tvalid) and testing (Ttest) set, and make sure that
there is no overlap between the three sets. For all
head entities in H, a relation ratio R% is used
to assign the facts into training and testing set.
R% relations of a head entity are in the train-
ing set while the other 1 − R% are in the test-
ing set. In order to evaluate the task, we require
that the head entities in H is the same as the test-
ing head entity and is a subset of the training head
set, i.e. H = {h|(h, r, t) ∈ Ttest,∃r, t ∈ E} ⊂
{h|(h, r, t) ∈ Ttrain,∃r, t ∈ E}. We set R = 50.
After the splitting, the training, testing and vali-
dation set size is 509, 339, 41, 861 and 41, 013 re-
spectively.

5.2 Comparison Models

To demonstrate the effectiveness of our frame-
work, we provide several strong comparison mod-
els that can be used in solving this task.

5.2.1 Matrix Factorization Models (SVD and
NMF)

MF models firstly count the frequency of all
relation-tail pairs. Some low-frequency relation-
tail pairs are ignored to save computational time.
Afterwards, we build a (head, relation-tail) co-
occurrence matrix MC ∈ R|E|×p, in which p is
the size of the relation-tail pair set. Each element
MC
ij in the matrix represents whether the head en-

tity i has the relation-tail pair j or not. Then, the
matrix will be decomposed by the product of two

matrices, i.e.

MC ≈WH, (11)

in which W ∈ R|E|×k, H ∈ Rk×p. k is the hid-
den category number of the head and relation-tail
pairs. The decomposition can be achieved in sev-
eral ways with different assumptions. Two kinds
of matrix decomposition models are used namely
SVD (Halko et al., 2011) and NMF (Lee and Se-
ung, 1999).

In the prediction stage, a new matrix is con-
structed by M ′C = WH . For each row in
M ′C , we record top-K̄ relation-tail pairs and their
scores. The MF models always suffer from the
sparsity problem since a lot of relation-tail pairs
are ignored.

5.2.2 KBR+ Models (DistMult+, Complex+
and Analogy+)

The most straightforward method of estimating
the fact confidence score c(h, r, t) is to use KBR
model directly to evaluate each triples’ score. We
exhaustively score all possible combinations of re-
lations and tails and use the highly-scored facts to
make up the set Td. We select some state-of-the-
art models including DistMult (Yang et al., 2014),
Complex (Trouillon et al., 2016) and Analogy (Liu
et al., 2017). We denote them as DistMult+, Com-
plex+ and Analogy+.

After a KBR model learns a score function
fr(h, t), the probability of each (r, t) pair with re-
spect to a given head entity can be estimated by a
softmax function:

p̂(r, t|h) =
efr(h,t)∑

r′∈R
∑

t′∈E e
fr′ (h,t′)

. (12)

Afterwards, the score of each fact is sorted and
top-K̄ relation-tail pairs for a head entity are re-
garded as the predicted results.

5.3 Experimental Setup
There are 2,000 head entities in the testing set.
Therefore, we predict the corresponding relation
and tail entity with respect to these 2,000 head en-
tities. In MF models, only relation-tail pairs that
occur more than 3 times in the training set are con-
sidered (24,615 pairs in total). For each head en-
tity, we set K̄ = 50. In KBR+, we also set K̄ =
50. For our framework, we set nh = nt = 30,
nf = 10, K̄ = 50, λ1 = 1.0, λ2 = 1.0, λ3 = 0.5.
The auto-encoder iterates for 1,000 epochs and the
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learning rate for Adam is 0.005. For the feedback
learning component, we set nfb = 20, 000. With
this setting, each model returns 100,000 facts.

We use four evaluation metrics, including pre-
cision, recall MAP, and F1 in relation prediction.
Precision is defined as the ratio of the true positive
candidates’ count over the number of all the re-
trieved candidates’ count. Recall is defined as the
ratio of the true positive candidates’ count over all
the positive facts’ count in the testing set. MAP
(Manning et al., 2008) is a common evaluation
method in information retrieval tasks. F1 is de-
fined as the harmonic mean of the precision and
recall.

5.4 Experimental Results
The experimental result is shown in Table 1. From
the experiment result, we observe that:

Method MAP precision recall F1
SVD 0.0873 0.0897 0.2143 0.1265
NMF 0.0827 0.0857 0.2048 0.1209

DistMult+ 0.1086 0.1068 0.2552 0.1506
Complex+ 0.2384 0.1608 0.3842 0.2267
Analogy+ 0.2367 0.1606 0.3837 0.2265

FFD
(DistMult) 0.2486 0.1939 0.4633 0.2734

FFD
(Complex) 0.2723 0.1991 0.4758 0.2808

FFD (Analogy) 0.2769 0.2001 0.4779 0.2821
FFD (Analogy)

w/o FL 0.2308 0.1978 0.4725 0.2788

Table 1: Results of our framework and comparison
models.

1. FFD based model outperforms other mod-
els in all metrics. It illustrates the advan-
tage of our decomposition design. Moreover,
in FFD, using Analogy to predict c(h, r, t)
outperforms Complex. One reason is that
the discovery algorithm harness the relatively
large parameter space of Analogy and avoids
some occasionally emerging wrong facts;

2. The relation of the head entity can be cor-
rectly predicted. This is because, in train-
ing, we remove some relations and the auto-
encoder is trained to learn to recover the
missing relations based on the remaining re-
lations.

3. The MF based models (i.e. SVD and NMF)
perform not as good as KBR+ models and
FFD. The reason is partially due to the spar-
sity problem in MF models. A lot of relation-
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Figure 3: Precision on each relation. Deep color stand
for the number of fact is large.

tail pairs have not been used as the feature
and thus cannot be predicted;

4. Different from the traditional KBC task,
Complex performs slightly better than Anal-
ogy. One reason is that Analogy’s constraint
is looser than Complex. Therefore, it may
easily predict wrong facts due to error propa-
gation;

5. The ablation experiment shows that the feed-
back learning can improve the performance
effectively.

To illustrate the capability of handling different
kinds of relations, we plot the accuracy with re-
spect to different kinds of relations. We use heads
per tail (hpt) and tails per head (tph) index to rep-
resent the difficulty of each relation. If the rela-
tion’s index is high, it means that each head of the
relation may have more tails or vice versa. These
relations are more difficult to predict. This is the
similar problem of 1-N, N-1 and N-N relation in
KBC task. The plot is shown in Figure 3. From
the figure, we can observe that:

1. FFD can be adapted to all kinds of relations
with different hpt and tph;

2. MF, KBR+, FFD models can handle relations
with relatively high hpt but fail with high tph.
This is because our goal is to predict relation
and tail based on the head. Therefore, the
choice may be harder to make with high tph;

3. As the hpt grows, the precision of SVD
model also grows. The reason is that as
hpt grows, the sparsity problem is alleviated.
Therefore, the performance of SVD grows.

5.5 Sparsity Investigation
The MF model suffers from the sparsity problem
since a lot of relation-pair does not appear in the
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training set. We examine the training set and ob-
serve that 97.46% relation-tail pairs does not ap-
pear and 0.34% relation-tail pairs appear for only
one time. These pairs can hardly provide any in-
formation for the MF models either.

Relation Ratio train test valid
10% 451,214

41,861 41,013
20% 462,395
30% 475,841
40% 491,498
50% 509,339

Table 2: Statistics of dataset with different relation ra-
tio.

To test whether our framework is capable of
dealing with the data sparsity problem. We re-
move training facts which contains head entities
in H according to a specific ratio. We decrease
the relation ratio R% from 50% to 10% to ex-
plore the effectiveness of our framework in dis-
covering new facts. The dataset statistics is shown
in Table 2. We apply FFD (Analogy) on each
dataset. As shown in Table 3, precision, F1 and
recall decrease since the data becomes more and
more sparse. MAP increase slightly since it is av-
eraged on all extracted facts. When the extracted
facts number decreases, some facts rank at the tail
with low scores are excluded.

Relation Ratio MAP precision recall F1
50% 0.2101 0.1851 0.4421 0.2609
40% 0.2099 0.1768 0.4224 0.2493
30% 0.2167 0.1686 0.4029 0.2378
20% 0.2236 0.1623 0.3878 0.2289
10% 0.2497 0.1534 0.3664 0.2162

Table 3: Result of dataset in different relation ratio.

5.6 Case Study
We provide a case study to demonstrate the char-
acteristics of different models and show that our
FFD can utilize more information. We choose the
head entity “Stanford Law School” (Freebase ID:
/m/021s9n). The predicted facts of SVD, Anal-
ogy+ and FFD (Analogy) are shown in Table 4.
From the table, we can observe that:

1. FFD (Analogy) can predict facts such as
(“Located In”, “Stanford”) and (“Mail Ad-
dress City”, “Stanford”) while other methods
fail to. It implies that this model can predict
some relation with multiple possible tails;

2. Analogy+ outperforms SVD in general while
fails to exceed FFD (Analogy). The reason is

Relation Tail
In
RT
pair SVD Ana-

log+

FFD
(Anal-
ogy)

Located In USA
√ √ √

Located In California
√ √ √

Located In Stanford
√

Educational
Institution

Stanford Law
School

√ √

Graduates
Degree Law Degree

√ √ √ √

Graduates
Degree Juris Doctor

√ √ √ √

Mail Address
State California

√ √ √

Mail Address
City Stanford

√

Parent
Institution

Stanford
University

√ √

Tuition
Measurement US Dollar

√ √ √

Webpage
Category WebPage

√ √ √

Table 4: Predicted facts by SVD, FFD+ and FFD
(Analogy). “

√
” stands for whether the prediction is

correct.

that it fails to predict some general facts like
(“Located In”, “USA”) or (“Tuition Measure-
ment”, “US Dollar”). This may due to the
high scores given to some wrong facts;

3. The SVD model can only predict those facts
whose relation and tail belong to the selected
relation-tail pairs while Analogy+ and FFD
(Analogy) can predict more facts;

4. SVD model prefers to predict some basic
facts such as “Located In” and “Tuition Mea-
surement”. This is because those relations
appear a lot of times in the training set and
have limited possible tail entities. Therefore,
it is easy for SVD model to make such pre-
diction.

6 Conclusions and Future Work

In this paper, we introduce a new task of fact dis-
covery from knowledge base, which is quite im-
portant for enriching KBs. It is challenging due to
the limited information available about the given
entities for prediction. We propose an effective
framework for this task. Experimental results on
real-world datasets show that our model can effec-
tively predict new relational facts. We also demon-
strate that the feedback learning approach is use-
ful for alleviating the issue of data sparsity for the
head entities with few facts.
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Facts discovery from knowledge base is essen-
tial for enriching KBs in the real world. De-
spite the fact that our work shows some promis-
ing results, there still remains some challenges:
(1) There exists much more internal information
such as relational paths and external information
such as text, figures and videos on the web, which
can be used to further improve the performance.
(2) The feedback learning approach in this paper
is to simply utilize those confident predicted rela-
tional facts to enhance the model. Reinforcement
learning may help us dynamically select those in-
formative and confident relational facts.
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Gaussier, and Guillaume Bouchard. 2016. Complex
embeddings for simple link prediction. In proceed-
ings of ICML, pages 2071–2080.

Pascal Vincent, Hugo Larochelle, Yoshua Bengio, and
Pierre-Antoine Manzagol. 2008. Extracting and
composing robust features with denoising autoen-
coders. In Proceedings of ICML, pages 1096–1103.
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Abstract

To extract the relationship between two enti-
ties in a sentence, two common approaches
are (1) using their shortest dependency path
(SDP) and (2) using an attention model to cap-
ture a context-based representation of the sen-
tence. Each approach suffers from its own dis-
advantage of either missing or redundant in-
formation. In this work, we propose a novel
model that combines the advantages of these
two approaches. This is based on the basic in-
formation in the SDP enhanced with informa-
tion selected by several attention mechanisms
with kernel filters, namely RbSP (Richer-but-
Smarter SDP). To exploit the representation
behind the RbSP structure effectively, we de-
velop a combined deep neural model with
a LSTM network on word sequences and a
CNN on RbSP. Experimental results on the
SemEval-2010 dataset demonstrate improved
performance over competitive baselines. The
data and source code are available at https:
//github.com/catcd/RbSP.

1 Introduction

One of the most fundamental tasks in natural lan-
guage processing, as well as in information extrac-
tion, is Relation Extraction (RE), i.e., determining
the semantic relation between pairs of named enti-
ties or nominals in a sentence or a paragraph. Take
the following sentences from the SemEval-2010
task 8 dataset (Hendrickx et al., 2009) as exam-
ples:

(i) We put the soured [cream]e1 in the butter
[churn]e2 and started stirring it.

(ii) The agitating [students]e1 also put up a
[barricade]e2 on the Dhaka-Mymensingh highway.

Here the nominals ‘cream’ and
‘churn’ in sentence (i) are of relation

∗∗Corresponding author

Entity-Destination(e1,e2) while nom-
inals ‘students’ and ‘barricade’ in sentence (ii) are
of relations Product-Producer(e2,e1).

The research history of RE has witnessed the
development as well as the competition of a vari-
ety of RE methodologies. All of them are proven
to be effective and have different strengths by
leveraging different types of linguistic knowledge,
however, also suffer from their own limitations.
Some early studies stated that the shortest de-
pendency path (SDP) in dependency tree is usu-
ally concise and contains essential information for
RE (Bunescu and Mooney, 2005; Fundel et al.,
2006). By 2016, this approach became dominant
with many studies demonstrating that using SDP
brings better experimental results than previous
approaches that used the whole sentence (Xu et al.,
2015a,b; Mehryary et al., 2016; Cai et al., 2016;
Le et al., 2018). However, using the SDP may
lead to the omission of useful information (i.e.,
negation, adverbs, prepositions, etc.). Recogniz-
ing this disadvantage, some studies have sought to
improve SDP approaches, such as adding the in-
formation from the sub-tree attached to each node
in the SDP (Liu et al., 2015) or applying a graph
convolution over pruned dependency trees (Zhang
et al., 2018b).

Another approach to extract the relation be-
tween two entities is using whole sentence in
which both are mentioned. This approach seems
to be slightly weaker than using the SDP since not
all words in a sentence contribute equally to clas-
sify relations and this leads to unexpected noises
(Nguyen and Grishman, 2015). However, the
emergence and development of attention mecha-
nism (Bahdanau et al., 2015) has re-vitalized this
approach. For RE, the attention mechanism is ca-
pable of picking out the relevant words concern-
ing target entities/relations, and then we can find
critical words which determine primary useful se-
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mantic information (Zhou et al., 2016; Verga et al.,
2018). We therefore need to determine the object
of attention, i.e., nominals themselves, their entity
types or relation label. However, conventional at-
tention mechanism on sequence of words cannot
make use of structural information on dependency
tree. Moreover, it is hard for machines to learn the
attention weights from a long sequence of input
text.

In this work we propose an enhanced represen-
tation for relations that combines the advantages
of the above approaches. Basically, we focus on
condensed semantic and syntactic information on
the SDP. Compensating for the limitations of the
SDP may still lead to missing information so we
enhance this with syntactic information from the
full dependency parse tree. Our idea is based on
fundamental notion that the syntactic structure of a
sentence consists of binary asymmetrical relations
between words (Nivre, 2005). Since these depen-
dency relations hold between a head word (parent,
predicate) and a dependent word (children, argu-
ment), we try to use all child nodes of a word in the
dependency tree to augment its information. De-
pending on a specific set of relations, it will turn
out that not all children are useful to enhance the
parent node; we select relevant children by apply-
ing several attention mechanisms with kernel fil-
ters. This new representation of relation is named
Richer-but-Smarter SDP (RbSP).

Recently, deep neural networks (DNNs) have
been effectively used to learn robust syntactic and
semantic representations behind complex struc-
tures. Thus, we propose a novel DNN frame-
work which combines Long Short-Term Memory
(LSTM) (Hochreiter and Schmidhuber, 1997) and
Convolutional Neural Networks (CNN) (LeCun
et al., 1989) with a multi-attention layer.

Our work has three main contributions:

• We proposed a novel representation of rela-
tion based on attentive augmented SDP that
overcomes the disadvantages of traditional
SDP.

• We improved the attention mechanism with
kernel filters to capture the features from con-
text vectors.

• We proposed an advanced DNN architecture
that utilizes the proposed Richer-but-Smarter
Shortest Dependency Path (RbSP) and other
types of linguistic and architectural features.

2 Related Work

RE has been widely studied in NLP commu-
nity for many years. Unsupervised (Hasegawa
et al., 2004; Yan et al., 2009; Quan et al., 2014),
semi-supervised (Chen et al., 2006; Carlson et al.,
2010; Ammar et al., 2017) and distant supervision
(Verga et al., 2018; Ji et al., 2017) methods have
been proven effective for the task of detecting re-
lations from unstructured text. However, in this
paper, we mainly focus on supervised approaches,
which usually have higher accuracy. In earlier RE
studies, researchers focused on extracting various
kinds of linguistic features, including both syn-
tactic features and semantic cues (Chan and Roth,
2010; Nguyen and Grishman, 2014). However, all
the feature-based methods depend strongly on the
quality of designed features from an explicit lin-
guistic pre-processing step.

Based on the idea that SDPs contain the es-
sential information for RE, many studies exploit
it with several refinements. Typical refinements
include negative sampling (Xu et al., 2015a) and
BRCNN (Cai et al., 2016) which model the di-
rected shortest path. Liu et al. (2015) suggested
incorporating additional network architectures to
further improve the performance of SDP-based
methods, which uses a recursive neural network
to model the sub-tree. Some works utilized infor-
mation over the whole dependency tree, such as
Li et al. (2017) used dynamic extended tree con-
ditioned LSTM for RE and Panyam et al. (2018)
exploited whole dependency graph for relation ex-
traction in biomedical text.

Recently, with the introduction and develop-
ment of attention mechanism, many works tend
to use whole sentence or paragraph and focus on
the most relevant information using attention tech-
nique. Some studies apply a single attention layer,
that focus on the word itself (Shen and Huang,
2016; Zhang et al., 2018a); word position (Zhang
et al., 2017) and global relation embedding (Su
et al., 2018). Other works apply several attention
layers, such as word, relation and pooling attention
(Wang et al., 2016), multi-head attention (Verga
et al., 2018) and word- and entity-based attention
(Jat et al., 2017). Luo et al. (2018) used a bidirec-
tional Long Short-Term Memory architecture with
an attention layer and a tensor layer for organizing
the context information and detecting the connec-
tions between two nominals.
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cream put churn 

the soured We the butter 

dobj prep:in 

det amod nsubj comp det 

students put barricade 

The agitating a highway 

nsubj dobj 

det amod prep:on det 

also up 

advmod prt 

Figure 1: Examples of SDPs and attached child nodes.

3 Richer-but-Smarter SDP

As previously mentioned, we utilize the con-
densed information in the SDP to learn the relation
between two nominals. The simple structure of
the SDP is one of its weaknesses since there exists
some useful information in dependency tree that
does not appear in the SDP. This information can
be leveraged to represent the relation more pre-
cisely. Two examples in Figure 1 belong to dif-
ferent relation types, but the paths between two
nominals in these examples contain only one token
(“put”). However, the meaning of token “put” in
two SDPs are completely different. In this situa-
tion, it is difficult for the machine to distinguish
the two shortest dependency paths from these in-
stances.

We notice that the child nodes attached to the
shortest dependency paths and their dependency
relation from their parent can provide supplemen-
tal information for relation classification. In the
previous examples, the sub-structure “−prt→ up”
provides semantic information about token ‘put”
in the specific sentence to make it discriminated
from the stand-alone one. Based on similar ob-
servations, we propose the idea of combining sub-
tree information with original SDP to form a more
precise structure for classifying relations. In this
RbSP structure each token t is represented by it-
self and its attached children on the dependency
tree.

4 Proposed Model

The overall architecture of our proposed model
is shown in Figure 2. Given a sentence and
its dependency tree, we build our model on the
SDP between two nominals and its directed chil-
dren on the tree. Here, we mainly focus on the
SDP representation, which is composed of de-
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Figure 2: The architecture of RbSP model for relation
classification. A CNN model is applied to the output of
the SDP representation. Our proposed model takes the
Augmented SDP between two nominals that includes
dependencies, tokens and their children as input.

pendency embeddings, token embeddings, and to-
ken’s augmented information. After SDP repre-
sentation phase, each token and dependency rela-
tion is transformed into a vector. This sequence of
vectors is then fed to a convolutional neural net-
work to capture the convolved features that can be
used to determine which relation two nominals are
of.

4.1 SDP Representation

The goal of this phase is to represent each compo-
nent on the shortest path (dependency relation and
token) by a corresponding vector. We concatenate
the dependency type and dependency direction to
form the embedding for a dependency relation, a
non-linear transformer is followed to produce the
final D-dimensional representation di ∈ RD of
i-th dependency relation as follow:

di = tanh
([

dtyp
i ⊕ ddir

i

]
Wd + bd

)
(1)

where dtyp ∈ Rdimtyp and ddir ∈ Rdimdir

are dependency type and direction respectively;
Wd ∈ R(dimtyp+dimdir)×D and bd ∈ RD are
trainable parameters of the network.
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For token representation, as mentioned above,
we assume that each token should be interpreted
by itself and its children. Then, the word informa-
tion ti of each token on the SDP is concatenated
with its attentive augmented information ai based
on the attached children (which is calculated by
Multi-layer attention with Kernel filters, see Sec-
tion 4.2). In this work, we utilize four types of
embeddings to represent the word information of
each token, including:

• Pre-trained fastText embeddings (Bo-
janowski et al., 2017): which learned the
word representation based on its external
context.

• Character-based embeddings: we use an in-
ternal LSTM to learn the information about
word morphology (like the prefix or suffix).

• POS tag embeddings: we embed the token’s
grammatical tag using a randomly initialized
look-up table and update this parameter on
model learning phase.

• WordNet embeddings: which is in form of
a sparse vector that figure out which basic
WordNet synsets the token belongs to.

To take advantage of the original sentence se-
quence information, we use a recurrent neural net-
work with LSTM units to pick up the information
along the sentence S = {ti}ni=1 as follow:

H =
←−−−−→
biLSTM(S) = {hi}ni=1 (2)

Each token ti is then augmented by the cor-
responding hidden state hi from H. Finally,
this concatenation is transformed into an X-
dimensional vector to form the representation xi ∈
RX of the token. I.e.,

xi = tanh ([ti ⊕ ai ⊕ hi]Wx + bx) (3)

where Wx and bx are trainable parameters of
the network.

4.2 Multi-layer attention with Kernel filters
To capture the appropriate augmented information
from the child nodes of each token, we propose a
novel multi-layer attention with kernel filters ar-
chitecture. As illustrated in Figure 3, we employ
two sequential attention layers on the children of
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Figure 3: The multi-layer attention architecture to ex-
tract the augmented information from the children of
a token on SDP.

⊕
denotes the concatenation of com-

ponents.
⊗

denotes the scalar multiplication. Kernel
filters are applied on context vectors to capture the fea-
tures by convolution operation.

a token to produce children context vectors. Af-
terward, to utilize all informative child nodes and
preserve the integrity of the word information, we
capture the token’s augmented information using
kernel filters instead of using the average of con-
text vectors weighted by multi-layer attention.

Given a token t and their child nodes, we first
represent every token by a real-valued vector to
provide lexical semantic features. Token t is trans-
formed into a token embedding vector t ∈ Rdim

which is the concatenation of its word embedding
and part-of-speech (POS) tag embedding. To uti-
lize all the information in the sub-structure of to-
ken’s children, we form a child node not only by
its token embedding as in parent node but also by
the dependency relation from its direct ancestor on
the sentence’s parse tree. Suppose t has a set C of
M children, i.e., C = {c1, c2, ..., cM}. Our model
represents each child in C with a real-valued vec-
tor ci ∈ Rdim+dimdep . To additionally capture in-
formation about the child node to the target token,
we incorporate the position embeddings di to re-
flect the relative distances between the i-th child’s
token to the target token on the original sentence.

We then apply a simple self-attentive network
to child nodes {ci}Mi=1 where the attention weights
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are calculated based on the concatenation of them-
selves with parent information and distance from
parent, as follow:

C̄ =
{
ci ⊕ t⊕ diwd

}M

i=1
=

{
c̄i

}M

i=1

e =
{
c̄iWe + be

}M

i=1
=

{
ei

}M

i=1

αs
i =

exp(ei)∑M
k=1 exp(ek)

(4)

where ⊕ denotes the concatenation operation;
wd ∈ Rdimd is the base distance embedding;
We ∈ R(2dim+dimdep+dimd)×1 and be ∈ R are
weight and bias term. The self-attentive context
vector as of the target token is the weighted sum
of the self-attentive children context vectors based
on the weights as follows:

cs
i = αs

ici

as =
∑

i

cs
i

(5)

We observe that the importance of a child node
to the parent node depends on the distance be-
tween them on the original sentence. Therefore,
we apply a heuristic attentive layer on the self-
attentive children context vectors based on the dis-
tances d1, d2, ..., dM to keep track of how close
each child is to the target token. We heuristically
choose the activation function for the distances
d1, d2, ..., dM as f(d) = βd2 with β = −0.03,
and a softmax layer is followed to calculate the
heuristic attention weight. I.e.,

αh
i =

exp(βd2
i )∑N

k=1 exp(βd2
k)

ch
i = αh

i ci

ah =
∑

i

ch
i

(6)

The multi-attentive context vector ah is a syn-
thetic representation of all child nodes with the tar-
get token node taken into account. Since the child
nodes are usually distinct from each other, an aver-
age vector is not suitable to represent the children
information. We propose to use the kernel filters
to capture the relevant and important information
from the output of the multi-attention layer. K
kernel filters are applied to each child’s attentive
vector to produce K features from each child. I.e.,

F =
{

ReLU
(
ch

i Wf + bf

)}M

i=1
(7)

where Wf ∈ R(2dim+dimdep+dimd)×K is the
weight of K kernel filters; and bf ∈ RK is bias
term. Finally, to produce the final augmented in-
formation a, we apply a max-pooling (Boureau
et al., 2010) layer to the feature matrix F and se-
lect the most important features as follow:

a =
{
max

(
F⊺

k

)}K

k=1
(8)

4.3 CNN on RbSP

After SDP representation layer, the input SDP is
transformed into:

SDP =
[
x1,
←−
d1,x2, ...,xN−1,

−−−→
dN−1,xN

]
(9)

where the over arrow on di denotes the direc-
tion of the dependency relation. We build the CNN
model on this SDP; our model is similar to the
model of Xu et al. (2015a). In general, let us de-
fine the vector xi:i+j as the concatenation of j to-
kens and j−1 dependency relation between them.
I.e.,

xi:i+j = xi ⊕ di ⊕ xi+1 ⊕ ...⊕ di+j−2 ⊕ xi+j−1

(10)
The convolution operation with region size r

applies k filters to all possible window of r suc-
cessive tokens to produce convolved feature map.
We then gather the most important features by ap-
plying a max pooling (Boureau et al., 2010) layer
over the entire feature map. I.e., the convolutional
layer computes the i-th element of the convolved
feature vector f as follows:

fi = max
0≤j≤N−r+1

[xj:j+rWc + bc]i (11)

where Wc ∈ R(rX+(r−1)D)×k and bc ∈ Rk

are the weight matrix and bias vector of the con-
volutional layer. The output f of the convolutional
layer is then fed to a softmax classifier to predict a
(K + 1)-class distribution over labels ŷ:

ŷ = softmax (fWy + by) (12)

where Wy and by are parameter of the network
to be learned.
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4.4 Model Training
The proposed model can be stated as a parameter
tuple θ = (W,b). To compute the model param-
eters θ, we define the training objective for a data
sample as:

L(θ) = −
K∑

i=0

yi log ŷi + λ ‖θ‖2 (13)

where y ∈ {0, 1}(K+1) indicating the one-hot
vector represented ground truth; and λ is a reg-
ularization coefficient. By minimizing L(θ) us-
ing mini-batch gradient descent (GD) with Adam
optimizer (Kingma and Ba, 2014), θ is updated
through neural network structures.

4.5 Additional techniques
For this paper, we directly utilize the pre-trained
fastText word embeddings model (Bojanowski
et al., 2017) which is trained on Wikipedia data.
The look-up tables for dependency embeddings,
word characters, POS tags are randomly con-
structed using the Glorot initializer (Glorot and
Bengio, 2010) and are treated as the parameters
to be learned during the training phase.

Since the CNN model takes the fixed size ma-
trix as input, we pad the inputs in each batch of
data dynamically to the longest input length of
the batch. We further use the batch normalization
(Ioffe and Szegedy, 2015) which is able to enable
higher learning rates and reduces over-fitting.

During the training phase, we make use of sev-
eral techniques, including: clipping the gradients
if their norm exceeds a given threshold (Goldberg,
2017); applying dropout (Srivastava et al., 2014)
with the probability of 0.5 on embeddings layer,
CNN hidden states, and penultimate layer; and us-
ing early stopping (Caruana et al., 2001) by vali-
dation loss.

Further, to reduce the impact of random effects
on our model, we employ the ensemble mecha-
nism (Krogh and Sollich, 1997). For this study,
we run the model for 20 times and uses the strict
majority vote to obtain the final results.

5 Experimental Evaluation

5.1 Dataset
Our model was evaluated on SemEval-2010 Task
8 dataset (Hendrickx et al., 2009), which contains
10, 717 annotated relation classification examples
and is separated into two subsets: 8, 000 instances

for training and 2, 717 for testing. We randomly
split 10 percents of the training data for validation.
There are 9 directed relations and one undirected
Other class.

We conduct the training-testing process 20
times and calculate the averaged results. For eval-
uation, the predicted labels were compared to the
golden annotated data using standard precision
(P), recall (R), and F1 score metrics.

5.2 Performance of the RbSP Model

Table 1 summarizes the performance of our model
and comparative models. For a fair comparison
with other researches, we implemented a base-
line model, in which we remove all the pro-
posed augmented information (multi-layer atten-
tion with kernel filters and LSTM on original
sentence). This baseline model is similar to the
model of Xu et al. (2015a) with some technical im-
provements and additional information sources. It
yields higher F1 than competitors which are based
on SDP without any data augmentation methods.
This result is also comparative when is placed next
to the result of basic Attention-CNN model.

The results also demonstrate the effectiveness
of our proposed methods that brings an improve-
ment of 1.5% in F1, compared to the baseline
result. Our RbSP model yields an F1-score
of 86.3%, outperforms other comparative mod-
els, except Multi-Att-CNN model of Wang et al.
(2016) with multi-level attention CNN. However,
we have tried to re-implement the Multi-Att-CNN,
but we failed to reproduce the positive result in
the original paper. The performance of our re-
implementation is about 84.9% of F1. This result
has a high consensus with Luo et al. (2018) since
they also tried to re-build this model, and their re-
implemented result is not much different from us,
as 85.5%.

It is worth to note that when comparing with
another augmented method of Liu et al. (2015),
our multi-layer attention with kernel filters ar-
chitecture brings more significant improvement.
Relatively, in comparison of efficiency of aug-
mented methods on the baseline model, the full-
tree augmentation only brings 1% improvement of
F1 while our attentive augmentation boosts up to
1.5%. Unlike the method of using the whole sub-
tree to supplement information for the target node,
our method only uses the most relevant nodes that
are direct children to represent augmented infor-
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Model Source of information F1

depLCNN
(Xu et al., 2015a)

Word embeddings, SDP, CNN 81.9
+ WordNet, word around nominals 83.7
+ Negative sampling 85.6

BRCNN
(Cai et al., 2016)

Word embeddings, SDP, LSTM, CNN 85.4
+ POS, NER, WordNet embeddings, inverse SDP 86.3

DepNN
(Liu et al., 2015)

200-d Gigaword embeddings, SDP, CNN 81.8
+ Augmented sub-tree, Recursive Neural Network 82.8
+ NER 83.6

Attention-CNN
(Shen and Huang, 2016)

Sentence convolution, Attention-based context 84.3
+ WordNet, Words around nominals 85.9

AT-BLSTM
(Luo et al., 2018)

Word embeddings, Sentence attention features, Tensor feature 86.3

Multi-Att-CNN
(Wang et al., 2016)

Multi-Level Attention CNNs, Attention pooling
88.0†

85.5‡

Baseline Word embeddings, POS tag, WordNet 84.8
RbSP
(our model)

Baseline + Augmented Information 86.3
+ ensemble 86.7

Table 1: The comparison of our RbSP model with other comparative models on SemEval-2010 task 8 dataset.
The reported results are macro-averaged F1 scores of (9+1)-way evaluation with directionality taken into account.
Since the comparative models did not report the precision (P) and recall (R), we also report the F1 score only. †:
We failed to reproduce good result with the Multi-Att-CNN model, the performance of our implementation is just
about 84.9. ‡: Another re-implemented result of Multi-Att-CNN model reported by Luo et al. (2018).

mation. In addition, our method further focuses
on the most important children through two atten-
tion layers.

We also observe that during many training-
testing processes, the results may vary. The stan-
dard deviation of 20 runs is about 0.27. We per-
form the ensemble strategy by majority voting on
the results of 20 runs, and it drives our model to
achieve a better result of 86.7%. This result is out-
performed other comparative models.

5.3 Contribution of different components

Figure 4 shows the changes in F1 when removing
each proposed component from the RbSP model.
The F1 reductions illustrate the contributions of all
proposals to the final result. However, the impact
levels vary with different components. Between
two proposed component, the multi-layer attention
with kernel filters (augmented information) plays
a vital role when contributing 1.22% to the final
performance while the contribution of the LSTM
on the original sentence is 0.33%.

An interesting observation comes from the inte-
rior of the multi-layer attention with kernel filters.
The impact of removing the whole augmented in-
formation is much higher than the total impact

of removing multi-layer attention or kernel filters
(1.22 vs. 0.42+0.18 = 0.6). These results demon-
strate that the combination of constituent parts is
thoroughly utilized by our sequential augmented
architecture.

Another experiment is on investigating the
meaning of each attention component. The result
lightly reduces when we remove the self-attention
or heuristic attention component. The results also
prove that our proposed heuristic attention method
is simple but effective. Its improvement is equiva-
lent to the self-attention which is a complex atten-
tion mechanism. Among the input of multi-layer
attention, the word embedding has a great influ-
ence on the model performance. However, chil-
dren POS tag and relation to parent are also essen-
tial components to have the good results.

5.4 Results Analysis

We studied model outputs to analyze system errors
in the cases of using the baseline model and using
the proposed model with RbSP representation.

In Figure 5, we considered four types of errors:
If the model makes a wrong decision and labels
an Other relation (negative) as an actual relation
(positive), it indicates 1 FP (False Positive) error.
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Figure 4: Comparing the contribution of proposed
components by removing these components from
the model: self-attention (SAtt), heuristic attention
(HAtt), multi-layer attention (MAtt), kernel filers (KF),
augmented information (Ainfo), augmentation using
word embedding (Aword), augmentation using POS
tag (APOS), augmentation using dependency relation
(Arel), and LSTM on original sentence (sLSTM). F1
reduction is calculated by the average result of 20 runs.

Vice versa, if it labels an actual relation as Other,
it brings 1 FN (False Negative). In the case that
model confused between two types of relations,
the model will be penalized twice, with 1 FP and
1 FN. Direction error, i.e., the model predicts the
relation correctly but its direction wrongly, also
brings 1 FP and 1 FN. The proportions of the left
and the right of Figure 5 are quite consistent. In
which, RbSP seems to have the most impact on
determining whether an instance is positive or neg-
ative. RbSP also changes the decision of the rela-
tion type in quite many cases. It also influences
the decision-making about relation’s directional-
ity, but not much.

Totally, the use of RbSP helps to correct more
than 150 errors of the baseline model. However,
it also yields some new errors (about 70 errors).
Therefore, the difference of F1 between the base-
line model and our RbSP model is only 1.5%, as
stated in table 1.

Table 2 gives some realistic examples of
different results when using the RbSP and not.
We observed that the baseline model seems
to be stuck in over-fitting problem, for ex-
amples, it classified all SDP with prep:with
as Instrument-Agency and all SDP with
prep:in as Member-Collection (exam-

44%

19%

31%

6%

RbSP Improvements

Removing wrong relations

Finding new relations

Fixing relation type

Fixing relation direction

39%

18%

40%

3%

RbSP Breakdowns

New wrong relations

Missing relations

Wrong relation type

Wrong relation direction

Figure 5: Comparing the effects of using RbSP in two
aspects, (i) RbSP improved performance and (ii) RbSP
yielded some additional wrong results. Four types of
errors are analyzed, note that actual relations are con-
sidered as positive relations while Other is considered
as negative: Labelling an Other relation as an actual
relation; labelling an actual relation as Other; Confu-
sion between types of relations; Direction errors.

ples 1 − 2). RbSP is really useful for solving
these cases partly since it uses attentive aug-
mentation information to distinguish the same
SDP or the same preposition with different
meanings. RbSP is also proven to be stronger
in examples 3 − 4 to find new results and
examples 5 − 7 to fix wrong results. In our
statistic, the use of RbSP bring the big advan-
tage for the relations Component-Whole,
Message-Topic, Entity-Destination,
Product-Producer and Instrument-
Agency. The results are almost constant for
Member-Collection relations. Vice versa,
we regret to state that using RbSb brings some
worse results (examples 8 − 11), especially for
Cause-Effect and Content-Container
relations.

Many errors seem attributable to the parser or
our model’s limitations that still cannot be over-
come by using the RbSP (Examples 12− 13). We
listed here some highlight problems to prioritize
future researches (a) information on the SDP and
its child nodes is still insufficient or redundant to
make the correct prediction, (b) the direction of
relations is still challenging since some errors ap-
peared because we predict the relation correctly
but its direction wrongly (c) the over-fitting prob-
lem (leading to wrong prediction - FP) and (d)
lacking in generality (cannot predict new relation
- FN).
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# SID† SDP Label∗
Golden RbSP Baseline

1 8652 Heating prep:with wood Other Other IA-21

2 10402 officer prep:of college Other Other MC-12

3 9728 news acl crashed nsubj plane MT-12 MT-12 Other

4 8421 lane prep:on road CW-12 CW-12 Other

5 9092 hurts prep:from memories EO-12 EO-12 CE-21

6 8081 bar prep:of seats CW-12 CW-12 MC-21

7 10457 show nsubj offers dobj discussion MT-12 MT-12 MT-21

8 10567 stand prep:against violence Other MT-12 Other

9 10296 fear prep:from robbers CE-21 Other CE-21

10 9496 casket nsubjpass placed prep:inside casket CC-12 ED-12 CC-12

11 9734 documents acl discussed prep:at meeting MT-21 MT-12 MT-21

12 9692 rhyme prep:by thing PP-12 Other Other

13 10562 profits prep:from inflation Other CE-21 CE-21

Table 2: The examples of error from RbSP and Baseline models. The predicted labels are from the best runs.
†SIDs are sentence IDs in the testing dataset. ∗Abbreviation of relations: CC (Content-Container), CE
(Cause-Effect), CW (Component-Whole), ED (Entity-Destination), EO (Entity-Origin),
IA (Instrument-Agency), MC (Member-Collection), MT (Message-Topic), PP
(Product-Producer). ∗Abbreviation of relation directions: 12 (e1,e2), 21 (e2,e1).

6 Conclusions

In this paper, we have presented RbSP, a novel rep-
resentation of relation between two nominals in a
sentence that overcomes the disadvantages of tra-
ditional SDP. Our RbSP is created by using multi-
layer attention to choose relevant information to
augment a token in SDP from its child nodes. We
also improved the attention mechanisms with ker-
nel filters to capture the features on the context
vector. We evaluated our model on SemEval-2010
task 8 dataset, then compared the results with very
recent state-of-the-art models. Experiments were
also constructed to verify the rationality and effec-
tiveness of each of the model’s components and
information sources. The results demonstrated
the advantage and robustness of our model, in-
cludes the LSTM on the original sentence, combi-
nation of self-attention and heuristic mechanisms
and several augmentation inputs as well. The anal-
ysis of the results still points our some weaknesses
of the model. We aim to address them and fur-
ther extensions of our model in future works. We
released our source code and data on the public
repository to support the re-producibility of our
work and facilitate other related studies.
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Abstract

When answering natural language questions
over knowledge bases (KBs), different ques-
tion components and KB aspects play differ-
ent roles. However, most existing embedding-
based methods for knowledge base question
answering (KBQA) ignore the subtle inter-
relationships between the question and the KB
(e.g., entity types, relation paths and context).
In this work, we propose to directly model
the two-way flow of interactions between
the questions and the KB via a novel Bidi-
rectional Attentive Memory Network, called
BAMnet. Requiring no external resources
and only very few hand-crafted features, on
the WebQuestions benchmark, our method
significantly outperforms existing information-
retrieval based methods, and remains com-
petitive with (hand-crafted) semantic parsing
based methods. Also, since we use attention
mechanisms, our method offers better inter-
pretability compared to other baselines.

1 Introduction

With the rapid growth in large-scale knowledge
bases (KBs) such as DBPedia (Auer et al., 2007)
and FreeBase (Google, 2018), knowledge base
question answering (KBQA) has drawn increasing
attention over the past few years. Given questions
in natural language (NL), the goal of KBQA is to
automatically find answers from the underlying KB,
which provides a more natural and intuitive way to
access the vast underlying knowledge resources.

One of the most prominent challenges of KBQA
is the lexical gap. For instance, the same question
can be expressed in various ways in NL while a KB
usually has a canonical lexicon. It is therefore non-
trivial to map an NL question to a structured KB.
The approaches proposed to tackle the KBQA task
can be roughly categorized into two groups: se-
mantic parsing (SP) and information retrieval (IR)

approaches. SP-based approaches address the prob-
lem by constructing a semantic parser that converts
NL questions into intermediate logic forms, which
can be executed against a KB. Traditional semantic
parsers (Wong and Mooney, 2007) require anno-
tated logical forms as supervision, and are limited
to narrow domains with a small number of logical
predicates. Recent efforts overcome these limita-
tions via the construction of hand-crafted rules or
features (Abujabal et al., 2017; Hu et al., 2018)
schema matching (Cai and Yates, 2013), and using
weak supervision from external resources (Krish-
namurthy and Mitchell, 2012).

Unlike SP-based approaches that usually assume
a pre-defined set of lexical triggers or rules, which
limit their domains and scalability, IR-based ap-
proaches directly retrieve answers from the KB in
light of the information conveyed in the questions.
These IR-based approaches usually do not require
hand-made rules and can therefore scale better to
large and complex KBs. Recently, deep neural
networks have been shown to produce strong re-
sults on many NLP tasks. In the field of KBQA,
under the umbrella of IR-based approaches, many
embedding-based methods (Bordes et al., 2014b;
Hao et al., 2017) have been proposed and have
shown promising results. These methods adopt
various ways to encode questions and KB sub-
graphs into a common embedding space and di-
rectly match them in that space, and can be typi-
cally trained in an end-to-end manner.

Compared to existing embedding-based meth-
ods that encode questions and KB subgraphs in-
dependently, we introduce a novel Bidirectional
Attentive Memory network, called BAMnet that
captures the mutual interactions between questions
and the underlying KB, which is stored in a content-
addressable memory. We assume that the world
knowledge (i.e., the KB) is helpful for better un-
derstanding the questions. Similarly, the questions
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themselves can help us focus on important KB
aspects. To this end, we design a two-layered bidi-
rectional attention network. The primary attention
network is intended to focus on important parts of
a question in light of the KB and important KB
aspects in light of the question. Built on top of
that, the secondary attention network is intended
to enhance the question and KB representations by
further exploiting the two-way attention. Through
this idea of hierarchical two-way attention, we are
able to distill the information that is the most rel-
evant to answering the questions on both sides of
the question and KB.

We highlight the contributions of this paper as
follows: 1) we propose a novel bidirectional at-
tentive memory network for the task of KBQA
which is intended to directly model the two-way in-
teractions between questions and the KB; 2) by
design, our method offers good interpretability
thanks to the attention mechanisms; 3) on the We-
bQuestions benchmark, our method significantly
outperforms previous information-retrieval based
methods while remaining competitive with (hand-
crafted) semantic parsing based methods.

2 Related work

Two broad classes of SP-based and IR-based ap-
proaches have been proposed for KBQA. The for-
mer attempts to convert NL questions to logic
forms. Recent work focused on approaches based
on weak supervision from either external resources
(Krishnamurthy and Mitchell, 2012; Berant et al.,
2013; Yao and Van Durme, 2014; Hu et al., 2018;
Yih et al., 2015; Yavuz et al., 2016), schema match-
ing (Cai and Yates, 2013), or using hand-crafted
rules and features (Unger et al., 2012; Berant et al.,
2013; Berant and Liang, 2015; Reddy et al., 2016;
Bao et al., 2016; Abujabal et al., 2017; Hu et al.,
2018; Bast and Haussmann, 2015; Yih et al., 2015).
A thread of research has been explored to gener-
ate semantic query graphs from NL questions such
as using coarse alignment between phrases and
predicates (Berant et al., 2013), searching partial
logical forms via an agenda-based strategy (Berant
and Liang, 2015), pushing down the disambigua-
tion step into the query evaluation stage (Hu et al.,
2018), or exploiting rich syntactic information in
NL questions (Xu et al., 2018a,b). Notably, an-
other thread of SP-based approaches try to exploit
IR-based techniques (Yao and Van Durme, 2014;
Bast and Haussmann, 2015; Yang et al., 2014; Yih

et al., 2015; Bao et al., 2016; Yavuz et al., 2016;
Liang et al., 2016) by computing the similarity
of two sequences as features, leveraging a neural
network-based answer type prediction model, or
training end-to-end neural symbolic machine via
REINFORCE (Williams, 1992). However, most
SP-based approaches more or less rely on hand-
crafted rules or features, which limits their scala-
bility and transferability.

The other line of work (the IR-based) has fo-
cused on mapping answers and questions into the
same embedding space, where one could query any
KB independent of its schema without requiring
any grammar or lexicon. Bordes et al. (2014b) were
the first to apply an embedding-based approach for
KBQA. Later, Bordes et al. (2014a) proposed the
idea of subgraph embedding, which encodes more
information (e.g., answer path and context) about
the candidate answer. In follow-up work (Bordes
et al., 2015; Jain, 2016), memory networks (We-
ston et al., 2014) were used to store candidates, and
could be accessed iteratively to mimic multi-hop
reasoning. Unlike the above methods that mainly
use a bag-of-words (BOW) representation to en-
code questions and KB resources, (Dong et al.,
2015; Hao et al., 2017) apply more advanced net-
work modules (e.g., CNNs and LSTMs) to encode
questions. Hybrid methods have also been pro-
posed (Feng et al., 2016; Xu et al., 2016; Das et al.,
2017), which achieve improved results by leverag-
ing additional knowledge sources such as free text.
While most embedding-based approaches encode
questions and answers independently, (Hao et al.,
2017) proposed a cross-attention mechanism to en-
code questions according to various candidate an-
swer aspects. Differently, in this work, our method
goes one step further by modeling the bidirectional
interactions between questions and a KB.

The idea of bidirectional attention proposed in
this work is similar to those applied in machine
reading comprehension (Wang and Jiang, 2016;
Seo et al., 2016; Xiong et al., 2016). However,
these previous works focus on capturing the inter-
actions between two bodies of text, in this work,
we focus on modeling the interactions between one
body of text and a KB.

3 A modular bidirectional attentive
memory network for KBQA

Given an NL question, the goal is to fetch answers
from the underlying KB. Our proposed BAMnet
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Figure 1: Overall architecture of the BAMnet model.

model consists of four components which are the
input module, memory module, reasoning module
and answer module, as shown in Fig. 1.

3.1 Input module

An input NL question Q = {qi}|Q|i=1 is represented
as a sequence of word embeddings (qi) by applying
a word embedding layer. We then use a bidirec-
tional LSTM (Hochreiter and Schmidhuber, 1997)
to encode the question as HQ (in Rd×|Q|) which is
the sequence of hidden states (i.e., the concatena-
tion of forward and backward hidden states) gener-
ated by the BiLSTM.

3.2 Memory module

Candidate generation Even though all the enti-
ties from the KB could in principle be candidate
answers, this is computationally expensive and un-
necessary in practice. We only consider those en-
tities which are “close” to the main topic entity of
a question. An answer is the text description (e.g.,
a name) of an entity node. For example, Ohio is
the topic entity of the question “Who was the sec-
retary of state of Ohio in 2011?” (see Fig. 2). After
getting the topic entity, we collect all the entities
connected to it within h hops as candidate answers,
which we denote as {Ai}|A|i=1.
KB representation For each candidate answer
from the KB, we encode three types of information:
answer type, path and context.

Answer type Entity type information is an im-
portant clue in ranking answers. For example, if
a question uses the interrogative word where, then
candidate answers with types relevant to the con-
cept of location are more likely to be correct. We
use a BiLSTM to encode its text description to get

Figure 2: A working example from Freebase. Relations
in Freebase have hierarchies where high-level ones pro-
vide too broad or even noisy information about the re-
lation. Thus, we choose to use the lowest level one.

a d-dimensional vector Ht1
i (i.e., the concatenation

of last forward and backward hidden states).

Answer path We define an answer path as a
sequence of relations from a candidate answer to
a topic entity. For example, for the Ohio question
(see Fig. 2), the answer path of Jon A. Husted can
be either represented as a sequence of relation ids
[office holder, governing officials] or the text de-
scription [office, holder, governing, officials]. We
thus encode an answer path as Hp1

i via a BiLSTM,
and as Hp2

i by computing the average of its relation
embeddings via a relation embedding layer.

Answer context The answer context is defined
as the surrounding entities (e.g., sibling nodes)
of a candidate which can help answer questions
with constraints. For example, in Fig. 2, the an-
swer context of Jon A. Husted includes the govern-
ment position title secretary of state and starting
date 2011-01-09. However, for simple questions
without constraints, the answer context is unnec-
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essary and can potentially incorporate noise. We
tackle this issue with two strategies: 1) we use a
novel importance module (explained later) to focus
on important answer aspects, and 2) we only con-
sider those context nodes that have overlap with the
question. Specifically, for each context node (i.e.,
a sequence of words) of a candidate, we first com-
pute the longest common subsequence between it
and the question, we then encode it via a BiLSTM
only if we get a non-stopwords substring. Finally,
the answer context of a candidate answer will be
encoded as the average of all context node repre-
sentations, which we denote as Hc

i .
Key-value memory module In our model, we use
a key-value memory network (Miller et al., 2016)
to store candidate answers. Unlike a basic memory
network (Weston et al., 2014), its addressing stage
is based on the key memory while the reading stage
uses the value memory, which gives greater flexi-
bility to encode prior knowledge via functionality
separation. Thus, after encoding the answer type,
path and context, we apply linear projections on
them as follows:

Mkt
i = fkt (H

t1
i ) Mvt

i = fvt (H
t1
i )

M
kp
i = fkp ([H

p1
i ;Hp2

i ]) M
vp
i = fvp ([H

p1
i ;Hp2

i ])

Mkc
i = fkc (H

c
i ) Mvc

i = fvc (H
c
i )

(1)

where Mkt
i and Mvt

i are d-dimensional key and
value representations of answer type Ati, respec-
tively. Similarly, we have key and value repre-
sentations for answer path and answer context.
We denote M as a key-value memory whose
row Mi = {Mk

i ,M
v
i } (both in Rd×3), where

Mk
i = [Mkt

i ;M
kp
i ;Mkc

i ] comprises the keys, and
Mv

i = [Mvt
i ;M

vp
i ;Mvc

i ] comprises the values.
Here [, ] and [; ] denote row-wise and column-wise
concatenations, respectively.

3.3 Reasoning module
The reasoning module consists of a generalization
module, and our novel two-layered bidirectional
attention network which aims at capturing the two-
way interactions between questions and the KB.
The primary attention network contains the KB-
aware attention module which focuses on the im-
portant parts of a question in light of the KB, and
the importance module which focuses on the im-
portant KB aspects in light of the question. The
secondary attention network (enhancing module in
Fig. 1) is intended to enhance the question and KB
vectors by further exploiting the two-way attention.

Figure 3: KB-aware attention module. CAT: concatena-
tion, SelfAtt: self-attention, AddAtt: additive attention.

KB-aware attention module Not all words in a
question are created equal. We use a KB-aware
attention mechanism to focus on important com-
ponents of a question, as shown in Fig. 3. Specifi-
cally, we first apply self-attention (SelfAtt) over all
question word vectors HQ to get a d-dimensional
question vector q as follows

q = BiLSTM([HQAQQT ,HQ])

AQQ = softmax((HQ)THQ)
(2)

where softmax is applied over the last dimension of
an input tensor by default. Using question summary
q, we apply another attention (AddAtt) over the
memory to obtain answer type mt, path mp and
context summary mc:

mx =

|A|∑

i=1

axi ·Mvx
i

ax = Attadd(q,M
kx)

(3)

where x ∈ {t, p, c}, and Attadd(x,y) =
softmax(tanh([xT ,y]W1)W2), with W1 ∈
R2d×d and W2 ∈ Rd×1 being trainable weights.

So far, we have obtained the KB summary
m = [mt;mp;mc] in light of the question. We
proceed to compute the question-to-KB attention
between question word qi and KB aspects as for-
mulated by AQm = HQTm. By applying max
pooling over the last dimension (i.e., the KB aspect
dimension) of AQm, that is, aQi = maxj A

Qm
ij ,

we select the strongest connection between qi and
the KB. The idea behind it is that each word in a
question serves a specific purpose (i.e., indicating
answer type, path or context), and max pooling can
help find out that purpose. We then apply a soft-
max over the resulting vector to obtain ãQ which
is a KB-aware question attention vector since it
indicates the importance of qi in light of the KB.
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Importance module The importance module fo-
cuses on important KB aspects as measured by their
relevance to the questions. We start by computing
a |Q| × |A| × 3 attention tensor AQM which indi-
cates the strength of connection between each pair
of {qi, Axj }x={t,p,c}. Then, we take the max of the
question word dimension of AQM and normalize
it to get an attention matrix ÃM , which indicates
the importance of each answer aspect for each can-
didate answer. After that, we proceed to compute
question-aware memory representations M̃k. Thus,
we have:

M̃v = {M̃v
i }|A|i=1 ∈ R|A|×d M̃v

i =

3∑

j=1

Mv
ij

M̃k = {M̃k
i }|A|i=1 ∈ R|A|×d M̃k

i = ÃM
i Mk

i

ÃM = softmax(AMT
)T AM = max

i
{AQM

i }|Q|i=1

AQM =
(
MkHQ)T

(4)

Enhancing module We further enhance the ques-
tion and KB representations by exploiting two-way
attention. We compute the KB-enhanced question
representation q̃ which incorporates the relevant
KB information by applying max pooling over
the last dimension (i.e., the answer aspect dimen-
sion) of AQM , that is, AQ

M = maxk{AQM
.,.,k }3k=1,

and then normalizing it to get a question-to-KB
attention matrix ÃQ

M from which we compute
the question-aware KB summary and incorpo-
rate it into the question representation H̃Q =

HQ + ãQ � (ÃQ
MM̃v)

T
. Finally, we obtain a d-

dimensional KB-enhanced question representation
q̃ = H̃QãQ.

Similarly, we compute a question-enhanced KB
representation M

k which incorporates the relevant
question information:

M
k
= M̃k + ãM � (ÃM

Q (H̃Q)T )

ãM = (ÃQ
M )T ãQ ∈ R|A|×1

ÃM
Q = softmax(AQ

M

T
) ∈ R|A|×|Q|

(5)

Generalization module We add a one-hop atten-
tion process before answering. We use the question
representation q̃ to query over the key memory M

k

via an attention mechanism, and fetch the most rel-
evant information from the value memory, which
is then used to update the question vector using a
GRU (Cho et al., 2014). Finally, we apply a resid-
ual layer (He et al., 2016) (i.e., y = f(x) + x)

and batch normalization (BN) (Ioffe and Szegedy,
2015), which help the model performance in prac-
tice. Thus, we have

q̂ = BN(q̃+ q′) q′ = GRU(q̃, m̃)

m̃ =

|A|∑

i=1

ai · M̃v
i a = AttGRU

add (q̃,M
k
)

(6)

3.4 Answer module
Given the representation of question Q which is
q̂ and the representation of candidate answers
{Ai}|A|i=1 which is {Mk

i }|A|i=1, we compute the
matching score S(q̂,M

k
i ) between every pair

(Q,Ai) as S(q,a) = qT · a. The candidate an-
swers are then ranked by their scores.

3.5 Training and testing
Training Intermediate modules such as the en-
hancing module generate “premature” represen-
tations of questions (e.g., q̃) and candidate an-
swers (e.g., Mk). Even though these intermediate
representations are not optimal for answer predic-
tion, we can still use them along with the final
representations to jointly train the model, which
we find helps the training probably by providing
more supervision since we are directly forcing in-
termediate representations to be helpful for predic-
tion. Moreover, we directly match interrogative
words to KB answer types. A question Q is repre-
sented by a 16-dimensional interrogative word (we
use “which”, “what”, “who”, “whose”, “whom”,
“where”, “when”, “how”, “why” and “whether”)
embedding qw and a candidate answer Ai is rep-
resented by entity type embedding Ht2

i with the
same size. We then compute the matching score
S(qw,Ht2

i ) between them. Although we only have
weak labels (e.g., incorrect answers do not neces-
sarily imply incorrect types) for the type matching
task, and there are no shared representations be-
tween two tasks, we find in practice this strategy
helps the training process as shown in Section 4.4.
Loss Function: In the training phase, we force pos-
itive candidates to have higher scores than negative
candidates by using a triplet-based loss function:

o = g(HQãQ,

3∑

j=1

Mk
.,j) + g(q̃,M

k
)

+g(q̂,M
k
) + g(qw,Ht2)

(7)

where g(q,M) =
∑

a+∈A+

a−∈A−
`(S(q,Ma+), S(q,Ma−)) ,

and `(y, ŷ) = max(0, 1 + ŷ − y) is a hinge loss
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function, and A+ and A− denote the positive (i.e.,
correct) and negative (i.e., incorrect) answer sets,
respectively. Note that at training time, the candi-
date answers are extracted from the KB subgraph
of the gold-standard topic entity, with the memory
size set to Nmax. We adopt the following sampling
strategy which works well in practice: if Nmax is
larger than the number of positive answers |A+|,
we keep all the positive answers and randomly se-
lect negative answers to fill up the memory; oth-
erwise, we randomly select min(Nmax/2, |A−|)
negative answers and fill up the remaining memory
with random positive answers.
Testing At testing time, we need to first find the
topic entity. We do this by using the top result re-
turned by a separately trained topic entity predictor
(we also compare with the result returned by the
Freebase Search API). Then, the answer module re-
turns the candidate answer with the highest scores
as predicted answers. Since there can be multiple
answers to a given question, the candidates whose
scores are close to the highest score within a certain
margin, θ, are regarded as good answers as well.
Therefore, we formulate the inference process as
follows:

Â = {â | â ∈ A & max
a′∈A
{S(q̂,Mk

a′)} − S(q̂,M
k
â) < θ}

(8)

where maxa′∈A{S(q̂,Mk
a′)} is the score of the

best matched answer and Â is the predicted an-
swer set. Note that θ is a hyper-parameter which
controls the degree of tolerance. Decreasing the
value of θ makes the model become stricter when
predicting answers.

3.6 Topic entity prediction
Given a question Q, the goal of a topic entity pre-
dictor is to find the best topic entity ĉ from the can-
didate set {Ci}|C|i=1 returned by external topic entity
linking tools (we use the Freebase Search API and
S-MART (Yang and Chang, 2016) in our experi-
ments). We use a convolutional network (CNN) to
encode Q into a d-dimensional vector e. For candi-
date topic entity Ci, we encode three types of KB
aspects, namely, the entity name, entity type and
surrounding relations where both entity name and
type are represented as a sequence of words while
surrounding relations are represented as a bag of se-
quences of words. Specifically, we use three CNNs
to encode them into three d-dimensional vectors,
namely, Cn

i , Ct
i and Cr1

i . Note that for surround-
ing relations, we first encode each of the relations

and then compute their average. Additionally, we
compute an average of the relation embeddings via
a relation embedding layer which we denote as
Cr2
i . We then apply linear projections on the above

vectors as follows:

Pk
i = fk([Cn

i ;C
t
i;C

r1
i ;Cr2

i ])

Pv
i = fv([Cn

i ;C
t
i;C

r1
i ;Cr2

i ])
(9)

where Pk
i and Pv

i are d-dimensional key and value
representations of candidate Ci, respectively. Fur-
thermore, we compute the updated question vec-
tor ê using the generalization module mentioned
earlier. Next, we use a dot product to compute
the similarity score between Q and Ci. A triplet-
based loss function is used as formulated by o =
g(e,Pk

i ) + g(ê,Pk
i ) where g(.) is the aforemen-

tioned hinge loss function. When training the pre-
dictor, along with the candidates returned from ex-
ternal entity linking tools, we do negative sampling
(using string matching) to get more supervision. In
the testing phase, the candidate with the highest
score is returned as the best topic entity and no
negative sampling is applied.

4 Experiments

This section provides an extensive evaluation of
our proposed BAMnet model against state-of-
the-art KBQA methods. The implementation
of BAMnet is available at https://github.
com/hugochan/BAMnet.

4.1 Data and metrics

We use the Freebase KB and the WebQuestions
dataset, described below:
Freebase This is a large-scale KB (Google, 2018)
that consists of general facts organized as subject-
property-object triples. It has 41M non-numeric
entities, 19K properties, and 596M assertions.
WebQuestions This dataset (Berant et al., 2013)
(nlp.stanford.edu/software/sempre)
contains 3,778 training examples and 2,032 test
examples. We further split the training instances
into a training set and development set via a
80%/20% split. Approximately 85% of questions
can be directly answered via a single FreeBase
predicate. Also, each question can have multiple
answers. In our experiments, we use a development
version of the dataset (Baudis and Pichl, 2016),
which additionally provides (potentially noisy)
entity mentions for each question.
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Following (Berant et al., 2013), macro F1 scores
(i.e., the average of F1 scores over all questions)
are reported on the WebQuestions test set.

4.2 Model settings

When constructing the vocabularies of words, en-
tity types or relation types, we only consider those
questions and their corresponding KB subgraphs
appearing in the training and validation sets. The
vocabulary size of words is V = 100, 797. There
are 1,712 entity types and 4,996 relation types in
the KB subgraphs. Notably, in FreeBase, one en-
tity might have multiple entity types. We only use
the first one available, which is typically the most
concrete one. For those non-entity nodes which are
boolean values or numbers, we use “bool” or “num”
as their types, respectively.

We also adopt a query delexicalization strategy
where for each question, the topic entity mention
as well as constraint entity mentions (i.e., those
belonging to “date”, “ordinal” or “number”) are
replaced with their types. When encoding KB con-
text, if the overlap belongs to the above types, we
also do this delexicalization, which will guarantee
it matches up with the delexicalized question well
in the embedding space.

Given a topic entity, we extract its 2-hop sub-
graph (i.e., h = 2) to collect candidate answers,
which is sufficient for WebQuestions. At training
time, the memory size is limited to Nmax = 96
candidate answers (for the sake of efficiency). If
there are more potential candidates, we do random
sampling as mentioned earlier. We initialize word
embeddings with pre-trained GloVe vectors (Pen-
nington et al., 2014) with word embedding size
dv = 300. The relation embedding size dp, entity
type embedding size dt and hidden size d are set
as 128, 16 and 128, respectively. The dropout rates
on the word embedding layer, question encoder
side and the answer encoder side are 0.3, 0.3 and
0.2, respectively. The batch size is set as 32, and
answer module threshold θ = 0.7. As for the topic
entity prediction, we use the same hyperparame-
ters. For each question, there are 15 candidates
after negative sampling in the training time. When
encoding a question, we use a CNN with filter sizes
2 and 3. A linear projection is applied to merge
features extracted with different filters. When en-
coding a candidate aspect, we use a CNN with filter
size 3. Linear activation and max-pooling are used
together with CNNs. In the training process, we

use the Adam optimizer (Kingma and Ba, 2014)
to train the model. The initial learning rate is set
as 0.001 which is reduced by a factor of 10 if no
improvement is observed on the validation set in 3
consecutive epochs. The training procedure stops
if no improvement is observed on the validation set
in 10 consecutive epochs. The hyper-parameters
are tuned on the development set.

4.3 Performance comparison

As shown in Table 1, our method can achieve an F1
score of 0.557 when the gold topic entity is known,
which gives an upper bound of our model perfor-
mance. When the gold topic entity is unknown,
we report the results using: 1) the Freebase Search
API, which achieves a recall@1 score of 0.857 on
the test set for topic entity linking, and 2) the topic
entity predictor, which achieves a recall@1 score
of 0.898 for entity retrieval.

As for the performance of BAMnet on WebQues-
tions, it achieves an F1 score of 0.518 using the
topic entity predictor, which is significantly bet-
ter than the F1 score of 0.497 using the Freebase
Search API. We can observe that BAMnet signif-
icantly outperforms previous state-of-the-art IR-
based methods, which conclusively demonstrates
the effectiveness of modeling bidirectional interac-
tions between questions and the KB.

It is important to note that unlike the state-of-
the-art SP-based methods, BAMnet relies on no
external resources and very few hand-crafted fea-
tures, but still remains competitive with those ap-
proaches. Based on careful hand-drafted rules,
some SP-based methods (Bao et al., 2016; Yih
et al., 2015) can better model questions with con-
straints and aggregations. For example, (Yih et al.,
2015) applies many manually designed rules and
features to improve performance on questions with
constraints and aggregations, and (Bao et al., 2016)
directly models temporal (e.g., “after 2000”), ordi-
nal (e.g., “first”) and aggregation constraints (e.g.,
“how many”) by adding detected constraint nodes
to query graphs. In contrast, our method is end-to-
end, with very few hand-crafted rules.

Additionally, (Yavuz et al., 2016; Bao et al.,
2016) train their models on external Q&A datasets
to get extra supervision. For a fairer comparison,
we only show their results without training on ex-
ternal Q&A datasets. Similarly, for hyhrid systems
(Feng et al., 2016; Xu et al., 2016), we only report
results without using Wikipedia free text. It is in-
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Methods (ref) Macro F1

SP-based

(Berant et al., 2013) 0.357
(Yao and Van Durme, 2014) 0.443

(Wang et al., 2014) 0.453
(Bast and Haussmann, 2015) 0.494

(Berant and Liang, 2015) 0.497
(Yih et al., 2015) 0.525

(Reddy et al., 2016) 0.503
(Yavuz et al., 2016) 0.516
(Bao et al., 2016) 0.524
(Feng et al., 2016) 0.471

(Reddy et al., 2017) 0.495
(Abujabal et al., 2017) 0.510

(Hu et al., 2018) 0.496
IR-based

(Bordes et al., 2014a) 0.392
(Yang et al., 2014) 0.413
(Dong et al., 2015) 0.408

(Bordes et al., 2015) 0.422
(Xu et al., 2016) 0.471
(Hao et al., 2017) 0.429

Our Method: BAMnet

w/ gold topic entity 0.557
w/ Freebase Search API 0.497
w/ topic entity predictor 0.518

Table 1: Results on the WebQuestions test set. Bold:
best in-category performance.

teresting to note that both (Yih et al., 2015) and
(Bao et al., 2016) also use the ClueWeb dataset for
learning more accurate semantics. The F1 score
of (Yih et al., 2015) drops from 0.525 to 0.509 if
ClueWeb information is removed. To summarize,
BAMnet achieves state-of-the-art performance of
0.518 without recourse to any external resources
and relies only on very few hand-crafted features.
If we assume gold-topic entities are given then
BAMnet achieves an F1 of 0.557.

4.4 Ablation study

We now discuss the performance impact of the dif-
ferent modules and strategies in BAMnet. Note
that gold topic entity is assumed to be known when
we do this ablation study, because the error intro-
duced by topic entity prediction might reduce the
real performance impact of a module or strategy.
As shown in Table 2, significant performance drops
were observed after turning off some key attention

Methods Macro F1

all 0.557
w/o two-layered bidirectional attn 0.534
w/o kb-aware attn (+self-attn) 0.544
w/o importance module 0.540
w/o enhancing module 0.550
w/o generalization module 0.542
w/o joint type matching 0.545
w/o topic entity delexicalization 0.529
w/o constraint delexicalization 0.554

Table 2: Ablation results on the WebQuestions test set.
Gold topic entity is assumed to be known.

modules, which confirms that the real power of
our method comes from the idea of hierarchical
two-way attention. As we can see, when turning
off the two-layered bidirectional attention network,
the model performance drops from 0.557 to 0.534.
Among all submodules in the attention network,
the importance module is the most significant since
the F1 score drops to 0.540 without it, thereby
confirming the effectiveness of modeling the query-
to-KB attention flow. On the flip side, the impor-
tance of modeling the KB-to-query attention flow is
confirmed by the fact that replacing the KB-aware
attention module with self-attention significantly
degrades the performance. Besides, the secondary
attention layer, the enhancing module, also con-
tributes to the overall model performance. Finally,
we find that the topic entity delexicalization strat-
egy has a big influence on the model performance
while the constraint delexicalization strategy only
marginally boosts the performance.

Figure 4: Attention heatmap generated by the reason-
ing module. Best viewed in color.

4.5 Interpretability analysis
Here, we show that our method does capture
the mutual interactions between question words
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KB
Aspects Questions BAMnet w/o BiAttn. BAMnet Gold Answers

Answer
Type

What degrees did Obama
get in college?

Harvard Law School,
Columbia University,
Occidental College

Bachelor of Arts,
Juris Doctor,

Political Science

Juris Doctor,
Bachelor of Arts

What music period did
Beethoven live in?

Austrian Empire,
Germany, Bonn

Classical music,
Opera

Opera,
Classical music

Answer
Path

Where did Queensland
get its name from? Australia Queen Victoria Queen Victoria

Where does Delaware
river start? Delaware Bay

West Branch
Delaware River,
Mount Jefferson

West Branch
Delaware River,
Mount Jefferson

Answer
Context

What are the major
cities in Ukraine?

Kiev, Olyka,
...

Vynohradiv, Husiatyn
Kiev Kiev

Who is running for vice president
with Barack Obama 2012? David Petraeus Joe Biden Joe Biden

Table 3: Predicted answers of BAMnet w/ and w/o bidirectional attention on the WebQuestions test set.

and KB aspects, by visualizing the attention ma-
trix AQM produced by the reasoning module.
Fig. 4 shows the attention heatmap generated for
a test question “who did location surrender to in

number ” (where “location” and “ number ”
are entity types which replace the topic entity men-
tion “France” and the constraint entity mention
“ww2”, respectively in the original question). As
we can see, the attention network successfully de-
tects the interactions between “who” and answer
type, “surrender to” and answer path, and focuses
more on those words when encoding the question.

To further examine the importance of the two-
way flow of interactions, in Table 3, we show the
predicted answers of BAMnet with and without
the two-layered bidirectional attention network on
samples questions from the WebQuestions test set.
We divide the questions into three categories based
on which kind of KB aspect is the most crucial
for answering them. As we can see, compared to
the simplified version which is not equipped with
bidirectional attention, our model is more capable
of answering all the three types of questions.

4.6 Error analysis

To better examine the limitations of our approach,
we randomly sampled 100 questions on which our
method performed poorly (i.e., with per-question
F1 score less than 0.6), and categorized the errors.
We found that around 33% of errors are due to label
issues of gold answers and are not real mistakes.
This includes incomplete and erroneous labels, and
also alternative correct answers. Constraints are
another source of errors (11%), with temporal con-
straints accounting for most. Some questions have

implicit temporal (e.g., tense) constraints which
our method does not model. A third source of er-
ror is what we term type errors (13%), for which
our method generates more answers than needed
because of poorly utilizing answer type informa-
tion. Lexical gap is another source of errors (5%).
Finally, other sources of errors (38%) include topic
entity prediction error, question ambiguity, incom-
plete answers and other miscellaneous errors.

5 Conclusions and future work

We introduced a novel and effective bidirectional at-
tentive memory network for the purpose of KBQA.
To our best knowledge, we are the first to model the
mutual interactions between questions and a KB,
which allows us to distill the information that is the
most relevant to answering the questions on both
sides of the question and KB. Experimental results
show that our method significantly outperforms
previous IR-based methods while remaining com-
petitive with hand-crafted SP-based methods. Both
ablation study and interpretability analysis verify
the effectiveness of the idea of modeling mutual
interactions. In addition, our error analysis shows
that our method actually performs better than what
the evaluation metrics indicate.

In the future, we would like to explore effec-
tive ways of modeling more complex types of con-
straints (e.g., ordinal, comparison and aggregation).
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Abstract

In this paper we study yes/no questions that are
naturally occurring — meaning that they are
generated in unprompted and unconstrained
settings. We build a reading comprehension
dataset, BoolQ, of such questions, and show
that they are unexpectedly challenging. They
often query for complex, non-factoid informa-
tion, and require difficult entailment-like infer-
ence to solve. We also explore the effective-
ness of a range of transfer learning baselines.
We find that transferring from entailment data
is more effective than transferring from para-
phrase or extractive QA data, and that it, sur-
prisingly, continues to be very beneficial even
when starting from massive pre-trained lan-
guage models such as BERT. Our best method
trains BERT on MultiNLI and then re-trains it
on our train set. It achieves 80.4% accuracy
compared to 90% accuracy of human anno-
tators (and 62% majority-baseline), leaving a
significant gap for future work.

1 Introduction

Understanding what facts can be inferred to be true
or false from text is an essential part of natural
language understanding. In many cases, these in-
ferences can go well beyond what is immediately
stated in the text. For example, a simple sentence
like “Hanna Huyskova won the gold medal for Be-
larus in freestyle skiing.” implies that (1) Belarus
is a country, (2) Hanna Huyskova is an athlete, (3)
Belarus won at least one Olympic event, (4) the
USA did not win the freestyle skiing event, and so
on.

To test a model’s ability to make these kinds of
inferences, previous work in natural language in-

1Work completed while interning at Google.
2Also affiliated with Columbia University, work done at

Google.

Q: Has the UK been hit by a hurricane?
P: The Great Storm of 1987 was a violent extratropical

cyclone which caused casualties in England, France
and the Channel Islands . . .

A: Yes. [An example event is given.]

Q: Does France have a Prime Minister and a President?
P: . . . The extent to which those decisions lie with the

Prime Minister or President depends upon . . .
A: Yes. [Both are mentioned, so it can be inferred both

exist.]

Q: Have the San Jose Sharks won a Stanley Cup?
P: . . . The Sharks have advanced to the Stanley Cup fi-

nals once, losing to the Pittsburgh Penguins in 2016
. . .

A: No. [They were in the finals once, and lost.]

Figure 1: Example yes/no questions from the BoolQ
dataset. Each example consists of a question (Q), an
excerpt from a passage (P), and an answer (A) with an
explanation added for clarity.

ference (NLI) proposed the task of labeling candi-
date statements as being entailed or contradicted
by a given passage. However, in practice, gen-
erating candidate statements that test for complex
inferential abilities is challenging. For instance,
evidence suggests (Gururangan et al., 2018; Jia
and Liang, 2017; McCoy et al., 2019) that simply
asking human annotators to write candidate state-
ments will result in examples that typically only
require surface-level reasoning.

In this paper we propose an alternative: we test
models on their ability to answer naturally occur-
ring yes/no questions. That is, questions that were
authored by people who were not prompted to
write particular kinds of questions, including even
being required to write yes/no questions, and who
did not know the answer to the question they were
asking. Figure 1 contains some examples from our
dataset. We find such questions often query for
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non-factoid information, and that human annota-
tors need to apply a wide range of inferential abili-
ties when answering them. As a result, they can be
used to construct highly inferential reading com-
prehension datasets that have the added benefit of
being directly related to the practical end-task of
answering user yes/no questions.

Yes/No questions do appear as a subset of some
existing datasets (Reddy et al., 2018; Choi et al.,
2018; Yang et al., 2018). However, these datasets
are primarily intended to test other aspects of
question answering (QA), such as conversational
QA or multi-step reasoning, and do not contain
naturally occurring questions.

We follow the data collection method used
by Natural Questions (NQ) (Kwiatkowski et al.,
2019) to gather 16,000 naturally occurring yes/no
questions into a dataset we call BoolQ (for
Boolean Questions). Each question is paired with
a paragraph from Wikipedia that an independent
annotator has marked as containing the answer.
The task is then to take a question and passage as
input, and to return “yes” or “no” as output. Fig-
ure 1 contains some examples, and Appendix A.1
contains additional randomly selected examples.

Following recent work (Wang et al., 2018), we
focus on using transfer learning to establish base-
lines for our dataset. Yes/No QA is closely related
to many other NLP tasks, including other forms
of question answering, entailment, and paraphras-
ing. Therefore, it is not clear what the best
data sources to transfer from are, or if it will
be sufficient to just transfer from powerful pre-
trained language models such as BERT (Devlin
et al., 2018) or ELMo (Peters et al., 2018). We
experiment with state-of-the-art unsupervised ap-
proaches, using existing entailment datasets, three
methods of leveraging extractive QA data, and us-
ing a few other supervised datasets.

We found that transferring from MultiNLI, and
the unsupervised pre-training in BERT, gave us the
best results. Notably, we found these approaches
are surprisingly complementary and can be com-
bined to achieve a large gain in performance.
Overall, our best model reaches 80.43% accuracy,
compared to 62.31% for the majority baseline and
90% human accuracy. In light of the fact BERT
on its own has achieved human-like performance
on several NLP tasks, this demonstrates the high
degree of difficulty of our dataset. We present our
data and code at https://goo.gl/boolq.

2 Related Work

Yes/No questions make up a subset of the read-
ing comprehension datasets CoQA (Reddy et al.,
2018), QuAC (Choi et al., 2018), and Hot-
PotQA (Yang et al., 2018), and are present in
the ShARC (Saeidi et al., 2018) dataset. These
datasets were built to challenge models to under-
stand conversational QA (for CoQA, ShARC and
QuAC) or multi-step reasoning (for HotPotQA),
which complicates our goal of using yes/no ques-
tions to test inferential abilities. Of the four, QuAC
is the only one where the question authors were
not allowed to view the text being used to an-
swer their questions, making it the best candidate
to contain naturally occurring questions. How-
ever, QuAC still heavily prompts users, including
limiting their questions to be about pre-selected
Wikipedia articles, and is highly class imbalanced
with 80% “yes” answers.

The MS Marco dataset (Nguyen et al., 2016),
which contains questions with free-form text an-
swers, also includes some yes/no questions. We
experiment with heuristically identifying them in
Section 4, but this process can be noisy and the
quality of the resulting annotations is unknown.
We also found the resulting dataset is class imbal-
anced, with 80% “yes” answers.

Yes/No QA has been used in other contexts,
such as the templated bAbI stories (Weston et al.)
or some Visual QA datasets (Antol et al., 2015;
Wu et al., 2017). We focus on answering yes/no
questions using natural language text.

Question answering for reading comprehension
in general has seen a great deal of recent work (Ra-
jpurkar et al., 2016; Joshi et al., 2017), and there
have been many recent attempts to construct QA
datasets that require advanced reasoning abili-
ties (Yang et al., 2018; Welbl et al., 2018; Mi-
haylov et al., 2018; Zellers et al., 2018; Zhang
et al., 2018). However, these attempts typically
involve engineering data to be more difficult by,
for example, explicitly prompting users to write
multi-step questions (Yang et al., 2018; Mihaylov
et al., 2018), or filtering out easy questions (Zellers
et al., 2018). This risks resulting in models that do
not have obvious end-use applications since they
are optimized to perform in an artificial setting. In
this paper, we show that yes/no questions have the
benefit of being very challenging even when they
are gathered from natural sources.

Natural language inference is also a well
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studied area of research, particularly on the
MultiNLI (Williams et al., 2018) and SNLI (Bow-
man et al., 2015) datasets. Other sources of
entailment data include the PASCAL RTE chal-
lenges (Bentivogli et al., 2009, 2011) or Sci-
Tail (Khot et al., 2018). We note that, although Sc-
iTail, RTE-6 and RTE-7 did not use crowd work-
ers to generate candidate statements, they still use
sources (multiple choices questions or document
summaries) that were written by humans with
knowledge of the premise text. Using naturally
occurring yes/no questions ensures even greater
independence between the questions and premise
text, and ties our dataset to a clear end-task. BoolQ
also requires detecting entailment in paragraphs
instead of sentence pairs.

Transfer learning for entailment has been stud-
ied in GLUE (Wang et al., 2018) and SentE-
val (Conneau and Kiela, 2018). Unsupervised
pre-training in general has recently shown excel-
lent results on many datasets, including entailment
data (Peters et al., 2018; Devlin et al., 2018; Rad-
ford et al., 2018).

Converting short-answer or multiple choice
questions into entailment examples, as we do
when experimenting with transfer learning, has
been proposed in several prior works (Demszky
et al., 2018; Poliak et al., 2018; Khot et al., 2018).
In this paper we found some evidence suggesting
that these approaches are less effective than us-
ing crowd-sourced entailment examples when it
comes to transferring to natural yes/no questions.

Contemporaneously with our work, Phang et al.
(2018) showed that pre-training on supervised
tasks could be beneficial even when using pre-
trained language models, especially for a textual
entailment task. Our work confirms these results
for yes/no question answering.

This work builds upon the Natural Questions
(NQ) (Kwiatkowski et al., 2019), which contains
some natural yes/no questions. However, there are
too few (about 1% of the corpus) to make yes/no
QA a very important aspect of that task. In this pa-
per, we gather a large number of additional yes/no
questions in order to construct a dedicated yes/no
QA dataset.

3 The BoolQ Dataset

An example in our dataset consists of a question,
a paragraph from a Wikipedia article, the title of
the article, and an answer, which is either “yes”

or “no”. We include the article title since it can
potentially help resolve ambiguities (e.g., corefer-
ent phrases) in the passage, although none of the
models presented in this paper make use of them.

3.1 Data Collection

We gather data using the pipeline from
NQ (Kwiatkowski et al., 2019), but with an
additional filtering step to focus on yes/no
questions. We summarize the complete pipeline
here, but refer to their paper for a more detailed
description.

Questions are gathered from anonymized, ag-
gregated queries to the Google search engine.
Queries that are likely to be yes/no questions are
heuristically identified: we found selecting queries
where the first word is in a manually constructed
set of indicator words3 and are of sufficient length,
to be effective.

Questions are only kept if a Wikipedia page is
returned as one of the first five results, in which
case the question and Wikipedia page are given to
a human annotator for further processing.

Annotators label question/article pairs in a
three-step process. First, they decide if the ques-
tion is good, meaning it is comprehensible, unam-
biguous, and requesting factual information. This
judgment is made before the annotator sees the
Wikipedia page. Next, for good questions, annota-
tors find a passage within the document that con-
tains enough information to answer the question.
Annotators can mark questions as “not answer-
able” if the Wikipedia article does not contain the
requested information. Finally, annotators mark
whether the question’s answer is “yes” or “no”.
Annotating data in this manner is quite expensive
since annotators need to search entire Wikipedia
documents for relevant evidence and read the text
carefully.

Note that, unlike in NQ, we only use ques-
tions that were marked as having a yes/no an-
swer, and pair each question with the selected pas-
sage instead of the entire document. This helps
reduce ambiguity (ex., avoiding cases where the
document supplies conflicting answers in different
paragraphs), and keeps the input small enough so
that existing entailment models can easily be ap-
plied to our dataset.

We combine 13k questions gathered from this

3The full set is: {“did”, “do”, “does”, “is”, “are”, “was”,
“were”, “have”, “has”, “can”, “could”, “will”, “would”}.
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Question Topic

Category Example Percent Yes%
Entertainment Media Is You and I by Lady Gaga a cover? 22.0 65.9
Nature/Science Are there blue whales in the Atlantic Ocean? 22.0 56.8
Sports Has the US men’s team ever won the World Cup? 11.0 54.5
Law/Government Is there a seat belt law in New Hampshire? 10.0 70.0
History Were submarines used in the American Civil War? 5.0 70.0
Fictional Events Is the Incredible Hulk part of the avengers? 4.0 87.5
Other Is GDP per capita same as per capita income? 26.0 65.4

Question Type

Category Example Percent Yes%
Definitional Is thread seal tape the same as Teflon tape? 14.5 55.2
Existence Is there any dollar bill higher than a 100? 14.5 69.0
Event Occurrence Did the great fire of London destroy St. Paul’s Cathedral? 11.5 73.9
Other General Fact Is there such thing as a dominant eye? 29.5 62.7
Other Entity Fact Is the Arch in St. Louis a national park? 30.0 63.3

Table 1: Question categorization of BoolQ. Question topics are shown in the top half and question types are shown
in the bottom half.

pipeline with an additional 3k questions with
yes/no answers from the NQ training set to reach
a total of 16k questions. We split these questions
into a 3.2k dev set, 3.2k test set, and 9.4k train
set, ensuring questions from NQ are always in the
train set. “Yes” answers are slightly more common
(62.31% in the train set). The queries are typically
short (average length 8.9 tokens) with longer pas-
sages (average length 108 tokens).

3.2 Analysis

In the following section we analyze our dataset to
better understand the nature of the questions, the
annotation quality, and the kinds of reasoning abil-
ities required to answer them.

3.3 Annotation Quality

First, in order to assess annotation quality, three
of the authors labelled 110 randomly chosen ex-
amples. If there was a disagreement, the au-
thors conferred and selected a single answer by
mutual agreement. We call the resulting labels
“gold-standard” labels. On the 110 selected ex-
amples, the answer annotations reached 90% ac-
curacy compared to the gold-standard labels. Of
the cases where the answer annotation differed
from the gold-standard, six were ambiguous or
debatable cases, and five were errors where the
annotator misunderstood the passage. Since the
agreement was sufficiently high, we elected to use
singly-annotated examples in the training/dev/test
sets in order to be able to gather a larger dataset.

3.4 Question Types

Part of the value of this dataset is that it contains
questions that people genuinely want to answer.
To explore this further, we manually define a set
of topics that questions can be about. An author
categorized 200 questions into these topics. The
results can be found in the upper half of Table 1.

Questions were often about entertainment me-
dia (including T.V., movies, and music), along
with other popular topics like sports. However,
there are still a good portion of questions ask-
ing for more general factual knowledge, including
ones about historical events or the natural world.

We also broke the questions into categories
based on what kind of information they were re-
questing, shown in the lower half of Table 1.
Roughly one-sixth of the questions are about
whether anything with a particular property exists
(Existence), another sixth are about whether a par-
ticular event occurred (Event Occurrence), and an-
other sixth ask whether an object is known by a
particular name, or belongs to a particular cate-
gory (Definitional). The questions that do not fall
into these three categories were split between re-
questing facts about a specific entity, or requesting
more general factual information.

We do find a correlation between the nature of
the question and the likelihood of a “yes” answer.
However, this correlation is too weak to help out-
perform the majority baseline because, even if the
topic or type is known, it is never best to guess the
minority class. We also found that question-only
models perform very poorly on this task (see Sec-
tion 5.3), which helps confirm that the questions
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Reasoning Types Yes/No Question Answering Examples
Paraphrasing (38.7%) Q: Is Tim Brown in the Hall of Fame?
The passage explicitly asserts or refutes
what is stated in the question.

P: Brown has also played for the Tampa Bay Buccaneers. In 2015, he was
inducted into the Pro Football Hall of Fame.

A: Yes. [“inducted into” directly implies he is in Hall of Fame.]
By Example (11.8%) Q: Are there any nuclear power plants in Michigan?
The passage provides an example or
counter-example to what is asserted by
the question.

P: . . . three nuclear power plants supply Michigan with about 30% of its elec-
tricity.

A: Yes. [Since there must be at least three.]
Factual Reasoning (8.5%) Q: Was designated survivor filmed in the White House?
Answering the question requires using
world-knowledge to connect what is
stated in the passage to the question.

P: The series is. . . filmed in Toronto, Ontario.
A: No. [The White House is not located in Toronto.]

Implicit (8.5%) Q: Is static pressure the same as atmospheric pressure?
The passage mentions or describes en-
tities in the question in way that would
not make sense if the answer was not
yes/no.

P: The aircraft designer’s objective is to ensure the pressure in the aircraft’s
static pressure system is as close as possible to the atmospheric pressure. . .

A: No. [It would not make sense to bring them “as close as possible” if those
terms referred to the same thing.]

Missing Mention (6.6%) Q: Did Bonnie Blair’s daughter make the Olympic team?
We can conclude the answer is yes or
no because, if this was not the case, it
would have been mentioned in the pas-
sage.

P: Blair and Cruikshank have two children: a son, Grant, and daughter, Blair....
Blair Cruikshank competed at the 2018 United States Olympic speed skat-
ing trials at the 500 meter distance.

A: No. [The passage describes Blair Cruikshank’s daughter’s skating accom-
plishments, so it would have mentioned it if she had qualified.]

Other Inference (25.9%) Q: Is the sea snake the most venomous snake?
The passage states a fact that can be
used to infer whether the answer is true
or false, and does not fall into any of the
other categories.

P: . . . the venom of the inland taipan, drop by drop, is the most toxic among all
snakes

A: No. [If inland taipan is the most venomous snake, the sea snake must not
be.]

Table 2: Kinds of reasoning needed in the BoolQ dataset.

do not contain sufficient information to predict the
answer on their own.

3.5 Types of Inference

Finally, we categorize the kinds of inference re-
quired to answer the questions in BoolQ4. The def-
initions and results are shown in Table 2.

Less than 40% of the examples can be solved
by detecting paraphrases. Instead, many ques-
tions require making additional inferences (cate-
gories “Factual Reasoning”, “By Example”, and
“Other Inference”) to connect what is stated in the
passage to the question. There is also a signifi-
cant class of questions (categories “Implicit” and
“Missing Mention”) that require a subtler kind of
inference based on how the passage is written.

3.6 Discussion

Why do natural yes/no questions require inference
so often? We hypothesize that there are several
factors. First, we notice factoid questions that ask
about simple properties of entities, such as “Was
Obama born in 1962?”, are rare. We suspect this
is because people will almost always prefer to

4Note the dataset has been updated since we carried out
this analysis, so it might be slighly out-of-date.

phrase such questions as short-answer questions
(e.g., “When was Obama born?”). Thus, there
is a natural filtering effect where people tend to
use yes/no questions exactly when they want more
complex kinds of information.

Second, both the passages and questions rarely
include negation. As a result, detecting a “no” an-
swer typically requires understanding that a pos-
itive assertion in the text excludes, or makes un-
likely, a positive assertion in the question. This
requires reasoning that goes beyond paraphras-
ing (see the “Other-Inference” or “Implicit” exam-
ples).

We also think it was important that annotators
only had to answer questions, rather than generate
them. For example, imagine trying to construct
questions that fall into the categories of “Missing
Mention” or “Implicit”. While possible, it would
require a great deal of thought and creativity. On
the other hand, detecting when a yes/no ques-
tion can be answered using these strategies seems
much easier and more intuitive. Thus, having an-
notators answer pre-existing questions opens the
door to building datasets that contain more infer-
ence and have higher quality labels.
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4 Training Yes/No QA Models

Models on this dataset need to predict an output
class given two pieces of input text, which is
a well studied paradigm (Wang et al., 2018).
We find training models on our train set alone
to be relatively ineffective. Our best model
reaches 69.6% accuracy, only 8% better than
the majority baseline. Therefore, we follow the
recent trend in NLP of using transfer learning.
In particular, we experiment with pre-training
models on related tasks that have larger datasets,
and then fine-tuning them on our training data. We
list the sources we consider for pre-training below.

Entailment: We consider two entailment
datasets, MultiNLI (Williams et al., 2018) and
SNLI (Bowman et al., 2015). We choose these
datasets since they are widely-used and large
enough to use for pre-training. We also ex-
periment with ablating classes from MultiNLI.
During fine-tuning we use the probability the
model assigns to the “entailment” class as the
probability of predicting a “yes” answer.

Multiple-Choice QA: We use a multiple choice
reading comprehension dataset, RACE (Lai et al.,
2017), which contains stories or short essays
paired with questions built to test the reader’s
comprehension of the text. Following what was
done in SciTail (Khot et al., 2018), we convert
questions and answer-options to statements by
either substituting the answer-option for the
blanks in fill-in-the-blank questions, or appending
a separator token and the answer-option to the
question. During training, we have models
independently assign a score to each statement,
and then apply the softmax operator between
all statements per each question to get state-
ment probabilities. We use the negative log
probability of the correct statement as a loss
function. To fine-tune on BoolQ, we apply the
sigmoid operator to the score of the question given
its passage to get the probability of a “yes” answer.

Extractive QA: We consider several meth-
ods of leveraging extractive QA datasets, where
the model must answer questions by selecting text
from a relevant passage. Preliminary experiments
found that simply transferring the lower-level
weights of extractive QA models was ineffective,
so we instead consider three methods of con-

structing entailment-like data from extractive QA
data.

First, we use the QNLI task from GLUE (Wang
et al., 2018), where the model must determine if a
sentence from SQuAD 1.1 (Rajpurkar et al., 2016)
contains the answer to an input question or not.
Following previous work (Hu et al., 2018), we
also try building entailment-like training data from
SQuAD 2.0 (Rajpurkar et al., 2018). We concate-
nate questions with either the correct answer, or
with the incorrect “distractor” answer candidate
provided by the dataset, and train the model to
classify which is which given the question’s sup-
porting text.

Finally, we also experiment with leveraging
the long-answer portion of NQ, where models
must select a paragraph containing the answer
to a question from a document. Following our
method for Multiple-Choice QA, we train a
model to assign a score to (question, paragraph)
pairs, apply the softmax operator on paragraphs
from the same document to get a probability
distribution over the paragraphs, and train the
model on the negative log probability of selecting
an answer-containing paragraph. We only train on
questions that were marked as having an answer,
and select an answer-containing paragraph and
up to 15 randomly chosen non-answer-containing
paragraphs for each question. On BoolQ, we
compute the probability of a “yes” answer by
applying the sigmoid operator to the score the
model gives to the input question and passage.

Paraphrasing: We use the Quora Question
Paraphrasing (QQP) dataset, which consists of
pairs of questions labelled as being paraphrases or
not.5 Paraphrasing is related to entailment since
we expect, at least in some cases, passages will
contain a paraphrase of the question.

Heuristic Yes/No: We attempt to heuristi-
cally construct a corpus of yes/no questions from
the MS Marco corpus (Nguyen et al., 2016). MS
Marco has free-form answers paired with snippets
of related web documents. We search for answers
starting with “yes” or “no”, and then pair the
corresponding questions with snippets marked as
being related to the question. We call this task
Y/N MS Marco; in total we gather 38k examples,

5data.quora.com/First-Quora-Dataset-Release-Question-
Pairs
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80% of which are “yes” answers.

Unsupervised: It is well known that unsu-
pervised pre-training using language-modeling
objectives (Peters et al., 2018; Devlin et al., 2018;
Radford et al., 2018), can improve performance
on many tasks. We experiment with these meth-
ods by using the pre-trained models from ELMo,
BERT, and OpenAI’s Generative Pre-trained
Transformer (OpenAI GPT) (see Section 5.2).

5 Results

5.1 Shallow Models

First, we experiment with using a linear classi-
fier on our task. In general, we found features
such as word overlap or TF-IDF statistics were
not sufficient to achieve better than the majority-
class baseline accuracy (62.17% on the dev set).
We did find there was a correlation between the
number of times question words occurred in the
passage and the answer being “yes”, but the corre-
lation was not strong enough to build an effective
classifier. “Yes” is the most common answer even
among questions with zero shared words between
the question and passage (with a 51% majority),
and more common in other cases.

5.2 Neural Models

For our experiments that do not use unsupervised
pre-training (except the use of pre-trained word
vectors), we use a standard recurrent model with
attention. Our experiments using unsupervised
pre-training use the models provided by the au-
thors. In more detail:

Our Recurrent model follows a standard recur-
rent plus attention architecture for text-pair clas-
sification (Wang et al., 2018). It embeds the
premise/hypothesis text using fasttext word vec-
tors (Mikolov et al., 2018) and learned charac-
ter vectors, applies a shared bidirectional LSTM
to both parts, applies co-attention (Parikh et al.,
2016) to share information between the two parts,
applies another bi-LSTM to both parts, pools the
result, and uses the pooled representation to pre-
dict the final class. See Appendix A.2 for details.

Our Recurrent +ELMo model uses the language
model from Peters et al. (2018) to provide con-
textualized embeddings to the baseline model out-
lined above, as recommended by the authors.

Our OpenAI GPT model fine-tunes the 12
layer 768 dimensional uni-directional transformer

from Radford et al. (2018), which has been pre-
trained as a language model on the Books cor-
pus (Zhu et al., 2015).

Our BERTL model fine-tunes the 24 layer 1024
dimensional transformer from Devlin et al. (2018),
which has been trained on next-sentence-selection
and masked language modelling on the Book Cor-
pus and Wikipedia.

We fine-tune the BERTL and the OpenAI GPT
models using the optimizers recommended by the
authors, but found it important to tune the opti-
mization parameters to achieve the best results.
We use a batch size of 24, learning rate of 1e-5,
and 5 training epochs for BERT and a learning rate
of 6.25e-5, batch size of 6, language model loss of
0.5, and 3 training epochs for OpenAI GPT.

5.3 Question/Passage Only Results
Following the recommendation of Gururangan
et al. (2018), we first experiment with models that
are only allowed to observe the question or the
passage. The pre-trained BERTL model reached
64.48% dev set accuracy using just the question
and 66.74% using just the passage. Given that
the majority baseline is 62.17%, this suggests
there is little signal in the question by itself, but
that some language patterns in the passage cor-
relate with the answer. Possibly, passages that
present more straightforward factual information
(like Wikipedia introduction paragraphs) correlate
with “yes” answers.

5.4 Transfer Learning Results
The results of our transfer learning methods are
shown in Table 3. All results are averaged over
five runs. For models pre-trained on supervised
datasets, both the pre-training and the fine-tuning
stages were repeated. For unsupervised pre-
training, we use the pre-trained models provided
by the authors, but continue to average over five
runs of fine-tuning.

QA Results: We were unable to transfer
from RACE or SQuAD 2.0. For RACE, the
problem might be domain mismatch. In RACE
the passages are stories, and the questions often
query for passage-specific information such as the
author’s intent or the state of a particular entity
from the passage, instead of general knowledge.

We would expect SQuAD 2.0 to be a bet-
ter match for BoolQ since it is also Wikipedia-
based, but its possible detecting the adversarially-
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Transfer Task Model Transfer Data #Examples Source
Acc.

BoolQ
Acc.

N/A Majority - - - 62.17
N/A Recurrent - - - 69.60

Extractive QA Recurrent
QNLI 108k 79.66 71.36
SQuAD 2.0 130k 69.45 69.83
NQ Long Answer 93k 71.78 72.78

Paraphrasing Recurrent QQP 364k 89.58 71.30
Heuristic Y/N Recurrent Y/N MS Marco 39k 87.26 71.40

Entailment Recurrent

MultiNLI 392k 78.23 75.57
- w/o Entail 262k 84.26 72.95
- w/o Contradict 262k 81.16 72.85
- w/o Neutral 262k 89.72 74.83

SNLI 351k 88.17 73.16
MC QA Recurrent RACE 549k 42.30 68.40

Unsupervised
Recurrent +ELMo Billion Word 1000M - 71.41
OpenAI GPT Books 800M - 72.87
BERTL Books/Wikipedia 3,300M - 76.90

Table 3: Transfer learning results on the BoolQ dev set after fine-tuning on the BoolQ training set. Results are
averaged over five runs. In all cases directly using the pre-trained model without fine-tuning did not achieve results
better than the majority baseline, so we do not include them here.

constructed distractors used for negative examples
does not relate well to yes/no QA.

We got better results using QNLI, and even
better results using NQ. This shows the task of
selecting text relevant to a question is partially
transferable to yes/no QA, although we are only
able to gain a few points over the baseline.

Entailment Results: The MultiNLI dataset
out-performed all other supervised methods by
a large margin. Remarkably, this approach is
only a few points behind BERT despite using
orders of magnitude less training data and a much
more light-weight model, showing high-quality
pre-training data can help compensate for these
deficiencies.

Our ablation results show that removing the
neutral class from MultiNLI hurt transfer slightly,
and removing either of the other classes was very
harmful, suggesting the neutral examples had
limited value. SNLI transferred better than other
datasets, but worse than MultiNLI. We suspect
this is due to limitations of the photo-caption
domain it was constructed from.

Other Supervised Results: We obtained a
small amount of transfer using QQP and Y/N MS

Model Dev Acc. Test Acc.

Majority Class 62.17 62.31
Recurrent 70.28 67.52

+MultiNLI 76.15 74.24
Pre-trained BERTL 78.09 76.70

+MultiNLI 82.20 80.43

Table 4: Test set results on BoolQ, “+MultiNLI” in-
dicates models that were additionally pre-trained on
MultiNLI before being fine-tuned on the train set.

Marco. Although Y/N MS Marco is a yes/no
QA dataset, its small size and class imbalance
likely contributed to its limited effectiveness. The
web snippets it uses as passages also present a
large domain shift from the Wikipedia passages in
BoolQ.

Unsupervised Results: Following results on
other datasets (Wang et al., 2018), we found
BERTL to be the most effective unsupervised
method, surpassing all other methods of pre-
training.

5.5 Multi-Step Transfer Results

Our best single-step transfer learning results were
from using the pre-trained BERTL model and
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MultiNLI. We also experiment with combining
these approaches using a two-step pre-training
regime. In particular, we fine-tune the pre-trained
BERTL on MultiNLI, and then fine-tune the re-
sulting model again on the BoolQ train set. We
found decreasing the number of training epochs to
3 resulted in a slight improvement when using the
model pre-trained on MultiNLI.

We show the test set results for this model, and
some other pre-training variations, in Table 4. For
these results we train five versions of each model
using different training seeds, and show the model
that had the best dev-set performance.

Given how extensively the BERTL model has
been pre-trained, and how successful it has been
across many NLP tasks, the additional gain of 3.5
points due to using MultiNLI is remarkable. This
suggests MultiNLI contains signal orthogonal to
what is found in BERT’s unsupervised objectives.

5.6 Sample Efficiency

In Figure 2, we graph model accuracy as more of
the training data is used for fine-tuning, both with
and without initially pre-training on MultiNLI.
Pre-training on MultiNLI gives at least a 5-6 point
gain, and nearly a 10 point gain for BERTL when
only using 1000 examples. For small numbers of
examples, the recurrent model with MultiNLI pre-
training actually out-performs BERTL.

5.7 Discussion

A surprising result from our work is that the
datasets that more closely resemble the format of
BoolQ, meaning they contain questions and multi-
sentence passages, such as SQuAD 2.0, RACE, or
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Figure 2: Accuracy for various models on the BoolQ
dev set as the number of training examples varies.

Y/N MS Marco, were not very useful for transfer.
The entailment datasets were stronger despite con-
sisting of sentence pairs. This suggests that adapt-
ing from sentence-pair input to question/passage
input was not a large obstacle to achieving transfer.
Preliminary work found attempting to convert the
yes/no questions in BoolQ into declarative state-
ments did not improve transfer from MultiNLI,
which supports this hypothesis.

The success of MultiNLI might also be surpris-
ing given recent concerns about the generalization
abilities of models trained on it (Glockner et al.,
2018), particularly related to “annotation artifacts”
caused by using crowd workers to write the hy-
pothesis statements (Gururangan et al., 2018). We
have shown that, despite these weaknesses, it can
still be an important starting point for models be-
ing used on natural data.

We hypothesize that a key advantage of
MultiNLI is that it contains examples of contra-
dictions. The other sources of transfer we con-
sider, including the next-sentence-selection objec-
tive in BERT, are closer to providing examples of
entailed text vs. neutral/unrelated text. Indeed,
we found that our two step transfer procedure only
reaches 78.43% dev set accuracy if we remove the
contradiction class from MultiNLI, regressing its
performance close to the level of BERTL when just
using unsupervised pre-training.

Note that it is possible to pre-train a model on
several of the suggested datasets, either in succes-
sion or in a multi-task setup. We leave these ex-
periments to future work. Our results also sug-
gest pre-training on MultiNLI would be helpful for
other corpora that contain yes/no questions.

6 Conclusion

We have introduced BoolQ, a new reading com-
prehension dataset of naturally occurring yes/no
questions. We have shown these questions are
challenging and require a wide range of infer-
ence abilities to solve. We have also studied how
transfer learning performs on this task, and found
crowd-sourced entailment datasets can be lever-
aged to boost performance even on top of lan-
guage model pre-training. Future work could in-
clude building a document-level version of this
task, which would increase its difficulty and its
correspondence to an end-user application.
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Ankur P Parikh, Oscar Täckström, Dipanjan Das, and
Jakob Uszkoreit. 2016. A Decomposable Attention
Model for Natural Language Inference. In EMNLP.

Matthew E Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep Contextualized Word
Representations. In NAACL.

Jason Phang, Thibault Févry, and Samuel R Bowman.
2018. Sentence Encoders on STILTs: Supplemen-
tary Training on Intermediate Labeled-data Tasks.
Computing Research Repository, arXiv:1811.01088.
Version 2.

Adam Poliak, Aparajita Haldar, Rachel Rudinger, J Ed-
ward Hu, Ellie Pavlick, Aaron Steven White, and
Benjamin Van Durme. 2018. Collecting Diverse
Natural Language Inference Problems for Sentence
Representation Evaluation. In EMNLP.

2933



Alec Radford, Karthik Narasimhan, Tim Salimans, and
Ilya Sutskever. 2018. Improving Language Under-
standing by Generative Pre-training.

Pranav Rajpurkar, Robin Jia, and Percy Liang. 2018.
Know What You Don’t Know: Unanswerable Ques-
tions for SQuAD. ACL.

Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and
Percy Liang. 2016. Squad: 100,000+ Questions for
Machine Comprehension of Text. EMNLP.

Siva Reddy, Danqi Chen, and Christopher D Manning.
2018. CoQA: A Conversational Question Answer-
ing Challenge. In TACL.

Marzieh Saeidi, Max Bartolo, Patrick Lewis, Sameer
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and Tomas Mikolov. Towards AI-Complete Ques-
tion Answering: A Set of Prerequisite Toy Tasks.
In ICLR.

Adina Williams, Nikita Nangia, and Samuel R Bow-
man. 2018. A Broad-Coverage Challenge Cor-
pus for Sentence Understanding through Inference.
NACL.

Qi Wu, Damien Teney, Peng Wang, Chunhua Shen,
Anthony Dick, and Anton van den Hengel. 2017.
Visual Question Answering: A Survey of Methods
and Datasets. In Computer Vision and Image Un-
derstanding. Elsevier.

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Ben-
gio, William W Cohen, Ruslan Salakhutdinov, and
Christopher D Manning. 2018. Hotpotqa: A Dataset
for Diverse, Explainable Multi-hop Question An-
swering. In Proceedings of the Conference on Em-
pirical Methods in Natural Language Processing
(EMNLP).

Rowan Zellers, Yonatan Bisk, Roy Schwartz, and Yejin
Choi. 2018. Swag: A Large-Scale Adversarial
Dataset for Grounded Commonsense Inference. In
EMNLP.

Sheng Zhang, Xiaodong Liu, Jingjing Liu, Jianfeng
Gao, Kevin Duh, and Benjamin Van Durme. 2018.
ReCoRD: Bridging the Gap between Human and
Machine Commonsense Reading Comprehension.
Computing Research Repository, arXiv:1810.12885.
Version 1.

Yukun Zhu, Ryan Kiros, Rich Zemel, Ruslan Salakhut-
dinov, Raquel Urtasun, Antonio Torralba, and Sanja
Fidler. 2015. Aligning Books and Movies: To-
wards Story-Like Visual Explanations by Watching
Movies and Reading Books. In Proceedings of the
IEEE international conference on computer vision,
pages 19–27.

A Appendices

A.1 Randomly Selected Examples

We include a number of randomly selected exam-
ples from the BoolQ train set in Figure 3. For each
example we show the question in bold, followed
by the answer in parentheses, and then the passage
below.

A.2 Recurrent Model

Our recurrent model is a standard model from the
text pair classification literature, similar to the one
used in the GLUE baseline (Wang et al., 2018)
and the model from Chen et al. (2017). Our model
has the following stages:

Embed: Embed the words using a character
CNN following what was done by Seo et al.
(2017), and the fasttext crawl word embed-
dings (Mikolov et al., 2018). Then run a BiLSTM
over the results to get context-aware word hy-
pothesis embeddings 〈u1, u2, u3, ...〉 and premise
embeddings 〈v1, v2, v3, ...〉.

Co-Attention: Compute a co-attention ma-
trix, A, between the hypothesis and premise
where Aij = w1 · ui + w2 · vj + w3 · (ui ◦ vj),
◦ is elementwise multiplication, and w1, w2, and
w3 are weights to be learned.

Attend: For each row in A, apply the soft-
max operator and use the results to compute
a weighed sum of the hypothesis embeddings,
resulting in attended vectors 〈ũ1, ũ2, ...〉. We use
the transpose of A to compute vectors 〈ṽ1, ṽ2, ...〉
from the premise embeddings in a similar manner.

Pool: Run another BiLSTM over
〈[v1; ṽ1; ṽ1 ◦ v1], [v2; ṽ2; ṽ2 ◦ v2], ...〉 to get
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embeddings 〈h1, h2, ...〉. Then pool these embed-
dings by computing attention scores ai = w · hi,
p = softmax(a), and then the sum v∗ =

∑
i pihi.

Likewise we compute p∗ from the premise.

Classify: Finally we feed [v∗; p∗] into a fully
connected layer, and then through a softmax layer
to predict the output class.

We apply dropout at a rate of 0.2 between
all layers, and train the model using the Adam
optimizer (Kingma and Ba, 2014). The learning
rate is decayed by 0.999 every 100 steps. We use
200 dimensional LSTMs and a 100 dimensional
fully connected layer.

2935



Is there a catalytic converter on a diesel? (Y)
A catalytic converter is an exhaust emission control device that converts toxic gases and pollutants in exhaust gas from an

internal combustion engine into less-toxic pollutants by catalyzing a redox reaction (an oxidation and a reduction reaction).
Catalytic converters are usually used with internal combustion engines fueled by either gasoline or diesel–including lean-burn
engines as well as kerosene heaters and stoves.

Is there a season 2 of Pride and Prejudice? (N)
Pride and Prejudice is a six-episode 1995 British television drama, adapted by Andrew Davies from Jane Austen’s 1813

novel of the same name. Jennifer Ehle and Colin Firth starred as Elizabeth Bennet and Mr. Darcy. Produced by Sue Birtwistle
and directed by Simon Langton, the serial was a BBC production with additional funding from the American A&E Network.
BBC1 originally broadcast the 55-minute episodes from 24 September to 29 October 1995. The A&E Network aired the series
in double episodes on three consecutive nights beginning 14 January 1996. There are six episodes in the series.

Is Saving Private Ryan based on a book? (N)
In 1994, Robert Rodat wrote the script for the film. Rodat’s script was submitted to producer Mark Gordon, who liked it and

in turn passed it along to Spielberg to direct. The film is loosely based on the World War II life stories of the Niland brothers.
A shooting date was set for June 27, 1997.

Is The Talk the same as The View? (N)
In November 2008, the show’s post-election day telecast garnered the biggest audience in the show’s history at 6.2 million

in total viewers, becoming the week’s most-watched program in daytime television. It was surpassed on July 29, 2010,
during which former President Barack Obama first appeared as a guest on The View, which garnered a total of 6.6 mil-
lion viewers. In 2013, the show was reported to be averaging 3.1 million daily viewers, which outpaced rival talk show The Talk.

Does the concept of a contact force apply to both a macroscopic scale and an atomic scale? (N)
In the Standard Model of modern physics, the four fundamental forces of nature are known to be non-contact forces.

The strong and weak interaction primarily deal with forces within atoms, while gravitational effects are only obvious on an
ultra-macroscopic scale. Molecular and quantum physics show that the electromagnetic force is the fundamental interaction
responsible for contact forces. The interaction between macroscopic objects can be roughly described as resulting from the
electromagnetic interactions between protons and electrons of the atomic constituents of these objects. Everyday objects
do not actually touch; rather, contact forces are the result of the interactions of the electrons at or near the surfaces of the objects.

Legal to break out of prison in Germany? (Y)
In Mexico, Belgium, Germany and Austria, the philosophy of the law holds that it is human nature to want to escape. In

those countries, escapees who do not break any other laws are not charged for anything and no extra time is added to their
sentence. However, in Mexico, officers are allowed to shoot prisoners attempting to escape, and an escape is illegal if violence
is used against prison personnel or property, or if prison inmates or officials aid the escape.

Is the movie sand pebbles based on a true story? (N)
The Sand Pebbles is a 1966 American war film directed by Robert Wise in Panavision. It tells the story of an independent,

rebellious U.S. Navy machinist’s mate, first class aboard the fictional gunboat USS San Pablo in 1920s China.

Is Burberrys of London the same as Burberry? (Y)
Burberry was founded in 1856 when 21-year-old Thomas Burberry, a former draper’s apprentice, opened his own store

in Basingstoke, Hampshire, England. By 1870, the business had established itself by focusing on the development of
outdoors attire. In 1879, Burberry introduced in his brand the gabardine, a hardwearing, water-resistant yet breathable
fabric, in which the yarn is waterproofed before weaving. “Burberry” was the original name until it became “Burberrys”,
due to many customers from around the world began calling it “Burberrys of London”. In 1999, the name was reverted to
the original, “Burberry”. However, the name “Burberrys of London” is still visible on many older Burberry products. In
1891, Burberry opened a shop in the Haymarket, London. Before being termed as trench, it was known as the Tielocken
worn by the British officers and featured a belt with no buttons, was double breasted, and protected the body from neck to knees.

Is the Saturn Vue the same as the Chevy Equinox? (N)
Riding on the GM Theta platform, the unibody is mechanically similar to the Saturn Vue and the Suzuki XL7. However,

the Equinox and the Torrent are larger than the Vue, riding on a 112.5 in (2,858mm) wheelbase, 5.9 in (150mm) longer than
the Vue. Front-wheel drive is standard, with optional all-wheel drive. They are not designed for serious off-roading like the
truck-based Chevrolet Tahoe and Chevrolet TrailBlazer.

Is Destin FL on the Gulf of Mexico? (Y)
The city is located on a peninsula separating the Gulf of Mexico from Choctawhatchee Bay. The peninsula was originally

an island; hurricanes and sea level changes gradually connected the island to the mainland.

Figure 3: Randomly sampled examples from the BoolQ train set.
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Abstract

Traditional Key-value Memory Neural Net-
works (KV-MemNNs) are proved to be effec-
tive to support shallow reasoning over a col-
lection of documents in domain specific Ques-
tion Answering or Reading Comprehension
tasks. However, extending KV-MemNNs to
Knowledge Based Question Answering (KB-
QA) is not trivia, which should properly de-
compose a complex question into a sequence
of queries against the memory, and update
the query representations to support multi-hop
reasoning over the memory. In this paper,
we propose a novel mechanism to enable con-
ventional KV-MemNNs models to perform in-
terpretable reasoning for complex questions.
To achieve this, we design a new query up-
dating strategy to mask previously-addressed
memory information from the query repre-
sentations, and introduce a novel STOP strat-
egy to avoid invalid or repeated memory read-
ing without strong annotation signals. This
also enables KV-MemNNs to produce struc-
tured queries and work in a semantic pars-
ing fashion. Experimental results on bench-
mark datasets show that our solution, trained
with question-answer pairs only, can provide
conventional KV-MemNNs models with better
reasoning abilities on complex questions, and
achieve state-of-art performances.

1 Introduction

Memory Neural Networks (MemNNs) [Weston et
al., 2014; Sukhbaatar et al., 2015b] are a fam-
ily of neural network models that aim to learn
how to reason with a long-term memory com-
ponent and various inference components. The
memory component serves as a knowledge base
to recall facts from the past. MemNNs have
been successfully applied in many natural lan-
guage processing applications such as question
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Figure 1: The Key-Value Memory Neural Network Ar-
chitecture.

answering and reading comprehension (RC). Re-
cently, Miller et al. [2016] proposed a variant
of MemNNs, namely Key-Value Memory Neural
Networks (KV-MemNNs), which generalizes the
original MemNNs by storing facts in a key-value
structured memory. Figure 1 illustrates the basic
architecture of KV-MemNNs, which consists of
five components. The question is first fed to the
Embedding component and the Hashing compo-
nent. The former converts the incoming question
to an internal feature representation. The Hashing
component uses the question to pre-select a list of
facts to compose the key-value memory. The Key
Addressing component takes the input question
representation and the current memory to compute
the relevance probability between the question and
each key in the memory. The Value Reading com-
ponent reads the values of all addressed memories
by taking their weighted sum using the relevance
probabilities. The obtained value representation is
then added to the query representation to change
the query focus for the next round of memory
reading. After multiple hops of reasoning over the
memories, the final value representation is treated
as the answer representation to perform the final
prediction over all candidate answers in the Rank-
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ing component.

The KV-MemNNs have been shown to support
shallow reasoning in domain-specific knowledge
based question answering (KB-QA) tasks such as
MovieQA [Tapaswi et al., 2016]. However, when
applied to a more challenging scenario, e.g., open
domain KB-QA, the KV-MemNNs models do not
perform as well as expected, possibly due to two
reasons. First of all, the focus of conventional KV-
MemNNs is about understanding the facts in the
memory rather than properly understanding the
questions, where the latter requires incrementally
decomposing a complex natural language ques-
tion into a set of focused queries with the help of
the facts in the memory. However, in open do-
main KB-QA, questions are usually more compli-
cated, e.g., multi-relation questions such as who
does maggie grace play in taken, where more than
one entity and relation are mentioned. Secondly,
as shown in Figure 1, KV-MemNNs usually work
in an information retrieval (IR) fashion, which first
retrieve a set of candidate answers from KB, then
rank them by computing the similarity between
the value representation and candidates, and fi-
nally select the top one or a fixed number of top
candidates as the answer. We can imagine that it
is not trivial for such IR-styled KV-MemNNs to
properly resolve complex constraints from natu-
ral language questions, or to handle questions with
multiple answers.

We believe that an ideal framework for open do-
main KB-QA should first understand the natural
language questions, explicitly represent the mean-
ing, and make the answer retrieval process more
interpretable. To build such an interpretable KV-
MemNN KB-QA model, we need to deal with the
following challenges: (1) KV-MemNNs often read
the memory repeatedly since they do not know
when to stop; (2) during multiple memory read-
ings, conventional KV-MemNNs often fail to pre-
cisely update the queries for multi-relation ques-
tions; (3) strong annotations are usually required
to train an interpretable QA model, e.g., the su-
pervision for the memory selection at each hop.
To address the challenges, we propose a novel so-
lution to make conventional KV-MemNNs feasi-
ble to open domain KB-QA. In particular, we in-
troduce a flexible KV-MemNN solution that can
work in both the IR and semantic parsing style
with large-scale memory. To this end, we first
present a novel query updating method that is able

to decompose complex questions and precisely ad-
dress a relevant key at each hop. Secondly, we
introduce a new STOP strategy during memory
readings, which imports a special key STOP into
the memory and guides our model to avoid re-
peated or invalid memory readings. In addition,
our proposed model can learn to reason over mem-
ory slots with weak supervision, e.g., question-
answer pairs only, opposing the strong supervision
that most current neural semantic parsers demand,
which incurs high labor costs. Experimental re-
sults on two benchmark datasets show that our
proposed model can not only enhance the reason-
ing capability of KV-MemNNs, but also be flex-
ible enough to work as a semantic parser, with
state-of-the-art performances.

2 Related Work

There are usually two main challenges in the open
domain KB-QA task: (1) it often requires the abil-
ity to properly analyze and represent the natural
language questions against knowledge bases, es-
pecially for those involving multiple entities and
relations, which we also call as reasoning over the
KBs; (2) training such interpretable question un-
derstanding models requires considerable strong
annotations, which is expensive to obtain in prac-
tice. Existing works address these using either the
information retrieval (IR) based solutions or the
semantic paring (SP) based approaches. The IR-
based models [Yao and Van Durme, 2014; Yao,
2015; Bast and Haussmann, 2015; Bordes et al.,
2015; Dong et al., 2015; Jain, 2016; Lai et al.,
2019] tackle the KB-QA task by developing var-
ious ranking models towards the candidate an-
swers, which implicitly meet the reasoning re-
quirements during the candidate-searching step or
in designing the ranking functions. In contrast,
the SP-based approaches [Berant et al., 2013;
Kwiatkowski et al., 2013; Berant and Liang, 2014;
Reddy et al., 2014; Yih et al., 2015; Xu et al.,
2016] explicitly represent the meaning of ques-
tions as logical forms or structured queries that
naturally support reasoning over structured KBs.

More recently, memory based reasoning solu-
tions [Weston et al., 2014; Miller et al., 2016]
are proposed to tackle the task. [Weston et al.,
2014] proposed the Memory Neural Networks
(MemNNs), which enable the neural network
models read/write on an external memory compo-
nent, and are further extended into an End-to-End
fashion [Sukhbaatar et al., 2015a]. [Miller et al.,
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2016] further proposed the Key-Value Memory
Network, which generalizes the MemNN by stor-
ing facts in a key-value structured memory. Both
of the two models could perform shallow reason-
ing over the memory, since they can find answers
by consecutively making predictions over multiple
memory slots. Compared to the flat memory slots
in MemNNs, the Key-Value design can precisely
accommodate more complex structured resources,
e.g., discriminating subjects and objects in struc-
tured KBs, thus makes KV-MemNNs more flexi-
ble and better fit to different applications. These
neural networks models are often trained in an
end-to-end fashion, making the models relatively
less interpretable.

Conceptually similar to our STOP strategy,
Shen et al. [2017] propose the termination gate
mechanism based on a random variable gener-
ated from the internal state for reading compre-
hension. In contrast, our model attempts to learn
a general STOP key embedding based on the in-
crementally updated query representations, which
can be learned from question-answer pairs only
and lead to more explicit reasoning interpretations
over structured KBs. This make our model poten-
tially suit more real scenarios.

Our work is also related to [Jain, 2016; Bao et
al., 2016], which are designed to support reason-
ing for multi-relation questions by exploring the
relation path and certain KB schema, e.g., CVT
nodes, in the Freebase. The former also consid-
ers previously-addressed keys during query updat-
ing, but ignores the value representations. Thus, it
still requires predefined rules and threshold to ar-
tificially add intermediate value representations to
update the query. The latter also relies on a set of
predefined rules to perform reasoning over Free-
base. In contrast, our model incorporates both the
key and value representations into the query rep-
resentations, and update in a more uniform way,
thus is more general and supports more reasoning
scenarios in KB-QA.

3 Our Model

For a given question x, a knowledge base KB and
the question’s answer y, we aim to learn a model
such that

F(x,KB) = ŷ → y

where ŷ is the predicted answer. In standard KV-
MemNNs, the function F can be composed of
five components, i.e., key hashing, key address-

ing, value reading, query updating and answer pre-
diction. Next, we will introduce how we design a
novel mechanism upon those components to equip
KV-MemNNs with more powerful reasoning abil-
ity. The architecture of our model is shown in Fig-
ure 2.

3.1 Key Hashing

The knowledge facts in KB are usually organized
in a triple <subject, relation, object>, such as
<Maggie Grace, fb:actor character, Kim>. In
KV-MemNNs, these facts are stored in a key-value
structured memory, where the key k is composed
of the left-hand side entity (subject) and the re-
lation, e.g., Maggie Grace fb:actor character, and
the value v is the right-hand side entity (object),
e.g., Kim. Traditional KV-MemNNs first pre-
select a list of candidate KB facts (k1,v1),...,(kn,vn)
to compose the key-value memory. Particularly,
one can first detect entity mentions in the ques-
tion, and include all KB facts that contains with
one of those entities as subject into the memory. In
our experiments, we directly use the entity linking
results of Xu et al. [2016] and filter out their rela-
tions that have more than 100 objects. In practice,
we find this strategy could effectively avoid the
memory exploding for popular entities. In order to
help the model avoid repeated or invalid memory
reading, we introduce a special key, STOP, into
the memory for all questions. The corresponding
value of the STOP key is a special symbol rep-
resented by an all-zero vector. The STOP key is
designed to tell our model that we has already ac-
cumulated sufficient facts at hand to answer the
question, so there is no need to find other knowl-
edge facts from the memory in later hops.

3.2 Key Addressing & Value Reading

Key addressing is basically a matching process,
aiming to find the most suitable key for a given
query. It can be formulated as a function that
computes the relevance probability pi between the
question x and each key ki:

pi = Softmax(AΦ(x) ·AΦ(ki))

where Φ is a feature map of dimension D, A is a
d × D matrix. The values of memories are then
read by taking their weighted sum using the rel-
evance probabilities, and the value representation
o is returned to locate the answers or update the
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who does maggie grace play in taken

q0

[Maggie Grace fb:actor..character] [Kim]

[Maggie Grace fb:actor..character] [Alice]

[Maggie Grace fb:actor..film]

[Taken fb:film..character]
[Malice in Wonderland]

[Kim]

… …

[STOP] [**Zero Vector**]

Addressing
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append
structured query

append
structured query

[Maggie Grace fb:actor..character]
[Taken fb:film..character]

softmax

Figure 2: A running example of our key-value memory network model to answer the question who does maggie
grace play in taken.

query for further memory addressing:

o =
∑

i

piAΦ(vi)

There are many methods to represent ques-
tions and memory slots, including keys and val-
ues. Here we simply use the Bag-of-Words model
to produce the representations, where we sum the
embedding of each word in the question or mem-
ory slot together to obtain their vector representa-
tions.

3.3 Query Updating
After reading the addressed memory, the initial
query representation q =AΦ(x) should be updated
so that the new evidence o collected in the current
hop can be properly considered to retrieve more
pertinent information in later steps. Traditional
KV-MemNNs simply add the initial query q and
the returned value o, then perform a linear trans-
formation to obtain the new query representation.
This updating strategy is effective in the RC task,
since the questions in RC are relatively simple,
and their main emphasis is to select proper mem-
ory values to change the focus of the query, un-
til reaching the answer. However, the questions
in open domain KB-QA tasks are more compli-
cated, usually involved with multiple relations or
constraints.

Take the question “who does maggie grace play
in taken” as an example, the expected answer

should follow two constraints: (1) Maggie Grace
plays this answer; and (2) this answer is from
the movie Taken. To answer this question,
the model needs to perform two hops of in-
ference consecutively, i.e., matching two keys
Maggie Grace fb:actor..character
and Taken fb:film..character in the
memory. Conventional query updating methods,
e.g., adding q and o, may not be helpful in guiding
the model to predict the other key in later hops,
and possibly even hurt the performance, since
it may introduce unrelated information into the
new query. Intuitively, in KB-QA, masking
previously-addressed keys from the query could
benefit latter inference, since the model will be
able to focus on the next hop, e.g., the movie
Taken. Therefore, we take into account the query
and addressed memories at the t-th hop when
updating the query qt+1 for the next hop:

qt+1 = Mt · (qt ⊕
∑

i

ptiAΦ(ki)

︸ ︷︷ ︸
addressed key

⊕
∑

i

ptiAΦ(vi)

︸ ︷︷ ︸
addressed value

)

where⊕ denotes the concatenation of vectors. The
query updating step is parameterized with a differ-
ent matrix Mt on the t-th hop, which is designed
to learn a proper way to combine these three rep-
resentations.
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3.4 Answer Prediction

Conventional KV-MemNNs use the value o at the
final hop of inference to retrieve the answers, by
simply computing the similarity between o and
all candidate answers. This may be of risk for
our task. First of all, many questions in the open
domain KB-QA have multiple answers, but, KV-
MemNNs are supposed to select the candidate
with the highest similarity score as the only an-
swer. Secondly, the value representation at the fi-
nal step may not fully capture the answer informa-
tion throughout the whole inference process. For
example, for multi-constraint questions, the model
may address different constraints at different hops,
which requires the model to take the value repre-
sentations in every hop into consideration in order
to produce the final answer representation from a
global view.

We therefore propose to accumulate the value
representations of all hops to make the resulting
answer representation lean more on satisfying all
constraints. We compute the answer representa-
tionm at each hop by adding the value representa-
tions of both the current hop and the previous one:
mt+1 = ot+1 + ot, m0 = o0.

With the final m at hand, we could follow tra-
ditional IR-based methods to use the final Answer
Representation to find the best match over all pos-
sible candidate values in the memory, namely the
AR approach. Instead, we can also collect all
the best matched keys at every hop to construct
a Structured Query and execute it over the KB to
obtain all qualified answers, namely the SQ ap-
proach. Specifically, the structured query can be
constructed as: we select the keys that have the
highest relevance probabilities in every hop, re-
sulting a sequence of keys sk0,.... Starting from
sk0, we append the key ski into the final struc-
tured query until we see the STOP key for the first
time at the k-th hop, i.e., SQ = {sk0, ..., skk−1}.

Apparently, the SQ approach can easily output
all qualified answers through excuting the queries
over the KB, while the AR approach still has
difficulties in selecting multiple answers from
a ranked list. However, keep in mind that, we
do not have gold-standard structured queries for
training. As a result, we have to adopt different
strategies to find answers in the training and test
phases. During training, after a fixed number
H hops, we follow the AR approach to use the
final mH to compute a prediction over possible

candidates, and we train the model by minimizing
the cross-entropy between the prediction and
gold-standard answers. During testing, we follow
the SQ approach to collect the final answers
by constructing and executing the structured
queries over the KB to obtain all answers. As
illustrated in Figure 2, for the example question
who does maggie grace play in taken, our model
selects three keys, i.e., [<maggie grace,
fb:actor..character>, <taken,
film..character>, and <STOP>]. We
combine the previous two triples to construct the
structured query, which is then executed over the
KB to get the answer. We should point out that
our model could still use the AR approach to
predict the answers just like in the training phase.
And as far as we know, our model is the first one
that is suitable to tackle the KB-QA task in both
the information retrieval and semantic parsing
fashions.

3.5 Objective Function and Learning

Given an input question x, the network with pa-
rameters θ uses the answer representation mh

x to
perform the prediction over candidate answers at
hop h, resulting a prediction vector ahx, where the
i-th component is respect to the probability of can-
didate answer i. We denote tx as the target dis-
tribution vector. We compute the standard cross-
entropy loss between ahx and tx, and further define
the objective function over all training data:

L(θ) =
∑

x

H∑

h=1

tx log ahx + λ||θ||2

where λ is a vector of regularization parameters.
Intuitively, this loss function makes our model
generate shorter paths to reach answers from the
question. On the other hand, it encourages the
query updating method to mask the information
already addressed in previous hops for the next
query representation. This design, together with
the query updating method, are the keys to learn
the STOP strategy.

4 Experiments

We evaluate our model on two benchmark datasets
to investigate whether our enhanced KV-MemNNs
model can better perform reasoning over the mem-
ory in the open domain KB-QA task, and whether
it can make the QA procedure more interpretable.
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Semantic Paring Method Answer F1

Berant et al. [2013] 35.7%
[Berant and Liang, 2014] 39.9%

Yih et al. [2015] 52.5%
Bast and Haussmann [2015] 49.4%
Xu et al. [2016] (KB Only) 47.1%

Bao et al. [2016] 54.4%
CQU + AR (a) 42.0%

KVQU + AR (b) 43.2%
CQU + SQ (c) 39.6%

KVQU + SQ (d) 41.8%
STOP + CQU + AR (e) 43.3%
STOP + CQU + SQ (f) 45.8%

STOP + KVQU + AR (g) 48.6%
STOP + KVQU + SQ (h) 54.6%

Table 1: The performance of different models on the
test set of WebQuestions.

4.1 Settings

We use the WebQuestions dataset [Berant et al.,
2013] as our main dataset, which contains 5,810
question-answer pairs. This dataset is built on
Freebase [Bollacker et al., 2008] and all answers
are Freebase entities. We use the same training,
development and test split as [Berant et al., 2013],
containing 3000, 778 and 2032 questions, respec-
tively.

Our model is trained using the Adam optimizer
[Kingma and Ba, 2014] with mini-batch size 60.
The learning rate is set to 0.001. The complexity
of model was penalized by adding L2 regulariza-
tion to the cross entropy loss function. Gradients
are clipped when their norm is bigger than 20. The
hop size is set to 3. We initialize word embed-
dings using pre-trained word representations from
Turian et al. [2010] and the dimension of word
embedding is set to 50.

We use the average question-wise F1 as our
evaluation metric. We compare our model with
representative IR based KB-QA models, and sev-
eral state-of-the-art semantic parsing models. We
also include different variants of our model for
comparisons to shed light on the advantages of our
proposed strategies, especially our three important
building blocks - the STOP strategy, how to update
a query, and how to obtain the answers.

CQU+AR: uses the Conventional Query
Updating method (CQU) which performs a lin-
ear transformation over the sum of the query and
value representations. This method adopts the AR
approach to predict answers where the one with
highest probability is selected as the answer.

KVQU+AR: applies the approach introduced
in this paper that additionally considers both
the Key and Value representations in the Query

Updating (KVQU). This method updates the query
representation after reading the memory values at
each hop of inference. Note that this model can
be seen as a variant of Jain [2016], which is essen-
tially an IR-based approach.

CQU+SQ: uses the CQU method to update
the query representations, and applies the SQ ap-
proach to obtain the answers.

KVQU+SQ: uses the KVQU method to update
the query representations, and adopts the SQ ap-
proach to obtain the answers.

STOP+CQU+AR: introduces the STOP key
into the memory, but still uses the conventional
query updating method and answer representa-
tions to find the answers.

STOP+CQU+SQ: introduces the STOP key
and uses the conventional query updating method,
but uses the SQ approach to obtain the answers.

STOP+KVQU+AR: introduces the STOP key
to the memory, uses the KVQU approach to up-
date the query representations, and adopts the AR
approach to retrieve the answers.

STOP+KVQU+SQ: is our main model that in-
troduces the STOP key, applies the KVQU query
updating method, and retrieves answers using the
post-constructed structured queries.

4.2 Results and Discussion

Table 1 summarizes the performance of various
methods on the test set of WebQuestions. We
can see that our main model (STOP+KVQU+SQ)
performs the best among all its variations, and sig-
nificantly outperforms the state-of-the-art meth-
ods on WebQuestions (with one-tailed t-test sig-
nificance of p < 0.05). We can also see that
even the conventional KV-MemNN model (i.e.,
model (a)) could still outperform traditional se-
mantic parsing models [Berant et al., 2013; Be-
rant and Liang, 2014], showing the effective-
ness of memory networks in organizing and uti-
lizing structured data. By replacing the CQU
method with our proposed KVQU method, the
KV-MemNN model (i.e., model (b)) could further
gain an improvement of 1.2%, indicating a proper
query representation updating method is critical to
KV-MemNNs. After introducing the STOP strat-
egy, the KV-MemNN model is capable to perform
proper multi-hop reasoning over the memory, thus
outperform most existing methods by a large mar-
gin except Bao et al. [2016].

Previously, Bao et al. [2016] achieves the state-
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Question Addressed Key

who did armie hammer play in the social network

Armie Hammer fb:award nominations..award nominee
beforeArmie Hammer fb:award nominations..award nominee

Armie Hammer fb:award nominations..award nominee
Armie Hammer fb:actor..character

afterSocial Network fb:film..character
STOP

who is the governor of India 2009

Indiana fb:governing officials..office holder
beforeIndiana fb:governing officials..office holder

Indiana fb:governing officials..office holder
Indiana fb:governing officials..office holder

afterIndiana fb:governing officials..from
STOP

what team did david beckham play for in 2011

David Beckham fb:loans..borrowing team
beforeDavid Beckham fb:player..team

David Beckham fb:player..team
David Beckham fb:player..team

afterSTOP
STOP

Table 2: Running examples of addressed keys and corresponding relevance probabilities before and after introduc-
ing the STOP strategy. The question with blue color is correctly answered by introducing the STOP strategy while
the red ones are still not resolved (see discussion in Session 4.8).

of-the-art performance on the WebQuestions by
explicitly addressing the multi-constraint ques-
tions. Specifically, Bao et al. [2016] designs a
multi-constraint graph for such questions based
on the Freebase schema, and introduces a set of
predefined rules to solve complex representations
such as max, min, top-X and so on. On the
other hand, our model only requires the KB facts
to be stored in a Key-Value memory, independent
of certain KB schemas. Although those complex
expressions in WebQuestions could be easily cov-
ered by hand-crafted rules as many did, our model
does not work upon such rules, and we think it
is crucial to properly enhance KV-MemNNs with
such more advanced reasoning abilities, which we
leave for future work.
4.3 Impact of the STOP Key
As shown Table 1, we can see that when intro-
ducing the STOP strategy, almost all models im-
prove by around 4%, not only in the SQ setting
(e.g., from (d) to (f)), but also in the AR setting
(e.g., from (a) to (e)). This is not surprising, since
the STOP key is introduced to help our model
learn to determine when it should stop reading the
memory to avoid repeated or invalid addressing.
This apparently will lead to more accurate key ad-
dressing at each hop, and produce more accurate
structured queries. And, better key addressing can
also help to generate better value representations
at each hop, and finally better answer representa-
tion at the last hop. Keep in mind that we obtain
such improvement in the case that we do not have
gold-standard annotations for the STOP key, but

with question-answer pairs only.

To better investigate how the STOP key works,
we randomly select 200 questions from the test set
and manually analyze the structured queries gen-
erated by our model. We find that, for 184 ques-
tions (92%) our model predicts the STOP key af-
ter one hop of inference and continuously predicts
STOP keys in later hops. For the remaining ques-
tions, our model predicts two distinct keys before
predicting the STOP key. Among these 184 ques-
tions, 178 questions (96.7%) can be resolved us-
ing exactly a one-triple query. For the remaining
6 questions, it requires two distinct triples to find
the answers. This indicates that our model can
successfully utilize the STOP strategy to avoid re-
peated or invalid reading over the memory, at least,
for simple questions.

For the multi-relation questions which require
at least two hops of inference to find the answers,
we evaluate our model on 326 multi-constraint
questions selected in Bao et al. [2016]. We find
that for 283 questions (86.8%), our model per-
forms two hops of inference before predicting the
STOP key while for the remaining 13.2%, our
model only performs one hop of inference. This
demonstrates that even without strong annotations
in terms of structured queries, our model still man-
ages to recognize the multi-relation structure and
properly stops the invalid reading process. Table 2
illustrates several examples before and after using
the STOP strategy.
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4.4 Query Updating

In KV-MemNNs, it is important to properly up-
date the query representation after each hop, since
the updated query will be used to address more fo-
cused information in the next hop, which is espe-
cially crucial to support multi-hop reasoning over
the memory. We experimented with two query
updating approaches, the traditional adding-based
method, CQU, and our proposed KVQU, which
additionally considers the addressed key represen-
tations in previous hops to update the query rep-
resentation. From Table 1, we can see that no
matter which techniques are used to retrieve the
final answers, our model can always benefit from
replacing the CQU with our KVQU. The main
reason may be that KVQU learns to mask al-
ready addressed information and retain those un-
touched, which leads to more accurate key ad-
dressing and more expressive answer representa-
tions. But, we also observe that by switching
from AR to SQ, STOP+KVQU+SQ achieves more
improvement than STOP+CQU+SQ. One possible
reason is that the KVQU method, together with the
STOP strategy, can help address the most relevant
keys (i.e., top#1 key) more accurately than CQU
does at each hop, which results in more accurate
structured queries.

We randomly select 50 multi-constraint ques-
tions from the test set of WebQuestions and an-
alyze the addressed keys at each hop. We find
that for 48 questions, the model with CQU (model
(f)) repeatedly selects the same keys that have
the highest relevance probabilities at the first
two hops. However, when replacing CQU with
KVQU, the model addresses different keys at the
first two hops (examples shown in Table 2). One
possible reason is that, in contrast to the CQU that
only uses the value representation of current hop
to update the query, KVQU additionally considers
the addressed keys in the current hop, and aims to
mask the already addressed information, so that in
later hops, the model will focus on the remaining
untouched part of the question.

4.5 Candidate Ranking v.s. Structured
Query

We investigate two different answer retrieval
methods, the IR styled method AR and the se-
mantic parsing styled method SQ, in the experi-
ments. By comparing CQU+AR (a) and CQU+SQ
(c) in Table 1, we can see that replacing the answer

Hop Size STOP + KVQU + SQ STOP + KVQU + AR
1 38.7% 35.6%
2 45.9% 41.2%
3 53.2% 50.4%
4 53.1% 46.7%
5 53.0% 44.2%

Table 3: Performance (answer F1) of
STOP+KVQU+SQ and STOP+KVQU+AR with
different hop sizes on the development set of
WebQuestions.

retrieval method does not boost the performance,
but actually hurts. This is not surprising, because
with the vanilla CQU, the model does not know
how to stop reading the memory, thus may se-
lect repeated/invalid keys after the first hop, which
will produce incorrect structured queries. Simi-
larly, the KVQU+SQ also suffers from the incor-
rect structured queries.

After introduce the STOP key into the mem-
ory, we find that no matter which query updat-
ing methods are used, the models using struc-
tured queries (STOP+*+SQ) significantly outper-
form their corresponding versions using the rank-
ing based method (STOP+*+AR). Despite of the
STOP strategy, the improvement may come from
two aspects. First, the structured queries in SQ are
built from the best key at every hop, thus have cap-
tured more global information throughout the rea-
soning procedure, while the AR method only uses
the o in the last hop to retrieve answers. Secondly,
the models with SQ can easily output multiple
qualified answers from the KB, while the meth-
ods with AR can only output the top one from a
ranked list in the memory. Moreover, from a prac-
tical perspective, the SQ methods provide more in-
terpretability than the ranking based methods.

4.6 Impact of the Hop Size

To investigate the impact of the hop size to
the model performance, we evaluate the model
STOP+KVQU+SQ and STOP+KVQU+AR with
various hop size settings on the development set
of WebQuestions. We evaluate both of the two
models since we wonder which answer retrieval
method is more sensitive to the hop size. As shown
in Table 3, the model with AR answer retrieval
method achieves the best performance with hop
size of 3. Then with the hop size increasing, the
performance drops. In contrast, the model with
the SQ method also achieves the best performance
when the hop size is 3. When the hop size in-
creases, the performance does not drop signifi-
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cantly, but almost remains unchanged. We think
the reason may be that the model with the AR
method keeps predicting the keys as the hop size
increasing, which inevitably introduces noise to
the answer representations. On the other hand, the
model with the SQ method is less sensitive to the
hop size, since once it sees the STOP key, the lat-
ter predictions do not affect the resulted structured
query.

4.7 Results on QALD-4
To further examine our model under different con-
ditions, besides WebQuestions, we also evaluate
our main model on the QALD-4 dataset [Unger
et al.], which is built upon another KB, DBpe-
dia [Auer et al., 2007]. Like Freebase, DBpe-
dia stores real world facts in the triple format,
making it easier for our model to adapt to this
new KB. The QALD-4 dataset consists of three
QA datasets, namely, Multilingual QA, Biomed-
ical QA and Hybrid QA. Here we evaluate our
model on the multilingual QA dataset which con-
tains 250 English question-SPARQL pairs, where
200 questions (80%) are used for training and 50
questions for testing. These questions are more
complicated than those of WebQuestions, e.g., all
QALD-4 questions require at least two hops of in-
ference over the KB to answer. Table 4 lists the
results of our model and other participated sys-
tems [Unger et al.]. We can see that our model
can achieve the best performance on this dataset,
without importing extra rules.

4.8 Error Analysis
We analyze the errors of our main model on the
development set of WebQuestions. Around 80%
errors are caused by incorrect key addressing. The
key addressing errors are mainly due to (1) the en-
tities in the addressed keys are incorrect. Entity
linking itself is a challenging task and we do not
employ any existing entity linking tools to incor-
porate the linking confidence score, which may
further improve our model; (2) the relations in
the addressed keys are incorrect, which is mainly
caused by insufficient context in the question. For
example, in what is duncan bannatyne, the in-
formation from the question is quite limited for
our model to predict the correct key fb:profession.
Although the STOP strategy proves to be effec-
tive on most questions, there are still some ques-
tions where the STOP strategy does not work, e.g.,
what team did david beckham play for in 2011

Method Recall Precision F-measure
Xser 0.71 0.72 0.72

gAnswer 0.37 0.37 0.37
CASIA 0.40 0.32 0.36

our model 0.78 0.82 0.81

Table 4: Results of the models on the test set of QALD.

shown in Table 2. We failed to perform reason-
ing over the time constraint 2011 due to limited
context left for 2011 after we addressed play for
in earlier hops. Also due to this same reason, our
model can not correctly answer the second ques-
tion in Table 2, who is the governor of India 2009.
Keep in mind that, we actually do not have an-
notated addressed keys at each hop to explicitly
teach our model. The remaining cases also in-
clude failures in deep analysis according to spe-
cific KBs. For example, in who is the mother of
prince michael jackson, our model only matches
the triple michael jackson fb:parents, but fail to
spot female in the next hop.

5 Conclusions

In this paper, we propose to apply the KV-
MemNNs as a semantic parsing module to ap-
proach the open-domain KB-QA task. We in-
troduce a novel STOP strategy to derive struc-
tured queries with flexible number of query triples
during multi-hop memory reading, and present a
new query updating method, which considers the
already-addressed keys in previous hops as well
as the value representations. Experimental re-
sults show that the STOP strategy not only enables
multi-hop reasoning over the memory, but also
acts as the key to construct the structured queries,
which help our model achieve the state-of-the-art
performances on two benchmark datasets.
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Abstract
Question Answering (QA) naturally reduces
to an entailment problem, namely, verifying
whether some text entails the answer to a ques-
tion. However, for multi-hop QA tasks, which
require reasoning with multiple sentences, it
remains unclear how best to utilize entailment
models pre-trained on large scale datasets such
as SNLI, which are based on sentence pairs.

We introduce Multee, a general architecture
that can effectively use entailment models for
multi-hop QA tasks. Multee uses (i) a local
module that helps locate important sentences,
thereby avoiding distracting information, and
(ii) a global module that aggregates informa-
tion by effectively incorporating importance
weights. Importantly, we show that both mod-
ules can use entailment functions pre-trained
on a large scale NLI datasets. We evaluate per-
formance on MultiRC and OpenBookQA, two
multihop QA datasets. When using an entail-
ment function pre-trained on NLI datasets,
Multee outperforms QA models trained only
on the target QA datasets and the OpenAI
transformer models.

1 Introduction

How can we effectively use textual entailment
models for question answering? Previous attempts
at this have resulted in limited success (Harabagiu
and Hickl, 2006; Sacaleanu et al., 2008; Clark
et al., 2012). With recent large scale entailment
datasets (Bowman et al., 2015; Williams et al.,
2018; Khot et al., 2018) pushing entailment mod-
els to high accuracies (Chen et al., 2017; Parikh
et al., 2016; Wang et al., 2017), we re-visit this
challenge and propose a novel method for re-
purposing neural entailment models for QA.

A key difficulty in using entailment models
for QA turns out to be the mismatch between
the inputs to the two tasks: large-scale entail-
ment datasets are typically framed at a sentence

Figure 1: An example illustrating the challenges in us-
ing sentence-level entailment model for multi-sentence
reasoning needed for QA, and the high-level approach
used in Multee.

level, whereas question answering requires verify-
ing whether multiple sentences, taken together as
a premise, entail a hypothesis.

There are two straightforward ways to address
this mismatch: (1) aggregate independent entail-
ment decisions over each premise sentence, or (2)
make a single entailment decision after concate-
nating all premise sentences. Neither approach is
fully satisfactory. To understand why, consider
the set of premises in Figure 1, which entail the
hypothesis Hc. Specifically, the combined infor-
mation in P1 and P3 entails Hc, which corre-
sponds to the correct answer Cambridge. On one
hand, aggregating independent decisions will fail
because no individual premise entails HC . On
the other hand, simply concatenating premises to
form a single paragraph will fail because distract-
ing information in P2 and P4 can muddle use-
ful information in P1 and P3. An effective ap-
proach, therefore, must recognize relevant sen-
tences (i.e., avoid distracting ones) and compose
their sentence-level information.

Our solution to this challenge is based on the
observation that a sentence-level entailment func-
tion can be re-purposed for both recognizing rel-
evant sentences, and for computing sentence-level
representations. Both tasks require comparing in-
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formation in a pair of texts, but the objectives
of the comparison are different. This means we
can take an entailment function that is trained for
basic entailment (i.e., comparing information in
texts), and adapt it to work for both recognizing
relevance and computing representations. Thus,
this architecture allows us to incorporate advances
in entailment architectures and to leverage pre-
trained models obtained using large scale entail-
ment datasets.

To this end, we propose a general architecture
that uses a (pre-trained) entailment function fe for
multi-sentence QA. Given a hypothesis statement
Hqa representing a candidate answer, and the set
of premise sentences {Pi}, our proposed archi-
tecture uses the same function fe for two compo-
nents: (a) a sentence relevance module that scores
each Pi based on its potential relevance to Hqa,
with the goal of weeding out distractors; and (b) a
relevance-weighted aggregator that combines en-
tailment information from multiple Pi.

Thus, we build effective entailment aware rep-
resentations of larger contexts (i.e., multiple sen-
tences) from those of small contexts (i.e., individ-
ual sentences). The main strength of our approach
is that, unlike standard attention mechanisms, the
aggregator module uses the attention scores from
the relevance module at multiple levels of abstrac-
tions (e.g., multiple layers of a neural network)
within fe, using join operations that compose rep-
resentations at each level. We refer to this multi-
level aggregation of textual entailment representa-
tions as Multee (pronounced multi).

Our implementation of Multee uses
ESIM (Chen et al., 2017), a recent sentence-level
entailment model, pre-trained on SNLI and
MultiNLI datasets. We demonstrate its effective-
ness on two challenging multi-sentence reasoning
datasets: MultiRC (Khashabi et al., 2018) and
OpenBookQA (Mihaylov et al., 2018). Multee
using ELMo contextual embeddings (Peters et al.,
2018) matches state-of-the-art results achieved
with large transfomer-based models (Radford
et al., 2018) that were trained on a sequence of
large scale tasks (Sun et al., 2019). Ablation
studies demonstrate that both relevance scoring
and multi-level aggregation are valuable, and
that pre-training on large entailment corpora is
particularly helpful for OpenBookQA.

This work makes three main contributions: (i)
A novel approach to use pre-trained entailment

models for question answering. (ii) A model that
incorporates local (sentence level) entailment de-
cisions with global (document level) entailment
decisions to effectively aggregate information for
multi-hop QA task. (iii) An empirical evaluation
that shows entailment based QA can achieve state-
of-the-art performance on two challenging multi-
hop QA datasets, OpenBookQA and MultiRC.

2 Question Answering using Entailment

Non-extractive question answering can be seen
as a textual entailment problem, where we ver-
ify whether a hypothesis constructed out of a
question and a candidate answer is entailed by
the knowledge—a collection of sentences1 in the
source text. The probability of an answer A, given
a question Q, can be modeled as the probability of
a set of premises {Pi} entailing a hypothesis state-
ment Hqa constructed from Q and A:

Pr[A | Q, {Pi}] ∆
= Pr[{Pi} � Hqa] (1)

Here we use � to denote textual entailment.
Given QA training data, we can then learn a
model that approximates the entailment probabil-
ity Pr[{Pi} � Hqa].

Can one build an effective QA model ge using
an existing entailment model fe that has been pre-
trained on a large-scale entailment dataset? Fig-
ure 2 illustrates two straightforward ways of doing
so, using fe as a black-box function:

Figure 2: Black Box Applications of Textual Entail-
ment Model for QA: Max and Concat models

(i) Aggregate Local Decisions (Max): Use fe to
check how much each sentence Pi entails Hqa on
its own, and aggregate these local entailment deci-
sions, for instance, using a max operation.

ge({Pi}, Hqa) = max
i
fe(Pi, Hqa) (2)

1This collection can be a sequence in the case of passage
comprehension or a list of sentences, potentially from varied
sources, in the case of QA over multiple documents.
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(ii) Concatenate Premises (Concat): Combine
the premise sentences in a sequence to form a sin-
gle large passage P , and use fe to check whether
this passage as a whole entails the hypothesisHqa,
making a single entailment decision:

ge({Pi}, Hqa) = fe(P,Hqa) (3)

Our experiments reveal, however, that neither
approach is an effective means of using pre-trained
entailment models for QA (see Table 1). For the
example in Figure 1, Max model would not be
able to consider information from P1 and P3 to-
gether. Instead, it will pickup Silicon Valley as the
answer since P2 is close to Hs, “Facebook was
launched in Silicon Valley”. Similarly, Concat
would also be muddled by distracting information
in P2, which will weaken its confidence in answer
Cambridge. Therefore, without careful guidance,
simple aggregation can easily add distracting in-
formation into the premise representation, causing
entailment to fail. This motivates the need for new,
effective mechanisms for global reasoning over a
collection of premises.

3 Our Approach: Multee

We propose a new entailment based QA model,
Multee, with two components: (i) a sentence

relevance model, which learns to focus on the
relevant sentences, and (ii) a multi-layer aggre-
gator, which uses an entailment model to ob-
tain multiple layers of question-relevant represen-
tations for the premises and then composes them
using the sentence-level scores from the relevance
model. Finding relevant sentences is a form of lo-
cal entailment between each premise and the an-
swer hypothesis, whereas aggregating question-
relevant representations is a form of global entail-
ment between all premises and the answer hypoth-
esis. This means, we can effectively re-purpose
the same pre-trained entailment function fe for
both components. Figure 3 shows an architecture
that uses multiple copies of fe to achieve this.

3.1 Sentence Relevance Model
The goal of this module is to identify sentences
in the paragraph that are important for the given
hypothesis. As shown in Figure 1, this helps the
global module aggregate relevant content while re-
ducing the chances of picking up distracting infor-
mation. A sentence is considered important if it
contains information that is relevant to answering

the question. In other words, the importance of a
sentence can be modeled as its entailment proba-
bility, i.e., how well the sentence by itself supports
the answer hypothesis. We can use a pre-trained
entailment model to obtain this. The importance
αi of a sentence Pi can be modeled as:

αi = fe(Pi, Hqa) (4)

This can be further improved by modeling the
sentence with its surrounding context. This is
especially useful for passage-level QA, where
the neighboring sentences provide useful context.
Given a premise sentence Pi, the entailment func-
tion fe computes a single hypothesis-aware repre-
sentation xi containing information in the premise
that is relevant to entailing the answer hypothesis
Hqa. This is essentially the output of last layer
of neural function fe before projecting it to logits.
We denote this part of fe that outputs last vector
representation as fev and full fe that gives entail-
ment probability as fep .

We use these hypothesis-aware xi vectors for
each sentence as inputs to a BiLSTM producing a
contextual representation ci for each premise sen-
tence Pi, which is then fed to a feedforward layer
that predicts the sentence-level importance as:

αi = softmax(W T ci + b) (5)

The components for generating xi are part of
the original entailment function fe and can be pre-
trained on the entailment dataset. The BiLSTM to
compute ci and the parameters W and b for com-
puting αi are not part of the original entailment
function and thus can only be trained on the target
QA task. We perform this additional contextual-
ization only when sentences form contiguous text.
Additionally, for datasets such as MultiRC, where
the relevant sentences have been marked, we intro-
duce a loss term based on the true relevance label
and predicted weights, αi.

3.2 Multi-level Aggregation
The goal of this module is to aggregate repre-
sentations from important sentences in order to
make a global entailment decision. There are two
key questions to answer: (1) how to combine the
sentence-level information into a paragraph-level
representation and (2) how to use the sentence rel-
evance weights {αi}.

Most entailment models include many layers
that transform the input premise and the hypothe-
sis. A typical neural entailment stack includes en-
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Figure 3: Multee overview: Multee includes two main components, a relevance module, and a multi-layer
aggregator module. Both modules use pre-trained entailment functions (fep and fev ). fep is the full entailment
model that gives entailment probability, and fev is part of it excluding last projection to logits and softmax. The
multi-level aggregator uses multiple copies of entailment function fev , one for each sub-aggregator performing a
join at a different layer. Right part of figure zooms in on one such sub-aggregator joining at layer `.

coding layers that independently generate contex-
tual representations of the premise and the hypoth-
esis, followed by some cross-attention layer that
yields relationships between the premise and hy-
pothesis words, and additional layers that use this
cross-attention to generate premise attended rep-
resentations of the hypothesis and vice versa. The
final layers are classification layers which deter-
mine entailment based on the representations from
the previous layer. Each layer thus generates inter-
mediate representation that captures different type
of entailment related information. This presents us
with a choice of multiple points for aggregation.

Figure 3 illustrates our approach for aggregating
sentence-level representations into a single para-
graph level representation. For each premise Pi
in the passage, we first process the pair (Pi, Hqa)
through the entailment stack (fev ) resulting in a
set of intermediate representations {X̃i

`} for each
layer `. We can choose a particular layer ` to
be the aggregation layer. We then compute a
weighted combination of the sentence-level out-
puts at this layer {X̃i

`} to produce a passage-level
representation Ỹ `. The weights for the sentences
are obtained from the Sentence Relevance model.
We refer to this as a join operation as shown in
the Figure 3. Layers of the entailment function
fev that are below the join operate at a sentence-
level, while layers above the join now operate over
paragraph-wise representations. The final layer
(i.e. the top most layer) of fev thus gives us a vec-
tor representation of the entire passage. This type
of join can be applied at multiple layers result-
ing in paragraph vectors that correspond to mul-
tiple levels of aggregation. We concatenate these

paragraph vectors and pass them through a feed-
forward network projecting them down to logits,
that can be used to compute the final passage wide
entailment probabilities.

3.2.1 Join Operations

Given a set of sentence-wise outputs from the
lower layer {X̃i} and the corresponding sentence-
relevance weights {αi}, the join operation com-
bines them into a single passage-level representa-
tion Ỹ , which can be directly consumed by the
layer above it in the stack. The specifics of the
join operation depends on the shape of the out-
puts from the lower layer, and the shape of the in-
puts expected by the layer after the join. Here we
show four possible join operations, one for each
layer. The ones defined for Score Layer and Em-
bedding Layer can be reduced to black-box base-
lines, while we use the other two in Multee.
Score Layer: The score layer outputs the entail-
ment probabilities {si} for each premise to hy-
pothesis independently, which need to be joined
to one entailment score. One way to do this is to
simply take a weighted maximum of the individual
entailment probabilities. So we have X̃i = si ∀i
and Ỹ = maxi

(
αisi

)
. This reduces to black-box

Max model (Equation 2) when using {αi} = 1.
Embedding Layer: The embedding layer outputs
a sequence of embedded vectors of [P̄i]

2 one se-
quence for each premise Pi and another sequence
of embedded vectors [H̄qa] for the answer hypoth-
esis Hqa. A join operation in this case scales
each embedded vector in a premise by its rele-
vance weight and concatenates them together to

2We use [.] to denote a sequence and .̄ to denote a vector
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form [P̄ ]. H̄qa is passed through unchanged.

X̃i = ([P̄i], [H̄qa]) ∀i
[P̄ ] = [α1[P̄1];α2[P̄2]; . . . ;αn[P̄n]]

Ỹ =
(
[P̄ ], [H̄qa]

)

For non-contextual word embeddings, this re-
duces to Concat Premises (Eq. 3) when {αi} = 1.
Final Layer (FL): The final layer in the entail-
ment stack usually outputs a single vector h̄ which
is then used in a linear layer and softmax to pro-
duce label probabilities. The join operation here is
a weighted sum of the premise-level vectors. So
we have X̃i = h̄i ∀i and Ỹ =

∑
i αih̄i.

This is similar to a standard attention mecha-
nism, where attended representation is computed
by summing the scaled representations. However,
such scaled addition is not possible when the out-
puts from lower layers are not of the same shapes,
as in the following case.
Cross Attention Layer (CA): Cross-attention is a
standard component of many entailment and read-
ing comprehension models. This layer produces
three outputs: (i) For each premise Pi, we get a
hypothesis to premise cross attention matrix Mhpi

with shape (h × pi), where h is the number of hy-
pothesis tokens, and pi is the number of tokens
in premise Pi; (ii) for each premise Pi, we get a
sequence of vectors [P̄i] that corresponds to the
token sequence of the premise Pi; and (iii) for
the hypothesis, we get a single sequence of vec-
tors [H̄qa] that corresponds to its token sequence.
Mhpi attention matrix was generated by cross at-
tention from [H̄qa] to [P̄i].

The join operation in this layer produces a cross
attention matrix that spans the entire passage, i.e.,
has shape (h × p), where p is the total num-
ber of tokens across all premises. The opera-
tion first scales the cross-attention matrices by the
sentence-relevance weights {αi} in order to “tone
down” the influence of distracting/irrelevant sen-
tences, and then re-normalizes the final matrix:

X̃i = (Mhpi , [P̄i], [H̄qa]) ∀i
Mhp =

[
αiM

hp1 ; . . . ; αiM
hpn
]

Mhp
ij =

Mhp
ij∑

kM
hp
ik

[P̄ ] =
[
[P̄1]; [P̄2]; ...; [P̄n]

]

Ỹ = (Mhp, P̄ , H̄qa)

where Mhp
ij is ith row and jth column of Mhp.

Multee’s multi-layer aggregator module uses
join operations at two levels: Cross Attention
Layer (CA) and Final Layer (FL). The two cor-
responding aggregators share parameters up till
the lower of the two join layers (CA in this
case), where they both operate at the sentence
level. Above this layer, one aggregator switches
to operating at the paragraph level, where it has
its own, unshared parameters. In general, if
Multee were to aggregate at layers `i1, `i2, . . . , `ik,
then the aggregators with joins at layers ` and
`′ respectively could share parameters at layers
1, . . . ,min{`, `′}.

3.3 Implementation Details

Multee uses the ESIM stack as the entailment
function pre-trained on SNLI and MultiNLI for
both the relevance module and for the multi-layer
aggregator module. It uses aggregation at two-
levels, one at the cross-attention level (CA) and
one at the final layer (FL). All uses of the entail-
ment function in Multee are initialized with
the same pre-trained entailment model weights.
The embedding layer and the BiLSTM layer pro-
cess paragraph-level contexts but processing at
higher layers are done either at premise level or
paragraph-level depending on where the join op-
eration is performed.

4 Experiments

Datasets: We evaluate Multee on two datasets,
OpenBookQA (Mihaylov et al., 2018) and Mul-
tiRC (Khashabi et al., 2018), both of which
are specifically designed to test reasoning over
multiple sentences. MultiRC is paragraph-based
multiple-choice QA dataset derived from varying
topics where the questions are answerable based
on information from the paragraph. In MultiRC,
each question can have more than one correct an-
swer choice, and so it can be viewed as a bi-
nary classification task (one prediction per an-
swer choice), with 4,848 / 4,583 examples in
Dev/Test sets. OpenBookQA, on the other hand,
has multiple-choice science questions with exactly
one correct answer choice and no associated para-
graph. As a result, this dataset requires the rele-
vant facts to be retrieved from auxiliary resources
including the open book of facts released with the
paper and other sources such as WordNet (Miller,
1995) and ConceptNet (Speer and Havasi, 2012).
It contains 500 questions in the Dev and Test sets.
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OpenBookQA MultiRC

Accuracy F1a | F1m | EM
Dev Test Dev Test

Entailment Multee 56.2 54.8 69.6 | 73.0 | 22.8 70.4 | 73.8 | 24.5
Based Models Concatenate Premises 47.2 47.6 68.3 | 71.3 | 17.9 68.5 | 72.5 | 18.0
with ELMo Max of Local Decisions 47.8 45.2 66.5 | 69.3 | 16.3 66.70 | 70.4 | 19.4

Entailment Multee 54.6 55.8 68.3 | 71.7 | 16.4 69.9 | 73.6 | 19.0
Based Models Concatenate Premises 47.4 42.6 66.9 | 70.7 | 14.8 68.7 | 72.4 | 16.3
with GloVe Max of Local Decisions 44.4 47.6 66.8 | 70.3 | 16.9 67.7 | 71.1 | 18.2

Previously LR (Khashabi et al., 2018) — — 63.7 | 66.5 | 11.8 63.5 | 66.9 | 12.8
Published IR (Khashabi et al., 2018) — — 60.0 | 64.3 | 54.8 | 53.9 |
Results QM + ELMo (Mihaylov et al., 2018) 54.6 50.2 — —

ESIM + ELMo (Mihaylov et al., 2018) 53.9 48.9 — —
KER (Mihaylov et al., 2018) 55.6 51.4 — —

Large OFT (Sun et al., 2019) — 52.0 67.2 | 69.3 | 15.2 —
Transformer OFT (ensemble) (Sun et al., 2019) — 52.8∗ 67.7 | 70.3 | 16.5∗ —
Models RS (Sun et al., 2019) — 55.2∗ 69.2 | 71.5 | 22.6∗ —

RS (ensemble) (Sun et al., 2019) — 55.8∗ 70.5 | 73.1 | 21.8∗ —

Table 1: Comparison of Multee with other systems. Starred (*) results are based on contemporaneous system.
Results marked (—) are not available. RS is Reading Strategies, KER is Knowledge Enhanced Reader, OFT is
OpenAI FineTuned Transformer.

Preprocessing: For each question and answer
choice, we create an answer hypothesis statement
using a modified version of the script used in Sc-
iTail (Khot et al., 2018) construction. We wrote a
handful of rules to better convert the question and
answer to a hypothesis. We also mark the span of
answer in the hypothesis with special begin and
end tokens, @@@answer and answer@@@ re-
spectively3. For MultiRC, we also apply an off-
the-shelf coreference resolution model4 and re-
place the mentions when they resolve to pronouns
occurring in a different sentence5. For Open-
BookQA, we use the exact same retrieval as re-
leased by the authors of OpenBookQA6 and use
the OpenBook and WordNet as the knowledge
source with top 5 sentences retrieved per query.
Training Multee: For OpenBookQA we use
cross entropy loss for labels corresponding to 4 an-
swer choices. For MultiRC, we use binary cross
entropy loss for each answer-choice separately
since in MultiRC each question can have more
than one correct answer choice. The entailment

3Answer span marking gave substantial gains for all en-
tailment based models including the baselines.

4https://github.com/huggingface/neuralcoref
5It is hard to learn co-reference, as these target datasets

are too small to learn this in an end-to-end fashion.
6https://github.com/allenai/OpenBookQA

components are pre-trained on sentence-level en-
tailment tasks and then fine-tuned as part of end-
to-end QA training. The MultiRC dataset includes
sentence-level relevance labels. We supervise the
Sentence Relevance module with a binary cross
entropy loss for predicting these relevance labels
when available. We used PyTorch (Paszke et al.,
2017) and AllenNLP to implement our models and
ran them on Beaker7. For pre-training we use
the same hyper-parameters of ESIM(Chen et al.,
2017) as available in implementation of AllenNLP
(Gardner et al., 2017) and fine-tune the model pa-
rameters. We do not perform any hyper-parameter
tuning for any of our models. We fine-tune all lay-
ers in ESIM except for the embedding layer.
Models Compared: We experiment with Glove
(Pennington et al., 2014) and ELMo (Peters et al.,
2018) embeddings for Multee and compare
with following three types of systems:
(A) Baselines using entailment as a black-box
We use the pre-trained entailment model as a
black-box in two ways: concatenate premises
(Concat) and aggregate sentence level decisions
with a max operation (Max). Both models were
also pre-trained on SNLI and MultiNLI datasets
and fine-tuned on the target QA datasets with same

7https://beaker.org/
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pre-processing.
(B) Previously published results: For MultiRC,
there are two published baselines: IR (Information
Retrieval) and LR (Logistic Regression). These
simple models turn out to be strong baselines on
this relatively smaller sized dataset. For Open-
BookQA, we report published baselines from
(Mihaylov et al., 2018): Question Match with
ELMo (QM + ELMo), Question to Answer ESIM
with ELMo (ESIM + ELMo) and their best result
with the Knowledge Enhanced Reader (KER).
(C) Large Transformer based models: We com-
pare with OpenAI-Transformer (OFT), pre-trained
on large-scale language modeling task and fine-
tuned on respective datasets. A contemporaneous
work,8 which published these transformer results,
also fine-tuned this transformer further on a large
scale reading comprehension dataset, RACE (Lai
et al., 2017), before fine-tuning on the target QA
datasets with their method, Reading Strategies.

4.1 Results

Table 1 summarizes the performance of all mod-
els. Multee outperforms the black-box entail-
ment baselines (Concat and Max) that were pre-
trained on the same data, previously published
baselines, OpenAI transformer models. We note
that the 95% confidence intervals around baseline
accuracy for OpenBookQA and MultiRC are 4.3%
and 1.3%, respectively.

On OpenBookQA test set, Multee with
GloVe outperforms ensemble version of OpenAI
transformer by 3.0 points in accuracy. It also out-
performs single model version of Reading Strate-
gies system and is comparable to their ensemble
version. On MultiRC dev set, Multee with
ELMo outperforms ensemble version of OpenAI
transformer by 1.9 points in F1a, 2.7 in F1m and
6.3 in EM. It also outperforms single model ver-
sion of Reading Strategies system and is compa-
rable to their ensemble version. Recall that the
Reading Strategies results are reported with an ad-
ditional fine-tuning on another larger QA dataset,
RACE (Lai et al., 2017) aside from the target QA
datasets we use here.

While ELMo contextual embeddings helped in
MultiRC, it did not help OpenBookQA. We be-
lieve this is in part due to the mismatch between
our ELMo training setup where all sentences are
treated as a single sequence, which, while true in

8Published on arXiv on Oct 31, 2018 (Sun et al., 2019).

OpenBookQA MultiRC

Accuracy F1a | F1m

7αi 50.6 67.3 | 70.3
3αi 55.8 67.4 | 71.0

3αi + supervise — 68.3 | 71.7

Table 2: Relevance Model Ablation of Multee.
7αi: without relevance weights, 3αi: with relevance
weights respectively, 3αi + supervise: with supervised
relevance weights. Test results on OpenBookQA and
Dev results on MultiRC.

Aggregator
OpenBookQA MultiRC

Accuracy F1a | F1m

Cross Attention (CA) 45.8 67.2 | 71.1
Final Layer (FL) 51.0 68.3 | 71.5

CA +FL 55.8 68.3 | 71.7

Table 3: Aggregator Level Ablation of Multee. On
MultiRC, Multee uses relevance supervision but not
on OpenBookQA because of unavailibility. Test results
on OpenBookQA and Dev results on MultiRC.

MultiRC, is not the case in OpenBookQA.
In general, gains from Multee are more

prominent in OpenBookQA than in MultiRC. We
hypothesize that a key contributor to this differ-
ence is distraction being a lesser challenge in Mul-
tiRC, where premise sentences come from a single
paragraph whose other sentences are often irrele-
vant and rarely distract towards incorrect answers.
OpenBookQA has a noisier set of sentences, since
an equal number of sentences is retrieved for the
correct and each incorrect answer choice.

4.2 Ablations

Relevance Model Ablation. Table 2 shows the
utility of the relevance module. We use the same
setting as the full model (aggregation at Cross At-
tention (CA) and the Final Layer (FL)). As shown
in the table, using the relevance module weights
(3αi) leads to improved accuracy on both datasets
(substantially so in OpenBookQA) as compared to
ignoring the module, i.e., setting all weights to 1
(7αi). In MultiRC, we show that the additional
supervision for the relevance module leads to even
further improvements in score.
Multi-Level Aggregator Ablation. Multee
performs aggregation at two levels: Cross Atten-
tion Layer (CA) and Final Layer (FL). We denote
this by CA+FL. To show that multi-level aggrega-
tion is better than individual aggregations, we train
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OpenBookQA MultiRC
Accuracy F1a | F1m

Snli + MultiNli 55.8 69.9 | 73.6
Snli 50.4 69.3 | 73.3

Scratch 42.2 68.3 | 72.6

Table 4: Effect (on test data) of pre-training the entail-
ment model used in Multee.

models with aggregation at only FL and at only
CA. Table 3 shows that multi-layer aggregation is
better than CA or FL alone on both the datasets.

4.3 Effect of Pre-training
One of the benefits of using entailment based com-
ponents in a QA model is that we can pre-train
them on large scale entailment datasets and fine-
tune them as part of the QA model. Table 4 shows
that such pre-training is valuable. The model
trained from scratch is substantially worse in the
case of OpenBookQA, highlighting the benefits of
our entailment-based QA model.

Multee benefits come from two sources: (i)
Re-purposing of entailment function for multi-
sentence question answering, and (ii) transferring
from a large-scale entailment task. In the case
of OpenBookQA, both are helpful. For MultiRC,
only the first is a significant contributor. Table 5
shows that re-purposing was a bigger factor for
MultiRC, since Max and Concat models do not
work well when trained from scratch.

OpenBookQa MultiRc
Accuracy F1a | F1m

Max
Snli + MultiNli 47.6 66.8 | 70.3

Scratch 32.4 42.8 | 44.0

Concat
Snli + MultiNli 42.6 66.9 | 70.7

Scratch 35.8 51.3 | 50.4

Table 5: Pre-training ablations of black-box entailment
baselines for OpenBookQA (test) and MultiRC (dev).

5 Analysis

Relevance Loss. The sentence-level relevance
model provides a way to dig deeper into the over-
all QA model’s behavior. When sentence-level su-
pervision is available, as in the case of MultiRC,
we can analyze the impact of different auxiliary
losses for the relevance module. Table 6 shows the
QA performance with different relevance losses,
and Figure 5 shows a visualization of attention

F1a precision F1a recall

IR Sum Loss 59.5 68.5
BCE Loss 58.0 83.2

Table 6: F1a precision and recall on MultiRC Dev with
2 kinds of relevance losses. IR Sum is the sum of at-
tention probability mass on irrelevant sentences. BCE
is Binary Cross Entropy loss.

scores for a question in MultiRC. Overall, we find
that two types of behaviors emerge from different
loss functions. For instance, trying to minimize
the sum of attention probability mass on irrelevant
sentences i.e.

∑
i αi(1 − yi), called IR Sum Loss,

causes the attention scores to become ”peaky” i.e,
high for one or two sentences, and close to zero
for others. This leads to higher precision but at
significantly lower recall for the QA system, as it
now uses information from fewer but highly rele-
vant sentences. Binary cross entropy loss (BCE)
allows the model to attend to more relevant sen-
tences thereby increasing recall without too much
drop in precision.
Failure Cases. As Figure 5 shows, our model with
BCE loss tends to distribute the attention, espe-
cially to sentences close to the relevant ones. We
hypothesize that the model is learning to use the
contextualized BiLSTM representations to incor-
porate information from neighboring sentences,
which is useful for this task and for passage under-
standing in general. For example, more than 60%
of Dev questions in MultiRC have at least one ad-
jacent relevant sentence pair. Figure 4a illustrates
this behavior.

On the other hand, if the relevant sentences
are far apart, the model finds it difficult to han-
dle such long-range cross sentence dependencies
in its contextualized representations. As a result,
it ends up focusing attention on the most relevant
sentence, missing out on other relevant sentences
(Figure 4b). When these unattended but relevant
sentences contain the answer, the model fails.

6 Related Work

Entailment systems have been applied to question-
answering before but have only had limited suc-
cess (Harabagiu and Hickl, 2006; Sacaleanu et al.,
2008; Clark et al., 2012) in part because of the
small size of the early entailment datasets (Da-
gan et al., 2006, 2013). Recent large scale en-
tailment datasets such as SNLI (Bowman et al.,
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(a) Positive Example (b) Negative Example
Figure 4: Success and failure examples of Multee from MultiRC. R: annotated relevant sentences.
Green/yellow: high/low predicted relevance.

Figure 5: Sentence level attentions for various sentence
relevance losses. R: annotated relevant sentences.

2015) and MultiNLI (Williams et al., 2018) have
led to many new powerful neural entailment mod-
els that are not only more effective, but also pro-
duce better representations of sentences (Conneau
et al., 2017). Models such as Decomposable At-
tention (Parikh et al., 2016) and ESIM (Chen et al.,
2017), on the other hand, find alignments between
the hypothesis and premise words through cross-
attention. However, these improvements in entail-
ment models have not yet translated to improve-
ments in end tasks such as question answering.

SciTail (Khot et al., 2018) was created from a
science QA task to push for models with a direct
impact on QA. Entailment models trained on this
dataset show minor improvements on the Aristo
Reasoning Challenge (Clark et al., 2018; Musa
et al., 2018). However, these QA systems make
independent predictions and can not combine in-

formation from multiple supporting sentences.
Combining information from multiple sen-

tences is a key problem in language understanding.
Recent Reading comprehension datasets (Welbl
et al., 2018; Khashabi et al., 2018; Yang et al.,
2018; Mihaylov et al., 2018) explicitly evalu-
ate a system’s ability to perform such reasoning
through questions that need information from mul-
tiple sentences in a passage. Most approaches on
these tasks perform simple attention-based aggre-
gation (Mihaylov et al., 2018; Song et al., 2018;
Cao et al., 2018) and do not exploit the entailment
models trained on large scale datasets.

7 Conclusions

Using entailment for question answering has seen
limited success. Neural entailment models are
designed and trained on tasks defined over sen-
tence pairs, whereas QA often requires reasoning
over longer texts spanning multiple sentences. We
propose Multee, a novel QA model that ad-
dresses this mismatch. It uses an existing entail-
ment model to both focus on relevant sentences
and aggregate information from these sentences.
Results on two challenging QA datasets, as well as
our ablation study, indicate that entailment based
QA can achieve state-of-the-art performance and
is a promising direction for further research.
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Abstract
Language is gendered if the context surround-
ing a mention is suggestive of a particular bi-
nary gender for that mention. Detecting the
different ways in which language is gendered
is an important task since gendered language
can bias NLP models (such as for coreference
resolution). This task is challenging since gen-
deredness is often expressed in subtle ways.
Existing approaches need considerable anno-
tation efforts for each language, domain, and
author, and often require handcrafted lexicons
and features. Additionally, these approaches
do not provide a quantifiable measure of how
gendered the text is, nor are they applicable at
the fine-grained mention level.

In this paper, we use existing NLP pipelines to
automatically annotate gender of mentions in
the text. On corpora labeled using this method,
we train a supervised classifier to predict the
gender of any mention from its context and
evaluate it on unseen text. The model con-
fidence for a mention’s gender can be used
as a proxy to indicate the level of gendered-
ness of the context. We test this gendered lan-
guage detector on movie summaries, movie re-
views, news articles, and fiction novels, achiev-
ing an AUC-ROC of up to 0.71, and observe
that the model predictions agree with human
judgments collected for this task. We also pro-
vide examples of detected gendered sentences
from aforementioned domains.

1 Introduction

Language can be extraordinarily gendered (Moul-
ton et al., 1978). Genderedness in language is when
we use words or phrases that are stereotypical or
indicative of a particular gender (we only consider
male vs female in this work) (Prior, 2017). It is im-
portant to detect this bias in language since not only
is this bias propagated to the readers (Menegatti
and Rubini, 2017), but also machine learning algo-
rithms trained on gendered corpora tend to become

biased (Zhao et al., 2018a; Rudinger et al., 2018),
often aggravating the disparity (Zhao et al., 2017).

Bias in language and machine learning sys-
tems can lead to unfair treatment, e.g., early work
by Moulton et al. (1978) shows that males have an
advantage in contexts where they are referred to by
a putative neutral term. Recent work on corefer-
ence resolution systems (Zhao et al., 2018a) shows
that bias in machine learning systems originates
from training on existing corpora, resulting in male-
stereotyped professions like surgeon and president
incorrectly resolved to males instead of females.
Such biases in machine learning systems can lead
to unintentional biases in downstream tasks pro-
ducing effects like preferential treatment to male
candidates over female candidates when selecting
resumes (Dastin, 2018). Detecting these biases is
the first step in finding a solution.

Most of the current works for related problems
tend to be domain-specific (Fu et al., 2016), rely
on techniques such as simple counting of gender
occurrences (Ali et al., 2010), or use manually con-
structed lexicons and features for analysis (Trix
and Psenka, 2003), and thus do not generalize well
and require expensive manual supervision. Exist-
ing approaches also tend to either focus on the
whole corpus/article being gendered (Schmader
et al., 2007; Trix and Psenka, 2003) or a specific
word being gendered (Caliskan et al., 2017; Boluk-
basi et al., 2016; Zhao et al., 2018b), thus failing to
capture the subtle occurrences of genderedness at
mention-level or giving a quantifiable measure of
how gendered the text is.

In this paper, we develop a method that elimi-
nates the manual annotation requirement, and can
generalize to words, phrases, sentences, articles, as
well as whole corpora. We present a framework
for automated data labeling by combining exist-
ing NLP pipelines to identify sentence boundaries
and mentions (using NER tagger) and using a gen-
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Female Their client is who has got gorgeous hair.
Male intends to marry lovely Gauri.
Female Raja intends to marry lovely .

Figure 1: Examples of gendered sentences. Our
model predicts gender for mentions located at positions
indicated by colored boxes.

der classifier for names to get the gender of the
mentions. We build a classifier using this annota-
tion to predict gender of a mention only from its
context and quantitatively analyze the gendered-
ness of various contexts using this model. Figure 1
shows example inputs and outputs for our model.
Input to the model is the context sentence around
a target mention (indicated by colored boxes), and
the model prediction is the gender of this mention.
For the first sentence, the model uses context in-
formation coming from ‘gorgeous hair’ to predict
the gender of mention to be female, indicating a
more gendered sentence. Similarly for the third
sentence, model uses contextual information from
the adjective ‘lovely’ and its proximity to the target
mention to predict female. For the second sentence,
the target mention is subject for the verb in phrase
‘intends to marry’ and the object to be married is
‘lovely Gauri’. Our model uses this information to
predict gender of target mention as male.

Since our data labeling pipeline is automated, we
can easily annotate millions of documents and train
complex classifiers that can accurately model the
context. These classifiers can be used to predict the
gender of a mention from given context and quan-
tify genderedness. We present instantiations of this
framework on four domains: news articles, nov-
els, movie summaries, and movie reviews. Since
we are the first to study the task of mention-level
gender detection, we evaluate the difficulty of the
task and introduce the first benchmark using a user
study. We find that the task is challenging, and our
model predictions corroborate with human predic-
tions. We present qualitative results of our model
showing genderedness at different granularities –
word, phrase, sentence, and corpus.

2 Related Work

Gender Bias in Datasets A number of ap-
proaches have considered gendered language use.
Blatt (2017) shows that shivered, wept, screamed
are disproportionately used to describe women
while muttered, grinned are used to describe men.

Studies on gender bias in student evaluations for
instructors (Eidinger, 2017; MacNell et al., 2015;
Boring et al., 2016; Centra and Gaubatz, 2000), and
recommendation letters (Trix and Psenka, 2003;
Schmader et al., 2007) also show similar dispari-
ties in terms of harshness of evaluations, length of
letters, descriptive words, and use of standout ad-
jectives. Bias in language has also been studied for
textbooks (Otlowski, 2003; Gharbavi and Mousavi,
2012; Macaulay and Brice, 1997), Wikipedia ed-
its (Recasens et al., 2013), political text (Yano et al.,
2010), media content (Ali et al., 2010; Len-Rı́os
et al., 2005; Smith, 1997), sports journalism (East-
man and Billings, 2000; Tyler Eastman, 2001; Kin-
nick, 1998; Fu et al., 2016) and in movie char-
acter portrayals (Ramakrishna et al., 2017; Sap
et al., 2017). These approaches are domain-specific
and rely on techniques like counting gender occur-
rences, manually annotating words or mentions,
constructing list of keywords and lexicons, carry-
ing out surveys, etc. Our approach works across
domains, and does not require manual annotations.

There has been significant amount of work in
detecting author’s gender (Koppel et al., 2002;
Herring and Paolillo, 2006; Sarawgi et al., 2011;
Mukherjee and Liu, 2010; Burger et al., 2011) for
text, speaker gender for dialogues (Schofield and
Mehr, 2016) in films, and to detect and reduce
biases in these (Tatman, 2017; Thelwall, 2018;
Koolen and van Cranenburgh, 2017). While we
do not focus on predicting the gender of the author,
our framework can be used as a tool to compare the
use of gendered language across various authors,
or across various works by the same author.

Gender Bias in NLP Pipelines There has also
been recent interest in examining the role of gen-
der bias in existing NLP pipelines. Caliskan et al.
(2017) and Bolukbasi et al. (2016) show that word
embeddings exhibit gender stereotypes. Garg et al.
(2018) build on this idea, using word embeddings
to characterize the evolution of gender stereo-
types during the 20th and 21st centuries. Subse-
quent works attempt to mitigate this bias in em-
beddings (Zhao et al., 2018b). Zhao et al. (2019)
extend the idea to contextualized word embed-
dings (Peters et al., 2018), and quantify and pro-
pose ways to mitigate gender bias in them , while
Gonen and Goldberg (2019) show that current ap-
proaches for debiasing embeddings are superficial.

Researchers have studied gender bias outside
word embeddings as well. Zhao et al. (2017) show
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that datasets for multi-label object classification
and visual semantic role labeling are gender-biased
and that models trained on these datasets amplify
this bias, while Rudinger et al. (2017) find racial,
religious and gender stereotypes in the SNLI cor-
pus and Park et al. (2018) analyze gender bias in
abusive language datasets. Zhao et al. (2018a) and
Rudinger et al. (2018) detect bias in existing coref-
erence resolution systems, and Webster et al. (2018)
build a gender-balanced labeled corpus of ambigu-
ous pronoun-name pairs to understand this bias.
All of these either focus on whether the corpus as a
whole is gendered or if a single word is gendered
(in case of word embeddings). Instead, we train a
classifier to detect and quantify gendered language
at mention-level. Our framework can also be used
to quantify genderedness at different levels – men-
tion, sentence, document, or corpus.

3 Gendered Language Detection

In this section, we elaborate on gendered language,
and describe our proposed architecture and training
method to detect and quantify it.

Gendered Language Gendered language is the
use of words and phrases that discriminate1 the
gender of a subject. In other words, the gender of
mentioned person should be easy to predict from
context if the text is gendered. Examples of gen-
dered language can be found in the use of stereo-
types like linking women to homemakers and men
to programmers (Bolukbasi et al., 2016) or when
pronouns, adverbs, adjectives, nouns are used care-
lessly, e.g., when a masculine pronoun mention
‘he’ is used to refer to both sexes (Cottier, 2018;
Stout and Dasgupta, 2011) or when pronoun men-
tions are used exclusively to define professions by
gender (using ‘she’ when talking about a nurse).
Detecting gendered language is incredibly challeng-
ing since the ways in which gender is expressed
can vary considerably across authors, domains, and
time periods, making any approach that requires
annotations to be corpus-specific.

Proposed Architecture We are interested in de-
termining the extent to which language in context
of the mention reveals the gender. Humans learn
to detect gendered language based on a lifetime
of reading and observing society, and learning lan-
guage specific to each gender. We use this intu-
ition to propose an automated framework for de-

1in the machine learning sense of the word

Detecting Genderedness:

He is good at sports Classifier

Text is gendered if they match

Context, ~x

predicted gender, ŷtrue gender, y

Training:

Train Classifier
to Predict Gender

She is good at sewing.

Context, ~x

y = F

Figure 2: Model overview. Using an automatically la-
beled corpus, we train a classifier to predict the gender
for each mention given its context (without the men-
tion). For each target mention and its context sentence,
we check whether the predicted gender matches the
true prediction; the level of agreement indicates the
genderedness of the text.

tecting mention-level genderedness for any corpus
(an overview is shown in Figure 2).

The input to the gender detector is the context
(sentence) without the target mention and the out-
put is the detector prediction for gender of that
mention. For a mention i, let Cib be the context
before the mention, Cia be the context after the
mention and fθ be the gender detector. Then,

pi = fθ(C
i
a, C

i
b) (1)

is the detector’s probability (confidence) that the
mention i is female, i.e. pi close to 0 indicates
high confidence for predicting male while close to
1 indicates high confidence for females.

We use the detector’s probability of the true gen-
der of the mention (gi) as an estimate of how gen-
dered the text is: a high probability indicates that
gender is heavily reflected in the context. We de-
fine this as the gendered score, given by Gim here:

Gim =

{
pi True gender gi is female
1− pi True gender gi is male

(2)

We define gendered score for a document as the
average of gender score for all of its mentions. i.e.

Gdoc =
1

N

N∑

i=1

Gim (3)

where N is the number of person mentions.
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Dataset Male Mentions Female Mentions

Reviews 298, 580 104, 632
Summaries 405, 368 186, 626
News 19, 012, 473 3, 902, 510
Novels 18, 433, 400 6, 982, 348

Table 1: Dataset details. Number of male and female
mentions in the different datasets are shown.

As detector, rather than relying on frequency-
based linear models or Naive Bayes model, we can
use simple as well as more complex classifiers that
can accurately model semantics and syntax of the
context. For example, we use bag-of-words models
(with logistic regression classifier) and recurrent
neural network models as described in Section 4.2.

4 Datasets and Classifiers

In this section, we give details about the datasets,
our pipeline for automated data labeling, filtering
and processing applied to contexts in order to re-
move obvious gender information, and the classi-
fiers used to classify gender of a given mention.

4.1 Datasets and data processing

To illustrate the utility of our proposed approach,
we analyze text from four different domains:
• New York Times articles from the Annotated

Gigaword corpus (Napoles et al., 2012)
• Novels from Gutenberg corpus 2

• IMDB Movie Reviews (Maas et al., 2011)
• Movie Summaries (Bamman et al., 2013)

These domains cover a variety of writing styles.
While the novels represent fictional writing, news
articles are non-fictional. Movie summaries dataset
describes the plot of the movies, i.e., how gender
is represented in the plots, and the movie reviews
dataset provides the ways in which people express
their views on the plots, i.e., how gender is repre-
sented in user perception of the movie.

We train classifiers for each domain to predict
the gender of mentions from the context they ap-
pear in, and use the resulting classifiers to detect
gendered language. Similar idea is explored in
Choi et al. (2018) to detect the type of mention
from the context. For news, data from the first 6
months for every year is used for training, next
three for validation, and last three for testing. For
novels and movie summaries, we divide the data
randomly into 50 : 20 : 30 split for train, validation

2Project Gutenberg, from www.gutenberg.org

1 Miss Mary Briganza will go to Korea with her parents.
2 Miss <female> will go to Korea with her parents.
3 <Title><female>will go to Korea with<their> parents.
4 <Title> will go to Korea with <Their> parents.

Figure 3: Annotation pipeline. We show the anno-
tation and data processing pipeline step-by-step. 1 is
the original sentence. 2 is the sentence after detecting
positions of all mentions in the sentence, and replac-
ing them with a placeholder for gender of that mention.
3 is the sentence after removing obvious gender infor-
mation such as replacing gendered-pronouns (he, she)
with a gender-neutral pronoun (them), and titles Mr.,
Mrs., Miss with a placeholder title word. 4 is the fi-
nal input to our classifier where is the position
of mention for which classifier needs to predict gender
(male or female).

and test data. For movie reviews, we use the pre-
defined split for train and test data, further dividing
the training data into training and validation data.

Labeling Gender for Mentions We illustrate
our processing pipeline via the example sentence
in Figure 3. For mention-level gender prediction,
we need a dataset with identified person mentions
and their genders. Since we do not have labeled
data, we need to identify mentions in contexts, and
assign gender labels to them. Along with pronouns
‘he’ and ‘she’, we use spacy3 to tag all corpora with
NER tags to identify the set of person mentions.
We use the SSN baby names dataset4 from 1880
to 2016 to assign gender to each name. If a name
is associated with more than one sex, we exclude
it if it is ambiguous (being less than 4 times more
frequent for one sex), but otherwise assign it to
the more frequent sex. If a name is absent from
our list of names, we replace the mention with a
placeholder <Person>. Table 1 shows the count
of male and female mention-context pairs gener-
ated using this pipeline. Processed sentence after
this step is sentence 2 in Figure 3.

Filtering and Input Context Processing To re-
move obvious, uninteresting gender information,
we discard sentences that contain any word from a
gender-specific lexicon as used by Bolukbasi et al.
(2016) such as gender-specific occupation words
and gender-specific familial relation words, e.g.,
‘man’, ‘woman’, ‘prince’, and ‘hostess’. Complete
list is given in Appendix A. For contexts that con-
tain gender-indicative pronouns (‘him’, ‘her’, ‘his’,

3https://spacy.io
4https://www.ssa.gov/oact/babynames/
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‘hers’, ‘himself’, ‘herself’), we replace them with a
gender-neutral pronoun (‘them’, ‘their’). All other
mentions in the context (including ‘he’ and ‘she’)
are replaced with a gender neutral word, and ti-
tles (‘Mr’,‘Mrs’,‘Miss’) are replaced with a gender-
neutral title word. Sentence 3 in Figure 3 is the
result after this stage.

4.2 Classifier Details

The input to classifier is sentence 4 in Figure 3
and the target is 1 (for female). We extract such
mention-context pairs from large text corpora to
train classifiers that can predict the gender of indi-
vidual mentions from their context using minimal
manual supervision (as illustrated in Figure 2).

Bag-of-words and ngrams We construct bag-of-
word classifiers by selecting the 50, 000 most fre-
quent words from the training subset, and bag-of-
ngrams models by selecting the 100, 000 most fre-
quent n-grams (up to 3-grams), for each dataset.
We explore a number of classifiers like logistic re-
gression, support vector machines, random forest
classifier, and choose logistic regression classifier
since it consistently performs better than others.

LSTMs and CNNs We use both uni- and bidi-
rectional LSTM recurrent neural networks for the
context. In the 2-way LSTM model, we use two
separate LSTMs: one for context before the men-
tion, and the other for context after the mention.
The direction of LSTM for latter part is reversed
so that the model gives more importance to words
closer to the target mention. This is followed by a
sigmoid layer after the concatenation of the final
hidden states. The input layers are initialized using
the Glove vectors (Pennington et al., 2014), and
are updated during training. We train the classifier
with log-loss and Adam (Kingma and Ba, 2014) op-
timization algorithm, including dropout (Srivastava
et al., 2014) and early stopping for regularization.
Hyper-parameters are tuned for different domains
separately. We experiment with ELMo embed-
dings (Peters et al., 2018), convolutional neural
network (CNN)-based architectures, vanilla recur-
rent neural network (RNN), and gated recurrent
unit (GRU) (Cho et al., 2014) models as well.

Performance Since our datasets are imbalanced,
we use AUC-ROC as a performance metric. Table
2 shows AUC-ROCs for various models for all
the datasets. Conventional bag-of-word/ngrams
classifiers exhibit AUC-ROCs comparable to more

Reviews Summaries News Novels

Bag-of-ngrams 0.64 0.62 0.70 0.71
Bag-of-word 0.63 0.62 0.70 0.71
Single LSTM 0.67 0.62 0.63 0.63
2-way LSTM 0.67 0.66 0.68 0.67
2-way LSTM + ELMo 0.67 0.65 0.70 0.69
2-way RNN 0.65 0.63 0.65 0.63
2-way GRU 0.67 0.66 0.69 0.66
CNN 0.66 0.64 0.68 0.64

Table 2: AUC-ROCs for different models (evaluated
on test data).

complex LSTM and CNN classifiers. We use 2-
way LSTM as the classifier for our final analysis.

5 Human Annotation Evaluation

To assess the difficulty of this task and to compare
performance of our gendered language detector
against a human baseline, we use Amazon Mechan-
ical Turk to get human annotations for 500 random
sentences from the test sets of each domain.

Task Description Turkers are shown sentences
with missing mention, e.g., ‘Sandwich maker
said mojo and fresh roasted pork are key to a great
Cuban sandwich’, and are asked to guess the gender
of the missing mention. We sample the sentences
such that the true labels (male/female) are balanced.
For our study, we use two tasks that slightly dif-
fer from one another in the decisions turkers need
to make. In one task, turkers are given only two
options, male and female, forcing them to make a
choice. In the second task, turkers are given five
options on the Likert scale: extremely likely male,
likely male, neutral, likely female, extremely likely
female allowing for a finer scale of decision. We
include examples in the instructions, and a few
extremely easy examples as probes to verify qual-
ity (Munro et al., 2010). Each worker is shown 35
sentences from a single domain. On average, we
collect 7 human annotations per sentence.

Do humans predict gender well? Sentences
that do not have a clear majority are removed from
our analysis. As a measure of inter-rater relia-
bility, we compute pairwise and majority agree-
ment, in Table 3. Percentage improvement over
chance agreement is higher for 5-scale rating com-
pared to 2-scale rating indicating that users tend to
agree more when they are able to tag the borderline
(possibly confusing) mentions as gender-neutral
(chance agreement is 0.5 for 2-scale, and 0.2 for
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Dataset Pairwise Majority
2-Scale 5-Scale 2-Scale 5-Scale

Reviews 0.62 0.32 0.74 0.52
News 0.65 0.38 0.77 0.55
Novels 0.60 0.33 0.73 0.52
Summaries 0.61 0.33 0.73 0.53
Combined 0.62 0.35 0.74 0.53

Table 3: Pairwise and majority inter-annotator
agreement for instances with clear majority. 2-Scale
indicates when users are asked to indicate male or fe-
male, while 5-Scale indicates gender on a scale of 5.

Extremely male
Likely male

Neutral

Likely female

Extremely female

Human predictions
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Figure 4: Comparing Human Predictions to Truth.
x-axis represents the human prediction for mentions,
while the green and pink bars represent counts of true
male and female mentions respectively.

5-scale task). To analyze the kind of mistakes hu-
mans make, we show the true distribution of male
and female mentions compared against human pre-
dictions in Figure 4. 42% of examples are predicted

‘Neutral’ by humans showing that the task is pretty
difficult for humans as they often find mention gen-
der ambiguous. Further, ‘Likely male’ and ‘Likely
female’ categories have around 30% wrong predic-
tions as well. These high error rates explain low F1
of 0.52 for human annotations. ‘Extremely male’
and ‘Extremely female’ have the least error rates
showing that humans are more precise when they
are more confident about the predictions.

Does our model match humans? In order to
compare human annotations against model predic-
tions more concretely, we choose to use Kendall’s
τc statistic (Berry et al., 2009), because it allows
us to compare two variables when their underly-
ing scales have different numbers of values. Like
correlation coeeficients, τc ranges from -1 (fully
negative association) to +1 (fully positive associ-

0.0 0.2 0.4 0.6 0.8 1.0
Model probability for female

Extremely male

Likely male

Neutral

Likely female

Extremely female

Figure 5: Human and Model Predictions. x-axis is
the classifier probability where higher probability indi-
cates female prediction. The points outside the range
indicate outliers. Right shift of green line (representing
median values) as we move from extremely male pre-
dictions to extremely female predictions corroborates
the agreement between humans and classifiers.

ation). τc between humans and our LSTM model
predictions vary from 0.23 to 0.36 showing posi-
tive correlation. We also look at classifier probabil-
ity distribution for human decisions shown in box
and whisker plot in Figure 5, where x-axis is the
classifier probability of the mention being female.
The median value of classifier prediction for each
category (shown in green line) shifts towards fe-
male prediction as we move from ‘Extremely male’
to ‘Extremely female’ category, corroborating the
agreement between humans and model.

6 Analysing Gendered Language

We first show aggregate word level and phrase
level analysis, then show more complex and subtle
sources of gendered language on sentence level.

Word-level Analysis Table 4 shows the top
nouns and verbs extracted using bag-of-word clas-
sifier. We also train separate classifiers only
on nouns, on adjectives, and on verbs in order
to find out which are most informative for gen-
der. Classifiers trained only on nouns performs
best, indicating that nouns have most information.
Top male-indicative nouns stem from typically
male-dominated sports, while top female-indicative
nouns are related to fashion and home industry.

Phrase-level Analysis Table 5 shows some of
the top phrases for predicting males and females for
different domains extracted using bag-of-ngrams
models. We see phrases like ‘clasped their hands’,

‘fashion show’, ‘jealous rage’, ‘was asked to’ for
females, while ‘clockwork orange’, ’action hero’,
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Female-specific Nouns Male-specific Nouns
Summaries: cherie, elisabet, crawlers, plastics, governess,
cheerleader, prostitution, overdosing, bimbo, spinner
Novels: godmother, melvina, skirt, girlhood, lucile, womanly,
eyebright, womanhood, shawl, dressmaker, demurely
Reviews: comedienne, floriane, slut, adela, tch, topless, ac-
tress, tits, feminist, modeling, redhead, helen, vamp, bettie
News: gymnasts, dietitian, lpga, hingis, feminist, dowd, soren-
stam, wie, receptionist, omnimedia, quilting, homemaker

Summaries: quacker, platoon, tweety, shemp, cellmate, ham,
nibbles, falstaff, pup, towel, mousehole, bullies
Novels: disciples, yussuf, rifle, jr, pepe, cigar, colleague, fol-
lowers, erasmus, judas, opponents
Reviews: seagal, inventor, panther, opponent, sellers, ratso,
comedian, lawman, yossi, creators, brutus, ted
News: spurs, astros, nicks, jets, sprewell, nets, vikings, clip-
pers, lakers, holyfield, sonics, councilman, nba, bucs, pitches

Female-specific Verbs Male-specific Verbs
Summaries: giggles, conceive, type, spurned, distorted,
strokes, railing, rehearse, gag, disowned, plaguing, forgo
Novels: sobbed, sew, blushed, wailed, pouted, scream,
moaned, giggled, weeping, blushing, sob, shrieked, faltered
Reviews: swims, bare, willed, raped, married, pouting, plead-
ing, glows, kisses, liberated, seduces, fled, numbed
News: fax, widowed, choreograph, raped, graduates, decorat-
ing, sobbing, majoring, giggling, married, cries, decorate

Summaries: commanding, barks, crack, credited, embezzled,
executes, opposing, foils, relying, assassinate, engineered
Novels: preached, elected, growled, states, yelled, roared,
nominated, voted, grinned, slew, preach, fire, attack
Reviews: direct, assuming, elected, defeat, casted, laid, mum-
bles, rule, directing, flicks, drinking, produce
News: coach, pitching, batted, disarm, sacked, benched, fum-
bled, lightning, averaged, traded, sprained, vetoed

Table 4: Most important nouns and verbs for predicting male/female.

News Reviews Summaries Novels

Female gendered phrases

was pregnant femme fetale fashion show suffrage association
administrative assistant nude scenes jealous rage clasped their hands
their baby strong willed same way that glass eye
staff to vice pop star was asked to corresponding secretary
social worker is hot unborn child dressing room

Male gendered phrases

defense secretary action hero construction worker lieut col
their locker their screenplay of the next their pipe
super tuesday clockwork orange school bully their rifle
offensive coordinator court martial Vietnam war old fellow
majority leader nothing like the make living jimmy skunk

Table 5: Most important phrases for predicting male/female. ‘their’ represents gender-neutral pronoun.

‘construction worker’ occur for males. Similarly,
the term ‘secretary’ occurs frequently with females,
however phrases like ‘defense secretary’, ‘treasury
secretary’ are positive features for male mentions
indicating male-domination of certain fields.

Sentence-level Analysis Our approach is the
first to find gendered sentences from a huge cor-
pora. We present examples of detected gendered
language in Table 6; the first two columns show
contexts for which a high level of gendering is es-
timated (most confident estimates), while the clas-
sifier has very low confidence for the examples in
third column, indicating gender-neutral use of lan-
guage. We see several interesting examples, e.g.,
male-gendered contexts from summaries show that
society attributes roles like billionaire computer
moguls and FBI-agents to males. The first female
gendered example from novels depicts the way in
which females are described and portrayed in fic-
tion, which is in stark contrast to male descriptions.

Corpus-level Analysis Our approach allows us
to automatically analyze large corpus of text, en-

abling high-level analysis of what documents are
most, or least, gendered. Table 7 shows such an
analysis, where the languages for movie reviews
and summaries, genres for novels, and news desks
for news are organized by their estimated gendered-
ness. We see that children’s history books are more
gendered than their literature books. Books related
to opera and one-act plays are among the least
gendered ones, while those related to war, history,
and philosophy use gendered language the most.
Movie reviews for movies in Vietnamese, Turkish
and Polish are among the most gendered, while
Greek and Japanese are the least gendered. We see
a similar pattern in movie summaries - summaries
for movies filmed in Polish and Turkish are more
gendered than for movies in Korean or Romanian.
Sports is the most gendered category for news ar-
ticles, while Cultural, Leisure, Society, and Home
are among the least gendered ones. The table also
contains some unexpected predictions, such as the
low gendering of Girls and Young women novels.
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Female gendered Male gendered Gender neutral
N

ew
s

– J.J.’s research brings them to find Per-
son, a farmer who is slowly devouring
a 747 to win the heart of lovely ,
editor of the local newspaper.
– It’s a film about Person directed by Per-
son, and I play the soprano .

– USC is expected to announce that for-
mer New England patriots coach
will be its next football coach.
– It has fired up a torrid debate over
President-elect ’s $ 1.3 trillion tax
cut proposal.

– Person had props to bolster their
story, added.
– In North Dakota, Person and -
who are married to each other - were
running against each other for foster
county prosecutor.

N
ov

el
s

– Person looked untidier than ever;
wore a slatternly wrapper, and their hair
was thrust unbrushed into its net.
–“What is it?” asked Person, as
folded and smoothed their best gown.

– If the collector will remember that,
though is the present owner of
their prints...
– Person is not an orator; person is not a
writer; is not a thinker.

– got up and went so – so unex-
pectedly.
– The hand of the child admitted them
to the chamber of death; the door
closed, and stood motionless.

R
ev

ie
w

s – Lake’s secretary, , is Person’s
sweetheart .
– Aeon played by the lovely in this
adaptation, is dexterous as a line-dancer
and deadly as a viper-snake.

– Herein, only old-time Broadway pro-
ducer and their fey secretary Per-
son maintain interest.
– ’s rolling in the sheets with their
beautiful secretary Meredith.boris.

– ’s hysterical and so are their
backup singers.
– is the only one worth seeing
in this film , but person doesn’t get to
do much.

Su
m

m
ar

ie
s – is raped by the estate owner, who

then writes off person’s debt.
– Person, an architect, is married to their
sweetheart with two children.

– Person befriends a billionaire com-
puter mogul and a cafe waitress..
– FBI-agent becomes an unwitting
pawn of the white hand drug cartel.

– Person goes over to check on them,
insisting person reopen the blinds,
but denies doing it.
– In order to stifle their theatrical aspi-
rations, arranges a screen test.

Table 6: Examples of gendered and non-gendered mention-context pairs from different domains. them/their
represents a gender-pronoun replaced with a gender neutral pronoun. Person represents mention. Note that in the
first example for news (in female-gendered column), J.J. has not been identified as a mention. This is a weakness
in the preprocessing.

Reviews Summaries Novels News
Language Language Genre News Desk

Vietnamese Serbian US Civil War Sports
Turkish Arabic US Politics Foreign
Polish Thai Mathematics Financial

Cantonese Czech Military Science Week in Review
Arabic Polish Evolution National

Mandarin Turkish Dictionaries Business

Korean Khmer Girls Living
Latin Korean Young women Travel

Portuguese Sinhala Sisters Society
French Hungarian Family Life Home
Greek Punjabi Marriage Style

Japanese Romanian Italy Performing Arts

Table 7: High-level Analysis of Corpora. Most and
least gendered languages for movie reviews and sum-
maries; genre for novels; news desk for news articles.

7 Discussion and Future Work

Sex vs Gender Since the current English lan-
guage use is mostly limited to binary gender iden-
tities (both due to grammar and usage), we treat
gender as a binary concept in this work. Inclu-
sion of genderqueer and non-binary identities will
require data annotated by humans with sufficient
domain knowledge, which was out of scope for this
work. We assume that mentions for which our label-

ing has associated the wrong ‘gender’ because of
difference in sex/gender identities are sufficiently
low in proportion that model is still able to learn
relevant signals when trained on large corpora.

Facts vs Stereotypes In this work, we do not
delineate between factual information (women get
pregnant) and the intentional use of stereotypes
(women are sweethearts). In some domains, such
as news, ignoring this difference can be misleading,
and exploring approaches that are able to better
separate these different biases is important.

Extension to New Domains There remain a
number of exciting avenues for future work. Al-
though we analyze a variety of domains that differ
from each other, our analysis focused on indepen-
dently investigating each; it may be much more
fruitful to compare and contrast the gendered lan-
guage across multiple domains. When extending
this work to other domains like Twitter, blogs, etc.,
the performance of the system can be affected by
various factors like accuracy of NER system for
the domain (e.g., it would be lower for tweets) and
names to gender mapping (which can vary for dif-
ferent geographies and cultures).
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8 Conclusions

We present a concrete implementation and eval-
uation of our gendered language detector. The
main advantages of our pipeline and method are:
(1) Flexibility, in application to different domains
with minimal manual intervention, (2) Mention-
level analysis, instead of article-level analysis in
previous works, enabling more granular analysis,
and (3) Quantitative measure of the extent of gen-
deredness of context given a mention, allowing
large-scale and detailed analyses and comparisons.

Our pipeline automatically extracts person men-
tions from a corpus, and by using an accurate
gender predictor, trains a classifier to learn the
ways in which language is gendered for that cor-
pus. This automation provides multiple benefits;
not only are there no humans in the loop to inject
their biases about what is, and is not, gendered
language, but further, collection of a large anno-
tated corpus allows us to train sophisticated neural
models that are able to capture semantic and syn-
tactic constructions in the language. Evaluation
suggests that our model is fairly accurate on this
challenging task, and further, allows us to carry out
analysis on multiple domains at varying levels of
granularity, demonstrating potential applications
of this work. The code to support such endeav-
ours, and to reproduce the results, is available at
https://ucinlp.github.io/GenderQuant.

Acknowledgements

We would like to thank Dheeru Dua, Matt Gardner,
Robert L. Logan IV, and the reviewers for their
feedback and suggestions. This work is supported
in part by Allen Institute for Artificial Intelligence
(AI2) and in part by NSF award #IIS-1756023.

References
Omar Ali, Ilias Flaounas, Tijl De Bie, Nick Mosdell,

Justin Lewis, and Nello Cristianini. 2010. Automat-
ing news content analysis: An application to gender
bias and readability. In Workshop on Applications of
Pattern Analysis.

David Bamman, Brendan O’Connor, and Noah A
Smith. 2013. Learning latent personas of film char-
acters. In Annual Meeting of the Association for
Computational Linguistics (ACL).

Kenneth J Berry, Janis E Johnston, Sammy Zahran, and
Paul W Mielke. 2009. Stuarts tau measure of effect
size for ordinal variables: Some methodological con-
siderations. Behavior Research Methods, 41(4).

Ben Blatt. 2017. Nabokov’s favorite word is mauve.
Simon & Schuster.

Tolga Bolukbasi, Kai-Wei Chang, James Y Zou,
Venkatesh Saligrama, and Adam T Kalai. 2016.
Man is to computer programmer as woman is to
homemaker? debiasing word embeddings. In Ad-
vances in Neural Information Processing Systems
(NeurIPS).

Anne Boring, Kellie Ottoboni, and Philip B Stark. 2016.
Student evaluations of teaching (mostly) do not mea-
sure teaching effectiveness. ScienceOpen Research.

John D Burger, John Henderson, George Kim, and
Guido Zarrella. 2011. Discriminating gender on
twitter. In Empirical Methods in Natural Language
Processing (EMNLP).

Aylin Caliskan, Joanna J Bryson, and Arvind
Narayanan. 2017. Semantics derived automatically
from language corpora contain human-like biases.
Science, 356(6334).

John A Centra and Noreen B Gaubatz. 2000. Is there
gender bias in student evaluations of teaching? The
Journal of Higher Education, 71(1).

Kyunghyun Cho, Bart van Merriënboer, Dzmitry Bah-
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A Set of Gender-Specific Words

List from Bolukbasi et al. (2016) without pronouns:
man, women, men, woman, spokesman, wife, son, mother, fa-

ther, chairman, daughter, husband, guy, girls, girl, boy, boys,

brother, spokeswoman, female, sister, male, herself, brothers,

dad, actress, mom, sons, girlfriend, daughters, lady, boyfriend,

sisters, mothers, king, businessman, grandmother, grandfather,

deer, ladies, uncle, males, congressman, grandson, bull, queen,

businessmen, wives, widow, nephew, bride, females, aunt,

prostate cancer, lesbian, chairwoman, fathers, moms, maiden,

granddaughter, younger brother, lads, lion, gentleman, frater-

nity, bachelor, niece, bulls, husbands, prince, colt, salesman,

dude, beard, filly, princess, lesbians, councilman, actresses,

gentlemen, stepfather, monks, ex girlfriend, lad, sperm, testos-

terone, nephews, maid, daddy, mare, fiance, fiancee, kings,

dads, waitress, maternal, heroine, nieces, girlfriends, sir, stud,

mistress, lions, estranged wife, womb, grandma, maternity,

estrogen, ex boyfriend, widows, gelding, diva, teenage girls,

nuns, czar, ovarian cancer, countrymen, teenage girl, penis,

bloke, nun, brides, housewife, spokesmen, suitors, menopause,

monastery, motherhood, brethren, stepmother, prostate, host-

ess, twin brother, schoolboy, brotherhood, fillies, stepson, con-

gresswoman, uncles, witch, monk, viagra, paternity, suitor,

sorority, macho, businesswoman, eldest son, gal, statesman,

schoolgirl, fathered, goddess, hubby, stepdaughter, blokes,

dudes, strongman, uterus, grandsons, studs, mama, godfather,

hens, hen, mommy, estranged husband, elder brother, boyhood,

baritone, grandmothers, grandpa, boyfriends, feminism, coun-

tryman, stallion, heiress, queens, witches, aunts, semen, fella,

granddaughters, chap, widower, salesmen, convent, vagina,

beau, beards, handyman, twin sister, maids, gals, housewives,

horsemen, obstetrics, fatherhood, councilwoman, princes, ma-

triarch, colts, ma, fraternities, pa, fellas, councilmen, dowry,

barbershop, fraternal, ballerina.
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Abstract

We provide an NLP framework to uncover
four linguistic dimensions of political polar-
ization in social media: topic choice, framing,
affect and illocutionary force. We quantify
these aspects with existing lexical methods,
and propose clustering of tweet embeddings
as a means to identify salient topics for analy-
sis across events; human evaluations show that
our approach generates more cohesive topics
than traditional LDA-based models. We ap-
ply our methods to study 4.4M tweets on 21
mass shootings. We provide evidence that the
discussion of these events is highly polarized
politically and that this polarization is primar-
ily driven by partisan differences in framing
rather than topic choice. We identify framing
devices, such as grounding and the contrasting
use of the terms “terrorist” and “crazy”, that
contribute to polarization. Results pertaining
to topic choice, affect and illocutionary force
suggest that Republicans focus more on the
shooter and event-specific facts (news) while
Democrats focus more on the victims and call
for policy changes. Our work contributes to
a deeper understanding of the way group di-
visions manifest in language and to computa-
tional methods for studying them.1

1 Introduction

Elites, political parties, and the media in the US
are increasingly polarized (Layman et al., 2010;
Prior, 2013; Gentzkow et al., forthcoming), and
the propagation of partisan frames can influence
public opinion (Chong and Druckman, 2007) and
party identification (Fiorina and Abrams, 2008).

Americans increasingly get their news from
internet-based sources (Mitchell et al., 2016),
and political information-sharing is highly ide-
ologically segregated on platforms like Twitter
(Conover et al., 2011; Halberstam and Knight,

1All data and code is available at: https://github.
com/ddemszky/framing-twitter

2016) and Facebook (Bakshy et al., 2015). Prior
NLP work has shown, e.g., that polarized mes-
sages are more likely to be shared (Zafar et al.,
2016) and that certain topics are more polarizing
(Balasubramanyan et al., 2012); however, we lack
a more broad understanding of the many ways that
polarization can be instantiated linguistically.

This work builds a more comprehensive frame-
work for studying linguistic aspects of polariza-
tion in social media, by looking at topic choice,
framing, affect, and illocutionary force.

1.1 Mass Shootings

We explore these aspects of polarization by study-
ing a sample of more than 4.4M tweets about
21 mass shooting events, analyzing polarization
within and across events.

Framing and polarization in the context of mass
shootings is well-studied, though much of the lit-
erature studies the role of media (Chyi and Mc-
Combs, 2004; Schildkraut and Elsass, 2016) and
politicians (Johnson et al., 2017). Several works
find that frames have changed over time and be-
tween such events (Muschert and Carr, 2006;
Schildkraut and Muschert, 2014), and that frames
influence opinions on gun policies (HaiderMarkel
and Joslyn, 2001). Prior NLP work in this area
has considered how to extract factual informa-
tion on gun violence from news (Pavlick et al.,
2016) as well as quantify stance and public opin-
ion on Twitter (Benton et al., 2016) and across the
web (Ayers et al., 2016); here we advance NLP ap-
proaches to the public discourse surrounding gun
violence by introducing methods to analyze other
linguistic manifestations of polarization.

1.2 The Role of the Shooter’s Race

We are particularly interested in the role of the
shooter’s race in shaping polarized responses to
these events. Implicit or explicit racial biases
can be central in people’s understanding of social
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problems (Drakulich, 2015); in the mass shoot-
ing context, race is a factor in an event’s news-
worthiness (Schildkraut et al., 2018) and is often
mentioned prominently in media coverage, partic-
ularly when the shooter is non-white (Mingus and
Zopf, 2010; Park et al., 2012). Duxbury et al.
(2018) find that media representations of white
shooters disproportionately divert blame by fram-
ing them as mentally ill while representations of
non-white shooters are more frequently criminal-
ized, highlighting histories of violent behavior.

The important question remains as to how polar-
ized ideologies surrounding race take shape on fo-
rums such as Twitter. Therefore, in all of the anal-
yses throughout this paper we consider the race of
the shooter as a potential factor. We note that in the
21 shooting events we study, shootings in schools
and places of worship are overwhelmingly carried
out by white perpetrators, so we cannot fully dis-
entangle the effect of race from other factors.

2 Data: Tweets on Mass Shootings

Data collection. We compiled a list of mass
shootings between 2015 and 2018 from the Gun
Violence Archive.2 For each, we identified a list of
keywords representative of their location (see Ap-
pendix A). Given Twitter search API’s limitations
on past tweets, we retrieved data from a Stanford
lab’s archived intake of the Twitter firehose.3

For each event, we built a list of relevant
tweets for the two weeks following the event.
A tweet is relevant if it contained at least one
of the event’s location-based representative key-
words and at least one lemma from the following
list: “shoot”, “gun”, “kill”, “attack”, “massacre”,
“victim”. We filtered out retweets and tweets from
users who have since been deactivated. We kept
those 21 events with more than 10,000 tweets re-
maining. For more details see Appendix A.

Partisan assignment. We estimate the party af-
filiation of users in the dataset from the political
accounts they follow using a method similar to that
of Volkova et al. (2014), which takes advantage
of homophily in the following behavior of users
on twitter (Halberstam and Knight, 2016). We
compile a list of Twitter handles of US Congress
members in 2017, the 2016 presidential and vice

2https://www.gunviolencearchive.org
3With the exception of the two most recent shootings in

Pittsburgh and Thousand Oaks, for which we collected tweets
real time via the Twitter API.
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Figure 1: To validate our partisanship assignment, we
compare the proportion of users we classify as Repub-
lican separately for each US state against the Republi-
can share of the two-party vote. A weighted linear re-
gression with the number of partisan users per state as
weights obtains an adjusted R2 of .82, indicating that
the distribution of Republican users in our data and that
of Republican voters across states is similar.

presidential candidates, and other party-affiliated
pages.4 We label a user as a Democrat if they
followed more Democratic than Republican politi-
cians in November 2017, and as a Republican if
the reverse is true. For each event, 51–72% of
users can be assigned partisanship in this way; to
validate our method we compare state averages
of these inferred partisan labels to state two-party
vote shares, finding a high correlation (Figure 1).5

3 Quantifying Overall Polarization

We begin by quantifying polarization (equiva-
lently, partisanship) between the language of users
labeled Democrats and Republicans after mass
shooting events. We establish that there is sub-
stantial polarization, and that the polarization in-
creases over time within most events.

3.1 Methods

Pre-processing. We first build a vocabulary for
each event as follows. Each vocabulary contains
unigrams and bigrams that occur in a given event’s
tweets at least 50 times, counted after stemming
via NLTK’s SnowballStemmer and stopword re-
moval.6 We refer to these unigrams and bigrams
collectively as tokens.

4See Appendix B.1 for the complete list.
5We performed the sanity check for all partisan users with

a valid US state as part of their geo-location (⇠350k users).
6Stopword list is provided in Appendix A.1
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Measure of partisanship. We apply the
leave-out estimator of phrase partisanship from
Gentzkow et al. (forthcoming). Partisanship is
defined as the expected posterior probability that
an observer with a neutral prior would assign to a
tweeter’s true party after observing a single token
drawn at random from the tweets produced by the
tweeter. If there is no difference in token usage
between the two parties, then this probability is
.5, i.e. we cannot guess the user’s party any better
after observing a token.

The leave-out estimator consistently estimates
partisanship under the assumption that a user’s to-
kens are drawn from a multinomial logit model.
The estimator is robust to corpus size. The
leave-out estimate of partisanship ⇡LO between
Democrats i 2 D and Republicans i 2 R is

⇡LO =
1

2

✓
1

|D|
X

i2D

q̂i·⇢̂�i+
1

|R|
X

i2R

q̂i·(1�⇢̂�i)

◆

where q̂i = ci/mi is the vector of empirical to-
ken frequencies for tweeter i, with ci being the
vector of token counts for tweeter i and mi the
sum of token counts for tweeter i; and ⇢̂�i =
(q̂D\i ↵ (q̂D\i + q̂R\i)) is a vector of empiri-
cal posterior probabilities, excluding speaker i and
any token that is not used by at least two speak-
ers. Here we let ↵ denote element-wise division
and q̂G =

P
i2G ci/

P
i2G mi denote the empir-

ical token frequency of tweeters in group G. The
estimator thus captures two intuitive components
of partisanship: between-group difference (poste-
rior probability for each feature), and within-group
similarity (dot-product between the feature vector
of each speaker and that of their group).

User-level measures. As the above leave-out es-
timator represents the average of user-level polar-
ization values, we take the user-level dot product
(q̂i · ⇢̂�i) as an estimate of the polarization of user
i’s language. We consider the correlation of this
value and the number of politicians a user follows
in total and from their preferred party.

3.2 Results and Discussion
Overall polarization. As Figure 2 shows, the
discussion of each event7 is highly polarized: val-
ues range from .517 to .547. For comparison, this

7For all the experiments using the leave-out estimator, we
exclude Fort Lauderdale for which we only have tweets for
the first day after the event; polarization is most dominant
a few days after each event, making it incomparable. For
reference, the leave-out estimate for Fort Lauderdale is .51.
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Figure 2: Tweets on mass shootings are highly polar-
ized, as measured by the leave-out estimate of phrase
partisanship (Gentzkow et al., forthcoming). The
shaded region represents the 95% confidence interval
of the linear regression fit to the actual values. To quan-
tify noise, we also calculate the leave-out estimate after
randomly assigning users to parties, matching the ratio
of parties in the true data. The “values resulting from
random assignment” are all close to .5, suggesting that
the actual values are not a result of noise.

measure, for most events, is similar to or higher
than the polarization in the US congress (⇠ .53
in recent years) (Gentzkow et al., forthcoming).
While we observe a slight increase in polarization
over the past three years, this increase is not statis-
tically significant (p ⇡ .26).

Post-event polarization. To see how polariza-
tion changes at the event level, we computed the
leave-out estimate for each of the first 10 days fol-
lowing the events (see Figure 3). An event-day
level regression of partisanship on days since the
event suggests a slight increase in post-event po-
larization across events (slope = .002, p < 0.05).
Fitting separate regressions, we find that the five
events with the steepest increase in polarization
are Burlington (slope = .03, p < 0.05), Orlando
(slope = .006, p < 0.001), Las Vegas (slope =
.003, p < 0.001), Chattanooga (slope = .003,
p < 0.05) and Roseburg (slope = .003, p < 0.05)
— note that except for Las Vegas, these shootings
are all committed by a person of color.

Are the changes in the leave-out score due to
different users tweeting at different times or due
to the same users becoming more or less politi-
cal? We found that while on average only ⇠ 10%
of users tweeted on multiple days (SD = 5%)
across the events, these users contribute ⇠ 28%
of the tweets (SD = 15%). After removing these
users from the leave-out estimation, we found that
the temporal patterns remain with the same statis-
tical significance, providing one piece of evidence
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Figure 3: Leave-out estimate post-event.

that changes in polarization are not due to changes
within users who tweet on multiple days.

User-level polarization. We estimated a linear
regression of the leave-out score on the total num-
ber of followed politicians and the number from
the user’s preferred party, with controls for event
indicators. The estimates imply that, fixing the to-
tal number of followed politicians, one more fol-
lowed politician from one’s preferred party is as-
sociated with an increase of .009 SD in the leave-
out. Fixing the number of followed politicians
from the user’s preferred party, one more followed
politician is associated with a decrease of .02 SD
in the leave-out.

4 Topics and Framing

Topic choice can be a tool for agenda-setting
by establishing what an author or institution
deems worthy of discussion (McCombs, 2002),
and works in NLP have used topic modeling as
an approach to measure this effect (Tsur et al.,
2015; Field et al., 2018). The strategy of highlight-
ing particular aspects within topics as a means of
framing (Entman, 2007) has also been quantified
in the NLP literature (Boydstun et al., 2013; Card
et al., 2015; Naderi and Hirst, 2017).

Previous work largely focuses on the relation
between topic and framing in the news media; we
study social media, proposing methods to identify
general, non-event-specific topics and to quantify
between- and within-topic polarization.

4.1 Methods

Topic assignment. Our goal is to induce topics
that are salient in our narrow domain and compara-
ble across events. This presents a challenge for tra-
ditional topic modeling approaches, since the dis-
course surrounding these events is inherently tied
to concrete aspects of the events that tend to co-
vary with topic usage, like location, setting, and

demographics of the shooter and victims.
We build on the ability of vector space mod-

els to represent higher-level semantics to develop
our own embedding-based topic assignment ap-
proach, comparing it with two traditional LDA-
based methods: MALLET8 and the Biterm Topic
Model (BTM) (Yan et al., 2013); BTM was devel-
oped specifically for tweets. For all of these meth-
ods, we first randomly sample 10k tweets from
each event forming our subset S of all tweets T ;
then, we create a vocabulary V of word stems that
occur at least ten times in at least three events
within S (⇠2000 word stems) and remove all
stems from T are not part of V . Sampling is
crucial for encouraging event-independent topics
given the large disparity among event-level tweet
counts (the largest event, Orlando, has 225⇥more
tweets than the smallest event, Burlington).

For the embedding-based approach, we:
1. Train GloVe embeddings (Pennington et al.,
2014) on V based on 11-50k random samples of
tweets from each event.9

2. Create sentence embeddings et, 8t 2 T using
Arora et al. (2017)’s method, by computing the
weighted average vt of the embeddings of stems
within t and removing vt’s projection onto the
first principal component of the matrix the rows
of which are vt, 8t 2 S. Stem weights are set to
be inversely proportional to their frequencies in S.
3. Jointly cluster the embeddings et, 8t 2 S via
k-means using cosine distance and assign all tweet
embeddings et, 8t 2 T to the centroids to which
they are closest.

We also trained MALLET and BTM on S and
used the resulting models to infer topics for all
tweets in T , assigning each tweet to its highest
probability topic. Henceforth, we use d to mean
cosine distance for k-means and probabilities for
MALLET and BTM.

A manual inspection found that about 25% of
the tweets are either difficult to assign to any topic
or they represent multiple topics equally. To filter
out such tweets, for each tweet we looked at the ra-
tio of d to its closest and second closest topic and
removed tweets that have ratios higher than the
75th percentile (calculated at the model-level).10

8http://mallet.cs.umass.edu/topics.php
9This sample is different from S as it includes more

tweets to increase data size, which is important for training
the embeddings, where the slightly disproportional represen-
tation of events is less problematic.

10This procedure filters out 11-26% tweets (M=22%,
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Figure 4: Topic model evaluations, collapsed across
k = 6� 10. Error bars denote standard errors.

Topic 10 Nearest Stems
news
(19%)

break, custodi, #breakingnew, #updat, confirm,
fatal, multipl, updat, unconfirm, sever

investigation
(9%)

suspect, arrest, alleg, apprehend, custodi,
charg, accus, prosecutor, #break, ap

shooter’s identity
& ideology (11%)

extremist, radic, racist, ideolog, label,
rhetor, wing, blm, islamist, christian

victims & location
(4%)

bar, thousand, california, calif, among,
los, southern, veteran, angel, via

laws & policy
(14%)

sensibl, regul, requir, access, abid, #gunreformnow,
legisl, argument, allow, #guncontolnow

solidarity
(13%)

affect, senseless, ach, heart, heartbroken,
sadden, faculti, pray, #prayer, deepest

remembrance
(6%)

honor, memori, tuesday, candlelight, flown,
vigil, gather, observ, honour, capitol

other
(23%)

dude, yeah, eat, huh, gonna, ain,
shit, ass, damn, guess

Table 1: Our eight topics (with their average propor-
tions across events) and nearest-neighbor stem embed-
dings to the cluster centroids. Topic names were man-
ually assigned based on inspecting the tweets.

To compare the models, we ran two MTurk ex-
periments: a word intrusion task (Chang et al.,
2009) and our own, analogically defined tweet in-
trusion task, with the number of topics k ranging
between 6-10. Turkers were presented with either
a set of 6 words (for word intrusion) or a set of
4 tweets (for tweet intrusion), all except one of
which was close (in terms of d) to a randomly cho-
sen topic and one that was far from that topic but
close to another topic. Then, Turkers were asked
to pick the odd one out among the set of words /
tweets. More details in Appendix D.

We find that our model outperforms the LDA-
based methods with respect to both tasks, particu-
larly tweet intrusion — see Figure 4. This suggests
that our model both provides more cohesive topics
at the word level and more cohesive groupings by
topic assignment. The choice of k does not yield
a significant difference among model-level accu-
racies. However, since k = 8 slightly outperforms
other k-s in tweet intrusion, we use it for further
analysis. See Table 1 for nearest neighbor stems to
each topic and Appendix C.2 for example tweets.

Measuring within-topic and between-topic par-
tisanship. Recall that the leave-out estimator

SD=4%) across events, for our model, for eight topics.
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Figure 5: Measurements of between-topic and within-
topic polarization of the 21 events in our dataset show
that within-topic polarization is increasing over time
while between-topic polarization remains stable.

from Section 3.1 provides a measure of partisan-
ship. The information in a tweet, and thus par-
tisanship, can be decomposed into which topic is
discussed, and how it’s discussed.

To measure within-topic partisanship for a par-
ticular event, i.e. how a user discusses a given
topic, we re-apply the leave-out estimator. For
each topic, we calculate the partisanship using
only tweets categorized to that topic. Then, over-
all within-topic partisanship for the event is the
weighted mean of these values, with weights given
by the proportion of tweets categorized to each
topic within each event.

Between-topic partisanship is defined as the ex-
pected posterior that an observer with a neutral
prior would assign to a user’s true party after learn-
ing only the topic — but not the words — of a
user’s tweet. We estimate this value by replacing
each tweet with its assigned topic and applying the
leave-out estimator to this data.

4.2 Results

Figure 5 shows that for most events within-topic is
higher than between-topic partisanship, suggest-
ing that while topic choice does play a role in
phrase partisanship (its values are meaningfully
higher than .5), within-topic phrase usage is sig-
nificantly more polarized. Linear estimates of
the relationship between within and between topic
partisanship and time show that while within-topic
polarization has increased over time, between-
topic polarization has remained stable. This find-
ing supports the idea that topic choice and topic-
level framing are distinct phenomena.

Partisanship also differs by topic, and within
days after a given event. Figure 6 shows po-
larization within topics for 9 days after Las Ve-
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Figure 6: Las Vegas within-topic polarization in the
days after the event. The bar charts show the propor-
tion of each topic in the data at a given time.

gas. We find that solidarity has the lowest and
shooter’s identity & ideology the highest polar-
ization throughout; polarization in most topics in-
creases over time and news has the steepest in-
crease. Similar patterns are present after Orlando
(Figure 17 in Appendix I). Measuring polarization
of topics for other events over time is noisy, given
the sparsity of the data, but overall within-topic
polarization is consistent: the most polarized top-
ics on average across events are shooter’s identity
& ideology (.55) and laws & policy (.54), where
people are apparently polarized about both why
an event happened and what to do about it. Fact-
and sympathy-based topics display less polariza-
tion: news (.51), victims & location (.52), solidar-
ity (.52) and remembrance (.52).

As shown in Figure 7, investigation, news, and
shooter’s identity & ideology are more likely to
be discussed by Republicans and laws & pol-
icy and solidarity more likely to be discussed by
Democrats across events.11 Topics preferred by
Republicans seem to relate more to the shooter
than to the victims, while topics preferred by
Democrats seem to relate more closely to the
victims. The shooter’s race appears to play
a role in topic preference: if the shooter is
white, Democrats become more likely to focus on
shooter’s identity & ideology and laws & policy
and Republicans on news and investigation than if
the shooter is a person of color.

5 Specific Framing Devices

In the previous section, we show that topic-level
framing and topic choice are different dimensions
of polarization. We now look at the specific terms

11p-values are calculated using a one sample t-test, com-
paring with zero: shooter’s identity & ideology (p < 0.05),
investigation (p < 0.001), laws & policy (p < 0.1), news
(p < 0.05), solidarity (p < 0.001).

Figure 7: The plot shows the kernel density of the par-
tisan log odds ratios of each topic (one observation per
event). The white points show the median and the black
rectangles the interquartile range across events.

and types of grounding that are used as partisan
framing devices, contributing to polarization.

5.1 Methods

Partisan tokens. We estimate the partisanship
of tokens via their event-level log odds ratio of
Democrats relative to Republicans (based on the
vocabularies we create in Section 3.1). We com-
pare these estimates across events.12

Grounding. We study whether there is polar-
ization in which prior tragic events are refer-
enced in the context of a particular mass shoot-
ing. We compile a list of keywords representing
major events of mass violence in the US in the
past two decades and kept those that were men-
tioned at least 100 times by Democrat or Repub-
lican users. For all tweets for each event in our
dataset, we counted the mentions of past context
events. For example, in the following tweet posted
after Las Vegas: “Dozens of preventable deaths
should not be the cost of living in America. Stand
up to the #NRA. #LasVegasShooting #SandyHook
#Charleston”, Sandy Hook and Charleston are the
context events. Finally, we calculated the partisan
log odds ratio of each context event.

5.2 Results

We focus on the partisanship of the term “terror-
ist” and “crazy”, which exhibit differential pat-

12To compare the partisanship of tokens at the event- and
topic-level, we also z-score the log odds ratios (Monroe et al.,
2008) within events and topics; the most partisan tokens are
reported in Appendix F. The reason why we do not z-score
for the between-event comparison is because data verbosity
disproportionately affects the range of the values’ magni-
tudes. Note that the signs of values — which we focus on for
the cross-event comparison — are not affected by z-scoring.
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Figure 8: The log odds ratios of “terrorist” and “crazy”
across events, grouped by the shooter’s race. The boxes
show the interquartile range and the diamond an outlier.

terns across events based on the shooter’s race.13

“Terrorist” is always more likely to be used by
Democrats than Republicans in events where the
shooter is white, and the opposite is true when the
shooter is a person of color (Figure 8); “crazy” is
more likely used by Republicans if the shooter is
white than if they are a person of color and the
opposite is true (although the pattern is weaker)
when a shooter is white.

These findings support related work (Perea,
1997; Delgado and Stefancic, 2017) discussing bi-
nary conceptualization of race in the US, and its
influence in determining whether a shooter’s men-
tal health or aspects of their identity are discussed.
However, the fact that the influence of race flips
completely for Democrats and Republicans is a
striking result that calls for further exploration.

The partisanship of contextual grounding also
corroborates our finding that the shooter’s race in-
fluences how people conceptualize a certain event.
Our results in Figure 9 suggest a few key take-
aways: the two most frequently employed context
events are both highly partisan (Sandy Hook for
Democrats and 9/11 for Republicans); shootings
at schools and places of worship are more likely
to be brought up by Democrats; Democrats are
more likely to reference events with white shoot-
ers, while Republicans are more likely to reference
those with shooters who are people of color.

6 Affect

Affect is intimately tied to ideological reason-
ing (Redlawsk, 2002; Taber et al., 2009), and so
emotional expression represents another seman-
tic layer relevant to polarization (Iyengar et al.,
2012; Suhay, 2015). Others have shown that emo-
tion words can help detect political ideology on
Twitter (Preoţiuc-Pietro et al., 2017) and that emo-

13Note that these words in fact have the largest difference
(negative and positive, respectively) if we calculate the differ-
ences between the mean z-scores — grouped by the shooter’s
race — for all tokens in our joint vocabulary.

tive political tweets are more likely to be shared
(Stieglitz and Dang-Xuan, 2012). Here, we em-
ploy a lexicon-based approach to measure valence
(positive and negative) and five basic emotion cat-
egories (disgust, fear, trust, anger, and sadness).

6.1 Methods
Since word-affect associations are highly domain
dependent, we tailored an existing affect lexicon,
the NRC Emotion Lexicon (Mohammad and Tur-
ney, 2013), to our domain via label propagation
(Hamilton et al., 2016).

Specifically, we stem all the words in the lexi-
con and select 8-10 representative stems per emo-
tion category that have an association with that
emotion in the context of mass shootings. For each
emotion category, we compute pairwise cosine
distances between the GloVe embedding of each
in-vocabulary stem and the representative stems
for that emotion, and include the 30 stems with
the lowest mean cosine distances. The resulting
lexicons can be found in Appendix E.

We use these lexicons to measure the parti-
sanship of each affect category. For each event
and each party we aggregate stem frequencies per
emotion category. We then calculate the partisan
log odds ratio of each category for each event.

6.2 Results
The log odds ratio of each affect category is shown
in Figure 10. These findings suggest that positive
sentiment, sadness and trust are more likely to be
expressed by Democrats across events, while fear
and disgust are more likely to be expressed by Re-
publicans, particularly when the shooter is a per-
son of color. Anger, trust and negative sentiment is
similarly likely to be expressed by both parties.14

Our results about fear and disgust accord with
existing literature on emotion and political ideol-
ogy: conservatives score higher than liberals on
subjective measures of fear (e.g. Jost et al., 2017;
Federico et al., 2009; Hibbing et al., 2014) and
disgust sensitivity is also associated with political
conservativism (e.g. Inbar et al., 2009, 2012).

7 Modality and Illocutionary Force

Modality is a lexical category concerned with
necessity and possibility (Kratzer, 2002; Fintel,

14p-values are calculated using a one sample t-test, com-
paring to zero: anger (p ⇡ 0.43), disgust (p ⇡ 0.06), fear
(p < 0.001), negative (p ⇡ .2), positive (p < 0.001), sad-
ness (p < 0.02), trust (p ⇡ 0.07).
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Figure 9: The partisanship of events of mass violence when used as a context for a given mass shooting. The
position of the events on the line represents their partisan log odds ratio (Democrat < 0 (neutral) < Republican).
The pie charts indicate the proportion of Democrat and Republican users’ tweets that involve this “context” event.

Figure 10: The log odds of each emotion category in
our lexicon (one observation represents one event).

2006). In the aftermath of a tragic event, people
seek solutions, a process that often involves re-
flecting on what should have happened or should
happen now or in the future (e.g. to prevent such
events). We hypothesize that the use of modals in
our data gives insight into the kind of (illocution-
ary) acts (Austin, 1962) the users are performing
via their tweets, such as calling for action, assign-
ing blame, expressing emotions, and stating facts.

7.1 Methods
We work with all forms of the four most frequent
necessity modals in our data — should, must, have
to and need to. For each, we quantify its partisan-
ship via its partisan log odds ratio. We also an-
notate a random sample of 200 tweets containing
modals to see whether they are indeed used in con-
texts that imply calls for change / action (e.g. ‘We
must have gun control!’) and / or to express the
user’s mental state about the event, such as despair
or disbelief (e.g. ‘Why do people have to die?’).

7.2 Results
Table 2 shows a random sample of tweets contain-
ing some form of either should, must, have to, or

This roller coaster debate MUST STOP! Sensible gun ownership is one
thing but assault weapons massacre innocent lives. The savagery of gore
at #Parkland was beyond belief & must be the last.
In times of tragedy shouldn’t we all come together?! Prayers for those
harmed in the #PlannedParenthood shooting.
Communities need to step up and address white on white crime like the
Las Vegas massacre. White men are out of control.
he BLM protest shooting, planned parenthood, now cali... domestic
terrorism will crumble this country, SANE PPL HAVE TO FIGHT BACK
Shooting cops is horrible, cannot be condoned. But must be understood
these incidents are outgrowth of decades of police abuses. #BatonRouge
1. Islamic terrorists are at war with us 2. Gun free zones = kill zones
3. Americans should be allowed to defend themselves #Chattanooga
Las Vegas shooting Walmart shooting and now 25 people killed in
Texas over 90 people killed Mexico should build that wall to keep the US out
CNN reporting 20 dead, 42 injured in Orlando night club shooting.
Just awful. The US must act to control guns or this carnage will continue.

Table 2: Random sample of tweets with modals. Only
one of the eight (Ex. 6) tweets expresses ideas tradi-
tionally associated with conservative ideology.

need to. More collocations, as well as their parti-
sanship, can be found in Appendix H. These ex-
amples, as well as our annotation, support the hy-
pothesis that these modals are primarily used to
call for action. Of the 200 modal uses, ⇠78% ex-
press calls for change/action, ⇠40% express the
user’s mental state.15 We also compute the rep-
resentation pm

x of each modal m in each topic
x 2 X via (fm

x /
P

x02X fm
x0 )/(fx/

P
x02X fx0),

where fx is the number of tweets from topic x, and
fm

x the number of those also containing m. We
find that that modals are over-represented in the
laws & policy topic (see Figure 11). This evidence
suggests that calls for policy change — especially
gun control, based on annotated samples — are a
dominant subset of calls for action.

The log odds ratio of modals shows that all of
them are more likely to be used by Democrats
across events: have to (mean:�.39, p < 0.001),

15Other uses are primarily epistemic ones (e.g. ‘The sus-
pect must be mentally ill’).
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Figure 11: The representation of modals in each topic.
Values represent averages across events.

must (mean:�.3, p < 0.001), should (mean:�.18,
p < 0.01), need to (mean:�.18, p < 0.01) —
where Democrat and Republican log odds are neg-
ative and positive, respectively.16 A two-tailed t-
test shows that only should exhibits statistically
significant difference based on the shooter’s race
(p < 0.03), as it is even more likely to be used by
Democrats when the shooter is white.

To understand whether assigning blame in this
domain is a partisan propensity, we also study uses
of should have.17 The log odds of should have
(mean:�.22, p < 0.05) show that it is similarly
likely to be used by Democrats as should (p ⇡ 0.8
from two-tailed t-test). Interestingly the log odds
ratio of should have, unlike that of should, does
not differ significantly based on the shooter’s race
(p ⇡ 0.8 from two-tailed t-test). Moreover, we
did not find a significant difference in the parti-
sanship of should have nor any other modal based
on the administration (Obama or Trump) a shoot-
ing took place under, suggesting that Democrats
are more likely call for change and assign blame
even if their preferred party is in power.

8 Conclusion

We show that inspecting polarization on social me-
dia from various angles can shed light on salient
phenomena pertinent to group divisions. Apply-
ing the leave-out estimator of phrase partisanship
to data on mass shootings, we find that reactions
to these events are highly polarized politically.

To disentangle topic choice and topic-level
framing — two phenomena that contribute to po-
larization — we introduce a tweet-clustering ap-
proach. By sampling, requiring words in the vo-
cabulary to appear in multiple events and relying

16p-values are from one sample t-test, comparing to 0.
17On average across events, forms of should have consti-

tute 16% of the uses of should (SD=5%).

on the abstraction of a vector space model, we gen-
erate cohesive topic representations that are robust
to disparities among event-level vocabularies and
tweet counts. Human evaluation shows that our
method outperforms LDA-based approaches.

Our induced topics suggest that Republicans
preferentially discuss topics about the shooter’s
identity and ideology, investigation and news,
while Democrats preferentially discuss solidarity
and policy-related topics. We also find that the
setting and the shooter’s race interact with polar-
ization. For example, Democrats are more likely
to contextualize any mass shooting among school
shootings and call white shooters “terrorists” than
are Republicans, who in turn are more likely to
liken any shooting to other violent events per-
petrated by people of color — whom they are
more likely to call “terrorist” than are Democrats.
Moreover, Democrats are more likely to frame the
shooter as mentally ill when they are a person of
color and Republicans when they are white.

We also demonstrate that looking at affect and
illocutionary force can help us understand users’
polarized responses to these tragic events: Repub-
licans are more likely to express fear and disgust
than are Democrats, while Democrats are more
likely to express sadness and positive sentiment,
to make calls for action and assign blame.

Polarization is a multi-faceted phenomenon: in
this paper we present a set of measures to study
these different facets through the lens of language.
We show that these measures provide convergent
evidence, creating a clearer picture of the complex
ideological division permeating public life.
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cisco, Bruno Gonçalves, Filippo Menczer, and
Alessandro Flammini. 2011. Political Polarization
on Twitter. Fifth International AAAI Conference on
Weblogs and Social Media, 133:89–96.

Richard Delgado and Jean Stefancic. 2017. Critical
Race Theory: An Introduction. NYU Press.

Kevin M Drakulich. 2015. Explicit and Hidden Racial
Bias in the Framing of Social Problems. Social
Problems, 62(3):391–418.

Scott W Duxbury, Laura C Frizzell, and Sadé L Lind-
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A Data

Table 3 contains properties of the data. Figure 12
contains the distribution of partisan tweets for
each event.

Event-specific keywords. We use the follow-
ing location-specific keywords (case insensitive)
to find tweets on the events:

• Chattanooga: chattanooga, military recruit-
ment center

• Roseburg: umpqua, roseburg

• Colorado Springs: colorado springs, col-
oradosprings, planned parenthood, planned-
parenthood

• San Bernardino: san bernardino, san-
bernardino

• Kalamazoo: kalamazoo

• Orlando: orlando, pulse nightclub

• Dallas: dallas

• Baton Rouge: baton rouge, batonrouge

• Burlington: burlington, cascade mall

• Fort Lauderdale: lauderdale

• Fresno: fresno

• San Francisco: ups, san francisco

• Las Vegas: vegas, route91, harvest festival,
harvestfestival, mandalay bay

• Thornton: thornton, walmart, denver

• Sutherland Springs: sutherland springs,
sutherlandsprings

• Parkland: parkland, marjory stoneman

• Nashville: nashville, waffle house

• Santa Fe: santa fe, santafe

• Annapolis: annapolis, capital gazette

• Pittsburgh: pittsburgh, treeoflife, tree of life

• Thousand Oaks: thousand oaks, thousan-
doaks
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Event city / town State Specific location Date No. victims Race / ethnicity
of shooter No. tweets No. partisan tweets No. Dem tweets No. Rep tweets

Chattanooga TN Military Recruitment Center 7/16/15 7 Middle Eastern 29573 20709 5925 14784
Roseburg OR Umpqua Community College 10/1/15 18 Mixed 18076 11505 6419 5086
Colorado Springs CO Planned Parenthood clinic 11/27/15 12 White 55843 39719 26614 13105
San Bernardino CA Inland Regional Center 12/2/15 35 Middle Eastern 70491 45819 20798 25021
Kalamazoo MI multiple 2/20/16 8 White 10986 6807 4350 2457
Orlando FL Pulse nightclub 6/12/16 102 Middle Eastern 1831082 872022 450784 421238
Dallas TX Black Lives Matter protest 7/7/16 16 Black 260377 144205 64628 79577
Baton Rouge LA streets 7/17/16 6 Black 46126 29015 12019 16996
Burlington WA Cascade Mall 9/23/16 5 Middle Eastern 8171 4993 1838 3155
Fort Lauderdale FL Fort Lauderdale airport 1/6/17 11 Hispanic 12525 7194 3073 4121
Fresno CA downtown 4/18/17 3 Black 8868 6128 1377 4751
San Francisco CA UPS store 6/14/17 5 Asian 10487 6627 4346 2281
Vegas NV Route 91 Harvest Festival 10/1/17 604 White 1286399 726739 315343 411396
Thornton CO Walmart 11/1/17 3 White 14341 9170 5527 3643
Sutherland Springs TX Texas First Baptist Church 11/5/17 46 White 154076 106220 52513 53707

Parkland FL
Marjory Stoneman Douglas
High School

2/14/18 31 White 272499 186570 113856 72714

Nashville TN Waffle House 4/22/18 8 White 38680 24326 14606 9720
Santa Fe CA Santa Fe High School 5/18/18 23 White 73621 42968 26784 16184
Annapolis MD Capital Gazette 6/28/18 7 White 27715 18468 11863 6605
Pittsburgh PA Tree of Life Synagogue 10/27/18 18 White 59925 36920 22735 14185
Thousand Oaks CA Borderline Bar and Grill 11/7/18 23 White 117815 62812 40328 22484

Table 3: Data properties.

0%

25%

50%

75%

100%

Chatta
nooga

Rose
burg

Colorado Sprin
gs

San Bernardino

Kalamazo
o

Orla
ndo

Dalla
s

Baton Rouge

Burlin
gton

Fort L
auderdale

Fresn
o

San Francis
co

Vegas

Thornton

Sutherla
nd 

Parkl
and

Nash
vil

le

Santa Fe

Annapolis

Pitts
burgh

Thousa
nd Oaks

No. Rep tweets No. Dem tweets

Figure 12: Distribution of partisan tweets for each event.
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A.1 Stopwords

no, noone, nobody, nowhere, nothing, nor, not,
none, non, a, able, about, above, according,
accordingly, across, actually, after, afterwards,
again, against, all, allow, allows, almost, alone,
along, already, also, although, always, am, among,
amongst, an, and, another, any, anybody, anyhow,
anyone, anything, anyway, anyways, anywhere,
apart, appear, appreciate, appropriate, are, aren,
around, as, aside, ask, asking, associated, at, avail-
able, away, awfully, b, be, became, because, be-
come, becomes, becoming, been, before, before-
hand, behind, being, believe, below, beside, be-
sides, best, better, between, beyond, both, brief,
but, by, c, came, can, cannot, cant, cause, causes,
certain, certainly, changes, clearly, co, com, come,
comes, concerning, consequently, consider, con-
sidering, contain, containing, contains, corre-
sponding, could, couldnt, couldn, couldve, course,
currently, d, definitely, described, despite, did,
didnt, didn, different, do, dont, don, does, doesn,
doesnt, doing, done, down, downwards, during,
e, each, edu, eg, eight, either, else, elsewhere,
enough, entirely, especially, et, etc, even, ever, ev-
ery, everybody, everyone, everything, everywhere,
ex, exactly, example, except, f, far, few, fifth,
first, five, followed, following, follows, for, for-
mer, formerly, forth, four, from, further, further-
more, g, get, gets, getting, given, gives, go, goes,
going, gone, got, gotten, greetings, h, had, hadn,
happens, hardly, has, hasnt, hasn, have, havent,
haven, having, he, hes, hell, hello, help, hence,
her, here, hereafter, hereby, herein, hereupon, hers,
herself, hi, him, himself, his, hither, hopefully,
how, howbeit, however, i, im, ive, ie, if, i, ig-
nored, immediate, in, inasmuch, inc, indeed, in-
dicate, indicated, indicates, inner, insofar, instead,
into, inward, is, isn, it, its, itself, j, just, k, keep,
keeps, kept, know, knows, known, l, last, lately,
later, latter, latterly, least, less, lest, let, like, liked,
likely, little, ll, look, looking, looks, ltd, m, mainly,
many, may, maybe, me, mean, meanwhile, merely,
might, mightve, more, moreover, most, mostly,
much, must, mustn, mustnt, mustve, my, myself,
n, name, namely, nd, near, nearly, necessary, need,
neednt, needs, neither, never, nevertheless, new,
next, nine, nor, normally, novel, now, o, obvi-
ously, of, off, often, oh, ok, okay, old, on, once,
one, ones, only, onto, or, other, others, otherwise,
ought, our, ours, ourselves, out, outside, over,
overall, own, p, particular, particularly, per, per-

haps, placed, please, plus, possible, presumably,
probably, provides, q, que, quite, qv, r, rather, rd,
re, really, reasonably, regarding, regardless, re-
gards, relatively, respectively, right, s, said, same,
saw, say, saying, says, second, secondly, see, see-
ing, seem, seemed, seeming, seems, seen, self,
selves, sensible, sent, serious, seriously, seven,
several, shall, she, shell, shes, should, shouldnt,
shouldn, shouldve, since, six, so, some, some-
body, somehow, someone, something, sometime,
sometimes, somewhat, somewhere, soon, sorry,
specified, specify, specifying, still, sub, such, sup,
sure, t, take, taken, tell, tends, th, than, thank,
thanks, thanx, that, thats, the, their, theirs, them,
themselves, then, thence, there, thereafter, thereby,
therefore, therein, theres, thereupon, these, they,
theyre, theyve, think, third, this, thorough, thor-
oughly, those, though, three, through, through-
out, thru, thus, to, together, too, took, toward, to-
wards, tried, tries, truly, try, trying, twice, two,
u, un, under, unfortunately, unless, unlikely, un-
til, unto, up, upon, us, use, used, useful, uses,
using, usually, uucp, v, value, various, ve, very,
via, viz, vs, w, want, wants, was, way, we, wel-
come, well, went, were, what, whatever, when,
whence, whenever, where, whereafter, whereas,
whereby, wherein, whereupon, wherever, whether,
which, while, whither, who, whoever, whole,
whom, whose, why, will, willing, wish, with,
within, without, wonder, would, wouldn, wouldnt,
wouldve, x, y, yes, yet, you, youre, youve, your,
yours, yourself, yourselves, z, zero
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B Partisanship Assignment

B.1 Political Twitter Handles
Democrat. AGBecerra, AlanGrayson, An-
gusKing2018, AnthonyBrownMD4, Bar-
baraBoxer, BenCardinforMD, BennetForCO,
BennieGThompson, BernieSanders, BettyMc-
Collum04, BillPascrell, Bob Casey, BobbyScott,
Booker4Senate, BradSherman, Call Me Dutch,
ChrisCoons, ChrisMurphyCT, ChrisVanHollen,
Clyburn, CongressmanRaja, CongressmanRuiz,
CoryBooker, DWStweets, DianneFeinstein,
DickBlumenthal, DickDurbin, DonaldNor-
cross, DorisMatsui, EPWDems, EdMarkey,
EleanorNorton, EnergyDems, FrankPallone,
GKButterfield, GerryConnolly, HELPCmteDems,
HeidiHeitkamp, Heinrich4NM, HillaryClinton,
HouseDemocrats, JECDems, JacksonLeeTX18,
JeanneShaheen, JeffMerkley, JimLangevin,
JoaquinCastrotx, JoeManchinWV, JohnCar-
neyDE, JuliaBrownley, JuliaBrownley26, Ka-
malaHarris, LacyClayMO1, LloydDoggettTX,
LorettaSanchez, MariaCantwell, MarkWarner,
MartinHeinrich, McCaskillOffice, Menendez4NJ,
MurrayCampaign, NancyPelosi, NelsonForSen-
ate, NitaLowey, NormaJTorres, NydiaVelazquez,
PattyMurray, PeterWelch, Peters4Michigan,
RepAdamSchiff, RepAdamSmith, RepAlGreen,
RepAlLawsonJr, RepAndreCarson, RepAn-
naEshoo, RepAnnieKuster, RepBRochester,
RepBarbaraLee, RepBarragan, RepBeatty,
RepBera, RepBetoORourke, RepBillFoster,
RepBobbyRush, RepBonamici, RepBonnie,
RepBradAshford, RepBrady, RepBrendanBoyle,
RepBrianHiggins, RepCarbajal, RepCardenas,
RepCartwright, RepCharlieCrist, RepCheri, Rep-
Cicilline, RepCohen, RepCuellar, RepCummings,
RepDanKildee, RepDannyDavis, RepDar-
renSoto, RepDavidEPrice, RepDeSaulnier,
RepDebDingell, RepDelBene, RepDennyHeck,
RepDerekKilmer, RepDianaDeGette, RepDon-
Beyer, RepDonaldPayne, RepDwightEvans,
RepEBJ, RepEliotEngel, RepEspaillat, RepEsty,
RepFilemonVela, RepGaramendi, RepGene-
Green, RepGraceMeng, RepGregoryMeeks,
RepGutierrez, RepGwenMoore, RepHanabusa,
RepHankJohnson, RepHastingsFL, RepHuffman,
RepJackyRosen, RepJaredPolis, RepJayapal,
RepJeffries, RepJerryNadler, RepJimCosta,
RepJimMcDermott, RepJimmyPanetta, RepJoe-
Courtney, RepJoeKennedy, RepJohnConyers,
RepJohnDelaney, RepJohnLarson, RepJohn-

Yarmuth, RepJoseSerrano, RepJoshG, RepJuan-
Vargas, RepJudyChu, RepKClark, RepKarenBass,
RepKathleenRice, RepKihuen, RepLawrence,
RepLindaSanchez, RepLipinski, RepLoisCapps,
RepLoisFrankel, RepLouCorrea, RepLowenthal,
RepLujanGrisham, RepMaloney, RepMarci-
aFudge, RepMarcyKaptur, RepMarkTakai,
RepMarkTakano, RepMaxineWaters, RepM-
cEachin, RepMcGovern, RepMcNerney, Rep-
MikeHonda, RepMikeQuigley, RepOHalleran,
RepPaulTonko, RepPerlmutter, RepPeteAguilar,
RepPeterDeFazio, RepRaskin, RepRaulGrijalva,
RepRichardNeal, RepRichmond, RepRickLarsen,
RepRoKhanna, RepRobinKelly, RepRonKind,
RepRoybalAllard, RepRubenGallego, Rep-
Sarbanes, RepSchakowsky, RepSchneider,
RepSchrader, RepScottPeters, RepSeanMaloney,
RepSheaPorter, RepSinema, RepSires, Rep-
Speier, RepStephMurphy, RepStephenLynch,
RepSteveIsrael, RepSusanDavis, RepSwalwell,
RepTedDeutch, RepTedLieu, RepTerriSewell,
RepThompson, RepTimRyan, RepTimWalz,
RepTomSuozzi, RepValDemings, RepVeasey,
RepVisclosky, RepWilson, RepYvetteClarke,
RepZoeLofgren, RonWyden, SanfordBishop,
SchatzforHawaii, SenAngusKing, SenBennetCO,
SenBillNelson, SenBlumenthal, SenBobCasey,
SenBooker, SenBrianSchatz, SenCoonsOffice,
SenCortezMasto, SenDonnelly, SenDuckworth,
SenFeinstein, SenFranken, SenGaryPeters,
SenGillibrand, SenJackReed, SenJeffMerkley,
SenKaineOffice, SenKamalaHarris, SenMarkey,
SenSanders, SenSchumer, SenSherrodBrown,
SenStabenow, SenWarren, SenWhitehouse,
Sen JoeManchin, SenateApprops, SenateDems,
SenatorBaldwin, SenatorBarb, SenatorBoxer,
SenatorCantwell, SenatorCardin, SenatorCarper,
SenatorDurbin, SenatorHassan, SenatorHeitkamp,
SenatorLeahy, SenatorMenendez, Senator-
Reid, SenatorShaheen, SenatorTester, Sena-
torTomUdall, SenatorWarner, SherrodBrown,
StaceyPlaskett, SupJaniceHahn, TheDemocrats,
TomCarperforDE, TomUdallPress, TulsiPress,
USRepKCastor, USRepKeating, USRepMike-
Doyle, USRepRHinojosa, USRepRickNolan,
WhipHoyer, WydenForOregon, WydenPress,
alfranken, amyklobuchar, brianschatz, cbrangel,
chakafattah, chelliepingree, chuckschumer,
clairecmc, collinpeterson, coons4delaware, dav-
eloebsack, dscc, elizabethforma, gracenapolitano,
jahimes, janschakowsky, jontester, keithellison,
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louiseslaughter, mazieforhawaii, maziehirono,
mikecapuano, nikiinthehouse, pedropierluisi,
repbenraylujan, repblumenauer, repcleaver,
repdavidscott, repdinatitus, repdonnaedwards,
repjimcooper, repjoecrowley, repjohnlewis,
repmarkpocan, repsandylevin, rosadelauro, seth-
moulton, stabenow, tammybaldwin, timkaine,
tomudall

Republicans. AustinScottGA08, BankingGOP,
CarlyFiorina, ChrisChristie, ChuckGrassley,
ConawayTX11, CongCulberson, CongMikeS-
impson, CongressmanDan, CongressmanGT,
CongressmanHice, DanaRohrabacher, Darrel-
lIssa, DrNealDunnFL2, DrPhilRoe, EPWGOP,
EdWorkforce, EnergyGOP, FinancialCmte,
GOP, GOPHELP, GOPLeader, GOPSenFinance,
GOPoversight, GOPpolicy, GovMikeHuckabee,
GrahamBlog, GrassleyPress, GreggHarper,
HASCRepublicans, HerreraBeutler, HouseAdm-
nGOP, HouseAgNews, HouseAppropsGOP,
HouseCommerce, HouseGOP, HouseHome-
land, HouseJudiciary, HouseScience, Hous-
eSmallBiz, HouseVetAffairs, HurdOnTheHill,
InhofePress, JebBush, JeffFlake, JeffForten-
berry, JerryMoran, JimInhofe, JimPressOffice,
Jim Jordan, JohnBoozman, JohnCornyn, JohnKa-
sich, JudgeCarter, JudgeTedPoe, KeithRothfus,
KenCalvert, LamarSmithTX21, MacTXPress,
MarioDB, MarkAmodeiNV2, MarshaBlackburn,
McConnellPress, MikeCrapo, MikeKellyPA,
NatResources, PatTiberi, PatrickMcHenry,
PeteSessions, PeterRoskam, PortmanPress,
RandPaul, Raul Labrador, RealBenCarson,
RepAbraham, RepAdrianSmith, RepAndy-
Barr, RepAndyHarrisMD, RepAnnWagner,
RepArrington, RepBillFlores, RepBillJohnson,
RepBillShuster, RepBlainePress, RepBobGibbs,
RepBradWenstrup, RepBrianBabin, RepBrian-
Mast, RepBuddyCarter, RepByrne, RepChar-
lieDent, RepChrisCollins, RepChrisSmith,
RepChrisStewart, RepChuck, RepComstock,
RepCurbelo, RepDLamborn, RepDaveJoyce,
RepDavid, RepDavidValadao, RepDavidYoung,
RepDeSantis, RepDennisRoss, RepDianeBlack,
RepDougCollins, RepDrewFerguson, RepE-
dRoyce, RepErikPaulsen, RepFrankLucas,
RepFredUpton, RepFrenchHill, RepGallagher,
RepGarretGraves, RepGoodlatte, RepGosar,
RepGusBilirakis, RepGuthrie, RepHalRogers,
RepHartzler, RepHensarling, RepHolding, Re-
pHuizenga, RepHultgren, RepJBridenstine, Rep-

JackBergman, RepJasonLewis, RepJasonSmith,
RepJeffDenham, RepJeffDuncan, RepJimBanks,
RepJimRenacci, RepJoeBarton, RepJoeWilson,
RepJohnFaso, RepJohnKatko, RepKayGranger,
RepKenBuck, RepKenMarchant, RepKev-
inBrady, RepKevinCramer, RepKevinYoder,
RepKinzinger, RepKristiNoem, RepLaHood,
RepLaMalfa, RepLanceNJ7, RepLarryBucshon,
RepLeeZeldin, RepLoBiondo, RepLouBarletta,
RepLoudermilk, RepLukeMesser, RepLyn-
nJenkins, RepMGriffith, RepMarkMeadows,
RepMarkWalker, RepMarthaRoby, RepMcCaul,
RepMcClintock, RepMcKinley, RepMeehan,
RepMiaLove, RepMikeBishop, RepMikeCoff-
man, RepMikeRogersAL, RepMikeTurner,
RepMimiWalters, RepMoBrooks, RepMoole-
naar, RepMullin, RepNewhouse, RepPaulCook,
RepPaulMitchell, RepPeteKing, RepPeteOlson,
RepPoliquin, RepRWilliams, RepRalphNorman,
RepRichHudson, RepRickAllen, RepRobBishop,
RepRodBlum, RepRussell, RepRyanCostello,
RepRyanZinke, RepSanfordSC, RepScottPerry,
RepSeanDuffy, RepShimkus, RepSmucker,
RepStefanik, RepStevePearce, RepSteveStivers,
RepTedYoho, RepThomasMassie, RepTipton,
RepTomEmmer, RepTomGarrett, RepTomGraves,
RepTomMacArthur, RepTomMarino, RepTom-
Price, RepTomReed, RepTomRice, RepTrent-
Franks, RepTrey, RepWalberg, RepWalorski,
RepWalterJones, RepWebster, RepWesterman,
Rep Hunter, RepublicanStudy, RobWittman,
Robert Aderholt, RodneyDavis, RosLehti-
nen, RoyBlunt, RoyBluntPress, RulesReps,
SASCMajority, SamsPressShop, SenAlexander,
SenBobCorker, SenCapito, SenCoryGardner, Sen-
DanSullivan, SenDeanHeller, SenJohnBarrasso,
SenJohnHoeven, SenJohnKennedy, SenJohnMc-
Cain, SenJohnThune, SenJoniErnst, SenMikeLee,
SenPatRoberts, SenRonJohnson, SenRubioPress,
SenSasse, SenTedCruz, SenThadCochran, Sen-
ThomTillis, SenToddYoung, SenTomCotton,
SenToomey, SenateCommerce, SenateGOP,
SenateMajLdr, SenateRPC, SenatorBurr, Sen-
atorCollins, SenatorEnzi, SenatorFischer, Sen-
atorIsakson, SenatorLankford, SenatorRisch,
SenatorRounds, SenatorTimScott, SenatorWicker,
SpeakerRyan, SteveDaines, SteveKingIA,
SteveScalise, SusanWBrooks, TGowdySC,
TXRandy14, ToddRokita, TomColeOK04,
TomRooney, Transport, USRepGaryPalmer,
USRepLong, USRepRodney, VernBuchanan,
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WarrenDavidson, WaysandMeansGOP, amashof-
fice, boblatta, cathymcmorris, congbillposey,
davereichert, farenthold, housebudgetGOP,
lisamurkowski, marcorubio, michaelcburgess,
mike pence, realDonaldTrump, rep stevewomack,
repdavetrott, repdonyoung, repgregwalden, re-
plouiegohmert, reppittenger, senategopfloor,
sendavidperdue, senorrinhatch, senrobportman,
tedcruz, virginiafoxx

B.2 Partisan Assignment Sanity Check
In our sanity check, we exclude DC, as 1) it is not
an official US state and 2) there the population of
users (including politicians and media) is expected
to differ from the voting population. Figure 13
gives DC values.
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Figure 13: This plot was generated the same way as
Figure 1, except that it also includes DC, which shows
that it is an outlier in our data due to the fact that there
are many Republican politicians and media outlets who
are affiliated on Twitter with DC, while DC’s voting
population tends to be Democratic.

B.3 Russian account presence
We find no substantial presence of Russian ac-
counts in the tweet set that we used for analysis,
after all pre-processing. We use the list of Rus-
sian accounts identified by Twitter and banned in
November 2017.18 This list is likely to be an un-
derestimate of the true presence of foreign influ-
ence, but it nevertheless provides some indication
of such activity. Table 4 contains a breakdown by
event; we exclude the events that occurred after
the accounts were banned. Orlando had one ac-
count that tweeted 115 times, and Vegas had 4 that
tweeted a total of 70 times.

18Available at https://www.recode.net/2017/11/2/16598312/
russia-twitter-trump-twitter-deactivated-handle-list

Event Number of Russian accounts Number of tweets
Baton Rouge 8 12
Burlington 3 9
Chattanooga 0 0
Colorado Springs 0 0
Dallas 4 39
Fort Lauderdale 0 0
Fresno 2 2
Kalamazoo 0 0
Orlando 1 115
Roseburg 0 0
San Bernardino 0 0
San Francisco 0 0
Sutherland Springs 0 0
Thornton 0 0
Vegas 4 70

Table 4: Tweets by Russian accounts
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Topic 10 Highest Probability Stems
1 gun, shoot, law, control, peopl, shooter, church, hous, stop, school
2 school, shoot, high, gun, student, parkland, kid, shooter, texa, kill
3 shoot, victim, famili, prayer, thought, pray, today, kill, gun, heart
4 shoot, polic, dead, shooter, report, suspect, peopl, shot, kill, airport
5 shoot, shooter, attack, terrorist, gun, terror, san, trump, plan, call
6 shoot, vega, mass, las, thousand, victim, kill, california, bar, church
7 victim, shoot, trump, hous, flag, capit, honor, half, presid, staff
8 kill, peopl, white, hous, shoot, shooter, shot, black, polic, man

Table 5: The highest probability stems per topic (for
k = 8) for MALLET.

Topic 10 Highest Probability Stems
1 victim, famili, prayer, today, thought, life, communiti, violenc, pray, heart
2 polic, report, suspect, shooter, dead, offic, shot, capit, break, multipl
3 shoot, mass, vega, news, gunman, thousand, las, dead, california, die
4 attack, san, trump, orlando, terrorist, plan, bernardino, call, terror, obama
5 shoot, church, shot, live, airport, time, day, texa, fire, talk
6 kill, peopl, hous, white, stop, man, guy, black, murder, colorado
7 shooter, dalla, cop, killer, media, blame, make, show, cnn, post
8 gun, school, high, control, law, parkland, student, nra, kid, arm

Table 6: The highest probability stems per topic (for
k = 8) for BTM.

C Topic Model Outputs

C.1 Topic Words

Table 5 and Table 6 show the highest probability
words per topic (for k = 8) for MALLET and
BTM, respectively.

C.2 Topic Tweets

We present a sample of tweets belonging to one of
the 8 topics assigned by our model.

News.

• HAPPENING NOW: Multiple people
wounded in shooting at Colorado Walmart

• 3 people are reported dead in #FtLaud-
erdaleshooting

• UPDATE: Baton Rouge 2 Officers confirmed
dead 7 officers have been shot in total. De-
tails are slowly coming in.

• San Francisco police responding to reports
of a shooting at a UPS facility, according to
multiple reports.

• BREAKING: Police confirm several fatali-
ties in #Annapolis newsroom shooting and
multiple people seriously injured. The sus-
pect is in custody. @SkyNewsAust

Investigation.

• Alleged synagogue shooter charged in deaths
of 11 people

• Michigan prosecutor: Suspect in Kalamazoo
rampage that killed 6 admitted to shootings.

• #COSshooting #PlannedParenthood It’s
over...suspect walked out and they appre-
hended him-no altercation in arrest. Suspect
turned himself in

• Capital Gazette shooter has been identified
as Jarrod W. Ramos, 38, who had previously
filed a defamation lawsuit against the paper
and a columnist in 2012.

• Waffle House gunman’s father facing charges
for GIVING him gun used to kill four

Shooter’s identity & ideology.

• HATE CRIME : Fresno Islamic Killer Re-
ferred to White People as “Devils”

• To say that extremist Muslims represent all
Muslims is like saying the gunmen in Col-
orado springs represents all Christians

• So who has #BatonRouge blamed for this
shooting Imperialist Obama BLM Movement
The Black Man Or the isolated mentally ill
white lone wolf

• Again, the Lafayette white killer is a “lone
wolf” but the Chattanooga Arab killer is an
entire religion. Aggressively insane troll
logic.

• Who is surprised that the San Bernardino
shooters were radicalized Muslims?

Victims & location.

• 12 Killed in California Shooting; Gunman
Targeted Bar in Thousand Oaks

• Synagogue shooting in Pittsburgh: what we
know

• Navy Veteran Who Survived Afghanistan
Dies in Las Vegas Shooting

• Aaron Feis, who died in the mass shoot-
ing at Marjory Stoneman Douglas High, was
praised by college recruiters and former play-
ers for helping dozens of high school athletes
land a chance to play in college.

• Texas church, site of deadly massacre, to be
demolished (Via WLTX 19)
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Laws & policy.

• This Parkland Tragedy was completely a
security meltdown in or security officials.
100% preventable. Gun laws had nothing
to do with this massacre. But gun control
could have diminish the carnage. Two dif-
ferent things...

• NRA allowed acts like #Chattanooga to be-
come commonplace. Their lobbying permits
people on the terror watch list to buy guns.
Remember that.

• I will not just #prayforsutherlandsprings, to-
day I vote for @PhilMurphyNJ and stronger
gun control laws in NJ #ElectionDay #Gun-
ControlNow

• Again the mental health flags were waving
about shooter in Santa Fe no one acted. By
now, if ones in charge cared and wanted to
protect students, Every School would have
had a security assessment and have hardened
access points. Can never stop these but can
make it harder.

• This is a mental health issue, security issue
AND a gun issue. Our government has taken
action on NONE of these to protect our stu-
dents. So clearly we are not being heard, and
our kids are being executed. What do we
do now? #EnoughIsEnough #DoSomething
#SantaFe #WeMustBeHeard

Solidarity.

• Our thoughts and prayers go out the vic-
tims and their families involved in the #Chat-
tanooga tragedy 2nite.

• Praying for the loved ones of the victims of
the shooting yesterday at the synagogue in
Pittsburgh.

• Our prayers go out to the victims, fami-
lies, friends & everyone affected in #San-
Bernardino #BeSafe #BeAware

• My heart goes out to the friends and family
of the victims in that parkland shooting :-(

• Our hearts goes to #UmpquaCommunityCol-
lege in the #oregonshooting #ChristCentere-
dEnt is praying 4 u #AllLivesMatter

Remembrance.

• @HarfordCC will honor victims
@UmpquaCC TODAY by observing a
National Moment of Silence 1:45PM in
Quad. Students should attend #IamUCC

• Photo: US flag flying at half-staff at White
House for victims of Roseburg, Ore., school
shooting

• More than 100 Romans gather in solidarity
against hate, honor victims of Orlando shoot-
ing

• Trump Denies Request To Lower Flags To
Honor Capital Gazette Shooting Victims
#DouchebagDon #CrookedTrump @FLO-
TUS @realDonaldTrump

• Live from #ChattanoogaShootings memorial
next on #11Alive

Other.

• I’m sure coming from you, this has nothing
to do with the Fresno shooting?

• I realize the dude from the Waffle House
shooting did a miraculous thing disarming
the shooter, but if I see the gaping wound on
his forearm one more time I’m gonna lose my
mind.

• The only thing that stops a bad guy with a
gun, is a good guy with a gun!!! #Kalamazoo

• The little clip I saw of what DT just said
about #PittsburghShooting #PittsburghSyna-
gogueShooting was ok (I guess)

• But when is someone gonna reassure me a
planned parenthood attack won’t happen
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D Topic Model Evaluation

In the next two subsections we describe the tasks
which we crowdsourced to compare the three topic
models: MALLET, BTM and our embedding-
based model.

D.1 Word intrusion
Our word intrusion task is the same as is described
in Chang et al. (2009). Our topic-word distance
metric for MALLET and BTM is probability (we
use the exact topic-word matrix that these mod-
els output) and for our model it is cosine distance.
We created 2850 experimental items (i.e. sets of
words) with the following procedure:

1. Sample a model M , a k (between 6�10) and
a topic x ranging between 1� k.

2. For a given choice of M , k and x,

(a) sample 5 words among the closest 10
words to x.

(b) sample one word that is among the 5%
of the furthest words from x but also
among the 5% of the closest words to
another topic.

3. Shuffle the words.

Turkers were asked to pick the odd word out
among a set of words. Each MTurk HIT consisted
of 6 sets of words created via this procedure.

D.2 Tweet intrusion
Since we only assign one topic to each tweet, we
would like to evaluate how coherent the tweets are
that are assigned to the same topic. Therefore,
we define the tweet intrusion task analogously to
word intrusion. Our distance metric in this case is
the ratio of proximities (probability for MALLET
and BTM and cosine for our model) between the
closest topic and second closest topic — this value
quantifies the proximity to the closest topic as well
as how uniquely close that topic is (in contrast to
the second topic). We created 1800 experimental
items via the following procedure:

1. Sample a model M , a k (between 6�10) and
a topic x ranging between 1� k.

2. For a given choice of M , k and x,

(a) sample 3 tweets among the closest 1%
of tweets to x.

(b) sample one tweet that is among the 1%
of the furthest tweets from x but also
among the 1% of the closest tweets to
another topic.

3. Shuffle the tweets.

Turkers were asked to pick the odd tweet out from
these tweets. Each MTurk HIT consisted of three
sets of tweets.

2990



E Emotion Lexicon

The following words were the final stems in our
emotional lexicon.

positive love, friend, pray, thought, affect, bless,
god, pleas, communiti, hope, stand, thank,
help, condol, will, comfort, time, strong,
work, support, effect, strength, feel, peac,
word, rest, give, great, action, good

negative hate, violenc, hatr, of, evil, tragedi, will,
word, attack, sad, feel, anger, murder, shoot,
massacr, want, need, pain, kill, griev, crime,
ignor, victim, lost, grief, senseless, tragic,
fear, loss, sick

sadness senseless, loss, tragedi, lost, devast, sad,
love, griev, horrif, terribl, pain, violenc, con-
dol, broken, hurt, feel, victim, mourn, horrifi,
will, grief, ach, suffer, sick, kill, aw, sicken,
evil, massacr, mad

disgust disgust, sick, shame, ignor, wrong,
blame, hell, ridicul, idiot, murder, evil, cow-
ard, sicken, feel, disgrac, slaughter, action,
bad, insan, attack, pathet, outrag, polit, ter-
rorist, mad, damn, lose, shit, lie, asshol

anger gun, will, murder, kill, violenc, wrong,
shoot, bad, death, attack, feel, shot, action,
arm, idiot, crazi, crimin, terrorist, mad, hell,
crime, blame, fight, ridicul, insan, shit, die,
threat, terror, hate

fear danger, threat, fear, arm, gun, still, shooter,
attack, feel, fight, hide, murder, shot, shoot,
bad, kill, chang, serious, violenc, forc, risk,
defend, warn, govern, concern, fail, polic,
wrong, case, terrorist

trust school, like, good, real, secur, show, nation,
don, protect, call, teacher, help, law, great,
save, true, wonder, respons, sad, answer, per-
son, feel, safe, thought, continu, love, guard,
church, fact, support

The following words were used as seeds to gen-
erate this lexicon, as described in the main text.

positive love, donat, heart, thought, strength,
bless, solidar

negative hatr, hate, griev, grief, wrong

sadness mourn, sadden, griev, grief, sad, suffer,
affect, broken, senseless, loss, heartbroken

disgust disgust, disgrac, shame, gut, slaughter,
sicken, sick, ill, lunat, coward

anger deserv, lynch, gang, threat, mad, sicken,
harm, enforc, firearm, ridicul, assault

fear risk, hide, danger, warn, fear

trust secur, coach, safe, hero, nation
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F Most Partisan Phrases

F.1 Most Partisan Phrases Overall

We list the 20 most Democrat and Republican un-
igrams and bigrams that occur at least 100 times
in tweets about a particular event. The number in
brackets indicates the z-score of the log odds of
these words (Monroe et al., 2008) — values with
an absolute value greater than 2 are significantly
partisan.

Chattanooga. Most Republican phrases:
obama (7.41), gun free (5.89), zone (5.70), free
(5.69), free zone (5.53), flag (5.33), #tcot (5.33),
#chattanoogaattack (5.13), #wakeupamerica
(4.94), islam (4.69), #obama (4.01), #islam (3.83),
attack (3.67), #gunfreezon (3.66), lower (3.66),
liber (3.54), arm (3.44), workplac (3.32), white
hous (3.23), workplac violenc (3.21)
Most Democrat phrases: blame georg (-8.62),
bush invad (-8.62), invad iraq (-8.60), invad
(-8.60), base lie (-8.55), georg bush (-8.53), war
base (-8.51), lie happen (-8.51), georg (-8.35),
iraq war (-8.31), iraq (-8.24), bush (-7.77), lie (-
7.45), #charleston (-6.99), mass (-6.82), #lafayett
(-6.48), happen (-6.19), #charlestonshoot (-5.96),
blame (-5.40), #gunsens (-5.09)

Roseburg. Most Republican phrases: obama
(8.02), #2a (6.28), #obama (6.01), gun free (5.37),
#tcot (5.32), free (5.22), christian (5.09), zone
(5.08), chicago (5.06), shooter (4.78), free zone
(4.75), #gunfreezon (4.04), agenda (3.95), religion
(3.85), train (3.79), liber (3.73), #christian (3.71),
secur (3.45), guard (3.40), skarlato (3.39)
Most Democrat phrases: #gunsens (-4.69), heart
(-4.59), gun nut (-3.92), fuck (-3.83), mass (-
3.82), gun violenc (-3.81), violenc (-3.80), nra (-
3.54), thought (-3.47), nut (-3.28), school (-3.22),
#gunviol (-3.10), countri (-3.08), chang (-3.04),
congress (-3.02), love (-2.99), vigil (-2.86), mass
shoot (-2.75), protest (-2.74), america (-2.63)

Colorado Springs. Most Republican phrases:
babi (13.62), liber (11.39), kill babi (8.77), polic
(8.46), kill (8.30), left (7.42), offic (7.01), bank
(6.97), babi kill (6.84), lib (6.42), obama (6.34),
#activeshoot (6.23), #tcot (6.13), activ (6.12), par-
enthood kill (6.01), report (5.99), injur (5.90),
#break (5.81), activ shooter (5.75), plan (5.72)
Most Democrat phrases: terrorist (-13.88), ter-
ror (-9.71), attack (-9.52), terrorist attack (-
9.09), white (-8.33), #plannedparenthoodshoot (-

7.63), #plannedparenthood (-7.29), gop (-7.04),
domest (-6.67), candid (-6.40), #gopdeb (-6.32),
#standwithpp (-6.27), attack #plannedparenthood
(-6.23), women (-5.84), radic (-5.74), #gop (-
5.39), defund (-5.05), christian (-5.02), call (-
4.89), aliv (-4.73)

San Bernardino. Most Republican phrases:
obama (12.59), attack (12.08), #tcot (9.33), ter-
rorist (9.26), islam (9.20), terrorist attack (8.65),
muslim (7.48), liber (6.94), #2a (6.82), cli-
mat (6.62), climat chang (6.34), blame (5.91),
#obama (5.79), islam terrorist (5.65), #pjnet
(5.61), #wakeupamerica (5.35), workplac violenc
(5.19), foxnew (5.05), call (5.02), vet (4.89)
Most Democrat phrases: mass (-13.70), mass
shoot (-10.50), #gunsens (-10.35), shoot (-7.97),
disabl (-7.17), gop (-5.89), development (-5.82),
fuck (-5.73), development disabl (-5.67), #gopdeb
(-5.64), heart (-5.37), center (-5.34), thought (-
5.29), day (-4.96), action (-4.93), domest (-4.78),
#gunviol (-4.73), congress (-4.50), sick (-4.40),
normal (-4.32)

Kalamazoo. Most Republican phrases: michi-
gan (4.02), #break (3.39), ap (3.37), barrel (3.03),
counti (2.98), cracker (2.98), cracker barrel (2.93),
suspect (2.80), polic (2.71), area (2.56), dead
(2.53), random shoot (2.49), mich (2.43), year girl
(2.33), 14 year (2.24), victim (2.22), shoot (2.22),
charg (2.20), 7 (2.20), counti michigan (2.18)
Most Democrat phrases: gun (-4.37), white (-
4.11), mass (-4.00), terrorist (-3.63), america (-
3.39), #gunviol (-3.08), white man (-2.72), men-
tal (-2.72), gun violenc (-2.60), coverag (-2.58),
#kalamazooshoot (-2.52), ill (-2.42), mental ill (-
2.38), unarm (-2.37), guy (-2.27), countri (-2.27),
white male (-2.24), black (-2.20), violenc (-2.02),
talk (-1.88)

Orlando. Most Republican phrases: islam
(59.38), attack (53.07), terrorist (48.13), obama
(47.01), #tcot (39.27), fbi (38.32), terror (37.21),
blame (36.48), terror attack (35.32), terrorist at-
tack (33.95), mateen (32.23), hillari (32.04), jihad
(31.77), shooter (31.72), isi (31.63), radic (31.07),
democrat (30.47), killer (29.49), liber (29.01), is-
lam terror (28.69)
Most Democrat phrases: victim (-54.39), love (-
40.34), heart (-34.47), hate (-34.40), violenc (-
31.13), communiti (-29.11), #loveislov (-28.11),
gun violenc (-27.06), lgbt (-26.84), lgbtq (-26.44),
donat (-24.12), #prayfororlando (-24.04), mass (-
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23.94), #weareorlando (-23.04), #lgbt (-22.97),
#endgunviol (-22.94), #gunviol (-22.68), thought
(-22.49), peopl (-21.87), fuck (-21.81)

Dallas. Most Republican phrases: obama
(23.09), #bluelivesmatt (17.78), offic (12.76),
#obama (11.52), white (10.33), polic offic
(10.13), hillari (10.10), kill white (9.77), racist
(9.09), foxnew (9.00), shot (8.98), offic shot
(8.95), #tcot (8.81), hate crime (8.67), democrat
(8.51), blame gun (8.49), crime (8.47), white cop
(8.46), cop (8.30), 5 (8.03)
Most Democrat phrases: #altonsterl (-21.29),
#philandocastil (-21.13), #altonsterl #philan-
docastil (-16.32), guy gun (-15.96), good guy
(-15.26), violenc (-14.83), gun (-14.54), open
carri (-13.00), guy (-12.63), carri (-12.47), open
(-10.82), #gunviol (-10.54), good (-10.53), stop
(-10.23), #philandocastil #altonsterl (-10.07),
nra (-10.02), gun violenc (-9.80), #nra (-9.23),
#disarmh (-8.64), answer (-8.54)

Baton Rouge. Most Republican phrases: #blue-
livesmatt (8.69), obama (8.13), islam (5.87), na-
tion islam (5.62), #obama (5.17), shot (5.06), cop
killer (5.06), killer (5.05), terrorist (4.99), nation
(4.74), offic shot (4.63), hillari (4.34), #backtheblu
(4.25), #tcot (4.05), offic (3.99), thug (3.96), islam
member (3.79), 3 (3.53), #trumppence16 (3.45),
democrat (3.41)
Most Democrat phrases: gun (-8.88), violenc (-
8.34), gun violenc (-6.65), #nra (-6.19), guy gun
(-5.77), #altonsterl (-5.57), open carri (-5.48), as-
sault (-5.48), weapon (-5.30), good guy (-5.14),
blame (-4.88), citizen (-4.87), assault weapon (-
4.84), carri (-4.74), race relat (-4.74), relat (-
4.71), open (-4.61), guy (-4.58), civilian (-4.47),
#enough (-4.46)

Burlington. Most Republican phrases: cetin
(5.12), arcan cetin (5.06), arcan (5.01), muslim
(4.72), turkish (4.57), vote (4.37), turkey (4.32),
hispan (4.14), immigr (4.04), citizen (3.79), hillari
(3.64), elect (3.45), immigr turkey (3.19), turkish
muslim (3.14), id (3.11), ed arcan (3.05), id ed
(3.03), shooter id (3.00), citizen vote (2.97), cetin
immigr (2.96)
Most Democrat phrases: victim (-4.05), gun (-
3.98), famili (-2.97), thought (-2.65), peopl (-
2.48), dead (-2.36), heart (-2.32), seattl (-2.30),
violenc (-2.23), larg (-2.11), mile (-2.10), shooter
larg (-2.08), latest (-2.05), day (-2.04), tonight (-
2.03), safe (-2.01), watch (-2.00), communiti (-

1.98), shoot (-1.96), #break (-1.94)

Fort Lauderdale. Most Republican phrases:
garag (4.54), shot fire (3.45), terrorist (3.14), fox
(2.93), free zone (2.76), attack (2.71), gun free
(2.70), fire (2.62), zone (2.61), free (2.43), mus-
lim (2.36), shot (2.31), obama (2.09), park (2.08),
terrorist attack (2.08), park garag (2.06), shooter
(2.01), fox news (2.01), terror (1.93), report shot
(1.81)
Most Democrat phrases: stop (-2.65), violenc (-
2.52), custodi 9 (-2.25), gun (-2.14), mass (-2.12),
fll (-2.10), 9 injur (-2.05), week (-2.00), multipl
peopl (-1.91), 2017 (-1.86), airport suspect (-1.85),
stay safe (-1.83), love (-1.78), heart (-1.70), safe
(-1.70), report fire (-1.66), smh (-1.65), local (-
1.64), msnbc (-1.64), thought (-1.61)

Fresno. Most Republican phrases: akbar (4.67),
allahu (3.84), allahu akbar (3.76), yell (3.32), yell
allahu (2.98), ap (2.61), suspect yell (2.38), al-
lah (2.33), shout (2.25), terror attack (2.06), shout
allahu (2.06), allah akbar (2.03), terrorist (1.98),
terrorist attack (1.97), muslim (1.96), kill suspect
(1.94), msm (1.83), islam (1.81), god (1.80), akbar
hate (1.79)
Most Democrat phrases: chief (-3.97), victim (-
3.89), polic (-3.74), famili (-3.65), fatal (-3.62),
offic (-2.98), downtown (-2.92), dyer (-2.75), men
(-2.71), polic chief (-2.70), gunman (-2.69), tues-
day (-2.47), gun (-2.29), shoot (-2.22), suspect
custodi (-2.17), kill california (-2.10), mass (-
2.09), sad (-2.08), white men (-1.95), kill hate (-
1.95)

San Francisco. Most Republican phrases: polic
(4.85), multipl (4.41), report (4.32), pistol (4.18),
assault pistol (4.12), 4 injur (3.41), shooter (3.33),
assault (3.24), free (3.19), warehous (3.05), injur
(3.01), facil 4 (2.98), multipl victim (2.90), report
facil (2.85), stolen (2.82), shot facil (2.76), hospit
(2.68), law (2.60), gun law (2.59), compani (2.51)
Most Democrat phrases: today (-4.82), mass (-
4.18), sf (-4.07), die (-3.47), mention (-3.29), cov-
erag (-2.97), yesterday (-2.95), america (-2.75),
#upsshoot (-2.49), #sf (-2.40), gun violenc (-2.40),
mass shoot (-2.40), barclay (-2.31), virginia (-
2.30), #up (-2.20), violenc (-2.17), morn (-2.17),
shoot (-2.17), gop (-2.07), peopl kill (-2.04)

Vegas. Most Republican phrases: shooter
(41.28), fbi (36.07), video (31.96), isi (31.08),
democrat (26.78), paddock (26.34), liber (26.07),
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multipl (25.37), antifa (23.76), multipl shooter
(23.61), #maga (22.44), cbs (21.55), truth (21.49),
mandalay (21.06), left (20.68), islam (20.57),
guard (19.73), dem (19.51), hillari (19.02), proof
(18.78)
Most Democrat phrases: #guncontrolnow (-
48.73), gun (-42.42), nra (-34.84), terrorist (-
33.42), gun violenc (-31.92), #guncontrol (-
30.54), violenc (-29.87), domest (-29.17), mass
(-28.41), white (-27.19), terror (-24.88), domest
terror (-24.68), congress (-24.64), mass shoot (-
23.77), gop (-22.84), thought (-22.82), #nra (-
22.19), talk (-22.06), fuck (-21.43), talk gun (-
21.10)

Thornton. Most Republican phrases: mul-
tipl (6.04), suspect (5.24), parti (5.06), mul-
tipl parti (5.03), break (4.90), news (4.80), injur
(4.36), dead (4.23), report (3.98), updat (3.87),
polic (3.84), suspect custodi (3.75), activ (3.71),
chicago (3.57), detail (3.55), 2 (3.52), report
multipl (3.28), #break (3.27), video (3.09), activ
shooter (3.08)
Most Democrat phrases: white (-7.61), guy (-
5.37), gun (-5.24), white guy (-3.92), bibl (-3.75),
terrorist (-3.75), week (-3.61), white man (-3.48),
good guy (-3.46), stack bibl (-3.33), live stack (-
3.29), stack (-3.28), furnitur (-3.27), terror (-3.16),
guy gun (-3.06), penalti (-3.04), bibl furnitur (-
3.02), death penalti (-3.01), talk (-3.01), vega (-
2.97)

Sutherland Springs. Most Republican phrases:
shooter (19.89), church shooter (17.26), liber
(16.58), antifa (16.38), democrat (15.16), athe-
ist (14.70), attack (14.58), christian (13.31), texa
church (13.17), zone (13.15), gun free (13.03),
texa (12.66), free zone (12.58), leftist (12.45), illeg
(12.40), hero (11.78), free (11.09), citizen (10.60),
carri (10.43), #antifa (10.27)
Most Democrat phrases: #guncontrolnow (-
17.29), prayer (-16.62), school (-15.11), thought
prayer (-13.98), thought (-12.83), girl (-12.76),
gun violenc (-12.56), talk (-11.53), mental (-
11.29), white (-11.17), church pray (-10.81), con-
cert (-10.79), prosecut (-10.76), #guncontrol (-
10.63), mass shoot (-10.52), gop (-10.36), violenc
(-10.21), children (-10.03), congress (-9.95), jone
(-9.88)

Parkland. Most Republican phrases: fbi
(30.42), sheriff (25.67), liber (21.67), school
(21.47), cruz (19.47), shooter (18.68), #2a

(18.39), broward (17.87), fail (17.17), israel
(17.12), polic (16.73), deputi (16.03), failur
(15.41), democrat (15.41), counti (15.05), #qanon
(14.65), enforc (14.40), gun free (14.35), truck
(14.30), free zone (14.23)
Most Democrat phrases: #gunreformnow (-
26.02), #guncontrolnow (-25.00), #neveragain
(-22.39), nra (-18.15), gop (-16.64), gun violenc
(-16.45), #parklandstrong (-15.80), #nrablood-
money (-15.00), vote (-14.48), trump (-13.27),
violenc (-13.23), congress (-12.82), ar 15 (-
12.74), ar (-12.46), #banassaultweapon (-12.28),
#marchforourl (-11.85), survivor (-11.57), support
(-11.51), assault (-11.33), fuck (-11.22)

Nashville. Most Republican phrases: gun free
(11.69), zone (10.94), free zone (10.69), free
(10.32), photo shoot (8.02), #wbb #wilsonbroth-
ersband (7.96), #wilsonbrothersband (7.96), #wbb
(7.96), band photo (7.96), brother band (7.96),
wilson brother (7.96), wilson (7.96), fbi (7.94),
band (7.72), gun (7.22), photo (6.95), law (6.65),
brother (6.32), liber (6.21), hous gun (6.20)
Most Democrat phrases: black (-11.21), white
(-9.41), trump (-8.06), terrorist (-7.67), tweet (-
6.16), hero (-6.13), american (-6.05), shaw (-
5.77), black man (-5.73), jame shaw (-5.58), jr
(-5.44), jame (-5.42), shaw jr (-5.41), mention (-
5.30), domest (-5.05), bond (-5.02), unarm (-4.74),
domest terrorist (-4.69), black peopl (-4.63), man
(-4.63)

Santa Fe. Most Republican phrases: shotgun
(10.99), revolv (7.57), illeg (7.10), shooter (6.20),
liber (6.20), ban (6.14), metal detector (6.12), de-
tector (6.00), secur (5.93), metal (5.87), truck
(5.79), rack (5.53), high school (5.45), bomb
(5.43), high (5.33), leftist (5.30), gun rack (5.27),
law stop (5.15), updat (5.15), rifl (5.12)
Most Democrat phrases: #guncontrolnow (-
12.17), #gunreformnow (-10.36), #neveragain (-
9.79), #enoughisenough (-8.90), nra (-8.57), chil-
dren (-7.85), vote (-7.69), gun violenc (-7.59),
america (-6.75), thought prayer (-6.72), violenc (-
6.66), congress (-6.63), thought (-6.50), #enough
(-6.21), fuck (-6.11), white (-6.01), #parkland (-
5.74), gun (-5.64), republican (-5.44), gop (-5.40)

Annapolis. Most Republican phrases: blame
(8.23), blame trump (7.82), liber (5.86), maryland
(5.76), reuter (5.70), reuter editor (5.62), apolog
(5.34), #break (5.23), editor apolog (5.22), disci-
plin (4.90), apolog disciplin (4.84), hat (4.84), dis-
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ciplin blame (4.74), maga hat (4.60), claim shooter
(4.48), fals (4.39), polic (4.38), #fakenew (4.36),
democrat (4.32), wore maga (4.32)
Most Democrat phrases: journalist (-7.03), en-
emi (-6.10), press (-5.62), lower flag (-5.52), re-
quest lower (-5.36), request (-5.02), gazett vic-
tim (-4.55), declin request (-4.46), memori capit
(-4.42), lower (-4.40), enemi peopl (-4.39), press
enemi (-4.37), white (-4.35), flag memori (-4.34),
declin (-4.30), flag (-4.13), memori (-4.12), trump
declin (-4.09), mass (-4.08), #guncontrolnow (-
4.05)

Pittsburgh. Most Republican phrases: moment
silenc (16.24), silenc (15.99), interrupt (14.74), in-
terrupt moment (14.68), scream (13.09), moment
(12.37), march (12.13), blackburn (11.85), leftist
(11.73), silenc life (11.59), blame trump (11.28),
silenc synagogu (11.20), protest (10.78), protest
interrupt (10.56), rabbi blame (9.64), leftist in-
terrupt (9.55), scream leftist (9.55), rage scream
(9.52), horribl rage (9.43), scream insult (9.40)
Most Democrat phrases: violenc (-6.73), heart (-
6.29), supremacist (-6.05), white supremacist (-
6.05), muslim (-5.96), white (-5.94), mr (-5.88),
trump vile (-5.86), result (-5.84), of (-5.80), re-
sult of (-5.80), inevit (-5.80), inevit result (-5.78),
group (-5.77), synagogu inevit (-5.77), vile nation
(-5.73), muslim group (-5.73), of trump (-5.71),
roger (-5.69), massacr heart (-5.63)

Thousand Oaks. Most Republican phrases:
california (16.51), zone (12.80), free (12.40), gun
free (12.22), free zone (11.80), bar (9.98), califor-
nia bar (9.61), strictest (9.01), strictest gun (8.52),
men (7.63), #foxnew (7.33), killer ian (7.12), cal-
ifornia strictest (7.11), fear resid (7.11), report
killer (7.08), prayer massacr (7.04), communist
(7.04), long mock (7.00), mock hope (6.80), ian
long (6.77)
Most Democrat phrases: inact (-17.50), pattern
(-17.46), pattern inact (-17.45), shoot pattern (-
17.43), shoot (-16.92), januari (-13.09), inact jan-
uari (-12.92), #guncontrolnow (-8.09), mass shoot
(-7.89), day (-7.34), fuck (-6.94), nra (-6.94), vio-
lenc (-6.71), mother (-6.64), mass (-6.59), thought
(-6.44), high (-6.37), januar (-6.22), inact januar
(-6.15), #potus (-6.05)

F.2 Most Partisan Phrases Per Topic

Topic colors
shooter’s identity & ideology
news
victims & location
laws & policy
investigation
solidarity
remembrance
other
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Republican Democrat
#obama (0.45), toler (0.45), presid (0.45), #wakeupamerica (0.45), celebr (0.45) blame georg (-0.94), invad iraq (-0.94), bush invad (-0.94), iraq war (-0.94), base lie (-0.94)
zone (0.35), fox news (0.34), 5th victim (0.33), #tcot (0.33), class (0.32) mass (-0.68), #prayforchattanooga (-0.37), horrif (-0.37), #breakingnew (-0.35), 4 dead (-0.32)
victim (0.25), dead (0.18), 5 (0.15), 4 marin (0.09), gunman (0.09) skip (-0.29), skip well (-0.25), well (-0.23), carson (-0.23), holmquist (-0.23)
#chattanoogaattack (0.33), #wakeupamerica (0.33), clinton (0.33), safe (0.33), muhammad (0.33) nra (-0.99), nut (-0.97), #charleston (-0.86), #lafayett (-0.82), gun violenc (-0.71)
flag (0.41), terrorist (0.32), fire (0.31), search (0.30), navi (0.30) #fbi (-0.47), special (-0.43), treat (-0.38), natur (-0.35), agent (-0.31)
#rednationris (0.44), #islam #rednationris (0.44), #chattanoogashoot #chattanoogastrong (0.44), marin #wakeupamerica (0.44), #chattanoogastrong #isi (0.44) #guncontrol (-0.95), #charleston (-0.95), #sandrabland (-0.82), gun violenc (-0.81), #charlestonshoot (-0.72)
decid (0.28), refus (0.28), command (0.28), troop (0.28), kill tennesse (0.28) local (-0.63), mourn (-0.56), victim shoot (-0.52), tune (-0.46), communiti (-0.41)
#teardownthismosqu (0.42), #islamocar (0.42), #stoprush (0.42), #obama (0.42), #wakeupamerica (0.42) middl (-0.75), #nra (-0.75), mass (-0.73), #aurora (-0.73), #charleston (-0.71)

Table 7: Most partisan phrases per topic for Chattanooga. Brackets show the z-scores of the log odds of each
phrase.

Republican Democrat
skarlato (0.46), #2a (0.46), gun control (0.39), ask (0.37), agenda (0.34) #gunsens (-0.65), news (-0.55), pro gun (-0.42), pro (-0.41), mass (-0.39)
ore ap (0.27), secur (0.27), author (0.26), #umpquacommunitycolleg (0.23), thought (0.23) #liveonk2 (-0.53), #gunsens (-0.52), merci (-0.50), center (-0.46), 9 (-0.45)
colleg (0.12), communiti colleg (0.05), communiti (0.05), chris (0.00) chris (0.00), communiti (0.05), communiti colleg (0.05), colleg (0.12)
liber (0.67), guard (0.65), chicago (0.63), ban (0.58), secur (0.58) gun nut (-0.65), fuck (-0.58), legisl (-0.57), #sandyhook (-0.55), congress (-0.54)
father (0.51), christian (0.50), releas (0.42), identifi (0.30), 2 (0.30) sheriff (-0.41), gun (-0.25), year (-0.21), 20 year (-0.17), victim (-0.13)
famili involv (0.42), 9 (0.41), pray famili (0.40), school communiti (0.38), 7 (0.38) #gunviol (-0.52), fuck (-0.50), #gunsens (-0.40), chang (-0.38), gun violenc (-0.37)
#2a (0.80), #tcot (0.76), special (0.70), rt (0.66), media (0.54) 3 (-0.45), tonight (-0.39), 11 (-0.37), dougla (-0.36), dougla counti (-0.35)
#obama (0.69), chicago (0.68), #2a (0.57), blame (0.56), stay (0.52) countri (-0.61), nut (-0.53), #roseburgoregon (-0.49), world (-0.43), thought (-0.42)

Table 8: Most partisan phrases per topic for Roseburg. Brackets show the z-scores of the log odds of each phrase.

Republican Democrat
regist vote (1.01), young (1.01), shop (1.01), mcdonald (1.01), #liber (1.01) parenthood #gopdeb (-0.37), #carlyfiorina (-0.37), health clinic (-0.37), #tedcruz (-0.37), morn joe (-0.37)
connect (0.56), #bluelivesmatt (0.56), #tcot (0.54), #new (0.52), shooter surrend (0.47) #standwithpp (-0.63), #gunsens (-0.62), #terror (-0.60), #plannedparenthoodshoot (-0.58), month (-0.57)
kill (0.17), plan parenthood (0.13), parenthood (0.13), plan (0.11), #plannedparenthood (-0.03) war (-0.18), veteran (-0.17), thousand (-0.10), iraq (-0.08), #plannedparenthood (-0.03)
kill babi (0.92), unborn (0.91), parenthood kill (0.88), sell bodi (0.87), gun free (0.83) #terror (-0.39), focus (-0.39), terrorist attack (-0.39), forc (-0.39), attack women (-0.39)
parenthood employe (0.81), employe (0.72), femal (0.49), gunman attack (0.42), record (0.38) #plannedparenthood gunman (-0.58), #laquanmcdonald (-0.58), terrorist (-0.47), domest (-0.46), custodi aliv (-0.45)
babi (0.94), #tcot (0.71), pro life (0.63), pro (0.55), #prolif (0.54) #istandwithpp (-0.39), #standwithpp (-0.39), terror (-0.37), terrorist attack (-0.37), parenthood attack (-0.35)
clinic (0.57), support (0.47), swasey (0.44), hous (0.43), friday (0.40) carson (-0.42), terrorist (-0.42), cover (-0.41), terror (-0.41), terrorist attack (-0.41)
ppact (0.87), profit (0.84), lib (0.81), chicago (0.76), bodi part (0.74) 4 cop (-0.42), parenthood #gopdeb (-0.42), discuss (-0.42), #terroristattack (-0.42), captur aliv (-0.42)

Table 9: Most partisan phrases per topic for Colorado Springs. Brackets show the z-scores of the log odds of
each phrase.

Republican Democrat
moron call (0.44), shooter bonni (0.44), warm (0.44), global warm (0.44), #2a (0.44) shooter post (-0.85), gun nut (-0.81), ted cruz (-0.76), domest terrorist (-0.74), ted (-0.67)
muslim (0.66), #pjnet (0.66), #sanbernardinoattack (0.66), #tcot #pjnet (0.66), #tcot (0.61) shoot today (-0.63), #gunsens (-0.62), 355th (-0.56), houston (-0.55), savannah (-0.52)
husband wife (0.40), massacr (0.35), husband (0.30), wife (0.22), calif (0.20) live (-0.42), mass shoot (-0.27), shoot (-0.24), mass (-0.15), attack (-0.15)
law work (0.67), disarm (0.67), lib (0.67), administr (0.60), pari (0.60) normal (-0.72), #ppshoot (-0.72), gun nut (-0.64), gop (-0.63), topic (-0.62)
chief burguan (0.59), foxnew (0.51), #sanbernardinoattack (0.50), #tcot (0.48), devout (0.48) presser (-0.51), expect (-0.46), purchas legal (-0.44), suspect home (-0.44), detain (-0.41)
#tcot (0.75), sanbernardinopd (0.67), terrorist attack (0.55), job (0.55), polic offic (0.53) #gunsens (-0.63), savannah (-0.63), #gunviol (-0.54), development disabl (-0.54), send love (-0.52)
#tcot (0.70), #pjnet (0.70), #tcot #pjnet (0.70), #ccot (0.70), wh (0.47) donat (-0.68), rais (-0.53), 10 (-0.44), public (-0.42), governor (-0.40)
blame gun (0.70), #wakeupamerica (0.70), #liber (0.70), pc (0.70), fast (0.63) #endgunviol (-0.69), movi (-0.69), 352 (-0.69), #sandyhook (-0.59), shoot day (-0.59)

Table 10: Most partisan phrases per topic for San Bernardino. Brackets show the z-scores of the log odds of each
phrase.

Republican Democrat
polit (0.66), motiv (0.65), violenc (0.46), obama (0.26), peopl (0.23) coverag (-0.44), news (-0.44), open (-0.44), cover (-0.44), white male (-0.37)
counti michigan (0.41), cracker (0.27), random shoot (0.27), cracker barrel (0.27), barrel (0.27) coverag (-0.59), public (-0.52), #michigan (-0.50), connect (-0.50), pray (-0.43)

safeti (0.45), pass (0.34), suspect (0.26), prevent (0.24), #uber (0.22) talk (-0.36), #guncontrol (-0.34), prayer (-0.32), #kalamazooshoot (-0.29), gun violenc (-0.27)
saturday (0.45), ap (0.43), mich (0.38), 5 (0.36), 14 year (0.32) black (-0.54), white man (-0.53), white (-0.41), white male (-0.36), pick (-0.35)
crazi (0.53), peopl kill (0.32), prayer victim (0.29), #prayforkalamazoo (0.27), 6 (0.27) #gunviol (-0.53), place (-0.53), america (-0.45), work (-0.43), gun violenc (-0.36)
#kalamazoostrong (0.29), victim (0.21), #kalamazooshoot (0.18), michigan (0.12), kill (0.11) rememb (-0.35), mass (-0.35), gun (-0.12), saturday (-0.05), 6 (0.00)
chicago (0.74), cracker barrel (0.62), barrel (0.62), cracker (0.62), 1 (0.44) male (-0.39), white male (-0.39), gun violenc (-0.39), mass shooter (-0.39), matter (-0.31)

Table 11: Most partisan phrases per topic for Kalamazoo. Brackets show the z-scores of the log odds of each
phrase.

Republican Democrat
gun boston (0.47), state dept (0.47), boston pressur (0.47), attack solut (0.47), gohmert gun (0.47) #stoprush #uniteblu (-0.92), #connecttheleft (-0.92), #p2 #connecttheleft (-0.92), muslim allianc (-0.92), lgbtq hate (-0.92)
#homelandsecur (0.61), #pjnet (0.61), investig islam (0.61), #trump2016 (0.61), park spot (0.61) #floridashoot #puls (-0.78), derail (-0.78), maryland (-0.78), #enough (-0.78), bbcworld (-0.78)
regist democrat (0.69), shooter regist (0.69), zone state (0.69), state law (0.69), blog gay (0.69) #gay #new (-0.70), connecticut nativ (-0.70), #new #glbt (-0.70), #stoprush #uniteblu (-0.70), #lgbtnew (-0.70)
help shooter (0.80), sourc suggest (0.80), dc sourc (0.80), terrorist work (0.80), leftist (0.80) #lalovesorlando (-0.59), implor (-0.59), implor fight (-0.59), tragedi implor (-0.59), 91 (-0.59)
break insid (0.49), #8230 (0.49), hous #8230 (0.49), #8230 #8217 (0.49), shooter make (0.49) bump poll (-0.89), give bump (-0.89), insid disappoint (-0.89), poll report (-0.89), disappoint give (-0.89)
reaction tragic (0.92), wrong reaction (0.92), search massacr (0.92), kohn (0.92), sick muslim (0.92) lgbtqia (-0.47), lgbtqia communiti (-0.47), inform horrif (-0.47), readingatthedisco (-0.47), happen omar (-0.47)
netanyahu releas (0.80), lgbt hop (0.80), obama contact (0.80), hop make (0.80), trump #nrabangunfreezon (0.80) #stoprush #uniteblu (-0.58), demand end (-0.58), #connecttheleft (-0.58), #p2 #connecttheleft (-0.58), #gay #new (-0.58)
#americafirst (0.80), killari (0.80), told word (0.80), carri terror (0.80), #buildthewal (0.80) learn hate (-0.59), hint wasn (-0.59), hate hint (-0.59), wasn osama (-0.59), shot girl (-0.59)

Table 12: Most partisan phrases per topic for Orlando. Brackets show the z-scores of the log odds of each phrase.

Republican Democrat
ag lynch (0.45), doj (0.45), lectur (0.45), #maga (0.45), #dallaspoliceshoot #bluelivesmatt (0.45) #disarmh (-0.90), communiti color (-0.90), #disarmh address (-0.90), address #gunviol (-0.90), 2 #disarmh (-0.90)
#pjnet (0.57), mt prayer (0.57), #bluelivesmatt #pjnet (0.57), panther (0.57), #tcot (0.57) lawrenc (-0.73), npr (-0.69), bbc (-0.63), #enough (-0.60), read (-0.58)
3 (0.36), attack (0.33), #dallasshoot (0.31), iraq (0.28), live (0.23) 2 (-0.38), soldier (-0.33), shot (-0.29), show (-0.23), surviv (-0.18)
shot arm (0.81), 12 shot (0.81), #fbi (0.81), #dallaspoliceshoot #bluelivesmatt (0.81), black caucus (0.81) scrutini (-0.58), #disarmh (-0.58), denomin (-0.58), beget (-0.58), gun answer (-0.58)
comey (0.67), recommend (0.67), #tcot (0.67), #obama (0.67), sex (0.67) plaster (-0.62), #altonsterl #philandocastil (-0.58), dallaspd man (-0.58), innoc man (-0.54), #philandocastil (-0.53)
#pjnet (0.64), mt prayer (0.64), #bluelivesmatt #pjnet (0.64), sam (0.64), #maga (0.64) poc (-0.74), #blacklivesmatt #altonsterl (-0.74), #endgunviol (-0.69), #gunsens (-0.66), #gunviol (-0.64)
lectur (0.55), #maga (0.55), agenda (0.55), incit (0.55), #bluelivesmatt #dallaspoliceshoot (0.55) #gunviol (-0.73), program (-0.72), #philandocastil #dallaspoliceshoot (-0.67), brother (-0.57), red (-0.57)
#maga (0.65), alabama (0.65), #wakeupamerica (0.65), mr presid (0.65), miss alabama (0.65) #disarmh (-0.74), carri law (-0.74), access (-0.74), famili friend (-0.74), #stopgunviol (-0.74)

Table 13: Most partisan phrases per topic for Dallas. Brackets show the z-scores of the log odds of each phrase.
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Republican Democrat
#orlando (0.46), #maga (0.46), strike (0.46), 3 dead (0.46), assassin (0.46) peopl blame (-0.92), crazi (-0.82), polic race (-0.81), blame #blacklivesmatt (-0.80), report polic (-0.79)
#pjnet (0.52), #tcot (0.52), realdonaldtrump (0.52), servic (0.52), #backtheblu (0.52) polic arriv (-0.79), #altonsterl (-0.49), msnbc (-0.46), arriv (-0.46), sterl (-0.42)
killer (0.30), video (0.26), identifi (0.24), gunman (0.16), marin serv (0.12) veteran (-0.25), jackson (-0.25), mo (-0.25), heartbreak (-0.25), citi mo (-0.25)
#bluelivesmatt (0.72), policemen (0.70), earth (0.64), liber (0.61), order (0.60) guy gun (-0.56), #enough (-0.56), thought prayer (-0.56), #gun (-0.48), good guy (-0.48)
shooter sovereign (0.57), #breakingnew (0.57), fbi (0.38), citi missouri (0.33), la (0.33) msnbc (-0.59), identifi shooter (-0.46), matter (-0.43), pd (-0.43), live (-0.42)
#backtheblu (0.61), leadership (0.61), #thinbluelin (0.53), killer (0.51), 2 offic (0.50) gun violenc (-0.78), #gunviol (-0.78), #disarmh (-0.78), #altonsterl (-0.66), news polic (-0.66)
offic shot (0.40), realdonaldtrump (0.37), #bluelivesmatt (0.35), 7 (0.33), fallen (0.31) #altonsterl (-0.62), funer (-0.42), montrel (-0.35), black (-0.30), moment (-0.29)
#trumppence16 (0.61), hillari (0.61), lectur (0.61), hillaryclinton (0.50), assassin (0.50) #enough (-0.71), #nra (-0.67), #philandocastil (-0.66), unjustifi (-0.64), open carri (-0.58)

Table 14: Most partisan phrases per topic for Baton Rouge. Brackets show the z-scores of the log odds of each
phrase.

Republican Democrat
turkey (0.19), hillari support (0.19), turkish muslim (0.19), shooter arcan (0.19), immigr turkey (0.19) gun (-0.47), shoot (-0.45), trump (-0.39), peopl (-0.38), news (-0.29)
zone (0.60), free zone (0.60), gun free (0.60), free (0.60), cetin (0.52) famili (-0.55), watch (-0.53), latest (-0.46), 4 women (-0.32), male (-0.29)
victim (-0.28) victim (-0.28)
shooter citizen (0.26), illeg (0.26), id (0.26), citizen vote (0.24), 3 elect (0.23) support (-0.39), peopl (-0.36), gun (-0.35), control (-0.28), law (-0.26)
turkish muslim (0.41), hillari (0.41), voter (0.41), clinton (0.41), ed arcan (0.38) motiv (-0.47), komo (-0.44), gun (-0.44), activ shooter (-0.40), 3 (-0.40)
pray (0.34), peopl (0.27), sad (0.24), prayer victim (0.21), washington (0.16) time (-0.45), gun (-0.44), love (-0.30), affect (-0.30), mass (-0.29)
victim (-0.25) victim (-0.25)
attack (0.49), polic (0.40), muslim (0.33), hispan (0.27), live (0.24) seattl (-0.67), fuck (-0.35), news (-0.31), hope (-0.27), gun (-0.26)

Table 15: Most partisan phrases per topic for Burlington. Brackets show the z-scores of the log odds of each
phrase.

Republican Democrat
attack (0.24), terrorist (0.20), terrorist attack (0.16), ft airport (0.15), ft (0.10) shooter (-0.22), white (-0.08), muslim (-0.01), terror (-0.01), obama (0.05)
airport victim (0.59), obama (0.47), garag (0.47), realdonaldtrump (0.45), phone (0.42) custodi 9 (-0.40), stori (-0.37), msnbc (-0.36), report fire (-0.34), sad (-0.31)

airport gun (0.47), free zone (0.42), gun free (0.42), free (0.38), zone (0.33) mass (-0.50), #ftlauderdal (-0.19), peopl (-0.07), gun airport (-0.07), control (-0.06)
airport (0.23), shooter (-0.04) shooter (-0.04), airport (0.23)
affect airport (0.41), shooter (0.34), make (0.33), involv ft (0.28), prayer affect (0.27) gun (-0.42), violenc (-0.41), week (-0.39), stay (-0.37), travel (-0.37)
airport (-0.01) airport (-0.01)
shot fire (0.42), fire (0.38), attack (0.33), terror (0.30), man (0.30) #airport (-0.37), gunman (-0.32), week (-0.32), stop (-0.27), 2017 (-0.25)

Table 16: Most partisan phrases per topic for Fort Lauderdale. Brackets show the z-scores of the log odds of
each phrase.

Republican Democrat
islamist (0.18), fake (0.18), fake news (0.18), white male (0.18), facebook (0.18) mass (-0.64), nation (-0.44), matter (-0.43), tweet (-0.38), support (-0.31)
2 (0.37), open (0.34), open fire (0.33), cnn (0.33), muslim (0.33) 4 (-0.52), offic (-0.44), dyer (-0.33), fatal (-0.26), spree (-0.24)
2 (0.46), 1 (0.46), california (0.37), kill (0.16) kill (0.16), california (0.37), 1 (0.46), 2 (0.46)
california (0.32), stop (0.23), control (0.18), gun control (0.17), law (0.09) mental (-0.47), shot (-0.38), shooter (-0.26), kill (-0.07), peopl (-0.02)
shooter shout (0.27), translat (0.27), #maga (0.27), fake (0.27), fake news (0.27) offic (-0.68), fatal (-0.59), gun (-0.58), connect (-0.54), kori muhammad (-0.40)
attack (0.25), love (0.23), 3 (0.21), kill (0.21), prayer (0.10) sad (-0.40), hate (-0.34), today (-0.23), peopl (-0.16), shoot (-0.11)
victim (0.17), kill (-0.03) kill (-0.03), victim (0.17)
yesterday (0.31), terror (0.24), black man (0.23), kill 4 (0.21), target (0.21) trump (-0.39), spree (-0.35), happen (-0.32), tweet (-0.30), make (-0.29)

Table 17: Most partisan phrases per topic for Fresno. Brackets show the z-scores of the log odds of each phrase.

Republican Democrat
cover (0.53), workplac (0.39), trump (0.28), shooter (0.19), sf (0.16) shoot (-0.40), blame (-0.25), terror (-0.25), today (-0.21), gun (-0.21)
4 injur (0.59), issu (0.58), compani (0.55), facil 4 (0.46), fox news (0.44) barclay (-0.59), cover (-0.59), america (-0.59), 3 kill (-0.52), talk (-0.48)
4 (0.21), gunfir (0.19), kill 4 (0.19), dead (0.19), worker (0.17) victim (-0.19), facil includ (-0.15), kill facil (-0.13), time (-0.10), facil (-0.08)
assault pistol (0.87), pistol (0.81), stolen (0.73), free (0.72), california (0.71) congress (-0.47), secur (-0.43), die (-0.39), american (-0.39), gop (-0.38)
motiv (0.53), identifi (0.30), assault pistol (0.30), polic (0.28), warehous (0.28) sfpd (-0.36), suspect (-0.32), #up (-0.32), lam (-0.31), jimmi (-0.31)
polic (0.54), find (0.41), colleagu (0.27), world (0.26), 2 (0.22) countri (-0.33), gun violenc (-0.23), sf (-0.22), mass (-0.22), peopl (-0.21)
sf (-0.13), today (-0.14), victim (-0.15) victim (-0.15), today (-0.14), sf (-0.13)
person (0.49), law (0.49), killer (0.39), grown (0.39), down (0.39) america (-0.29), shot kill (-0.28), morn (-0.27), place (-0.27), murder (-0.26)

Table 18: Most partisan phrases per topic for San Francisco. Brackets show the z-scores of the log odds of each
phrase.

Republican Democrat
clinton blame (0.52), cover call (0.52), today cover (0.52), elitist (0.52), #ccot (0.52) #whiteterror (-0.86), time talk (-0.86), patch (-0.86), #whiteterrorist (-0.86), patch pm (-0.86)
shooter long (0.52), long detail (0.52), video point (0.52), wsbtv report (0.52), seanhann (0.52) global stay (-0.86), jule (-0.86), dhs jule (-0.86), jule rt (-0.86), #gunsens (-0.86)
#dtmag (0.52), #uscg #usarmi (0.52), #uscg (0.52), #usarmi #usairforc (0.52), #usairforc (0.52) #lalat (-0.87), (-0.87), rt time (-0.87), #lasvegasmassacr stephen (-0.87), #lalat #breakingnew (-0.87)
gowdi (0.78), massacr arm (0.78), bash gun (0.78), gowdi difficult (0.78), paddock patsi (0.78) #tytliv (-0.61), call rep (-0.61), money #guncontrolnow (-0.61), tweet thought (-0.61), obama era (-0.61)
fbi sourc (0.44), make statement (0.44), made lot (0.44), gun make (0.44), life made (0.44) npr (-0.95), 95 (-0.95), click full (-0.95), white terrorist (-0.87), full stori (-0.86)
rt realdonaldtrump (0.71), #mandalaybay #nra (0.71), #bluelivesmatt (0.71), shooter reno (0.71), leftist (0.71) trophi (-0.68), violenc text (-0.68), #notonemor (-0.68), mourn tomorrow (-0.68), tomorrow fight (-0.68)
injur stand (0.60), impeach postpon (0.60), green trump (0.60), #dtmag (0.60), stand countri (0.60) receiv year (-0.79), click full (-0.79), raw stori (-0.79), #theresist (-0.79), #bakersfield (-0.79)
kain (0.67), tim kain (0.67), kain attack (0.67), room wish (0.67), kaya (0.67) #tytliv (-0.72), #notmypresid (-0.72), senjohnthun (-0.72), prayer stop (-0.72), prayer nice (-0.72)

Table 19: Most partisan phrases per topic for Vegas. Brackets show the z-scores of the log odds of each phrase.
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Republican Democrat
news (0.60), motiv (0.42), blame (0.34), talk (0.32), tweet (0.31) live stack (-0.29), furnitur (-0.29), bibl furnitur (-0.29), stack (-0.27), stack bibl (-0.27)
detail (0.34), involv (0.34), #coloradoshoot (0.34), park lot (0.34), #colorado #walmart (0.33) talk (-0.67), #guncontrolnow (-0.58), control (-0.55), ago (-0.48), white (-0.46)
vega (-0.05) vega (-0.05)
free (0.49), crime (0.48), #walmart (0.44), black (0.44), skill (0.33) talk gun (-0.48), violenc (-0.48), place (-0.38), las (-0.37), las vega (-0.36)
updat (0.52), danger (0.44), kill peopl (0.43), #break (0.41), drive (0.40) week (-0.50), delay (-0.50), white guy (-0.46), time (-0.45), guy (-0.44)
pray (0.39), time (0.36), night (0.30), peopl (0.21), love (0.18) vega (-0.41), tonight (-0.32), dead (-0.22), hear (-0.18), heart (-0.17)
shot (0.21), kill (-0.25) kill (-0.25), shot (0.21)
skill (0.78), chicago (0.75), lol (0.64), cover (0.61), friend (0.50) open fire (-0.35), reason (-0.28), #guncontrol (-0.27), hispan (-0.25), man kill (-0.24)

Table 20: Most partisan phrases per topic for Thornton. Brackets show the z-scores of the log odds of each phrase.

Republican Democrat
lunat (0.48), handler blame (0.48), countri music (0.48), sudanes (0.48), chelseahandl (0.48) #thoughtsandpray (-0.91), 4 black (-0.91), black girl (-0.83), studi (-0.82), bibl studi (-0.82)
#antifa (0.62), #theresist (0.62), #nov4thitbegin (0.62), #uniteblu (0.62), #atheist (0.62) #enough (-0.64), #gunsens (-0.63), mall (-0.63), #gun (-0.61), #nra (-0.60)
#usmarin #tricar (0.60), #tricar (0.60), #usnavi #usmarin (0.60), #usmarin (0.60), #usairforc #usnavi (0.60) #guncontrolnow (-0.79), york time (-0.55), nightclub (-0.52), npr (-0.46), massacr texa (-0.41)
stop legal (0.74), #antifa (0.74), joe biden (0.74), shirt (0.74), democrat kill (0.74) msnbc (-0.64), spineless (-0.64), earli talk (-0.64), prayer good (-0.64), prayer thought (-0.64)
fan (0.58), #antifa (0.58), #usairforc (0.58), gun stop (0.58), texa hero (0.58) black girl (-0.81), klan (-0.81), bomber (-0.81), success (-0.81), birmingham church (-0.81)
frank (0.69), fbc (0.66), agenda (0.61), polit agenda (0.59), involv church (0.59) relax (-0.69), gop (-0.69), governor church (-0.69), liter pray (-0.69), epidem (-0.69)
ted (0.54), lieu (0.54), ted lieu (0.54), song (0.54), app (0.54) gun violenc (-0.68), thought (-0.62), #guncontrolnow (-0.61), great (-0.58), medic (-0.58)
tn church (0.75), biden man (0.75), church tn (0.75), hero stephen (0.75), septemb (0.75) kill girl (-0.64), 4 black (-0.64), #impeachtrump (-0.64), #nraterror (-0.64), elementari school (-0.64)

Table 21: Most partisan phrases per topic for Sutherland Springs. Brackets show the z-scores of the log odds of
each phrase.

Republican Democrat
bush (0.76), student push (0.76), dirti (0.76), page (0.76), boston bomber (0.76) attack survivor (-0.62), #trumprussia (-0.62), #russianbot (-0.62), #impeachtrump (-0.62), #votethemout (-0.62)
#emet news (0.65), #emet (0.65), news press (0.65), broadcast #emet (0.65), #new broadcast (0.65) #enough (-0.74), result death (-0.74), fuck (-0.66), veloc (-0.66), high veloc (-0.63)
redondo (0.73), california high (0.73), expos (0.73), absolut (0.73), app (0.67) make (-0.66), facebook post (-0.66), anonym (-0.66), washington post (-0.57), midterm (-0.56)
media politic (0.87), #greatawaken (0.87), #antifa (0.87), back window (0.87), #noguncontrol (0.87) #throwthemout (-0.51), vote candid (-0.51), dollar nra (-0.51), #nrabloodmoney #nraisaterroristorgan (-0.51), concert goer (-0.51)
#emet news (0.54), #emet (0.54), news press (0.54), broadcast #emet (0.54), #new broadcast (0.54) #maga hat (-0.84), wear maga (-0.76), grade (-0.73), cap (-0.73), hat (-0.72)
#qanon (0.89), join pray (0.79), #pray (0.70), pastor (0.68), heaven (0.68) blah (-0.50), #gunreformnow #neveragain (-0.50), admiss (-0.50), blah blah (-0.50), #nraboycott (-0.50)
#emet news (0.82), #emet (0.82), news press (0.82), #new broadcast (0.82), broadcast #emet (0.82) support #marchforourl (-0.56), #marchforourl #boycottnra (-0.56), refus accept (-0.56), #banassaultweapon (-0.56), #gunsensenow (-0.56)
#liberalismisamentaldisord (0.89), #firesheriffisrael (0.89), school 2015 (0.89), #gunfreezoneskil (0.89), #thegreatawaken (0.89) #stopthenra (-0.49), prayer work (-0.49), #nomorethoughtsandpray (-0.49), #standwithparkland (-0.49), black brown (-0.49)

Table 22: Most partisan phrases per topic for Parkland. Brackets show the z-scores of the log odds of each phrase.

Republican Democrat
left (0.76), liber (0.58), democrat (0.55), anti (0.44), blame (0.42) school (-0.34), wait (-0.34), church (-0.34), hous attack (-0.34), 4 peopl (-0.34)
polic suspect (0.49), hold (0.48), east (0.45), fox news (0.43), pd (0.42) abc news (-0.46), rt (-0.43), death (-0.43), tweet (-0.35), citi (-0.35)
gun (0.32), waffl hous (0.06), hous (0.06), waffl (0.05), worker (-0.07) diploma (-0.43), mother (-0.33), cbs (-0.30), cbs news (-0.30), kill (-0.28)
democrat (0.56), agenda (0.56), gun seiz (0.54), gun confisc (0.52), free zone (0.50) assault style (-0.73), 4 dead (-0.63), terrorist (-0.61), thought prayer (-0.60), gop (-0.60)
come (0.75), awar (0.63), antioch waffl (0.62), 6 (0.54), suspect 2 (0.49) plastic (-0.64), mass murder (-0.57), domest (-0.56), #guncontrolnow (-0.54), murder 4 (-0.54)
student (0.41), colleg (0.37), opri mill (0.37), opri (0.37), mill (0.37) condol victim (-0.51), massacr (-0.41), hous massacr (-0.41), rest (-0.38), hous tn (-0.37)
antioch waffl (0.69), visit (0.62), antioch (0.59), held (0.58), song (0.43) hous white (-0.42), white shooter (-0.42), volum (-0.42), cnn (-0.41), hero white (-0.40)
robberi (0.77), goal (0.73), liber (0.72), pred (0.69), #2a (0.69) sight (-0.40), theater (-0.40), justic (-0.40), movi theater (-0.40), effort (-0.40)

Table 23: Most partisan phrases per topic for Nashville. Brackets show the z-scores of the log odds of each phrase.

Republican Democrat
leftist (0.91), narrat (0.81), #2a (0.78), left (0.70), control (0.67) creat (-0.48), nut (-0.48), male (-0.42), immigr (-0.39), white male (-0.39)
school victim (0.54), femal (0.51), road (0.49), patient (0.49), fox news (0.42) #gunreformnow (-0.65), #gunsens (-0.65), 22 school (-0.65), #resist (-0.65), #gunreform (-0.65)
video (0.40), famili (0.33), star (0.21), mass (0.21), student (0.18) parkland survivor (-0.55), dead (-0.21), david (-0.21), hogg (-0.21), news (-0.20)
leftist (0.83), rack (0.83), gun rack (0.82), pickup (0.80), truck (0.79) terrorist organ (-0.51), address gun (-0.51), prayer stop (-0.51), #ifidieinaschoolshoot (-0.51), 16th (-0.51)
#khou11 (0.74), nikola cruz (0.53), nikola (0.53), coach (0.52), watch (0.51) minut (-0.65), shot kill (-0.55), nra (-0.54), loesch (-0.53), dana (-0.52)
secur (0.77), polic offic (0.67), brave (0.63), pray high (0.61), personnel (0.59) #votethemout (-0.51), #nraisaterroristorgan (-0.51), action gun (-0.51), custodi (-0.51), fun (-0.51)
#txlege (0.62), kill 10 (0.57), pres (0.50), church (0.46), roundtabl (0.43) #guncontrolnow (-0.70), show high (-0.70), wave (-0.70), school scene (-0.70), #enoughisenough (-0.70)
gun rack (0.89), dixon (0.86), rack (0.83), 38 revolv (0.83), truck (0.82) entitl (-0.42), incel (-0.42), ritalin (-0.42), supremacist (-0.42), white supremacist (-0.42)

Table 24: Most partisan phrases per topic for Santa Fe. Brackets show the z-scores of the log odds of each phrase.

Republican Democrat
reuter editor (0.85), apolog disciplin (0.78), disciplin blame (0.78), disciplin (0.78), gun control (0.76) #guncontrolnow (-0.54), enemi american (-0.49), multipl (-0.45), call enemi (-0.45), domest (-0.44)
pray (0.57), alert (0.54), prayer victim (0.53), depart wisconsin (0.51), wisconsin (0.51) milo (-0.60), gun journalist (-0.60), yiannopoulo (-0.60), milo yiannopoulo (-0.60), start gun (-0.60)
victim (0.51), editor (0.39), hiaasen (0.33), rob hiaasen (0.32), 5 (0.28) kill (-0.15), newspap (-0.07), mass (-0.02), newsroom (-0.01), capit (0.11)
person (0.51), shotgun (0.49), crime (0.48), arm (0.47), mental health (0.47) journal (-0.52), continu (-0.43), free press (-0.42), freedom (-0.40), #gunreformnow (-0.40)
hat (0.59), break (0.46), year jarrod (0.45), gazett kill (0.43), counti (0.39) aliv (-0.55), accus shooter (-0.50), exclus (-0.47), dark link (-0.46), exclus accus (-0.46)
scene (0.54), blame (0.51), conscienc (0.47), address (0.47), rt (0.47) #guncontrolnow (-0.44), congress (-0.44), #neveragain (-0.44), remind (-0.44), report capit (-0.44)
sander (0.59), game (0.59), speechless (0.56), opinion (0.53), build (0.49) press enemi (-0.39), mind (-0.39), milo (-0.39), gazett mass (-0.39), yiannopoulo (-0.39)
blame trump (0.74), motiv shooter (0.63), bring (0.58), #fakenew (0.57), narrat (0.56) start gun (-0.45), victim capit (-0.45), shot dead (-0.45), journalist gun (-0.38), nra (-0.38)

Table 25: Most partisan phrases per topic for Annapolis. Brackets show the z-scores of the log odds of each
phrase.

Republican Democrat
trump cnn (0.88), sarsour (0.88), cnn press (0.88), rabbi blame (0.84), camerota (0.81) #magabomb (-0.51), black church (-0.51), spread (-0.51), long (-0.51), uncl (-0.47)
kill 6 (0.61), dozen (0.60), treat (0.59), synagogu pray (0.57), read (0.57) arm (-0.51), white (-0.47), (-0.47), morn report (-0.45), respond saturday (-0.45)
polit insid (0.91), polit (0.91), defend (0.86), insid (0.79), survivor life (0.69) site (-0.48), come (-0.48), stay (-0.47), tell (-0.47), offici (-0.47)
democrat (0.94), final (0.90), danger (0.77), free (0.76), understand (0.73) rip (-0.35), blame victim (-0.35), avoid (-0.35), vote (-0.31), weak (-0.31)
pull (0.87), synagogu age (0.51), thursday (0.49), warn (0.49), expect (0.43) includ 11 (-0.52), trail anti (-0.43), white man (-0.43), long (-0.42), review (-0.42)
target kill (0.88), horrif target (0.74), netanyahu (0.65), kill jewish (0.61), murder attack (0.57) holocaust (-0.51), angri (-0.51), gun violenc (-0.48), rabbi synagogu (-0.48), synagogu call (-0.48)
michigan host (0.69), univers michigan (0.69), jihad day (0.69), palestinian jihad (0.69), advoc palestinian (0.69) pictur (-0.70), add (-0.70), victim hate (-0.70), hebrew (-0.70), meltdown (-0.67)
wrong (0.45), wait (0.45), mind (0.41), kill 11 (0.41), lot (0.40) insid (-0.40), templ (-0.40), liter (-0.33), black (-0.32), synagogu victim (-0.31)

Table 26: Most partisan phrases per topic for Pittsburgh. Brackets show the z-scores of the log odds of each
phrase.
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Republican Democrat
leftist (0.84), anti gun (0.84), anti (0.77), left (0.74), liber (0.66) violenc women (-0.55), republican (-0.49), women (-0.48), histori (-0.47), link (-0.47)
forc (0.65), insid california (0.57), want (0.57), california wildfir (0.53), camp (0.51) mass 12 (-0.61), 12 victim (-0.61), gun violenc (-0.47), hour (-0.42), violenc (-0.42)
knelt block (0.84), wit men (0.84), knelt (0.84), real men (0.84), men knelt (0.84) lane (-0.55), stay lane (-0.55), doctor stay (-0.55), nra told (-0.55), offer thought (-0.55)
divers (0.86), steal (0.86), 98 mass (0.86), communist divers (0.86), die communist (0.86) #gunviol (-0.52), 307th (-0.52), #enoughisenough (-0.52), 307th mass (-0.52), marshablackburn (-0.52)
ball (0.77), earlier (0.77), commit gunman (0.77), gunman ian (0.77), clear (0.70) women (-0.50), week (-0.49), men (-0.49), white men (-0.49), terrorist (-0.48)
men (0.88), involv california (0.86), strictest gun (0.75), gt gt (0.72), strictest (0.72) #gunviol (-0.41), gun amp (-0.41), access gun (-0.41), mass place (-0.41), gunman kill (-0.41)
proclam (0.80), proclam honor (0.80), presidenti proclam (0.80), presidenti (0.80), tragedi california (0.63) warm (-0.56), share (-0.56), #gunviol (-0.56), buck wear (-0.56), plan (-0.49)
california strictest (0.84), liber (0.84), strictest (0.81), left (0.81), california gun (0.81) blackburn (-0.45), marsha (-0.45), mass die (-0.45), live gun (-0.45), gop (-0.45)

Table 27: Most partisan phrases per topic for Thousand Oaks. Brackets show the z-scores of the log odds of each
phrase.
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G Personal Pronouns

Pronoun usage has been found to express differ-
ent degrees of self-reflection, awareness, inclusiv-
ity, perspective-taking, among several other psy-
chological phenomena, both on Twitter (Qiu et al.,
2012) and in various other domains (Hirsh and Pe-
terson, 2009; Yarkoni, 2010; Pennebaker, 2011).
We rely on these findings to treat pronouns as
proxies to measure polarization in terms of users’
personalization of the experience (1st person sg.),
inclusion (1st person pl.), deflection (3rd person).

G.1 Methods

To quantify the partisanship of personal pronouns,
we take the five personal pronoun categories in
LIWC (Pennebaker et al., 2001) (I, You, We,
SheHe, They) and then calculate their partisan log-
odds ratio.

G.2 Results

The log odds of pronouns suggest that first and
second person pronouns are significantly more
likely to be used by Democrats across the events,
while They is somewhat more likely to be used by
Democrats and SheHe is used similarly by the two
parties: I (mean:�.26, p < .001), We (mean:�.26,
p < .001), You (mean:�.13, p < 0.05), They
(mean:�.06, p < .1), SheHe (mean:.05, p ⇡ 0.36)
(see Figure 15).

The use of two pronouns is significantly differ-
ent based on the shooter’s race: SheHe and You are
both more likely to be used by Democrats when
the shooter is white and by Republicans if the
shooter is a person of color (p < 0.01 for SheHe
and p < 0.05 for You from two-tailed t test). The
pattern pertaining to SheHe might be partly ex-
plained by differential mentions of the president
(see Appendix F with the most partisan words),
since it so happens that most of the events where
the shooter was a person of color occurred un-
der Obama’s presidency while the ones where the
shooter was white predominantly occurred under
Trump’s presidency.

To better understand this result, we are again
interested to see if there is a link between pro-
noun usage and topic preferences — we use the
same procedure to measure the representation of
pronouns in topics as in the case of modals. Our
findings (see Figure 15) show that first I pre-
dominantly occurs in solidarity and other, which,
coupled with previous findings about these topics

Figure 14: The partisan log odds ratio of pronouns.

news
victims & location

remembrance
investigation

shooter's identity
& ideology

laws & policy
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Percentage of pronoun in topic / overall topic percentage

Pronoun: I SheHe They We You

Figure 15: Distribution of pronouns across topics
(mean across 21 events).

being preferred by Democrats and about affect,
suggest that Democrats in our dataset are more
likely to personalize their tweets and write about
their own mental state and feelings towards the
event and the victims. Similarly We is overrep-
resented in laws & policy, also a topic that is pre-
ferred by Democrats, which, building on our re-
sults about modals (Section 7.2), provide evidence
that Democrats are more likely to call for collec-
tive action.

SheHe, on the other hand, are most frequent
in investigation, shooter’s identity & ideology and
victims & location — topics that are more likely
to be discussed by Republicans. This result, sup-
ported by our finding about affect, suggests that
Republicans in this domain are more likely to au-
thor tweets that focus on a third person (e.g. the
shooter).
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H Modal Collocations

We study the subjects and complements of modals
and their partisanship to get a better view of how
these modals are used. We calculate the z-scored
partisan log odds ratio of the collocations (subject
+ modal + complement constructions) at the event-
and modal-level. We keep all collocations that are
more likely to be used by Democrats or Republi-
cans by at least .5 SD of the event- and modal-level
log odds ratios (in other words, whose z-score has
an absolute value that is at least .5). In the list be-
low, we show those collocations that are partisan
in the same direction (Democrat or Republican) in
at least three events.

Note that before calculating the log odds ra-
tio, we replace contracted forms with their non-
contracted form (e.g. “shouldn’t” with “should
not”, “should’ve” with “should have”). The num-
ber following the collocations is the number of
events for which a particular term is partisan to-
wards a given party. Often when a collocation
seems ungrammatical, it is because it is comes
from a question (e.g. “long must we” ! “how
long must we”).

Note that the patterns in the collocations ac-
cord with the findings discussed in the paper.
Democrats are more likely to use modals to call for
collective and proactive action (e.g. “we must do”,
“we have to do”, “something needs to be done”,
“we need to act”) and also to express emotion (e.g.
“[why do] people have to die”, “[why do] people
need to die”) than Republicans. Republicans are
more likely to use modals epistemically (e.g. “it
must have been”) and in other, idiomatic, senses
that do not imply necessity (e.g. “it has to do
[with]”, “I have to say”, “I must say”). Republi-
cans are less likely to use modals in contexts with
first person plural subjects (“we”) than Democrats,
but are more likely to use “we” in contexts where
the modal’s prejacent implies “stopping” some-
thing rather than “doing” something (e.g. “we
must ban”, “we must protect”, “we should ban”,
“we need to protect”).

MUST
Democrat
we must do (14), this must stop (8), we must end
(7), something must be done (7), we must act (7),
long must we (7), congress must act (7), we must
stand (6), we must stop (6), he must be white (6),
we must address (6), violence must end (6), vio-
lence must stop (6), lives must be lost (6), killing

must stop (6), we must make (6), times must
this (5), it must stop (5), we must all (5), people
must die (5), many must die (5), we must keep
(5), and must do (5), we must pass (5), we must
continue (5), times must we (5), this must end
(5), we must take (5), we must honor (5), shooter
must be white (5), shooter must have been (4),
insanity must stop (4), we must treat (4), we must
remember (4), shootings must stop (4), is a must
(4), shootings must end (4), change must happen
(4), congress must take (4), this must change (4),
we must get (4), action must be taken (4), control
must happen (4), we must push (4), we must find
(4), we must have gun (4), we must change (4),
we must work (4), we must combat (4), we must
deal (4), lives must be taken (4), we must try (4),
congress must pass (4), madness must end (4),
we must hold (4), #gunviolence must end (4), we
must enact (4), rifles must be banned (4), they
must know (3), i must say (3), we must ask (3),
we must always (3), #guncontrol must happen
(3), we must reclaim (3), madness must stop (3),
it must take (3), there must have been (3), action
must follow (3), we must condemn (3), i must
ask (3), we must #stopgunviolence (3), innocents
must die (3), nra must be so (3), why must we (3),
we must come (3), we must fight (3), things must
change (3), tragedies must end (3), violence must
be stopped (3), we must confront (3), violence
must be addressed (3), we must stay (3), you
must be so (3), laws must change (3), we must
(3), shootings must we (3), we must join (3), you
must really (3), weapons must be banned (3),
we must have change (3), love must prevail (3),
shooting must have been (3), more must we (3),
we must not become (3), we must create (3), we
must allow (3), children must die (3), you must
be proud (3), that must mean (3), we must fix (3),
shooting must stop (3), we must look (3), must
feel (3), we must as (3), more must die (3), there
must be something (3), you must do (3), and must
be stopped (3), we must talk (3), we must not
forget (3), we must vote (3)
Republican
it must have been (6), they must be stopped (5),
must watch (5), i must say (5), we must ban
(5), they must know (4), you must know (4), we
must protect (4), we must remain (4), i must have
missed (4), he must resign (4), why must you (4),
you must protect (4), we must be vigilant (4),
attacks must stop (4), you must be happy (4), we
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must reform (4), it must be stopped (4), this must
be one (4), rhetoric must stop (4), we must un-
derstand (4), we must stand (4), we must return (4)

SHOULD

Democrat
this should not be normal (8), we should all (7),
who should not have guns (6), who should not
have them (6), this should not be happening
(6), this should not happen (6), who should not
have had (6), this should not have happened (5),
we should just (5), you should be ashamed (5),
congress should be forced (5), that should not
be happening (5), people should be able (5), we
should never (5), who should not have a gun (5),
civilians should not have access (5), we should
know (5), you should see (5), never should have
had (5), everyone should be able (4), we should
ban (4), we should start (4), you should (4), we
should probably (4), should we (4), you should
not be able (4), we should bring (4), one should
die (4), there should be some (4), we should not
do (4), we should wait (4), this should never (4),
we should not need (4), it should not be this (4),
one should be able (4), we should not be afraid
(4), everyone should have a gun (4), civilians
should have access (4), they should have had (4),
we should now (4), people should not have access
(4), one should be afraid (4), he should not have
had (4), this should not be our (4), we should
try (4), one should live (4), we should not allow
(4), hook should have been (4), people should
have access (4), everyone should have guns (4),
everyone should own (4), it should not take (4),
this should have never (4), guns should be allowed
(4), there should be a ban (3), media should
be ashamed (3), we should change (3), people
should be more (3), you should ask (3), we should
politicize (3), you should never (3), i should have
known (3), shootings should not be the norm
(3), we should do (3), we should be upset (3),
we should be afraid (3), there should have been
(3), there should never (3), it should not be that
(3), we should be focused (3), one should have
access (3), we should not care (3), you should
also (3), you should tweet (3), something should
be done (3), should not they (3), it should have
been (3), we should not be surprised (3), they
should know (3), there should be more (3), why
should it (3), you should call (3), congress should
do (3), he should go (3), why should anyone (3),

people should not be shot (3), guns should be
outlawed (3), one should feel (3), weapons should
be outlawed (3), rifles should be banned (3), guns
should be illegal (3), people should not be killed
(3), never should have happened (3), one should
have to fear (3), people should feel (3), we should
leave (3), what should be a safe (3), guns should
be legal (3), people should be allowed (3), anyone
should be able (3), media should stop (3), we
should remember (3), but should not we (3), that
should be illegal (3), they should feel (3), you
should all (3), one should lose (3), you should too
(3), civilian should have access (3), we should
focus (3), we should (3), person should not be
able (3), you should donate (3), should i (3), one
should be getting (3), weapons should not be
sold (3), everyone should have the right (3), guns
should never (3), civilians should not have assault
(3), people should not have to worry (3), you
should not be allowed (3), shooting should not
happen (3), we should stand (3), you should be
embarrassed (3), we should build (3), you should
leave (3), you should be more (3), we should not
be able (3), what should you (3), you should not
own (3), civilians should be able (3), guns should
not be allowed (3), one should have to worry
(3), we should have gun (3), he should never (3),
everyone should read (3), we should not rush (3),
it should not be allowed (3), we should say (3),
all should (3), this should not be a political (3),
he should be able (3), we should be having (3),
people should not be able (3), i should not feel (3),
they should put (3), man should not have been (3),
civilian should ever (3), it should not be lost (3),
civilians should not own (3), weapons should be
legal (3), i should never (3), people should have
died (3), fbi should investigate (3), we should
attack (3), when should we (3), parent should ever
(3), we should name (3), shooting should of (3), u
should get (3), civilians should own (3), we should
arm (3), it should be for (3), teachers should have
guns (3), nra should have to pay (3), you should
not have the right (3), shooting should have never
(3), they should have been (3), we should really
(3), it should not matter (3), who should get (3),
that should not have guns (3), can should do (3),
we should discuss (3), it should (3), one should be
shot (3), should people (3), we should treat (3), we
should not talk (3), they should (3), rifles should
not be available (3), someone should tell (3), you
should be shot (3), that should have been (3), we
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should not have laws (3), people should not be
allowed (3), it should not even (3), or should we
(3), civilian should own (3), they should call (3),
you should be tweeting (3), one should have to go
(3), that should be safe (3), that should never (3),
we should definitely (3), child should ever (3),
somebody should tell (3), nothing should be done
(3), we should not let (3)
Republican
we should ban (8), we should make (7), and
should be prosecuted (6), they should just (6),
police should have guns (5), i should have been
(5), you should know (5), they should of (5),
you should go (5), he should have been (5), we
should keep (5), he should be arrested (5), they
should not be allowed (5), government should
have guns (5), we should see (5), should we (5),
they should give (4), they should be allowed (4),
everyone should know (4), we should at (4), they
should make (4), shooting should not we (4),
obama should resign (4), someone should inform
(4), we should outlaw (4), you should do (4), you
should ask (4), he should be fired (4), us should
take (4), you should be fired (4), what should be
done (4), fbi should have been (4), they should
(4), why should he (4), and should have been (4),
we should be asking (4), we should have guns
(4), parents should be held (4), he should have
stopped (4), we should add (4), he should take
(4), and should be fired (4), they should use (4),
democrats should not be allowed (4), they should
hang (4), you should be mad (4), we should work
(4), what should they (4), they should take (4), we
should be able (4), guns should be taken (4), you
should stop (4), you should see (4), there should
never (4), shooter should get (4), who should we
(4), shooter should not have had (4)

NEED TO

Democrat
we need to take (8), more need to die (8), we
need to act (8), we need to talk (8), we need to
do (8), we need to stand (7), we need to stop (7),
people need to die (7), shootings need to happen
(6), laws need to change (6), we need to change
(6), we need to fix (6), we need to vote (6), we
need to make (6), we need to call (5), they need
to carry (5), we need to remember (5), don’t need
to see (5), all need to take (5), we need to hear
(4), you need to rethink (4), we need to be better
(4), we need to start (4), guns need to go (4), we

need to figure (4), people need to stop (4), you
need to change (4), we need to keep (4), we need
to solve (4), laws need to be changed (4), we need
to work (4), we need to end (4), we need to be
able (4), we need to address (4), we need to help
(4), we need to demand (4), weapons need to be
banned (4), we need to have more (4), i need to
know (4), lives need to be lost (3), acts need to
stop (3), you need to know (3), we need to focus
(3), don’t need to keep (3), many need to die (3),
we need to have before (3), we need to look (3),
we need to say (3), we need to see (3), we need to
pass (3), massacres need to happen (3), you need
to recognize (3), also need to make (3), this need
to happen (3), lives need to be taken (3), we need
to #endgunviolence (3), all need to stand (3), we
need to acknowledge (3), we need to mourn (3),
shootings need to stop (3), don’t need to know (3),
violence need to end (3), we need to have better
(3), we need to live (3), laws need to happen (3),
violence need to stop (3), they need to know (3),
people need to be shot (3), we need to wait (3),
you need to talk (3), we need to listen (3), we
need to honor (3), people need to stand (3), i need
to stop (3), we need to be talking (3), we need to
also (3), we need to speak (3), who need to get
(3), we need to go (3), people need to hear (3), we
need to wake (3), guns need to be restricted (3),
really need to get (3), we need to have a real (3),
felt the need to take (3), we need to understand
(3), all need to see (3), we need to be outraged
(3), people need to start (3), i need to add (3), they
need to pay (3), don’t need to do (3), we need to
ban (3), leaders need to do (3), you need to tell
(3), we need to limit (3), we need to prevent (3),
we need to really (3)
Republican
you need to know (8), killings need to stop (6), we
need to protect (6), we need to get (6), we need
to focus (6), we need to know (6), we need to be
more (5), really need to look (5), people need to
realize (5), people need to stop (5), people need to
know (5), we need to pray (4), we need to wait (4),
we need to allow (4), they need to kill (4), amer-
icans need to be armed (4), really need to stop
(4), we need to return (4), we need to kill (4), you
need to watch (4), seriously need to change (4),
heads need to roll (4), you need to investigate (4),
democrats need to stop (4), people need to get (4),
you need to address (4), you need to go (4), we
need to enforce (4), we need to find (4), guns need
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to be banned (4), we need to look (4), you need to
look (4), you need to ask (4), we need to punish (4)

NEEDS TO
Democrat
something needs to be done (8), this needs to stop
(8), violence needs to stop (7), it needs to end
(6), something needs to change (5), there needs
to be stricter (5), this needs to end (5), violence
needs to end (5), gop needs to stop (5), america
needs to do (4), change needs to happen (4), that
needs to be addressed (4), shit needs to stop (4),
congress needs to stop (4), it needs to stop (4),
america needs to end (3), else needs to happen
(3), seriously needs to be done (3), control needs
to happen (3), one needs to own (3), what needs
to happen (3), reform needs to happen (3), control
needs to be a thing (3), there needs to be more (3),
there needs to be gun (3), hatred needs to stop (3),
it needs to be said (3), world needs to change (3),
work needs to be done (3), law needs to change
(3), seriously needs to stop (3), control needs to
be addressed (3), cnn needs to stop (3), congress
needs to do (3), someone needs to tell (3), story
needs to be told (3), he needs to take (3), it needs
to happen (3), he needs to get (3), congress needs
to act (3), this needs to be stopped (3), trump
needs to stop (3)
Republican
she needs to go (4), someone needs to ask (4)

HAVE TO
Democrat
people have to die (10), we have to do (7), more
have to die (6), many have to die (6), don’t have
to live (5), should not have to fear (4), we have to
say (4), don’t have to do (4), this have to happen
(4), you have to say (4), things have to change (4),
should have to fear (4), we have to change (4),
we have to talk (4), we have to act (4), we have
to keep (4), i have to worry (4), we have to read
(3), we have to go (3), we have to have before (3),
we have to endure (3), we have to lose (3), lives
have to be lost (3), we have to accept (3), we have
to hear (3), and not have to worry (3), you have
to offer (3), we have to end (3), i have to see (3),
shootings have to stop (3), we have to look (3),
should have to go (3), we have to pay (3), children
have to die (3)
Republican
i have to wonder (7), that have to do (6), shooting

have to do (6), you have to say (6), we have to
ask (5), i have to say (5), will have to live (5),
shootings have to stop (5), i have to go (5), you
have to kill (5), i have to agree (5), you have to
change (5), you have to be to shoot (5), does have
to do (5), nra have to do (5), trump have to do (5),
these have to happen (4), we have to listen (4),
you have to go (4), you have to put (4), will have
to wait (4), going to have to work (4), you have
to talk (4), we have to pray (4), we have to see
(4), you have to know (4), you have to stop (4),
this have to do (4), people have to stop (4), you
have to give (4), going to have to get (4), who
have to deal (4), you have to ask (4), we have to
remember (4), you have to be really (4)

HAS TO
Democrat
this has to stop (11), something has to change (6),
it has to stop (5), violence has to end (5), shooting
has to do (4), this has to end (4), something has to
be done (4), more has to happen (4), killing has to
stop (4), it has to end (4), what the has to say (4),
shit has to stop (3), what has to happen (3), this
has to change (3), madness has to end (3), simply
has to stop (3), humanity has to offer (3), what
has to be done (3), stuff has to stop (3), else has
to happen (3), there has to be footage (3), killings
has to stop (3)
Republican
it has to do (8), that has to do (6), obama has to
say (5), he has to say (5), this has to end (4), there
has to be some (4), what has to say (4), one has to
ask (4), shit has to end (4)
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I Results: Additional Plots

Figure 16: The log odds ratio of necessity modals.

Figure 17: Topic polarization of Orlando over time, as
measured by the leave-out estimate of phrase partisan-
ship. The bar charts show the proportion of each topic
in the data at a given time.
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Abstract

Existing computational models to understand
hate speech typically frame the problem as a
simple classification task, bypassing the un-
derstanding of hate symbols (e.g., 14 words,
kigy) and their secret connotations. In this pa-
per, we propose a novel task of deciphering
hate symbols. To do this, we leverage the Ur-
ban Dictionary and collected a new, symbol-
rich Twitter corpus of hate speech. We investi-
gate neural network latent context models for
deciphering hate symbols. More specifically,
we study Sequence-to-Sequence models and
show how they are able to crack the ciphers
based on context. Furthermore, we propose
a novel Variational Decipher and show how it
can generalize better to unseen hate symbols
in a more challenging testing setting.

1 Introduction

The statistics are sobering. The Federal Bureau
of Investigation of United States1 reported over
6,000 criminal incidents motivated by bias against
race, ethnicity, ancestry, religion, sexual orienta-
tion, disability, gender, and gender identity dur-
ing 2016. The most recent 2016 report shows
an alarming 4.6% increase, compared with 2015
data2. In addition to these reported cases, thou-
sands of Internet users, including celebrities, are
forced out of social media due to abuse, hate
speech, cyberbullying, and online threats. While
such social media data is abundantly available, the
broad question we are asking is—What can ma-
chine learning and natural language processing do
to help and prevent online hate speech?

The vast quantity of hate speech on social me-
dia can be analyzed to study online abuse. In

1https://www.fbi.gov/news/stories/2016-hate-crime-
statistics

2https://www.fbi.gov/news/stories/2015-hate-crime-
statistics-released

Figure 1: An example tweet with hate symbols.

recent years, there has been a growing trend of
developing computational models of hate speech.
However, the majority of the prior studies focus
solely on modeling hate speech as a binary or
multiclass classification task (Djuric et al., 2015;
Waseem and Hovy, 2016; Burnap and Williams,
2016; Wulczyn et al., 2017; Pavlopoulos et al.,
2017).

While developing new features for hate speech
detection certainly has merits, we believe that un-
derstanding hate speech requires us to design com-
putational models that can decipher hate sym-
bols that are commonly used by hate groups.
Figure 1 shows an example usage of hate sym-
bols in an otherwise seemingly harmless tweet
that promotes hate. For example, Aryan War-
rior is a longstanding racist prison gang based
in the Nevada prison system. WPWW is the
acronym for White Pride World Wide. The hate
symbols 1488 and 2316 are more implicit. 14
symbolizes the 14 words: “WE MUST SECURE
THE EXISTENCE OF OUR PEOPLE AND A
FUTURE FOR WHITE CHILDREN”, spoken by
members of the Order neo-Nazi movement. H
is the 8th letter of the alphabet, so 88=HH=Heil
Hitler. Similarly, W is the 23rd and P is the
16th letter of the alphabet, so 2316=WP=White
Power.
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In this work, we propose the first models for de-
ciphering hate symbols. We investigate two fami-
lies of neural network approaches: the Sequence-
to-Sequence models (Sutskever et al., 2014; Cho
et al., 2014) and a novel Variational Decipher
based on the Conditional Variational Autoen-
coders (Kingma and Welling, 2014; Sohn et al.,
2015; Larsen et al., 2016). We show how these
neural network models are able to guess the mean-
ing of hate symbols based on context embeddings
and even generalize to unseen hate symbols during
testing. Our contributions are three-fold:

• We propose a novel task of learning to deci-
pher hate symbols, which moves beyond the
standard formulation of hate speech classifi-
cation settings.

• We introduce a new, symbol-rich tweet
dataset for developing computational models
of hate speech analysis, leveraging the Urban
Dictionary.

• We investigate a sequence-to-sequence neu-
ral network model and show how it is able to
encode context and crack the hate symbols.
We also introduce a novel Variational Deci-
pher, which generalizes better in a more chal-
lenging setting.

In the next section, we outline related work in text
normalization, machine translation, conditional
variational autoencoders, and hate speech analy-
sis. In Section 3, we introduce our new dataset for
deciphering hate speech. Next, in Section 4, we
describe the design of two neural network mod-
els for the decipherment problem. Quantitative
and qualitative experimental results are presented
in Section 5. Finally, we conclude in Section 6.

2 Related Work

2.1 Text Normalization in Social Media

The proposed task is related to text normal-
ization focusing on the problems presented by
user-generated content in online sources, such as
misspelling, rapidly changing out-of-vocabulary
slang, short-forms and acronyms, punctuation er-
rors or omissions, etc. These problems usually
appear as out-of-vocabulary words. Extensive re-
search has focused on this task (Beaufort et al.,
2010; Liu et al., 2011; Gouws et al., 2011; Han
and Baldwin, 2011; Han et al., 2012; Liu et al.,

2012; Chrupała, 2014). However, our task is dif-
ferent from the general text normalization in so-
cial media in that instead of the out-of-vocabulary
words, we focus on the symbols conveying hateful
meaning. These hate symbols can go beyond lex-
ical variants of the vocabulary and thus are more
challenging to understand.

2.2 Machine Translation
An extensive body of work has been dedi-
cated to machine translation. Knight et al. (2006)
study a number of natural language decipherment
problems using unsupervised learning. Ravi and
Knight (2011) further frame the task of machine
translation as decipherment and tackle it without
parallel training data. Machine translation using
deep learning (Neural Machine Translation) has
been proposed in recent years. Sutskever et al.
(2014) and Cho et al. (2014) use Sequence to Se-
quence (Seq2Seq) learning with Recurrent Neu-
ral Networks (RNN). Bahdanau et al. (2015) fur-
ther improve translation performance using the
attention mechanism. Google’s Neural Machine
Translation System (GNMT) employs a deep at-
tentional LSTM network with residual connec-
tions (Wu et al., 2016). Recently, machine transla-
tion techniques have been also applied to explain
non-standard English expressions (Ni and Wang,
2017). However, our deciphering task is not the
same as machine translation in that hate symbols
are short and cannot be modeled as language.

Our task is more closely related to (Hill et al.,
2016) and (Noraset et al., 2017). Hill et al. (2016)
propose using neural language embedding mod-
els to map the dictionary definitions to the word
representations, which is the inverse of our task.
Noraset et al. (2017) propose the definition mod-
eling task. However, in their task, for each word
to be defined, its pre-trained word embedding is
required as an input, which is actually the prior
knowledge of the words. However, such kind of
prior knowledge is not available in our decipher-
ment task. Therefore, our task is more challenging
and is not simply a definition modeling task.

2.3 Conditional Variational Autoencoder
Unlike the original Seq2Seq model that directly
encodes the input into a latent space, the Varia-
tional Autoencoder (VAE) (Kingma and Welling,
2014) approximates the underlying probability
distribution of data. VAE has shown promise
in multiple generation tasks, such as handwritten
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digits (Kingma and Welling, 2014; Salimans et al.,
2015), faces (Kingma and Welling, 2014; Rezende
et al., 2014), and machine translation (Zhang
et al., 2016). Conditional Variational Autoen-
coder (Larsen et al., 2016; Sohn et al., 2015) ex-
tends the original VAE framework by incorporat-
ing conditions during generation. In addition to
image generation, CVAE has been successfully
applied to some NLP tasks. For example, Zhao
et al. (2017) apply CVAE to dialog generation,
while Guu et al. (2018) use CVAE for sentence
generation.

2.4 Hate Speech Analysis

Closely related to our work are Pavlopoulos et al.
(2017); Gao et al. (2017). Pavlopoulos et al.
(2017) build an RNN supplemented by an at-
tention mechanism that outperforms the previous
state of the art system in user comment moder-
ation (Wulczyn et al., 2017). Gao et al. (2017)
propose a weakly-supervised approach that jointly
trains a slur learner and a hate speech classifier.
While their work contributes to the automation of
harmful content detection and the highlighting of
suspicious words, our work builds upon these con-
tributions by providing a learning mechanism that
deciphers suspicious hate symbols used by com-
munities of hate to bypass automated content mod-
eration systems.

3 Dataset

In this section, we describe the dataset we col-
lected for hate symbol decipherment.

3.1 Hate Symbols

We first collect hate symbols and the correspond-
ing definitions from the Urban Dictionary. Each
term with one of the following hashtags: #hate,
#racism, #racist, #sexism, #sexist, #nazi is se-
lected as a candidate and added to the set S0. We
collected a total of 1,590 terms. Next, we expand
this set by different surface forms using the Urban
Dictionary API. For each term si in set S0, we ob-
tain a set of terms Ri that have the same mean-
ing as si but with different surface forms. For
example, for the term brown shirt, there are four
terms with different surface forms: brown shirt,
brown shirts, Brownshirts, brownshirt. Each term
in Ri has its own definition in Urban Dictionary,
but since these terms have exactly the same mean-
ing, we select a definition di with maximum up-

vote/downvote ratio for all the terms in Ri. For
example, for each term in the setRi={brown shirt,
brown shirts, Brownshirts, brownshirt}, the corre-
sponding definition is “Soldiers in Hitler’s storm
trooper army, SA during the Nazi regime...” After
expanding, we obtain 2,105 distinct hate symbol
terms and their corresponding definitions. On av-
erage, each symbol consists of 9.9 characters, 1.5
words. Each definition consists of 96.8 characters,
17.0 words.

3.2 Tweet Collection
For each of the hate symbols, we collect all tweets
from 2011-01-01 to 2017-12-31 that contain ex-
actly the same surface form of hate symbol in the
text. Since we only focus on hate speech, we
train an SVM (Cortes and Vapnik, 1995) classi-
fier to filter the collected tweets. The SVM model
is trained on the dataset published by Waseem
and Hovy (2016). Their original dataset contains
three labels: Sexism, Racism, and None. Since the
SVM model is used to filter the non-hate speech,
we merge the instances labeled as sexism and
racism, then train the SVM model to do binary
classification. After filtering out all the tweets
classified as non-hate, our final dataset consists of
18,667 (tweet, hate symbol, definition) tuples.

4 Our Approach

We formulate hate symbol deciphering as the fol-
lowing equation:

Obj =
∑

(u,s,d∗)∈X
log p(d∗|(u, s)) (1)

X is the dataset, (u, s, d∗) is the (tweet, symbol,
definition) tuple in the dataset. The inputs are the
tweet and the hate symbol in this tweet. The out-
put is the definition of the symbol. Our objective is
to maximize the probability of the definition given
the (tweet, symbol) pair. This objective function
is very similar to that of machine translation. So
we first try to tackle it based on the Sequence-to-
Sequence model, which is commonly used in ma-
chine translation.

4.1 Sequence-to-Sequence Model
We implement an RNN Encoder-Decoder model
with attention mechanism based on Bahdanau
et al. (2015). We use GRU (Cho et al., 2014) for
decoding. However, instead of also using GRU
for encoding, we found that LSTM (Hochreiter
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Figure 2: Our Seq2Seq model. u, sw are the word em-
beddings of the tweet text and hate symbol. sc is the
character embedding of the symbol. cu is the encoded
tweet and h is the concatenated hidden states. d is the
generated text. Detailed explanation is in section 4.1.

and Schmidhuber, 1997) performs better on our
task. Therefore, our Seq2Seq model uses LSTM
encoders and GRU decoders. An overview of our
Seq2Seq model is shown in Figure 2. The compu-
tation process is shown as the following equations:

cu, hu = fu(u) (2)

csw, hsw = fsw(sw) (3)

csc, hsc = fsc(sc) (4)

u is the word embedding of the tweet text, sw is
the word embedding of the hate symbol, sc is the
character embedding of the symbol. fu, fsw, and
fsc are LSTM functions. cu, csw, csc are the out-
puts of the LSTMs at the last time step and hu,
hsw, hsc are the hidden states of the LSTMs at
all time steps. We use two RNN encoders to en-
code the symbol, one encodes at the word level
and the other one encodes at the character level.
The character-level encoded hate symbol is used to
provide the feature of the surface form of the hate
symbol while the word-level encoded hate symbol
is used to provide the semantic information of the
hate symbol. The hidden states of the two RNN
encoders for hate symbols are concatenated:

h = hsw ⊕ hsc (5)

cu is the vector of encoded tweet text. The tweet
text is the context of the hate symbol, which
provides additional information during decoding.
Therefore, the encoded tweet text it is also fed into

the RNN decoder. The detailed attention mecha-
nism and decoding process at time step t are as
follows:

wt = σ(lw(dt−1 ⊕ et−1)) (6)

at =
T∑

i=1

wtihi (7)

bt = σ(lc(dt−1 ⊕ at)) (8)

ot, et = k(cu ⊕ bt, et−1) (9)

p(dt|u, s) = σ(lo(ot)) (10)

wt is the attention weights at time step t and wti
is the ith weight of wt. dt−1 is the generated word
at last time step and et−1 is the hidden state of the
decoder at last time step. hi is the ith time step
segment of h. lw, lc, and lo are linear functions.
σ is a nonlinear activation function. k is the GRU
function. ot is the output and et is the hidden state
of the GRU. p(dt|u, s) is the probability distribu-
tion of the vocabulary at time step t. The attention
weights wt are computed based on the decoder’s
hidden state and the generated word at time step
t− 1. Then the computed weights are applied to
the concatenated hidden states h of encoders. The
result at is the context vector for the decoder at
time step t. The context vector and the last gen-
erated word are combined by a linear function lc
followed by a nonlinear activation function. The
result bt is concatenated with the encoded tweet
context cu, and then fed into GRU together with
the decoder’s last hidden state et−1. Finally, the
probability of each vocabulary word is computed
from ot.

4.2 Variational Decipher
The Variational Decipher is based on the CVAE
model, which is another model that can be
used to parametrize the conditional probability
p(d∗|(u, s)) in the objective function (Equation
1). Unlike the Seq2Seq model, which directly
parametrizes p(d∗|(u, s)), our variational decipher
formulates the task as follows:

Obj =
∑

(u,s,d∗)∈X
log p(d∗|(u, s))

=
∑

(u,s,d∗)∈X
log

∫

z
p(d∗|z)p(z|(u, s))dz

(11)

where z is the latent variable. p(d∗|(u, s) is writ-
ten as the marginalization of the product of two
terms over the latent space. Since the integration
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Figure 3: The Variational Decipher. Note that this
structure is used during training. During testing, the
structure is slightly different. d∗ is the word embed-
dings of the definition. x is the encoded definition.
c is the concatenation of the encoded tweet and hate
symbol. p and p′ are output distributions. z is the la-
tent variable. The definitions of other variables are the
same as those in Figure 2. Detailed explanation is in
section 4.2.

over z is intractable, we instead try to maximize
the evidence lower bound (ELBO). Our variational
lower bound objective is in the following form:

Obj =E[log pϕ(d∗|z, u, s)]−
DKL[pα(z|d∗, u, s)||pβ(z|u, s)] (12)

where pϕ(d∗|z, u, s) is the likelihood,
pα(z|d∗, u, s) is the posterior, pβ(z|u, s) is
the prior, and DKL is the Kullback-Leibler (KL)
divergence. We use three neural networks to
model these three probability distributions. An
overview of our variational decipher is shown
in Figure 3. We first use four recurrent neural
networks to encode the (tweet, symbol, definition)
pair in the dataset. Similar to what we do in the
Seq2Seq model, there are two encoders for the
hate symbol. One is at the word level and the other
is at the character level. The encoding of symbols
and tweets are exactly the same as in our Seq2Seq
model (see Equations 2-4). The difference is
that we also need to encode definitions for the
Variational Decipher.

x, hd = fd(d
∗) (13)

Here, fd is the LSTM function. x is the output of
the LSTM at the last time step and hd is the hidden
state of the LSTM at all time steps. The condition
vector c is the concatenation of the encoded sym-
bol words, symbol characters, and the tweet text:

c = cu ⊕ csw ⊕ csc (14)

We use multi-layer perceptron (MLP) to model
the posterior and the prior in the objective func-
tion. The posterior network and the prior network
have the same structure and both output a prob-
ability distribution of latent variable z. The only
difference is that the input of the posterior net-
work is the concatenation of the encoded defini-
tion x and the condition vector c while the input
of the prior network is only the condition vector
c. Therefore, the output of the posterior network
p = pα(z|d∗, u, s) and the output of the prior net-
work p′ = pβ(z|u, s). By assuming the latent vari-
able z has a multivariate Gaussian distribution, the
actual outputs of the posterior and prior networks
are the mean and variance: (µ, Σ) for the posterior
network and (µ′, Σ′) for the prior network.

µ,Σ = g(x⊕ c) (15)

µ′,Σ′ = g′(c) (16)

g is the MLP function of the posterior network and
g′ is that of the prior network. During training,
the latent variable z is randomly sampled from
the Gaussian distribution N (µ,Σ) and fed into
the likelihood network. During testing, the pos-
terior network is replaced by the prior network,
so z is sampled from N (µ′,Σ′). The likelihood
network is modeled by an RNN decoder with at-
tention mechanism, very similar to the decoder of
our Seq2Seq model. The only difference lies in
the input for the GRU. The decoder in our Varia-
tional Decipher model is to model the likelihood
pϕ(d∗|z, u, s), which is conditioned on the latent
variable, tweet context, and the symbol. There-
fore, for the Variational Decipher, the condition
vector c and the sampled latent variable z are fed
into the decoder.

ot, et = k(z ⊕ c⊕ bt, et−1) (17)

et−1 is the hidden state of the RNN decoder at the
last time step. k is the GRU function. ot is its
output and et is its hidden state. Detailed decoding
process and explanations are in section 4.1.

3010



According to the objective function in Equation
12, the loss function of the Variational Decipher is
as follows:

L =LREC + LKL

=Ez∼pα(z|d∗,u,s)[− log pϕ(d∗|z, u, s)]+
DKL[pα(z|d∗, u, s)||pβ(z|u, s)]

(18)

It consists of two parts. The first part LREC
is called reconstruction loss. Optimizing LREC
can push the sentences generated by the posterior
network and the likelihood network closer to the
given definitions. The second part LKL is the KL
divergence loss. Optimizing this loss can push
the output Gaussian Distributions of the prior net-
work closer to that of the posterior network. This
means we teach the prior network to learn the
same knowledge learned by the posterior network,
such that during testing time, when the referen-
tial definition d∗ is no longer available for gener-
ating the latent variable z, the prior network can
still output a reasonable probability distribution
over the latent variable z. The complete training
and testing process for the Variational Decipher is
shown in Algorithm 1. M is the predefined maxi-
mum length of the generated text. BCE refers to
the Binary Cross Entropy loss.

5 Experiments

5.1 Experimental Settings

We use the dataset collected as described in sec-
tion 3 for training and testing. We randomly se-
lected 2,440 tuples for testing and use the remain-
ing 16,227 tuples for training. Note that there are
no overlapping hate symbols between the training
dataset U and the testing dataset D.

We split the 2,440 tuples of the testing datasetD
into two separate parts,Ds andDd. Ds consists of
1,681 examples and Dd consists of 759 examples.
In the first testing dataset Ds, although each hate
symbol does not appear in the training dataset, the
corresponding definition appears in the training
dataset. In the second testing dataset Dd, neither
the hate symbols nor the corresponding definitions
appear in the training dataset. We do this split be-
cause deciphering hate symbols in these two cases
has different levels of difficulty.

This split criterion means that for each hate
symbol in Ds, there exists some symbol in the
training dataset that has the same meaning but in
different surface forms. For example, the hate

Algorithm 1 Train & Test Variational Decipher
1: function TRAIN(U )
2: randomly initialize network parameters ϕ, α, β;
3: for epoch = 1, E do
4: for (tweet, symbol, definition) in U do
5: get embeddings u, sw, sc, d∗;
6: compute x, c and h with RNN encoders;
7: compute µ, Σ with the posterior network;
8: compute µ′, Σ′ with the prior network;
9: compute KL-divergence loss LKL;

10: sample z = reparameterize(µ,Σ);
11: initialize the decoder state e0 = c;
12: LREC = 0;
13: for t = 1,M do
14: compute attention weights wt;
15: compute ot, et and p(dt|z, u, s);
16: dt = indmax(p(dt|z, u, s));
17: LREC+ = BCE(dt, d

∗
t );

18: if dt==EOS then
19: break;
20: end if
21: end for
22: update ϕ, α, β on L = LREC + LKL;
23: end for
24: end for
25: end function
26:
27: function TEST(V )
28: for (tweet, symbol, definition) in V do
29: get embeddings u, sw, sc;
30: compute c and h with RNN encoders;
31: compute µ′, Σ′ with the prior network;
32: sample z = reparameterize(µ′,Σ′);
33: initialize the decoder state e0 = c;
34: for t = 1,M do
35: compute attention weights w;
36: compute ot, et and p(dt|z, u, s);
37: dt = indmax(p(dt|z, u, s));
38: if dt==EOS then
39: break;
40: end if
41: end for
42: end for
43: end function

symbol wigwog and Wig Wog have the same def-
inition but one is in the training dataset, the other
is in the first testing dataset. We assume that such
types of hate symbols share similar surface forms
or similar tweet contexts. Therefore, the first test-
ing dataset Ds is to evaluate how well the model
captures the semantic similarities among the tweet
contexts in different examples or the similarities
among different surface forms of a hate symbol.

Deciphering the hate symbols in the second test-
ing dataset Dd is more challenging. Both the
unseen hate symbols and definitions require the
model to have the ability to accurately capture the
semantic information in the tweet context and then
make a reasonable prediction. The second testing
dataset Dd is used to evaluate how well the model
generalizes to completely new hate symbols.
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Dataset Method BLEU ROUGE-L METEOR

Ds
Seq2Seq 37.80 41.05 36.67

VD 34.77 32.96 31.03

Dd
Seq2Seq 25.44 12.96 5.54

VD 28.38 14.01 5.41

D
Seq2Seq 33.96 32.32 26.98

VD 32.75 27.00 23.16

Table 1: The BLEU, ROUGE-L and METEOR scores
on testing datasets. VD refers to the Variational Deci-
pher. D is the entire testing dataset. Ds is the first part
of D and Dd is the second part. The better results are
in bold.

For the Seq2Seq model, we use negative log-
likelihood loss for training. Both models are op-
timized using Adam optimizer (Kingma and Ba,
2015). The hyper-parameters of two models are
exactly the same. We set the maximum generation
length M = 50. The hidden size of the encoders
is 64. The size of the word embedding is 200 and
that of character embedding is 100. The word em-
beddings and character embeddings are randomly
initialized. Each model is trained for 50 epochs.
We report the deciphering results of two models
on three testing datasets D, Ds and Dd.

5.2 Experimental Results

Quantitative Results: We use equally weighted
BLEU score for up to 4-grams (Papineni et al.,
2002), ROUGE-L (Lin, 2004) and METEOR
(Banerjee and Lavie, 2005) to evaluate the deci-
pherment results. The results are shown in Ta-
ble 1. Figure 4 shows the BLEU score achieved
by the two models on three testing datasets D,
Ds and Dd during the training process. Both our
Seq2Seq model and Variational Decipher achieve
reasonable BLEU scores on the testing datasets.
The Seq2Seq model outperforms the Variational
Decipher on Ds while Variational Decipher out-
performs Seq2Seq on Dd. Note that Ds is more
than twice the size ofDd. Therefore, Seq2Seq out-
performs Variational Decipher on the entire testing
dataset D. The different performance of the two
models onDs andDd is more obvious in Figure 4.
The gap between the performance of the Seq2Seq
model on Ds and Dd is much larger than that be-
tween the performance of the Variational Decipher
on these two datasets.

Human Evaluation: We employed crowd-
sourced workers to evaluate the deciphering re-
sults of two models. We randomly sampled 100
items of deciphering results from Ds and another

Figure 4: BLEU scores of two models on the testing
dataset D, Ds and Dd. The three dotted curves rep-
resent the performance of the Seq2Seq model while
the three solid curves represent the performance of the
Variational Decipher.

Dataset Seq2Seq Lose Seq2Seq Win Tie
Ds 31.0% 32.0% 37.0%
Dd 30.5% 22.0% 47.5%

Table 2: The results of human evaluation on two sepa-
rate testing datasets Ds and Dd.

100 items from Dd. Each item composes a choice
question and each choice question is assigned to
five workers on Amazon Mechanical Turk. In
each choice question, the workers are given the
hate symbol, the referential definition, the origi-
nal tweet and two machine-generated plain texts
from the Seq2Seq model and Variational Decipher.
Workers are asked to select the more reasonable
of the two results. In each choice question, the
order of the results from the two models is per-
muted. Ties are permitted for answers. We batch
five items in one assignment and insert an artificial
item with two identical outputs as a sanity check.
The workers who fail to choose “tie” for that item
are rejected from our test. The human evaluation
results are shown in Table 2, which coincide with
the results in Table 1 and Figure 4.

Discussion: When deciphering the hate symbols
that have the same definitions as in the training
dataset, the model can rely more on the surface
forms of hate symbols than the tweet context to
make a prediction because usually the hate sym-
bols that share the same definitions also have sim-
ilar surface forms. However, when it comes to the
hate symbols with unseen definitions, simply re-
lying on the surface forms cannot lead to a rea-
sonable deciphering result. Instead, the model
should learn the relationships between the con-
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Figure 5: Some example errors in the generated results of our Seq2Seq model and Variational Decipher.

text information and the definition of the symbol.
Therefore, the different performances of two mod-
els on the two testing datasets Ds and Dd indi-
cate that the Seq2Seq model is better at captur-
ing the similarities among different surface forms
of a hate symbol, while the Variational Decipher
is better at capturing the semantic relationship be-
tween the tweet context and the hate symbol. The
Sequence-to-Sequence model tries to capture such
kinds of relationships by compressing all the con-
text information into a fixed length vector, so its
deciphering strategy is actually behavior cloning.
On the other hand, the Variational Decipher cap-
tures such relationships by explicitly modeling the
posterior and likelihood distributions. The mod-
eled distributions provide higher-level semantic
information compared to the compressed context,
which allows the Variational Decipher to general-
ize better to the symbols with unseen definitions.
This explains why the gap between the perfor-
mance of the Seq2Seq model on two datasets is
larger.

5.3 Error Analysis

Figure 5 shows some example errors of the deci-
phering results of our Seq2Seq model and Varia-
tional Decipher. One problem with the decipher-
ing results is that the generated sentences have
poor grammatical structure, as shown in Figure 5.
This is mainly because the size of our dataset is
small, and the models need a much larger corpus
to learn the grammar. We anticipate that the gener-
ation performance will be improved with a larger
dataset.

For the hate symbols in Ds, the deciphering re-
sults are of high quality when the length of refer-
ential definitions are relatively short. An example
is macaca, a French slur shows in Figure 5. The
deciphering result of the Seq2Seq model is close
to the referential definition. As to the Variational
Decipher, although the result is not literally the
same as the definition, the meaning is close. closet
homosexuals in Figure 5 is another example. How-
ever, when the length of the referential definition
increases, the performance of both models tends to
be unsatisfactory, as the third example confederate
flag shows in Figure 5. Although there exists the
symbol Confederate Flag with the same definition
in the training set, both models fail on this exam-
ple. One possible reason is that the complexity
of generating the referential definition grows sub-
stantially with the increasing length, so when the
tweet context and the symbol itself cannot provide
enough information, the generation model cannot
learn the relationship between the symbol and its
definition.

Deciphering hate symbols in Dd is much more
challenging. Even for humans, deciphering com-
pletely new hate symbols is not a simple task. The
two examples in Figure 5 show that the models
have some ability to capture the semantic simi-
larities. For the symbol niggering, the Variational
Decipher generates the word nigger and Seq2Seq
model generates black. For Heil Hitler, the Varia-
tional Decipher generates leader person and Nazi,
while Seq2Seq also generates Nazi. Although
these generated words are not in the definition,
they still make some sense.
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6 Conclusion

We propose a new task of learning to decipher hate
symbols and create a symbol-rich tweet dataset.
We split the testing dataset into two parts to ana-
lyze the characteristics of the Seq2Seq model and
the Variational Decipher. The different perfor-
mance of these two models indicates that the mod-
els can be applied to different scenarios of hate
symbol deciphering. The Seq2Seq model outper-
forms the Variational Decipher for deciphering the
hate symbols with similar definitions to that in the
training dataset. This means the Seq2Seq model
can better explain the hate symbols when Twitter
users intentionally misspell or abbreviate common
slur terms. On the other hand, the Variational De-
cipher tends to be better at deciphering hate sym-
bols with unseen definitions, so it can be applied
to explain newly created hate symbols on Twitter.
Although both models show promising decipher-
ing results, there still exists much room for im-
provement.
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Abstract

We propose a distance supervised relation ex-
traction approach for long-tailed, imbalanced
data which is prevalent in real-world settings.
Here, the challenge is to learn accurate ”few-
shot” models for classes existing at the tail of
the class distribution, for which little data is
available. Inspired by the rich semantic cor-
relations between classes at the long tail and
those at the head, we take advantage of the
knowledge from data-rich classes at the head
of the distribution to boost the performance of
the data-poor classes at the tail. First, we pro-
pose to leverage implicit relational knowledge
among class labels from knowledge graph em-
beddings and learn explicit relational knowl-
edge using graph convolution networks. Sec-
ond, we integrate that relational knowledge
into relation extraction model by coarse-to-
fine knowledge-aware attention mechanism.
We demonstrate our results for a large-scale
benchmark dataset which show that our ap-
proach significantly outperforms other base-
lines, especially for long-tail relations.

1 Introduction

Relation extraction (RE) is an important task in in-
formation extraction, aiming to extract the relation
between two given entities based on their related
context. Due to the capability of extracting tex-
tual information and benefiting many NLP appli-
cations (e.g., information retrieval, dialog genera-
tion, and question answering), RE appeals to many
researchers. Conventional supervised models have
been widely explored in this task (Zelenko et al.,
2003; Zeng et al., 2014); however, their perfor-
mance heavily depends on the scale and quality
of training data.

∗ Corresponding author.
†Alibaba-Zhejiang University Frontier Technology Re-

search Center
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Figure 1: Label frequency distribution of classes with-
out NA in NYT dataset.

To construct large-scale data, (Mintz et al.,
2009) proposed a novel distant supervision (DS)
mechanism to automatically label training in-
stances by aligning existing knowledge graphs
(KGs) with text. DS enables RE models to work
on large-scale training corpora and has thus be-
come a primary approach for RE recently (Wu
et al., 2017; Feng et al., 2018). Although these
DS models achieve promising results on common
relations, their performance still degrades dramat-
ically when there are only a few training instances
for some relations. Empirically, DS can automat-
ically annotate adequate amounts of training data;
however, this data usually only covers a limited
part of the relations. Many relations are long-tail
and still suffer from data deficiency. Current DS
models ignore the problem of long-tail relations,
which makes it challenging to extract comprehen-
sive information from plain text.

Long-tail relations are important and cannot be
ignored. Nearly 70% of the relations are long-
tail in the widely used New York Times (NYT)
dataset1 (Riedel et al., 2010; Lei et al., 2018) as
shown in Figure 1. Therefore, it is crucial for mod-

1http://iesl.cs.umass.edu/riedel/ecml/
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els to be able to extract relations with limited num-
bers of training instances.

Dealing with long tails is very difficult as
few training examples are available. There-
fore, it is natural to transfer knowledge from
data-rich and semantically similar head classes
to data-poor tail classes (Wang et al., 2017).
For example, the long-tail relation /peo-
ple/deceased person/place of burial and head
relation /people/deceased person/place of death
are in the same branch /people/deceased person/*
as shown in Figure 2. They are semantically simi-
lar, and it is beneficial to leverage head relational
knowledge and transfer it to the long-tail relation,
thus enhancing general performance. In other
words, long-tail relations of one entity tuple can
have class ties with head relations, which can be
leveraged to enhance RE for narrowing potential
search spaces and reducing uncertainties between
relations when predicting unknown relations (Ye
et al., 2017). If one pair of entities contains
/people/deceased person/place of death, there
is a high probability that it will contain /peo-
ple/deceased person/place of burial. If we can
incorporate the relational knowledge between two
relations, extracting head relations will provide
evidence for the prediction of long-tail relations.

However, there exist two problems: (1) Learn-
ing relational knowledge: Semantically simi-
lar classes may contain more relational informa-
tion that will boost transfer, whereas irrelevant
classes (e.g., /location/location/contains and /peo-
ple/family/country) usually contain less relational
information that may result in negative transfer.
(2) Leveraging relational knowledge: Integrat-
ing relational knowledge to existing RE models is
challenging.

To address the problem of learning relational
knowledge, as shown in (Lin et al., 2016; Ye
et al., 2017), we use class embeddings to rep-
resent relation classes and utilize KG embed-
dings and graph convolution networks (GCNs)
to extract implicit and explicit relational knowl-
edge. Specifically, previous studies (Yang et al.,
2015) have shown that the embeddings of se-
mantically similar relations are located near
each other in the latent space. For instance,
the relation /people/person/place lived and /peo-
ple/person/nationality are more relevant, whereas
the relation /people/person/profession has less cor-
relation with the former two relations. Thus, it

[ismail_merchant], whose filmmaking collaboration with james ivory 
created a genre of films with visually sumptuous settings that told 
literate tales of individuals trying to adapt to shifting societal values , 
died yesterday in a  [London] hospital

[darren_mcgavin] , an actor with hundreds of television , movie and 
theatrical credits to his name , died on saturday in [los_angeles] .

the night the news hit that [hunter_s._Thompson] had committed 
suicide at his home in [woody_creek] , colo. , i drove to my office and 
read a few of the letters we had exchanged over the years .

noting that [charles_Darwin] is buried in [westminster_abbey ], dr. 
barrow said that in contrast with the so-called culture wars in america , 
science and religion had long coexisted peaceably in england . ''

/people/deceased_person/place_of_burial

/people/deceased_person/place_of_death

Long-tail relation (24 samples)

Head  relation (2541 samples)

/people/deceased_person/*

Knowledge Transfer

Figure 2: Head and long-tail relations.

is natural to leverage this knowledge from KGs.
However, because there are many one-to-multiple
relations in KGs, the relevant information for each
class may be scattered. In other words, there may
not be enough relational signal between classes.
Therefore, we utilize GCNs to learn explicit rela-
tional knowledge.

To address the problem of leveraging relational
knowledge, we first use convolution neural net-
works (Zeng et al., 2014, 2015) to encode sen-
tences; then introduce coarse-to-fine knowledge-
aware attention mechanism for combining rela-
tional knowledge with encoded sentences into bag
representation vectors. The relational knowledge
not only provides more information for relation
prediction but also provides a better reference
message for the attention module to raise the per-
formance of long-tail classes.

Our experimental results on the NYT dataset
show that: (1) our model is effective compared
to baselines especially for long-tail relations; (2)
leveraging relational knowledge enhances RE and
our model is efficient in learning relational knowl-
edge via GCNs.

2 Related Work

Relation Extraction. Supervised RE models (Ze-
lenko et al., 2003; GuoDong et al., 2005; Mooney
and Bunescu, 2006) require adequate amounts
of annotated data for training which is time-
consuming. Hence, (Mintz et al., 2009) proposd
DS to automatically label data. DS inevitably ac-
companies with the wrong labeling problem. To
alleviate the noise issue, (Riedel et al., 2010; Hoff-
mann et al., 2011) proposed multi-instance learn-
ing (MIL) mechanisms. Recently, neural mod-
els have been widely used for RE; those mod-
els can accurately capture textual relations with-
out explicit linguistic analysis (Zeng et al., 2015;
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Lin et al., 2016; Zhang et al., 2018a). To fur-
ther improve the performance, some studies incor-
porate external information (Zeng et al., 2017; Ji
et al., 2017; Han et al., 2018a) and advanced train-
ing strategies (Ye et al., 2017; Liu et al., 2017;
Huang and Wang, 2017; Feng et al., 2018; Zeng
et al., 2018; Wu et al., 2017; Qin et al., 2018).
These works mainly adopt DS to make large-scale
datasets and reduce the noise caused by DS, re-
gardless of the effect of long-tail relations.

There are only a few studies on long-tail for
RE (Gui et al., 2016; Lei et al., 2018; Han et al.,
2018b). Of these, (Gui et al., 2016) proposed an
explanation-based approach, whereas (Lei et al.,
2018) utilized external knowledge (logic rules).
These studies treat each relation in isolation, re-
gardless of the rich semantic correlations between
the relations. (Han et al., 2018b) proposed a
hierarchical attention scheme for RE, especially
for long-tail relations. Different from those ap-
proaches, we leverage implicit and explicit rela-
tional knowledge from KGs and GCNs rather than
data-driven learned parameter spaces where simi-
lar relations may have distinct parameters, hinder-
ing the generalization of long-tail classes.

Knowledge Graph Embedding. Recently,
several KG embedding models have been pro-
posed. These methods learn low-dimensional vec-
tor representations for entities and relations (Bor-
des et al., 2013; Wang et al., 2014; Lin et al.,
2015). TransE (Bordes et al., 2013) is one of
the most widely used models, which views rela-
tions as translations from a head entity to a tail en-
tity on the same low-dimensional hyperplane. In-
spired by the rich knowledge in KGs, recent works
(Han et al., 2018a; Wang et al., 2018; Lei et al.,
2018) extend DS models under the guidance of
KGs. However, these works neglect rich corre-
lations between relations. Relation structure (re-
lational knowledge) has been studied and is quite
effective for KG completion (Zhang et al., 2018b).
To the best of our knowledge, this is the first effort
to consider the relational knowledge of classes (re-
lations) using KGs for RE.

Graph Convolutional Networks. GCNs gen-
eralize CNNs beyond two-dimensional and one-
dimensional spaces. (Defferrard et al., 2016)
developed spectral methods to perform efficient
graph convolutions. (Kipf and Welling, 2016) as-
sumed the graph structure is known over input
instances and apply GCNs for semi-supervised

learning. GCNs were applied to relational data
(e.g., link prediction) by (Schlichtkrull et al.,
2018). GCNs have also had success in other NLP
tasks such as semantic role labeling (Marcheg-
giani and Titov, 2017), dependency parsing
(Strubell and McCallum, 2017), and machine
translation (Bastings et al., 2017).

Two GCNs studies share similarities with our
work. (1) (Chen et al., 2017) used GCNs on struc-
tured label spaces. However, their experiments
do not handle long-tail labels and do not incorpo-
rate attention but use an average of word vectors
to represent each document. (2) (Rios and Kavu-
luru, 2018) proposed a few-shot and zero-shot text
classification method by exploiting structured la-
bel spaces with GCNs. However, they used GCNs
in the label graph whereas we utilize GCNs in the
hierarchy graph of labels.

3 Methodology

In this section, we introduce the overall framework
of our approach for RE, starting with the notations.

3.1 Notations

We denote a KG as G = E ,R,F , where E , R and
F indicate the sets of entities, relations and facts
respectively. (h, r, t) ∈ F indicates that there is
a relation r ∈ R between h ∈ E and t ∈ E . We
follow the MIL setting and split all instances into
multiple entity-pair bags {Sh1,t1 ,Sh2,t2 , ...}. Each
bag Shi,ti contains multiple instances {s1, s2, ...}
mentioning both entities hi and ti. Each instance
s in these bags is denoted as a word sequence s =
{w1, w2, ...}.

3.2 Framework

Our model consists of three parts as shown in Fig-
ure 3:

Instance Encoder. Given an instance and its
mentioned entity pair, we employ neural networks
to encode the instance semantics into a vector.
In this study, we implement the instance encoder
with convolutional neural networks (CNNs) given
both model performance and time efficiency.

Relational Knowledge Learning. Given pre-
trained KG embeddings (e.g., TransE (Bordes
et al., 2013)) as implicit relational knowledge, we
employ GCNs to learn explicit relational knowl-
edge. By assimilating generic message-passing in-
ference algorithms with neural-network counter-
part, we can learn better embeddings for Knowl-
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Figure 3: Architecture of our proposed model.

edge Relation. We concatenate the outputs of
GCNs and the pretrained KG embeddings to form
the final class embeddings.

Knowledge-aware Attention. Under the guid-
ance of final class embeddings, knowledge-aware
attention is aimed to select the most informative
instance exactly matching relevant relation.

3.3 Instance Encoder

Given an instance s = {w1, ..., wn} mentioning
two entities, we encode the raw instance into a
continuous low-dimensional vector x, which con-
sists of an embedding layer and an encoding layer.

Embedding Layer. The embedding layer is
used to map discrete words in the instance into
continuous input embeddings. Given an instance
s, we map each word wi in the instance to a
real-valued pretrained Skip-Gram (Mikolov et al.,
2013) embedding wi ∈ Rdw . We adopt position
embeddings following (Zeng et al., 2014). For
each word wi, we embed its relative distances to
the two entities into two dp-dimensional vectors.
We then concatenate the word embeddings and po-
sition embeddings to achieve the final input em-
beddings for each word and gather all the input
embeddings in the instance. We thus obtain an em-
bedding sequence ready for the encoding layer.

Encoding Layer. The encoding layer aims
to compose the input embeddings of a given in-
stance into its corresponding instance embedding.
In this study, we choose two convolutional neu-
ral architectures, CNN (Zeng et al., 2014) and
PCNN (Zeng et al., 2015) to encode input em-

beddings into instance embeddings. Other neu-
ral architectures such as recurrent neural networks
(Zhang and Wang, 2015) can also be used as sen-
tence encoders. Because previous works show that
both convolutional and recurrent architectures can
achieve comparable state-of-the-art performance,
we select convolutional architectures in this study.
Note that, our model is independent of the encoder
choices, and can, therefore, be easily adapted to fit
other encoder architectures.

3.4 Relational Knowledge Learning through
KG Embeddings and GCNs.

Given pretrained KG embeddings and predefined
class (relation) hierarchies2, we first leverage the
implicit relational knowledge from KGs and ini-
tialize the hierarchy label graph; then we apply
two layer GCNs to learn explicit fine-grained re-
lational knowledge from the label space.

Hierarchy Label Graph Construction. Given
a relation set R of a KG G (e.g., Freebase),
which consists of base-level relations (e.g., /peo-
ple/person/ethnicity), we can generate the corre-
sponding higher-level relation set RH . The re-
lations in a high-level set (e.g., people) are more
general and common; they usually contain several
sub-relations in the base-level set. The relation
hierarchies are tree-structured, and the generation
process can be done recursively. We use a virtual
father node to construct the highest level associa-

2For datasets without predefined relation hierarchies, hi-
erarchy clustering (Johnson, 1967) or K-means can construct
relation hierarchies (Zhang et al., 2018b); details can be
found in supplementary materials.
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tions between relations as shown in Figure 3. In
practice, we start from R0 = R which is the set
of all relations we focus on for RE, and the gener-
ation process is performed L − 1 times to get the
hierarchical relation sets {R0,R1, ...,RL}, where
RL is the virtual father node. Each node has
a specific type t ∈ {0, 1, ..., L} to identify its
layer hierarchies. For example, as shown in Fig-
ure 3, node /people/person/ethnicity has a spe-
cific type 0 to indicate it is in the bottom layer of
the graph. The vectors of each node in the bot-
tom layer are initialized through pretrained TransE
(Bordes et al., 2013) KG embeddings. Other KG
embeddings such as TransR (Lin et al., 2015) can
also be adopted. Their parent nodes are initialized
by averaging all children vectors. For example,
the node vector of /people/person/ is initialized by
averaging all the nodes under the branch of /peo-
ple/person/* (all child nodes).

GCN Output Layer. Due to one-to-multiple
relations and incompleteness in KGs, the implicit
relevant information obtained by KG embeddings
for each label is not enough. Therefore, we ap-
ply GCNs to learn explicit relational knowledge
among labels. We take advantage of the structured
knowledge over our label space using a two-layer
GCNs. Starting with the pretrained relation em-
bedding vimpliciti ∈ Rd from KGs, we combine
the label vectors of the children and parents for
the i-th label to form,

v1i = f(W 1vi +
∑

j∈Np

W 1
p vj

|Np|
+
∑

j∈Nc

W 1
c vj
|Nc|

+ b1g)

(1)
where W 1 ∈ Rq∗d, W 1

p ∈ Rq∗d, W 1
c ∈ Rq∗d,

b1g ∈ Rq, f is the rectified linear unit (Nair and
Hinton, 2010) function, and Nc (Np) is the index
set of the i-th labels children (parents). We use
different parameters to distinguish each edge type
where parent edges represent all edges from high
level labels and child edges represent all edges
from low level labels. The second layer follows
the same formulation as the first layer and outputs
vexpliciti . Finally, we concatenate both pretrained
vimpliciti with GCNs node vector vexpliciti to form
hierarchy class embeddings,

qr = vimpliciti ||vexpliciti (2)

where qr ∈ Rd+q.

3.5 Knowledge-aware Attention

Traditionally, the output layer of PCNN/CNN
would learn label specific parameters optimized
by a cross-entropy loss. However, the label spe-
cific parameters spaces are unique to each relation,
matrices associated with the long-tails can only be
exposed to very few facts during training, result-
ing in poor generalization. Instead, our method
attempts to match sentence vectors to their corre-
sponding class embeddings rather than learning la-
bel specific attention parameters. In essence, this
becomes a retrieval problem. Relevant informa-
tion from class embeddings contains useful rela-
tional knowledge for long-tails among labels.

Practically, given the entity pair (h, t) and its
bag of instances Sh,t = {s1, s2, ..., sm}, we
achieve the instance embeddings {s1, s2, ..., sm}
using the sentence encoder. We group the class
embeddings according to their type (i.e., accord-
ing to their layers in the hierarchy label graph),
e.g., qri , i ∈ {0, 1, ..., L}. We adopt qri , i 6= L
(layer L is the virtual father node) as layer-wise
attention query vector. Then, we apply coarse-to-
fine knowledge-aware attention to them to obtain
the textual relation representation rh,t. For a rela-
tion r, we construct its hierarchical chain of par-
ent relations (r0, ..., rL−1) using the hierarchy la-
bel graph, where ri−1 is the sub-relation of ri. We
propose the following formulas to compute the at-
tention weight (similarity or relatedness) between
each instances feature vector sk and qri ,

ek =Ws(tanh[sk; qri ]) + bs

αik =
exp(ek)∑m
j=1 exp(ej)

(3)

where [x1;x2] denotes the vertical concatenation
of x1 and x2, Ws is the weight matrix, and bs
is the bias. We compute attention operations on
each layer of hierarchy label graph to obtain cor-
responding textual relation representations,

rih,t = ATT (qri , {s1, s2, ..., sm}) (4)

Then we need to combine the relation represen-
tations on different layers. Direct concatenation of
all the representations is a straightforward choice.
However, different layers have different contribu-
tions for different tuples. For example, the relation
/location/br state/ has only one sub-relation /loca-
tion/br state/capital, which indicates that it is more
important. In other words, if the sentence has high
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attention weights on relation /location/br state/, it
has a very high probability to have relation /loca-
tion/br state/capital. Hence, we use an attention
mechanism to emphasize the layers,

gi =Wgtanh(rh,t)

βi =
exp(gi)∑L−1
j=0 exp(gj)

(5)

where Wg is a weight matrix, rh,t is referred to
as a query-based function that scores how well the
input textual relation representations and the pre-
dict relation r match. The textual relation repre-
sentations in each layer are computed as,

rih,t = βir
i
h,t (6)

We simply concatenate the textual relation repre-
sentations on different layers as the final represen-
tation,

rh,r = Concat(r0h,t, .., r
L−1
h,t ) (7)

The representation rh,t will be finally fed to com-
pute the conditional probability P(r|h, t,Sh,t),

P(r|h, t,Sh,t) =
exp(or)∑
r̃∈R exp(or̃)

(8)

where o is the score of all relations defined as,

o =Mrh,t (9)

where M is the representation matrix to calculate
the relation scores. Note that, attention weight qri
is obtained from the outputs of GCNs and pre-
trained KG embeddings, which can provide more
informative parameters than data-driven learned
parameters, especially for long-tails.

4 Experiments

4.1 Datasets and Evaluation
We evaluate our models on the NYT dataset de-
veloped by (Riedel et al., 2010), which has been
widely used in recent studies (Lin et al., 2016; Liu
et al., 2017; Wu et al., 2017; Feng et al., 2018).
The dataset has 53 relations including the NA
relation, which indicates that the relations of in-
stances are not available. The training set has
522611 sentences, 281270 entity pairs, and 18252
relational facts. In the test set, there are 172448
sentences, 96678 entity pairs, and 1950 relational
facts. In both training and test set, we truncate sen-
tences with more than 120 words into 120 words.

Figure 4: Precision-recall curves for the proposed
model and various baseline models.

Figure 5: Precision-recall curves for the proposed
model and various attention-based neural models.

We evaluate all models in the held-out evalua-
tion. It evaluates models by comparing the rela-
tional facts discovered from the test articles with
those in Freebase and provides an approximate
measure of precision without human evaluation.
For evaluation, we draw precision-recall curves
for all models. To further verify the effect of our
model for long-tails, we follow previous studies
(Han et al., 2018b) to report the Precision@N re-
sults. The dataset and baseline code can be found
on Github 3.

4.2 Parameter Settings4

To fairly compare the results of our models with
those baselines, we also set most of the experimen-
tal parameters by following (Lin et al., 2016). We
apply dropout on the output layers of our models
to prevent overfitting. We also pretrain the sen-
tence encoder of PCNN before training our model.

3https://github.com/thunlp/OpenNRE
4Details of hyper-parameters settings and evaluation of

different instances can be found in supplementary materials
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Training Instances
Hits@K (Macro)

<100 <200
10 15 20 10 15 20

CNN
+ATT <5.0 <5.0 18.5 <5.0 16.2 33.3

+HATT 5.6 31.5 57.4 22.7 43.9 65.1
+KATT 9.1 41.3 58.5 23.3 44.1 65.4

PCNN
+ATT <5.0 7.4 40.7 17.2 24.2 51.5

+HATT 29.6 51.9 61.1 41.4 60.6 68.2
+KATT 35.3 62.4 65.1 43.2 61.3 69.2

Table 1: Accuracy (%) of Hits@K on relations with
training instances fewer than 100/200.

4.3 Overall Evaluation Results

To evaluate the performance of our proposed
model, we compare the precision-recall curves
of our model with various previous RE models.
The evaluation results are shown in Figure 4 and
Figure 5. We report the results of neural ar-
chitectures including CNN and PCNN with var-
ious attention based methods: +KATT denotes
our approach, +HATT is the hierarchical atten-
tion method (Han et al., 2018b), +ATT is the
plain selective attention method over instances
(Lin et al., 2016), +ATT+ADV is the denoising
attention method by adding a small adversarial
perturbation to instance embeddings (Wu et al.,
2017), and +ATT+SL is the attention-based model
using soft-labeling method to mitigate the side
effect of the wrong labeling problem at entity-
pair level (Liu et al., 2017). We also compare
our method with feature-based models, including
Mintz (Mintz et al., 2009), MultiR (Hoffmann
et al., 2011) and MIML (Surdeanu et al., 2012).

As shown in both figures, our approach achieves
the best results among all attention-based mod-
els. Even when compared with PCNN+HATT,
PCNN+ATT+ADV, and PCNN+ATT+SL, which
adopt sophisticated denoising schemes and extra
information, our model is still more advantageous.
This indicates that our method can take advantage
of the rich correlations between relations through
KGs and GCNs, which improve the performance.
We believe the performance of our model can be
further improved by adopting additional mecha-
nisms like adversarial training, and reinforcement
learning, which will be part of our future work.

4.4 Evaluation Results for Long-tail
Relations

To further demonstrate the improvements in per-
formance for long-tail relations, following the
study by (Han et al., 2018b) we extract a subset
of the test dataset in which all the relations have

Training Instances
Hits@K (Macro)

<100 <200
10 15 20 10 15 20

+KATT 35.3 62.4 65.1 43.2 61.3 69.2
w/o hier 34.2 62.1 65.1 42.5 60.2 68.1

w/o GCNs 30.5 61.9 63.1 39.5 58.4 66.1
Word2vec 30.2 62.0 62.5 39.6 57.5 65.8
w/o KG 30.0 61.0 61.3 39.5 56.5 62.5

Table 2: Results of ablation study with PCNN.

fewer than 100/200 training instances. We employ
the Hits@K metric for evaluation. For each en-
tity pair, the evaluation requires its corresponding
golden relation in the first K candidate relations
recommended by the models. Because it is diffi-
cult for the existing models to extract long-tail re-
lations, we select K from {10,15,20}. We report
the macro average Hits@K accuracies for these
subsets because the micro-average score generally
overlooks the influences of long-tails. From the
results shown in Table 1, we observe that for both
CNN and PCNN models, our model outperforms
the plain attention model and the HATT model.
Although our KATT method has achieved better
results for long-tail relations as compared to both
plain ATT method and HATT method, the results
of all these methods are still far from satisfactory.
This indicates that distantly supervised RE mod-
els still suffer from the long-tail relation problem,
which may require additional schemes and extra
information to solve this problem in the future.

4.5 Ablation Study

To analyze the contributions and effects of differ-
ent technologies in our approach, we perform ab-
lation tests. +KATT is our method; w/o hier is
the method without coarse-to-fine attention (only
utilizes bottom node embeddings of the hierarchy
label graph), which implies no knowledge trans-
fer from its higher level classes; w/o GCN is the
method without GCNs, which implies no explicit
relational knowledge; Word2vec is the method in
which the node is initialized with pretrained Skip-
Gram (Mikolov et al., 2013) embeddings; and w/o
KG is the method in which the node is initial-
ized with random embeddings, which implies no
prior relational knowledge from KGs. From the
evaluation results in Table 2, we observe that the
performance slightly degraded without coarse-to-
fine attention, which proves that knowledge trans-
fer from the higher node is useful. We also no-
ticed that the performance slightly degraded with-
out KG or using word embeddings, and the perfor-
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(a) HATT (b) +KG (c) +GCNs (d) KATT

Figure 6: T-SNE visualizations of class embeddings. Cluster in the upper right is the relation /location/*/* and
cluster in the bottom left is the relation /people/*/* ). The square, triangle, and star refer to the high (/location)
middle (/location/location/) and base (/location/location/contains) level relations, respectively.

mance significantly degraded when we removed
GCNs. This is reasonable because GCNs can learn
more explicit correlations between relation labels,
which boost the performance for long-tail rela-
tions.

/people/deceased person/place of burial HATT KATT
richard wagner had his bayreuth, with
its festspielhaus specially designed to ac-
commodate his music dramas.

0.21 0.07

wotan and alberich are richard wagner;
and the rheingold and valhalla are wag-
ner’s real-life grail, the opera house in
bayreuth.

0.15 0.13

/location/br state/capital HATT KATT
there’s violence everywhere, said ms.
mesquita, who, like her friend, lives
in belo horizonte, the capital of mi-
nas gerais state

0.47 0.51

all the research indicates that we are cer-
tain to find more gas in th amazon, ed-
uardo braga, the governor of amazonas,
said in an interview in manaus

0.46 0.45

Table 3: Example sentences for case study.

4.6 Case Study

We give some examples to show how our
method affects the selection of sentences. In
Table 3, we display the sentence’s attention
score in the lowest level5. Both the relation
/people/deceased person/place of burial (24 in-
stances) and /location/br state/capital (4 instances)
are long-tail relations. On one hand, relation /peo-
ple/deceased person/place of burial has semanti-
cally similar data-rich relation such as /peo-
ple/deceased person/place of death. We observe
that HATT erroneously assigns high attention to
the incorrect sentence whereas KATT successfully
assigns the right attention weights, which demon-

5Both HATT and KATT methods can successfully select
the correct sentence at the higher-level; details can be found
in supplementary materials.

strates the efficacy of knowledge transfer from
semantically similar relations (Both HATT and
KATT methods can take advantage of knowledge
transfer of high-level relations.). On the other
hand, the relation /location/br state/capital does
not have semantically similar relations. However,
we notice that KATT still successfully assigns the
right attention weights, which demonstrates the ef-
ficacy of knowledge transfer from high-level rela-
tions using coarse-to-fine knowledge-aware atten-
tion.

4.7 Visualizations of Class Embeddings

We visualize the class embeddings via t-SNE
(Maaten and Hinton, 2008) to further show how
GCNs and KG embeddings can help RE for long-
tail relations. We observe that (1) Figure 6(a)
and 6(d) show that semantically similar class em-
beddings are closer with GCNs and pretrained
KG embeddings, which help select long-tail in-
stances. (2) Figure 6(b) and 6(c) show that
KG embeddings and GCNs have different con-
tributions for different relations to learn rela-
tional knowledge between classes. For example,
/location/location/contain has a sparse hierarchy
structure, which leads to inefficient learning for
GCNs; therefore, the relative distance changes
only slightly, which reveals the necessity of im-
plicit relational knowledge from KGs. (3) Figure
6(d) shows that there are still some semantically
similar class embeddings located far away, which
may degrade the performance for long-tails. This
may be caused by either sparsity in the hierarchy
label graph or equal treatment for nodes with the
same parent in GCNs, which is not a reasonable
hypothesis. We will address this by integrating
more information such as relation descriptions or
combing logic reasoning as a part of future work.
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5 Conclusion and Future Work

In this paper, we take advantage of the knowledge
from data-rich classes at the head of distribution
to boost the performance of the data-poor classes
at the tail. As compared to previous methods, our
approach provides fine-grained relational knowl-
edge among classes using KG and GCNs, which
is quite effective and encoder-agnostic.

In the future, we plan to explore the follow-
ing directions: (1) We may combine our method
with recent denoising methods to further improve
performance. (2) We may combine rule mining
and reasoning technologies to learn better class
embeddings to boost performance. (3) It will be
promising to apply our method to zero-shot RE
and further adapt to other NLP scenarios.
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Abstract

Distant supervision has been widely used in
relation extraction tasks without hand-labeled
datasets recently. However, the automati-
cally constructed datasets comprise numbers
of wrongly labeled negative instances due to
the incompleteness of knowledge bases, which
is neglected by current distant supervised
methods resulting in seriously misleading in
both training and testing processes. To address
this issue, we propose a novel semi-distant su-
pervision approach for relation extraction by
constructing a small accurate dataset and prop-
erly leveraging numerous instances without re-
lation labels. In our approach, we construct ac-
curate instances by both knowledge base and
entity descriptions determined to avoid wrong
negative labeling and further utilize unlabeled
instances sufficiently using generative adver-
sarial network (GAN) framework. Experimen-
tal results on real-world datasets show that
our approach can achieve significant improve-
ments in distant supervised relation extraction
over strong baselines.

1 Introduction

Relation extraction aims to identify relations for a
pair of entities in a sentence to construct relation
triples like [Steve Jobs, Founder, Apple]. It has
been well studied by supervised approaches with
hand-labeled data. However, supervised methods
are limited to costly hand-labeled training sets and

∗ Corresponding authors: Weijia Jia, Hai Zhao, {jia-
wj, zhaohai}@cs.sjtu.edu.cn. This work is supported by Na-
tional China 973 Project No. 2015CB352401; Chinese Na-
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and No. 61872239. 0007/2018/A1, DCT-MoST Joint-
project No. 025/2015/AMJ,FDCT,SAR Macau, China, and
University of Macau Grant Nos: MYRG2018-00237-RTO,
CPG2019-00004-FST and SRG2018-00111-FST, National
Key Research and Development Program of China (No.
2017YFB0304100), Key Projects of National Natural Sci-
ence Foundation of China (U1836222 and 61733011), and
Key Project of National Society Science Foundation of China
(No. 15-ZDA041).

hard to be extended to large-scale relations. To
break the bottleneck of hand-labeled training set,
distant supervision (Mintz et al., 2009) automati-
cally construct datasets with knowledge bases. It
assumes that if two entities have a known rela-
tion in a knowledge base, all sentences that men-
tion these two entities will probably express the
same relation and can be called positive instances.
At the same time, it treats sentences as nega-
tive instances whose entity pairs do not have a
known relation in knowledge bases. Due to the
strong assumption, instances are likely to be mis-
labeled. To alleviate the wrong labeling prob-
lem, distant supervised methods have been im-
plemented with multi-instance learning and neu-
ral networks (Riedel et al., 2010; Hoffmann et al.,
2011; Zeng et al., 2015; Lin et al., 2016, 2017).
However, previous works focus on positive in-
stances and few methods have addressed the issue
of false negative instances.

The false negative instances, which contain true
relations, are misclassified sentences in the nega-
tive set due to the incomplete nature of knowledge
bases. For example, over 70% of people included
in Freebase have no known place of birth (Dong
et al., 2014). As shown in Figure 1, S1 presents the
relation place of birth, while it is labeled as a nega-
tive instance. The other three sentences are misla-
beled in the same way. The missing relation triples
in knowledge bases yield numbers of false nega-
tive instances in the automatically labeled dataset.
These instances will not only mislead the train-
ing method to an unreliable convergence but also
make the measurement criteria inaccurate in the
testing process. Table 1 compares the precision
of automatic and manual evaluation methods for
top N predictions by the previous relation extrac-
tor (Lin et al., 2016) on the NYT dataset. From the
table, we can see that manual evaluation is more
precise than automatic evaluation by over 19.8%.
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ID Instances Dataset Label Predicted Label

S1 [James Hillier] was born in [Brantford], Ontario. NA PB
S2 Dr. Fortner will be interred in [Bedford], [Indiana] with his parents. NA LC

S3
''This is an expression of what has been going on'', archbishop [Phillip 
Aspinall] of [Australia] said at a news briefing here. NA PN

S4
What Dr. Sims did is called user-driven innovation by [Eric Von 
Hippel], a professor at the [Massachusetts Institute of Technology]'s 
Sloan School of management.

NA PC

PB: /person/place of birth LC: /location/contains PN: /person/nationality
PC: /person/company NA: non-relation

Figure 1: Illustration of the false negative instances in relation extraction by distant supervision. Instances are
selected from a widely used dataset NYT (Riedel et al., 2010).

The huge bias mainly comes from false negative
instances in the testing set, which severely limits
the upper bound of accuracy for relation extrac-
tion. Therefore, handling false negative instances
is a pivotal issue to improve the performance of
distant supervised relation extraction.

Evaluations P@100 P@200 P@300
Automatic 76.2 73.1 67.4

Manual 96.0(+19.8) 95.5(+22.4) 91.0(+23.6)

Table 1: The Precision at top N predictions (%) of the
model Lin et al. (2016) upon automatic and manual
evaluations on the NYT Dataset

To alleviate the effect of false negative in-
stances, there are two possible ways. One is im-
proving the accuracy of the automatically labeled
dataset, and the other is properly leveraging unla-
beled instances which cannot be labeled as posi-
tive or negative. The former way is to construct an
accurate dataset by filtering credible negative in-
stances but limited by high annotation cost and the
resulting dataset size. The latter way is to train re-
lation extraction models with abundant unlabeled
instances but restricted by the prerequisite of an
accurate dataset used as ground truth. Therefore,
we propose a novel semi-distant supervised ap-
proach by integrating both ways to decrease the
influence of false negative instances for better re-
lation extraction.

In our approach, we additionally use entity de-
scriptions together with a knowledge base to con-
struct an accurate dataset. Supervised by the
dataset as ground truth, to effectively exploit num-
bers of unlabeled instances, we train our relation
extractor using a generative adversarial network
(GAN) framework. In detail, We propose a three-

player min-max game to generate proper relation
representations for unlabeled instances in an ad-
versarial way which minimizes the difference be-
tween labeled and unlabeled data and maximizes
the probability of distinguishing from each other
at the same time. The experiments demonstrate
that our approach is effective and outperforms the
state-of-the-art work. In summary, we make the
following major contributions:

• We propose a novel semi-distant supervision
method for relation extraction to alleviate the
influence of false negative instances.

• To the best of our knowledge, we are the first
to generate valid relation representations for
sentences by an adversarial algorithm. Num-
bers of unlabeled instances are used to im-
prove the performance of relation extraction.
Moreover, our generative adversarial train-
ing strategy is proved effective on an ad-
ditional sentiment classification with sixteen
real-world datasets.

• We construct a new accurate dataset for re-
lation extraction extended from the NYT
dataset. Our approach increases the area of
the Precision-Recall curve from 0.39 to 0.56
over the baselines.

2 Related Work

To extend relation extraction to large-scale
datasets, distant supervision (Mintz et al., 2009)
automatically labeled training sets with knowl-
edge bases such as Freebase. Although this
method is working well for large-scale relation ex-
traction, it is trapped in the wrong labeling prob-
lem for positive instances. To deal with this prob-
lem, multi-instance learning was combined with

3027



distant supervision (Riedel et al., 2010; Hoffmann
et al., 2011). Inspired by the pioneering work,
a series of later studies were conducted to fur-
ther improve distant supervised relation extraction
with methods such as multi-instance multi-label
learning (Surdeanu et al., 2012), graph model for
label generation (Takamatsu et al., 2012), partial
supervision (Angeli et al., 2014), matrix comple-
tion with low-rank criterion (Fan et al., 2014) and
modeling the neighbor consistency with Markov
logic (Han and Sun, 2016).

However, the performance of the methods men-
tioned above strongly depends on the quality of
human-designed features. With the development
of neural models, relation features with seman-
tic meaning can be accurately, simply and auto-
matically extracted. Zeng et al. (2015) proposed
the first neural relation extraction with distant su-
pervision. Mnih et al. (2014), Lin et al. (2016),
Zhang et al. (2018), Han et al. (2018) and Du
et al. (2018) showed that attention model could
improve the accuracy of neural relation extraction.
Another similar work (Ji et al., 2017) assigned
better attention weights with extra data like en-
tity descriptions. DSGAN (Qin et al., 2018a), a
GAN-based method, was also used to recognize
true positive instances from noisy datasets. To fur-
ther alleviate the effect of wrong labeling problem,
soft-label training algorithm (Liu et al., 2017b), re-
inforcement learning methods (Feng et al., 2018;
Qin et al., 2018b) and additional side informa-
tion (Vashishth et al., 2018; Wang et al., 2018)
have been used. Most recently, a few methods
focused on the pre-training embeddings for word
tokens and relations including adversarial train-
ing (Wu et al., 2017), transfer learning (Liu et al.,
2018) and relation decoder (Su et al., 2018).

All the above methods mainly pay attention to
positive instances. Whereas, few studies work on
the quality of negative instances, which is exactly
the focus of this paper. We effectively construct a
reliable dataset with both entity descriptions and a
knowledge base, and thus propose a novel semi-
distant supervised method to extract relations pre-
cisely.

3 Method

In the distant supervised relation extraction
paradigm, all sentences labeled by a relation triple
constitute a bag, and each sentence is called an in-
stance. The relation triple is described as [head,

relation, tail], where head and tail are both en-
tities. We extract relation features from labeled
training bags and then predict relations for un-
seen bags in the test set. This section presents our
method about constructing an accurate dataset, the
sentence encoder for relation representation and
the semi-supervised way for relation extraction.

3.1 Dataset Construction
To reduce false negative instances, we construct a
new reliable dataset extended from a widely used
dataset NYT (Riedel et al., 2010) with entity de-
scriptions. Entity descriptions are crawled from
Wikipedia with entity name matching1. We as-
sume that if an entity is relevant to another entity,
its name is possibly mentioned in the description
of the other entity. For example, the entity Ap-
ple Inc. is mentioned in the description of Steve
Jobs. To verify the assumption, we count the num-
ber of all the accurate positive instances whose en-
tity descriptions mention the other entity name in
the NYT corpora. There are 163,108 positive sen-
tences in total, in which 161,392 ones contain en-
tity pairs that related to each other in their descrip-
tions at least once. In other words, over 98.9%
instances in positive set fitting our assumption in-
dicates that most entity pairs in positive instances
contain each other in their descriptions. There-
fore, a former negative instance has a big chance
to be credible negative if any of its entities is not
mentioned in the description of the other one. Ex-
cluding instances that contain entity pairs related
to each other in their descriptions, we can obtain
more confident negative instances. Finally, we fil-
ter credible positive and negative instances from
the dataset, and the other instances are unlabeled
ones that cannot be labeled as positive or negative.

3.2 Sentence Encoder
3.2.1 Input Embedding
We pre-train input embeddings of word tokens in-
cluding word and position embeddings. Word em-
beddings are distributed representations that map
each word to a vector word ∈ Rw, where the pa-
rameter w indicates the dimension of the vector.
The vectors are trained in advance by word2vec
in the setting of Skip-gram (Mikolov et al., 2013).
In the task of relation extraction, the relative po-
sitions of input tokens are important information.

1One entity name may refer to multiple entities which
have their own pages. In our work, all the matched pages
are collected together to obtain its description.
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Position embeddings are defined as the combina-
tion of the relative distances from the current word
to head and tail. For instance, the relative dis-
tances from [co-founder] to [Steve Jobs] and [Ap-
ple] are respectively 3 and -6 in the sentence Steve
Jobs was the co-founder and the CEO of the Apple.
We encode distances to vectors position ∈ Rp,
where p is the dimension. The position embed-
dings are initialized randomly and updated in the
training process. Finally, word embeddings and
position embeddings are concatenated together to
feed the neural model. We denote all the words
in an instance as an initial vector sequence b∗ =
{x1, · · · , xi, · · · , xq}, where xi ∈ Rw+p and q is
the number of words in the instance b∗.

3.2.2 Convolutional Encoder

Steve Jobs was the Appleofco-founder Input Layer

x1 x2 x3 x6x5x4
Embedding 

Layer

Convolution 
Layer

Softmax
Layer

Output
LayerY

h

Max pool 
Layer

...

f1

f2

fd

f*

Figure 2: The architecture of our sentence encoder
illustrating the procedure for handling one instance
and predicting the relation between [Apple] and [Steve
Jobs]. All forms of f are hidden states, h̄ is relation
representation of the sentence and Y represents rela-
tion labels.

Convolutional Neural Network (CNN) is a
widely used structure for sentence encoder as
shown in Figure 2. With the input embeddings,
the convolutional layer extracts local features with
a sliding window of length k over the input to-
kens. In the figure, we extract local features from
3 (k = 3) adjacent word tokens with dot produc-
tion between convolutional kernels and input em-
beddings. The convolutional kernels are weight
vectors represented by W ∈ Rd×k(w+p) and the
number of kernels is d. In summary, the convolu-

tional operation follows the equation,

fij = Wi · [xj−1;xj ;xj+1], (1)

where [x; y] denotes the vertical concatenation
of x and y. fij presents j-th value of the i-
th filter, where i and j are in range [1, d] and
[1, q] respectively. Out-of-range input values such
as x0 and xq+1 are taken to be zero. A max-
pooling operation selects the most important fea-
tures of each fi with f∗i = max(fij), where
f∗ ∈ Rd. Furthermore, PCNN (Zeng et al., 2015)
improves the max-pooling operation with a piece-
wise method whose outputs of convolutional fil-
ters are divided into three segments by head and
tail entities. Therefore, the max pooling proce-
dure is performed in three segments separately.

Then, we summarize f∗ to h̄ by a non-linear
function such as the hyperbolic tangent. The final
feature vector h̄ is fed into output layer after the
softmax method p̂ = softmax(Wrh̄+ br), where
Wr ∈ Rz×d and br ∈ Rz are variables, p̂ ∈ Rz
is the estimated probability for each class and z is
the number of relations. A cost function for one
instance is the negative log-likelihood of the rela-
tions,

Jtruth(p̂, y, θ) = −1

z

z∑

j=1

yj log p̂j , (2)

where y ∈ Rz is the one-hot represented ground
truth and θ presents all the parameters.

3.3 Semi-distant Supervision
The architecture of our semi-distant supervision

is shown in Figure 3. To sufficiently utilize the re-
constructing dataset including accurately labeled
instances and unlabeled ones, we propose a gen-
erative adversarial training strategy, which trans-
forms unlabeled instances (xul) to labeled data
(xl) space by generating valid relation representa-
tions (xgen) and making the distribution of labeled
instances p(xl) equal to that of generative data
p(xgen) in relation space2. Inspired by Goodfel-
low et al. (2014), we further devise a three-player
min-max game to generate valid data distribution
p(xgen) with sentence encoder, generative and dis-
criminative modules. The generative module min-
imizes the difference of p(xl) and p(xgen), and
the discriminative module maximizes the proba-
bility of distinguishing from each other at the same

2p(xl) and p(xgen) represents the data distribution of la-
beled and generative instances.
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Algorithm 1 GAN driven Semi-Distant Supervision algorithm

Require: discriminator D, generator G, sentence encoder S, si, sj and sk are hyper-parameters to
indicate iterator number of each module

1: Initialize the parameters of D, G, S with random weights θd, θg and θs
2: for numbers of training iterations do
3: for si steps do
4: Sample mini-batch of n samples from accurate instances set presented as x
5: Sample mini-batch of m samples from unlabeled instances set presented as c
6: Fix G and S, update D by ascending its stochastic gradient:
7: ∇θd [ 1n

∑n
u=1 logD(xu) + 1

m

∑m
v=1 log(1−D(G(cv)))]

8: end for
9: for sj steps do

10: Sample mini-batch of m samples from unlabeled instances set presented as c
11: Fix D and S, update G by descending its stochastic gradient:
12: ∇θg 1

m

∑m
v=1 log(1−D(G(cv)))

13: end for
14: for sk steps do
15: Sample mini-batch of n samples from accurate instances set presented as x
16: Sample mini-batch of m samples from unlabeled instances set presented as c
17: Fix D and G, update S by descending its stochastic gradient:
18: ∇θs [− 1

nz

∑n
u=1

∑z
j=1 ylj log p̂(yj |xu)− 1

mz

∑m
v=1

∑z
j=1 ygj log p̂(yj |G(cv))]

19: end for
20: end for

Semi-distant Supervision

Labeled Instances (xl)
[l , x]

Unlabeled Instances (xul)
[? , c]

Sentence Encoder
[l, hx]

Unlabeled InstancesThe Relation Space of 
Labeled Instances

Generator
[lgen , hgen]

Discriminator

Labeled instance [hx]

Generative instance [hgen]

Sentence Encoder
[? , hc]

Figure 3: The architecture of GAN driven semi-distant
supervision for relation extraction. h̄x and h̄c are rela-
tion representations of labeled and unlabeled instances
respectively. h̄gen is generated relation representation
by the generator. l and lgen represent accurate label
and generated label respectively. The symbols in rela-
tion space represent labeled instances.

time. Sentence encoder is proposed as the third
player, which extracts relation features from all
the instances and produces a pre-trained relation
representation for unlabeled instances. With the
sentence encoder, we can control relation features
contained in the generated representations.

Therefore, the discriminative module D will try
to distinguish labeled data from generative data,
while the generative module G makes p(xgen) ≈
p(xl). In addition, the sentence encoder S ex-
tracts relation features with all the training in-
stances pall. The training procedure is a three-
player min-max game as the following equation,

min
S,G

max
D

V (S,D,G) = Ex∼pall [logS(x)]

+Ex∼pxl [logD(x)]

+Ec∼pxgen [log(1−D(G(c)))],

(3)

In generative adversarial training, the discrim-
inative module is trained by maximizing the gap
between labeled data and generative data with the
following equation,

JD(x, c, θd) = logD(x) + log(1−D(G(c))),
(4)

where x and c are instances from accurately la-
beled set (xl) and unlabeled set (xul) respectively.
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θd presents parameters for the discriminator. D(x)
and D(G(c)) are defined as follows,

D(x) = σ(Wdh̄x), (5)

D(G(c)) = σ(Wd(h̄c +Wg)), (6)

where Wd and Wg are variables for discriminative
and generative modules respectively. σ is the sig-
moid function. The generative module is trained to
make the generated relation representations more
similar to real ones by the following loss function,
where θg presents parameters.

JG(c, θg) = log(1−D(G(c))) (7)

Finally, we train our sentence encoder S by op-
timizing the following loss function,

JS(x, c, θs) = −1

z

z∑

j=1

ylj log p̂(yj |x)

−1

z

z∑

j=1

ygj log p̂(yj |G(c)),

(8)

where yg means a one-hot vector which labels the
most possible relation for unlabeled instances gen-
erated by the sentence encoder. θs represents pa-
rameters of S. The complete training procedure
for generative adversarial training is shown as Al-
gorithm 1.

4 Experiments

The experiments are proposed to answer the fol-
lowing three questions, 1) Is the proposed semi-
distant supervision method effective for the task of
relation extraction? 2) Is the constructed dataset
credible enough? 3) Is the generative adversar-
ial training helpful to relation extraction and other
semi-supervised tasks?

4.1 Experimental Settings
4.1.1 Dataset
We conduct experiments on a widely used dataset
NYT (Riedel et al., 2010) and its new version
Accurate-NYT (A-NYT). A-NYT is a credible
dataset filtered by our data construction module.
We follow the previous work (Lin et al., 2016)
to partition training and testing sets for NYT
and A-NYT. Besides, we apply sixteen real-world
datasets3 (Liu et al., 2017a) to further verify the
effectiveness of our generative adversarial train-
ing strategy on the task of sentiment classification.
The dataset details are shown in Table 2.

3The datasets are Amazon product reviews and movie re-
views.

Dataset Positive Negative Unlabeled Classes
NYT 163,108 579,428 - 53

A-NYT 163,108 240,453 338,975 53
Books 1,000 1,000 2,000 2

Electronics 1,000 998 2,000 2
DVD 1,000 1,000 2,000 2

Kitchen 1,000 1,000 2,000 2
Apparel 1,000 1,000 2,000 2
Camera 999 998 2,000 2
Health 1,000 1,000 2,000 2
Music 1,000 1,000 2,000 2
Toys 1,000 1,000 2,000 2
Video 1,000 1,000 2,000 2
Baby 1,000 900 2,000 2

Magazine 1,000 970 2,000 2
Software 1,000 915 475 2

Sports 1,000 1,000 2,000 2
IMDB 994 1,006 2,000 2

MR 986 1,014 2,000 2

Table 2: Statistics of the datasets

4.1.2 Evaluation Metrics and Baselines

On the dataset NYT and A-NYT, we evaluate our
method in the classical held-out evaluation. It
evaluates our models by comparing relation facts
discovered from the test sentences with those in
Freebase. Specifically, we report both the aggre-
gate Precision-Recall (PR) curves and Precision at
top N predictions (P@N) in our experiments. For
the other datasets, we compute the precision of all
the predictions.

We adopt the following baselines for distant su-
pervised relation extraction.
Zeng et al. (2015) extracted relation features with
piecewise convolutional neural network (PCNN).
Lin et al. (2016) integrated PCNN with selective
attention mechanism (PCNN+ATT).
Wu et al. (2017) added adversarial noise at the
level of the word embeddings (PCNN+ATT+AT).
Liu et al. (2017b) relabeled the training in-
stances dynamically by the relation extractor
(PCNN+ATT+SL).
Qin et al. (2018a) designed a GAN to recognize
true positive samples (PCNN+DSGAN).
Liu et al. (2018) shortened the training instances
with the parser tree and pre-trained word embed-
dings with transfer learning, which is the latest
state-of-the-art work.
Self-Training (ST) is a semi-supervised method
that can be integrated with PCNN+ATT for unla-
beled data, which generates relation types for un-
labeled instances with the model itself.
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4.1.3 Parameters
In our experiments, we use the word2vec in the
setting of Skip-gram to train the word embeddings
on NYT set. To train our model efficiently, we
iterate by randomly selecting a batch from the
training set until convergence and apply sentence-
level attention mechanism following the previous
work (Lin et al., 2016). The parameter n and m
are batch sizes for accurate and unlabeled datasets
respectively. We update the gradient with adaptive
moment estimation (Kingma and Ba, 2015). Fur-
thermore, L2 regularization and dropout (Srivas-
tava et al., 2014) are adopted to avoid overfitting.
Finally, we use a grid search and cross-validation
to determine the optional parameters as shown in
Table 3. The hyper-parameters si, sj and sk are
training steps for different modules of generative
adversarial training. Since the other parameters
have little effect on the results, we follow the set-
tings as the previous work (Lin et al., 2016).

batch size (n, m) 50
si, sj , sk 2, 1, 2

filter number d 230
kernel size k 3

word dimension w 50
position dimension p 10

learning rate 0.001
dropout probability 0.5

L2 regularization strength 0.0001

Table 3: Parameter settings

4.2 Overall Performance of Semi-Distant
Supervision

The overall performance of our method compared
with baselines for distant supervised relation ex-
traction is shown in Table 4. We can see that our
semi-distant supervised method achieves much
better results than the baselines on all metrics. The
huge improvement comes from both the accurate
dataset and the effective training strategy which
leverages unlabeled instances properly.

4.3 Effect of Dataset A-NYT

In this section, we apply two previous meth-
ods Zeng et al. (2015) and Lin et al. (2016) on
NYT and A-NYT. PR curves for NYT are re-
ported in their papers, while PR curves for A-NYT
come from our implementations of the two base-
lines. NYT and A-NYT share the same positive
instances, while A-NYT set has less and credi-
ble negative instances. As shown in Figure 4(a),

P@N 100 200 300 Mean PR
Zeng et al. (2015) 72.3 69.7 64.1 68.7 0.33

Lin et al. (2016) 76.2 73.1 67.4 72.2 0.35
Wu et al. (2017) 81.0 74.5 71.7 75.7 0.34

Liu et al. (2017b) 87.0 84.5 77.0 82.8 0.34
Qin et al. (2018a) 78.0 75.5 72.3 75.3 0.35

Liu et al. (2018) 87.0 83.0 78.0 82.7 0.39
Our Method 96.0 93.5 93.0 94.2 0.56

Table 4: Overall performance at P@Ns(%) and PR
curve areas

methods on A-NYT always obtain better perfor-
mance. The huge gap between PR curves is caused
by false negative instances in NYT, which are not
used for training and testing in A-NYT. To prove
that results on A-NYT are according to the actual
situation, we do manual evaluations at P@Ns. As
shown in Table 5, the huge bias caused by false
negative instances on NYT is dramatically allevi-
ated on the dataset A-NYT.

Evaluations P@100 P@200 P@300
Automatic@NYT 76.2 73.1 67.4

Manual@NYT 96.0(+19.8) 95.5(+22.4) 91.0(+23.6)
Automatic@A-NYT 93.0 89.5 88.0

Manual@A-NYT 96.0(+3.0) 92.5(+3.0) 90.7(+2.7)

Table 5: P@Ns(%) of Lin et al. (2016) upon automatic
and manual evaluations

4.4 Effect of Generative Adversarial
Training for Relation Extraction

To further demonstrate the effectiveness of our
training strategies, we compare Generative Adver-
sarial Training (GAT) with other baselines on the
partially labeled dataset A-NYT as shown in Fig-
ure 4(b). The figure gives the following insights,
1) PCNN+ATT+ST and PCNN+ATT+AT do not
work well, which is caused by the low quality of
unlabeled instances. 2) PCNN+ATT+SL works as
well as our models at low recall rate because of its
excellent ability to extract notable features. Un-
fortunately, it falls far behind all the baselines at
high recall rate, which means it tends to converge
to a local optimum. 3) Our model achieves solid
PR curves at all range of recall rate.

Meanwhile, we propose a detailed comparison
of baselines with P@Ns and PR curve areas as
shown in Table 6. From the table, we can see
that our training strategy achieves much better re-
sult than the other baselines, which indicates that
abundant unlabeled instances are helpful to ex-
tract relations only if used appropriately. Going
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(a) PR curves of baselines on NYT and A-NYT 4 (b) PR curves of our model and baselines on A-NYT with
all the labeled and unlabeled data

Figure 4: PR curves for the comparisons (Better view in color)

deeper in the table, PCNN+ATT+SL works well
at top predictions but obtains the worst PR curve.
Our semi-distant supervised model with adversar-
ial generations is useful for leveraging unlabeled
instances properly.

P@N 100 200 300 Mean PR
Zeng et al. (2015)‡ 91.0 88.5 87.6 89.0 0.513

Lin et al. (2016)‡ 93.0 89.5 88.0 88.2 0.513
Qin et al. (2018a)‡ 90.0 91.0 88.3 89.8 0.524

Liu et al. (2018)‡ 93.0 93.5 91.3 92.6 0.503
PCNN+ATT+SL 96.0 93.0 90.6 93.2 0.466
PCNN+ATT+ST 92.0 88.0 85.3 88.4 0.519
PCNN+ATT+AT 95.0 92.0 88.6 91.9 0.526

PCNN+ATT+GAT 96.0 93.5 93.0 94.2 0.558

Table 6: P@Ns(%) and PR curve areas on A-
NYT. Methods with ‡ do not use unlabeled data.
PCNN+ATT+AT is a semi-supervised extension of
original method (Wu et al. (2017)) to make the unla-
beled instances consistent with their predictions.

4.5 Effect of Generative Adversarial
Training for Sentiment Classification

To verify the expandability of generative adver-
sarial training, we conduct additional experiments
on the task of sentiment classification. We im-
plement our model and three baselines based on
the Long Short-Term Memory (LSTM) network5.
The results are shown in Table 7, from which we

4Results on NYT are reported as their papers except Wu
et al. (2017) and Qin et al. (2018a). Results of these two
methods on NYT and all results on A-NYT are obtained by
our implementations.

5Our generative adversarial training strategy is model-
independent, meaning that it could be applied to other neural
models.

see that, 1) Self-training obtains poor results com-
pared with the basic LSTM model, which means
they fail to utilize unlabeled data correctly. 2)
Adversarial training improves the performance on
only three of the datasets and performs poorly
on others, which means they possibly rely on
the quality of unlabeled data. 3) LSTM+GAT
achieves better results than the baselines on most
of the datasets because of generating high-quality
representations for unlabeled sentences.

Dataset LSTM LSTM+ST LSTM+AT LSTM+GAT
Books 79.5 75.8 80.5 80.3

Elec. 80.5 77.5 84.1 81.5
DVD 81.7 75.8 78.6 82.0

Kitchen 78.0 79.3 81.7 81.3
Apparel 83.2 83.5 84.8 85.2
Camera 85.2 84.3 86.1 86.8
Health 84.5 84.4 81.7 86.2
Music 76.7 76.0 76.0 80.3

Toys 83.2 79.8 83.7 84.8
Video 81.5 79.7 80.4 83.0
Baby 84.7 84.3 83.0 85.3
Mag. 89.2 85.3 89.0 89.5
Soft. 84.7 84.1 83.3 85.1

Sports 81.7 79.8 82.3 82.5
IMDB 81.7 78.3 82.5 82.8

MR 72.7 71.8 72.3 73.5
Mean 81.8 80.0 81.9 83.1

Table 7: Precision for the sentiment classification task

5 Conclusions

In this paper, we propose a novel semi-distant su-
pervision approach that is capable of jointly ex-
ploiting limited accurate and abundant unlabeled
ones. We first construct a reliable dataset with a
knowledge base and additional entity descriptions.
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With the dataset, the generative adversarial train-
ing strategy is proposed to deal with plenty of un-
labeled instances, which generates valid relation
representations. Our experiments show that the
proposed approach achieves significant improve-
ment over previous state-of-the-art baselines.
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Abstract

We introduce a general framework for sev-
eral information extraction tasks that share
span representations using dynamically con-
structed span graphs. The graphs are con-
structed by selecting the most confident entity
spans and linking these nodes with confidence-
weighted relation types and coreferences. The
dynamic span graph allows coreference and re-
lation type confidences to propagate through
the graph to iteratively refine the span rep-
resentations. This is unlike previous multi-
task frameworks for information extraction in
which the only interaction between tasks is in
the shared first-layer LSTM. Our framework
significantly outperforms the state-of-the-art
on multiple information extraction tasks across
multiple datasets reflecting different domains.
We further observe that the span enumeration
approach is good at detecting nested span enti-
ties, with significant F1 score improvement on
the ACE dataset.1

1 Introduction

Most Information Extraction (IE) tasks require
identifying and categorizing phrase spans, some
of which might be nested. For example, entity
recognition involves assigning an entity label to
a phrase span. Relation Extraction (RE) involves
assigning a relation type between pairs of spans.
Coreference resolution groups spans referring to
the same entity into one cluster. Thus, we might
expect that knowledge learned from one task might
benefit another.

Most previous work in IE (e.g., (Nadeau and
Sekine, 2007; Chan and Roth, 2011)) employs a
pipeline approach, first detecting entities and then
using the detected entity spans for relation extrac-
tion and coreference resolution. To avoid cascading

1Code and pre-trained models are publicly available at
https://github.com/luanyi/DyGIE.
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Tom’s car broke down as he arrived at Starbucks to meet Mike.                             

“This thing’s useless!” Tom exclaimed as it gave off smoke.                                
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Figure 1: A text passage illustrating interactions be-
tween entities, relations and coreference links. Some
relation and coreference links are omitted.

errors introduced by pipeline-style systems, recent
work has focused on coupling different IE tasks as
in joint modeling of entities and relations (Miwa
and Bansal, 2016; Zhang et al., 2017), entities and
coreferences (Hajishirzi et al., 2013; Durrett and
Klein, 2014), joint inference (Singh et al., 2013)
or multi-task (entity/relation/coreference) learn-
ing (Luan et al., 2018a). These models mostly
rely on the first layer LSTM to share span repre-
sentations between different tasks and are usually
designed for specific domains.

In this paper, we introduce a general framework
Dynamic Graph IE (DYGIE) for coupling multiple
information extraction tasks through shared span
representations which are refined leveraging con-
textualized information from relations and coref-
erences. Our framework is effective in several do-
mains, demonstrating a benefit from incorporating
broader context learned from relation and corefer-
ence annotations.

Figure 1 shows an example illustrating the po-
tential benefits of entity, relation, and coreference
contexts. It is impossible to predict the entity la-
bels for This thing and it from within-sentence con-
text alone. However, the antecedent car strongly
suggests that these two entities have a VEH type.
Similarly, the fact that Tom is located at Starbucks
and Mike has a relation to Tom provides support for
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the fact that Mike is located at Starbucks.
DYGIE uses multi-task learning to identify en-

tities, relations, and coreferences through shared
span representations using dynamically constructed
span graphs. The nodes in the graph are dynam-
ically selected from a beam of highly-confident
mentions, and the edges are weighted according
to the confidence scores of relation types or coref-
erences. Unlike the multi-task method that only
shares span representations from the local con-
text (Luan et al., 2018a), our framework leverages
rich contextual span representations by propagat-
ing information through coreference and relation
links. Unlike previous BIO-based entity recogni-
tion systems (Collobert and Weston, 2008; Lample
et al., 2016; Ma and Hovy, 2016) that assign a text
span to at most one entity, our framework enumer-
ates and represents all possible spans to recognize
arbitrarily overlapping entities.

We evaluate DYGIE on several datasets span-
ning many domains (including news, scientific arti-
cles, and wet lab experimental protocols), achiev-
ing state-of-the-art performance across all tasks and
domains and demonstrating the value of coupling
related tasks to learn richer span representations.
For example, DYGIE achieves relative improve-
ments of 5.7% and 9.9% over state of the art on the
ACE05 entity and relation extraction tasks, and an
11.3% relative improvement on the ACE05 over-
lapping entity extraction task.

The contributions of this paper are threefold.
1) We introduce the dynamic span graph frame-
work as a method to propagate global contextual
information, making the code publicly available.
2) We demonstrate that our framework significantly
outperforms the state-of-the-art on joint entity and
relation detection tasks across four datasets: ACE
2004, ACE 2005, SciERC and the Wet Lab Proto-
col Corpus. 3) We further show that our approach
excels at detecting entities with overlapping spans,
achieving an improvement of up to 8 F1 points on
three benchmarks annotated with overlapped spans:
ACE 2004, ACE 2005 and GENIA.

2 Related Work

Previous studies have explored joint model-
ing (Miwa and Bansal, 2016; Zhang et al., 2017;
Singh et al., 2013; Yang and Mitchell, 2016)) and
multi-task learning (Peng and Dredze, 2015; Peng
et al., 2017; Luan et al., 2018a, 2017a) as methods
to share representational strength across related in-

formation extraction tasks. The most similar to
ours is the work in Luan et al. (2018a) that takes
a multi-task learning approach to entity, relation,
and coreference extraction. In this model, the dif-
ferent tasks share span representations that only
incorporate broader context indirectly via the gra-
dients passed back to the LSTM layer. In contrast,
DYGIE uses dynamic graph propagation to explic-
itly incorporate rich contextual information into the
span representations.

Entity recognition has commonly been cast as
a sequence labeling problem, and has benefited
substantially from the use of neural architectures
(Collobert et al., 2011; Lample et al., 2016; Ma and
Hovy, 2016; Luan et al., 2017b, 2018b). However,
most systems based on sequence labeling suffer
from an inability to extract entities with overlap-
ping spans. Recently Katiyar and Cardie (2018)
and Wang and Lu (2018) have presented methods
enabling neural models to extract overlapping enti-
ties, applying hypergraph-based representations on
top of sequence labeling systems. Our framework
offers an alternative approach, forgoing sequence
labeling entirely and simply considering all possi-
ble spans as candidate entities.

Neural graph-based models have achieved sig-
nificant improvements over traditional feature-
based approaches on several graph modeling tasks.
Knowledge graph completion (Yang et al., 2015;
Bordes et al., 2013) is one prominent example.
For relation extraction tasks, graphs have been
used primarily as a means to incorporate pipelined
features such as syntactic or discourse relations
(Peng et al., 2017; Song et al., 2018; Zhang et al.,
2018). Christopoulou et al. (2018) models all pos-
sible paths between entities as a graph, and refines
pair-wise embeddings by performing a walk on the
graph structure. All these previous works assume
that the nodes of the graph (i.e. the entity candi-
dates to be considered during relation extraction)
are predefined and fixed throughout the learning
process. On the other hand, our framework does
not require a fixed set of entity boundaries as an
input for graph construction. Motivated by state-of-
the-art span-based approaches to coreference res-
olution (Lee et al., 2017, 2018) and semantic role
labeling (He et al., 2018), the model uses a beam
pruning strategy to dynamically select high-quality
spans, and constructs a graph using the selected
spans as nodes.

Many state-of-the-art RE models rely upon
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domain-specific external syntactic tools to con-
struct dependency paths between the entities in
a sentence (Li and Ji, 2014; Xu et al., 2015; Miwa
and Bansal, 2016; Zhang et al., 2017). These sys-
tems suffer from cascading errors from these tools
and are hard to generalize to different domains.
To make the model more general, we combine
the multitask learning framework with ELMo em-
beddings (Peters et al., 2018) without relying on
external syntactic tools and risking the cascading
errors that accompany them, and improve the inter-
action between tasks through dynamic graph prop-
agation. While the performance of DyGIE benefits
from ELMo, it advances over some systems (Luan
et al., 2018a; Sanh et al., 2019) that also incorporate
ELMo. The analyses presented here give insights
into the benefits of joint modeling.

3 Model

Problem Definition The input is a document rep-
resented as a sequence of words D, from which we
derive S = {s1, . . . , sT }, the set of all possible
within-sentence word sequence spans (up to length
L) in the document. The output contains three
structures: the entity types E for all spans S, the
relationsR for all span pairs S×S within the same
sentence, and the coreference links C for all spans
in S across sentences. We consider two primary
tasks. First, Entity Recognition is the task of pre-
dicting the best entity type labels ei for each span
si. Second, Relation Extraction involves predicting
the best relation type rij for all span pairs (si, sj).
We provide additional supervision by also training
our model to perform a third, auxiliary task: Coref-
erence resolution. For this task we predict the best
antecedent ci for each span si.

Our Model We develop a general information
extraction framework (DYGIE) to identify and
classify entities, relations, and coreference in a
multi-task setup. DYGIE first enumerates all text
spans in each sentence, and computes a locally-
contextualized vector space representation of each
span. The model then employs a dynamic span
graph to incorporate global information into its
span representations, as follows. At each training
step, the model identifies the text spans that are
most likely to represent entities, and treats these
spans as nodes in a graph structure. It constructs
confidence-weighted arcs for each node according
to its predicted coreference and relation links with
the other nodes in the graph. Then, the span repre-

sentations are refined using broader context from
gated updates propagated from neighboring rela-
tion types and co-referred entities. These refined
span representations are used in a multi-task frame-
work to predict entity types, relation types, and
coreference links.

3.1 Model Architecture
In this section, we give an overview of the main
components and layers of the DYGIE framework,
as illustrated in Figure 2. Details of the graph con-
struction and refinement process will be presented
in the next section.

Token Representation Layer We apply a bidi-
rectional LSTM over the input tokens. The input
for each token is a concatenation of the character
reprensetation, GLoVe (Pennington et al., 2014)
word embeddings, and ELMo embeddings (Peters
et al., 2018). The output token representations are
obtained by stacking the forward and backward
LSTM hidden states.

Span Representation Layer For each span si,
its initial vector representation g0

i is obtained by
concatenating BiLSTM outputs at the left and right
end points of si, an attention-based soft “head-
word,” and an embedded span width feature, fol-
lowing Lee et al. (2017).

Coreference Propagation Layer The propaga-
tion process starts from the span representations
g0
i . At each iteration t, we first compute an update

vector utC for each span si. Then we use utC to
update the current representation gti , producing the
next span representation gt+1

i . By repeating this
process N times, the final span representations gNi
share contextual information across spans that are
likely to be antecedents in the coreference graph,
similar to the process in (Lee et al., 2018).

Relation Propagation Layer The outputs gNi
from the coreference propagation layer are passed
as inputs to the relation propagation layer. Similar
to the coreference propagation process, at each it-
eration t, we first compute the update vectors utR
for each span si, then use it to compute gt+1

i . In-
formation can be integrated from multiple relation
paths by repeating this process M times.

Final Prediction Layer We use the outputs of
the relation graph layer gN+M

i to predict the entity
labels E and relation labels R. For entities, we
pass gN+M

i to a feed-forward network (FFNN) to
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Figure 2: Overview of our DYGIE model. Dotted arcs indicate confidence weighted graph edges. Solid lines
indicate the final predictions.

produce per-class scores PE(i) for span si. For
relations, we pass the concatenation of gN+M

i and
gN+M
j to a FFNN to produce per-class relation

scores PR(i, j) between spans si and sj . Entity
and relation scores are normalized across the label
space, similar to Luan et al. (2018a). For coref-
erence, the scores between span pairs (si, sj) are
computed from the coreference graph layer outputs
(gNi ,g

N
j ), and then normalized across all possible

antecedents, similar to Lee et al. (2018).

3.2 Dynamic Graph Construction and Span
Refinement

The dynamic span graph facilitates propagating
broader contexts through soft coreference and rela-
tion links to refine span representations. The nodes
in the graph are spans si with vector representa-
tions gti ∈ Rd for the t-th iteration. The edges are
weighted by the coreference and relation scores,
which are trained according to the neural archi-
tecture explained in Section 3.1. In this section,
we explain how coreference and relation links can
update span representations.

Coreference Propagation Similar to (Luan
et al., 2018a), we define a beam BC consisting
of bc spans that are most likely to be in a corefer-
ence chain. We consider Pt

C to be a matrix of real
values that indicate coreference confidence scores
between these spans at the t-th iteration. Pt

C is
of size bc × K, where K is the maximum num-
ber of antecedents considered. For the coreference

graph, an edge in the graph is single directional,
connecting the current span si with all its poten-
tial antecedents sj in the coreference beam, where
j < i. The edge between si and sj is weighted by
coreference confidence score at the current itera-
tion P tC(i, j). The span update vector utC(i) ∈ Rd
is computed by aggregating the neighboring span
representations gtj , weighted by their coreference
scores P tC(i, j):

utC(i) =
∑

j∈BC(i)

P tC(i, j)g
t
j (1)

where BC(i) is the set of K spans that are an-
tecedents of si,

P tC(i, j) =
exp(V t

C(i, j))∑
j′∈BC(i)

exp(V t
C(i, j))

(2)

V t
C(i, j) is a scalar score computed by concate-

nating the span representations [gti,g
t
j ,g

t
i � gtj ],

where � is element-wise multiplication. The con-
catenated vector is then fed as input to a FFNN,
similar to (Lee et al., 2018).

Relation Propagation For each sentence, we
define a beam BR consisting of br entity spans
that are mostly likely to be involved in a rela-
tion. Unlike the coreference graph, the weights
of relation edges capture different relation types.
Therefore, for the t-th iteration, we use a tensor
Vt
R ∈ RbR×bR×LR to capture scores of each of the

LR relation types. In other words, each edge in the

3039



relation graph connects two entity spans si and sj
in the relation beam BR. Vt

R(i, j) is a LR-length
vector of relation scores, computed with a FFNN
with [gti,g

t
j ] as the input. The relation update vec-

tor utR(i) ∈ Rd is computed by aggregating neigh-
boring span representations on the relation graph:

utR(i) =
∑

j∈BR

f(Vt
R(i, j))AR � gtj , (3)

where AR ∈ RLR×d is a trainable linear projection
matrix, f is a non-linear function to select the most
important relations. Because only a small number
of entities in the relation beam are actually linked
to the target span, propagation among all possi-
ble span pairs would introduce too much noise to
the new representation. Therefore, we choose f
to be the ReLU function to remove the effect of
unlikely relations by setting the all negative rela-
tion scores to 0. Unlike coreference connections,
two spans linked via a relation are not expected
to have similar representations, so the matrix AR

helps to transform the embedding gtj according to
each relation type.

Updating Span Representations with Gating
To compute the span representations for the next
iteration t ∈ {1, . . . , N +M}, we define a gating
vector f tx(i) ∈ Rd, where x ∈ {C,R}, to deter-
mine whether to keep the previous span represen-
tation gti or to integrate new information from the
coreference or relation update vectors utx(i). For-
mally,

f tx(i) = g(Wf
x[g

t
i,u

t
x(i)]) (4)

gt+1
i = f tx(i)� gti + (1− f tx(i))� utx(i),

where Wf
x ∈ Rd×2d are trainable parameters, and

g is an element-wise sigmoid function.

3.3 Training
The loss function is defined as a weighted sum of
the log-likelihood of all three tasks:

∑

(D,R∗,E∗,C∗)∈D

{
λE logP (E

∗ | C,R,D) (5)

+ λR logP (R∗ | C,D) + λC logP (C∗ | D)
}

where E∗, R∗ and C∗ are gold structures of the
entity types, relations and coreference, respec-
tively. D is the collection of all training documents
D. The task weights λE, λR, and λC are hyper-
parameters to control the importance of each task.

Domain Docs Ent Rel Coref

ACE04 News 348 7 7 3
ACE05 News 511 7 6 7
SciERC AI 500 6 7 3
WLP Bio lab 622 18 13 7

Table 1: Datasets for joint entity and relation extraction
and their statistics. Ent: Number of entity categories.
Rel: Number of relation categories.

We use a 1 layer BiLSTM with 200-dimensional
hidden layers. All the feed-forward functions have
2 hidden layers of 150 dimensions each. We use 0.4
variational dropout (Gal and Ghahramani, 2016) for
the LSTMs, 0.4 dropout for the FFNNs, and 0.5
dropout for the input embeddings. The hidden layer
dimensions and dropout rates are chosen based on
the development set performance in multiple do-
mains. The task weights, learning rate, maximum
span length, number of propagation iterations and
beam size are tuned specifically for each dataset
using development data.

4 Experiments

DYGIE is a general IE framework that can be ap-
plied to multiple tasks. We evaluate the perfor-
mance of DYGIE against models from two lines of
work: combined entity and relation extraction, and
overlapping entity extraction.

4.1 Entity and relation extraction

For the entity and relation extraction task, we
test the performance of DYGIE on four different
datasets: ACE2004, ACE2005, SciERC and the
Wet Lab Protocol Corpus. We include the rela-
tion graph propagation layer in our models for all
datasets. We include the coreference graph propa-
gation layer on the data sets that have coreference
annotations available.

Data All four data sets are annotated with entity
and relation labels. Only a small fraction of entities
(< 3% of total) in these data sets have a text span
that overlaps the span of another entity. Statistics
on all four data sets are displayed in Table 1.

The ACE2004 and ACE2005 corpora provide
entity and relation labels for a collection of docu-
ments from a variety of domains, such as newswire
and online forums. We use the same entity and
relation types, data splits, and preprocessing as
Miwa and Bansal (2016) and Li and Ji (2014). Fol-
lowing the convention established in this line of
work, an entity prediction is considered correct
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Dataset System Entity Relation

ACE04
Bekoulis et al. (2018) 81.6 47.5
Miwa and Bansal (2016) 81.8 48.4
DYGIE 87.4 59.7

ACE05

Miwa and Bansal (2016) 83.4 55.6
Zhang et al. (2017) 83.6 57.5
Sanh et al. (2019) 87.5 62.7
DYGIE 88.4 63.2

SciERC Luan et al. (2018a) 64.2 39.3
DYGIE 65.2 41.6

WLPC Kulkarni et al. (2018) 78.0 *54.9
DYGIE 79.5 64.1

Table 2: F1 scores on the joint entity and relation ex-
traction task on each test set, compared against the pre-
vious best systems. * indicates relation extraction sys-
tem that takes gold entity boundary as input.

if its type label and head region match those of
a gold entity. We will refer to this version of
the ACE2004 and ACE2005 data as ACE04 and
ACE05. Since the domain and mention span an-
notations in the ACE datasets are very similar to
those of OntoNotes (Pradhan et al., 2012), and
OntoNotes contains significantly more documents
with coreference annotations, we use OntoNotes
to train the parameters for the auxiliary corefer-
ence task. The OntoNotes corpus contains 3493
documents, averaging roughly 450 words in length.

The SciERC corpus (Luan et al., 2018a) pro-
vides entity, coreference and relation annotations
for a collection of documents from 500 AI paper
abstracts. The dataset defines scientific term types
and relation types specially designed for AI domain
knowledge graph construction. An entity predic-
tion is considered correct if its label and span match
with a gold entity.

The Wet Lab Protocol Corpus (WLPC) pro-
vides entity, relation, and event annotations for 622
wet lab protocols (Kulkarni et al., 2018). A wet
lab protocol is a series of instructions specifying
how to perform a biological experiment. Following
the procedure in Kulkarni et al. (2018), we perform
entity recognition on the union of entity tags and
event trigger tags, and relation extraction on the
union of entity-entity relations and entity-trigger
event roles. Coreference annotations are not avail-
able for this dataset.

Baselines We compare DYGIE with current state
of the art methods in different datasets. Miwa and
Bansal (2016) provide the current state of the art
on ACE04. They construct a Tree LSTM using
dependency parse information, and use the repre-

sentations learned by the tree structure as features
for relation classification. Bekoulis et al. (2018)
use adversarial training as regularization for a neu-
ral model. Zhang et al. (2017) cast joint entity and
relation extraction as a table filling problem and
build a globally optimized neural model incorpo-
rating syntactic representations from a dependency
parser. Similar to DYGIE, Sanh et al. (2019) and
Luan et al. (2018a) use a multi-task learning frame-
work for extracting entity, relation and coreference
labels. Sanh et al. (2019) improved the state of
the art on ACE05 using multi-task, hierarchical
supervised training with a set of low level tasks
at the bottom layers of the model and more com-
plex tasks at the top layers of the model. Luan
et al. (2018a) previously achieved the state of the
art on SciERC and use a span-based neural model
like our DYGIE. Kulkarni et al. (2018) provide
a baseline for the WLPC data set. They employ
an LSTM-CRF for entity recognition, following
Lample et al. (2016). For relation extraction, they
assume the presence of gold entities and train a
maximum-entropy classifier using features from
the labeled entities.

Results Table 2 shows test set F1 on the joint
entity and relation extraction task. We observe that
DYGIE achieves substantial improvements on both
entity recognition and relation extraction across the
four data sets and three domains, all in the realistic
setting where no “gold” entity labels are supplied
at test time. DYGIE achieves 7.1% and 7.0% rela-
tive improvements over the state of the art on NER
for ACE04 and ACE05, respectively. For the rela-
tion extraction task, DYGIE attains 25.8% relative
improvement over SOTA on ACE04 and 13.7% rel-
ative improvement on ACE05. For ACE05, the best
entity extraction performance is obtained by switch-
ing the order between CorefProp and RelProp
(RelProp first then CorefProp).

On SciERC, DYGIE advances the state of the
art by 5.9% and 1.9% for relation extraction and
NER, respectively. The improvement of DYGIE
over the previous SciERC model underscores the
ability of coreference and relation propagation to
construct rich contextualized representations.

The results from Kulkarni et al. (2018) estab-
lish a baseline for IE on the WLPC. In that work,
relation extraction is performed using gold entity
boundaries as input. Without using any gold entity
information, DYGIE improves on the baselines by
16.8% for relation extraction and 2.2% for NER.
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Domain Docs Ent Overlap Coref

ACE04-O News 443 7 42% 3
ACE05-O News 437 7 32% 7
GENIA Biomed 1999 5 24% 3

Table 3: Datasets for overlapping entity extraction and
their statistics. Ent: Number of entity categories. Over-
lap: Percentage of sentences that contain overlapping
entities.

On the OntoNotes data set used for the auxiliary
coreference task with ACE05, our model achieves
coreference test set performance of 70.4 F1, which
is competitive with the state-of-the-art performance
reported in Lee et al. (2017).

4.2 Overlapping Entity Extraction

There are many applications where the correct iden-
tification of overlapping entities is crucial for cor-
rect document understanding. For instance, in the
biomedical domain, a BRCA1 mutation carrier
could refer to a patient taking part in a clinical
trial, while BRCA1 is the name of a gene.

We evaluate the performance of DYGIE on
overlapping entity extraction in three datasets:
ACE2004, ACE2005 and GENIA. Since relation
annotations are not available for these datasets, we
include the coreference propagation layer in our
models but not the relation layer.2

Data Statistics on our three datasets are listed
in Table 3. All three have a substantial number
(> 20% of total) of overlapping entities, making
them appropriate for this task.

As in the joint case, we evaluate our model on
ACE2004 and ACE2005, but here we follow the
same data preprocessing and evaluation scheme as
Wang and Lu (2018). We refer to these data sets
as ACE04-O and ACE05-O. Unlike the joint en-
tity and relation task in Sec. 4.1, where only the
entity head span need be predicted, an entity pre-
diction is considered correct in these experiments
if both its entity label and its full text span match
a gold prediction. This is a more stringent evalua-
tion criterion than the one used in Section 4.1. As
before, we use the OntoNotes annotations to train
the parameters of the coreference layer.

The GENIA corpus (Kim et al., 2003) provides
entity tags and coreferences for 1999 abstracts from
the biomedical research literature. We only use
the IDENT label to extract coreference clusters.

2We use the pre-processed ACE dataset from previous
work and relation annotation is not available.

Dataset System Entity F1

ACE04-O
Katiyar and Cardie (2018) 72.7
Wang and Lu (2018) 75.1
DYGIE 84.7

ACE05-O
Katiyar and Cardie (2018) 70.5
Wang and Lu (2018) 74.5
DYGIE 82.9

GENIA
Katiyar and Cardie (2018) 73.8
Wang and Lu (2018) 75.1
DYGIE 76.2

Table 4: Performance on the overlapping entity extrac-
tion task, compared to previous best systems. We re-
port F1 of extracted entities on the test sets.

Entity Relation

Model P R F1 P R F1

DYGIE 87.4 86.7 87.1 56.2 60.9 58.4
−CorefProp 86.2 85.2 85.7 64.3 56.7 60.2
−RelProp 87.0 86.7 86.9 60.4 55.8 58.0
Base 86.1 85.7 85.9 59.5 55.7 57.6

Table 5: Ablations on the ACE05 development set with
different graph propagation setups. −CorefProp
ablates the coreference propagation layers, while
−RelProp ablates the relation propagation layers.
Base is the system without any propagation.

We use the same data set split and preprocessing
procedure as Wang and Lu (2018) for overlapping
entity recognition.

Baselines The current state-of-the-art approach
on all three data sets is Wang and Lu (2018), which
uses a segmental hypergraph coupled with neural
networks for feature learning. Katiyar and Cardie
(2018) also propose a hypergraph approach using a
recurrent neural network as a feature extractor.

Results Table 4 presents the results of our over-
lapping entity extraction experiments on the differ-
ent datsets. DYGIE improves 11.6% on the state of
the art for ACE04-O and 11.3% for ACE05-O. DY-
GIE also advances the state of the art on GENIA,
albeit by a more modest 1.5%. Together these re-
sults suggest that DYGIE can be utilized fruitfully
for information extraction across different domains
with overlapped entities, such as bio-medicine.

5 Analysis of Graph Propagation

We use the dev sets of ACE2005 and SciERC to
analyze the effect of different model components.

5.1 Coreference and Relation Graph Layers

Tables 5 and 6 show the effects of graph propa-
gation on entity and relation prediction accuracy,
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Entity Relation

Model P R F1 P R F1

DYGIE 68.6 67.8 68.2 46.2 38.5 42.0
−CorefProp 69.2 66.9 68.0 42.0 40.5 41.2
−RelProp 69.1 66.0 67.5 43.6 37.6 40.4
Base 70.0 66.3 68.1 45.4 34.9 39.5

Table 6: Ablations on the SciERC development set on
different graph progation setups. CorefProp has a
much smaller effect on entity F1 compared to ACE05.
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Figure 3: F1 score of each layer on ACE development
set for different number of iterations. N = 0 or M = 0
indicates no propagation is made for the layer.

where −CorefProp and −RelProp denote ab-
lating the propagation process by setting N = 0
or M = 0, respectively. Base is the base model
without any propagation. For ACE05, we observe
that coreference propagation is mainly helpful for
entities; it appears to hurt relation extraction. On
SciIE, coreference propagation gives a small ben-
efit on both tasks. Relation propagation signifi-
cantly benefits both entity and relation extraction
in both domains. In particular, there are a large por-
tion of sentences with multiple relation instances
across different entities in both ACE05 and Sci-
ERC, which is the scenario in which we expect
relation propagation to help.

Since coreference propagation has more effect
on entity extraction and relation propagation has
more effect on relation extraction, we mainly focus
on ablating the effect of coreference propagation
on entity extraction and relation propagation on
relation extraction in the following subsections.

5.2 Coreference Propagation and Entities

A major challenge of ACE05 is to disambiguate
the entity class for pronominal mentions, which
requires reasoning with cross-sentence contexts.
For example, in a sentence from ACE05 dataset,
“One of [them]PER, from a very close friend of
[ours]ORG.” It is impossible to identity whether
them and ours is a person (PER) or organization
(ORG) unless we have read previous sentences. We

Entity Perf. on Pronouns P R F1

DYGIE 79.0 77.1 78.0
DYGIE−CorefProp 73.8 72.6 73.2

Table 7: Entity extraction performance on pronouns in
ACE05. CorefProp significantly increases entity ex-
traction F1 on hard-to-disambiguate pronouns by allow-
ing the model to leverage cross-sentence contexts.

hypothesize that this is a context where coreference
propagation can help. Table 7 shows the effect
of the coreference layer for entity categorization
of pronouns.3 DYGIE has 6.6% improvement on
pronoun performance, confirming our hypothesis.

Looking further, Table 8 shows the impact on all
entity categories, giving the difference between
the confusion matrix entries with and without
CorefProp. The frequent confusions associated
with pronouns (GPE/PER and PER/ORG, where
GPE is a geopolitical entity) greatly improve, but
the benefit of CorefProp extends to most cate-
gories.

Of course, there are a few instances where
CorefProp causes errors in entity extraction. For
example, in the sentence “[They]ORG

PER might have
been using Northshore...”, DYGIE predicted They
to be of ORG type because the most confident an-
tecedent is those companies in the previous sen-
tence: “The money was invested in those compa-
nies.” However, They is actually referring to these
fund managers earlier in the document, which be-
longs to PER category.

In the SciERC dataset, the pronouns are uni-
formly assigned with a Generic label, which ex-
plains why CorefProp does not have much ef-
fect on entity extraction performance.

The Figure 3a shows the effect of number of
iterations for coreference propagation in the entity
extraction task. The figure shows that coreference
layer obtains the best performance on the second
iteration (N = 2).

5.3 Relation Propagation Impact

Figure 4 shows relation scores as a function of num-
ber of entities in sentence for DYGIE and DYGIE
without relation propagation on ACE05. The figure
indicates that relation propagation achieves signifi-
cant improvement in sentences with more entities,
where one might expect that using broader context

3Pronouns included: anyone, everyone, it,
itself, one, our, ours, their, theirs,
them, themselves, they, us, we, who
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LOC WEA GPE PER FAC ORG VEH
LOC 5 0 -2 -1 2 -1 0
WEA 0 3 0 0 1 -3 -1
GPE -3 0 31 -26 3 -7 0
PER 0 -2 -3 18 -1 -26 4
FAC 4 -1 2 -3 2 -5 1
ORG 0 0 0 -8 -1 6 0
VEH 0 -2 -1 2 5 -1 1

Table 8: Difference in the confusion matrix counts
for ACE05 entity extraction associated with adding
CorefProp.

2 3 4-5 6-11 12-max

50

60

70

Num. entities in sentence

R
el

at
io

n
F1

DYGIE
DYGIE−RelProp

Figure 4: Relation F1 broken down by number of enti-
ties in each sentence. The performance of relation ex-
traction degrades on sentences containing more entities.
Adding relation propagation alleviates this problem.

could have more impact.
Figure 3b shows the effect of number of itera-

tions for relation propagation in the relation extrac-
tion task. Our model achieves the best performance
on the second iteration (M = 2).

6 Conclusion

We have introduced DYGIE as a general informa-
tion extraction framework, and have demonstrated
that our system achieves state-of-the art results
on entity recognition and relation extraction tasks
across a diverse range of domains. The key con-
tribution of our model is the dynamic span graph
approach, which enhance interaction across tasks
that allows the model to learn useful information
from broader context. Unlike many IE frameworks,
our model does not require any preprocessing using
syntactic tools, and has significant improvement
across different IE tasks including entity, relation
extraction and overlapping entity extraction. The
addition of co-reference and relation propagation
across sentences adds only a small computation
cost to inference; the memory cost is controlled by
beam search. These added costs are small relative
to those of the baseline span-based model. We wel-
come the community to test our model on different
information extraction tasks. Future directions in-
clude extending the framework to encompass more
structural IE tasks such as event extraction.
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Abstract

Open Information Extraction (OpenIE), the
problem of harvesting triples from natural lan-
guage text whose predicate relations are not
aligned to any pre-defined ontology, has been a
popular subject of research for the last decade.
However, this research has largely ignored
the vast quantity of facts available in semi-
structured webpages. In this paper, we define
the problem of OpenIE from semi-structured
websites to extract such facts, and present an
approach for solving it. We also introduce a
labeled evaluation dataset to motivate research
in this area. Given a semi-structured website
and a set of seed facts for some relations exist-
ing on its pages, we employ a semi-supervised
label propagation technique to automatically
create training data for the relations present
on the site. We then use this training data to
learn a classifier for relation extraction. Ex-
perimental results of this method on our new
benchmark dataset obtained a precision of over
70%. A larger scale extraction experiment on
31 websites in the movie vertical resulted in
the extraction of over 2 million triples.

1 Introduction

Knowledge extraction is the problem of extracting
(subject, predicate, object) triples from unstruc-
tured or semi-structured data, where the subject
and object are entities and the predicate indicates
the relationship between them. In conventional in-
formation extraction (which we call “ClosedIE”),
a closed set of potential predicates and their se-
mantics are pre-defined in an ontology. Open In-
formation Extraction (OpenIE) is an alternative
approach that has no pre-defined ontology and in-
stead represents the predicate with a string ex-
tracted from the source data. These extractions can
capture a much vaster array of semantic relation-
ships than ClosedIE and have been used to support
many downstream use-cases, including question-

answering, ontology discovery, embedding gener-
ation, fact checking, and summarization (Mausam,
2016). Previous OpenIE work has concentrated on
raw text, with the aim to extract “open” triples
from natural language sentences (Niklaus et al.,
2018), with another line of work focused on ex-
tracting from webtables (Cafarella et al., 2008).

Semi-structured websites (e.g. IMDb) contain
many pages displaying information in stand-alone
fields in relatively consistent locations on each
page, with entities and the relationship between
them indicated via formatting features such as
section headers and lists of key-value pairs. Fig-
ure 1 shows an example page and the triples it
conveys. Semi-structured websites have recently
been shown to be a rich target for IE; the Knowl-
edge Vault large-scale web extraction experiment,
which extracted from semi-structured websites,
natural language text, webtables, and Semantic
Web annotations, found that semi-structured web-
sites contributed 75% of total extracted facts and
94% of high-confidence extractions (Dong et al.,
2014); the Ceres system showed that one can au-
tomatically extract from semi-structured sites with
a precision over 90% using distant supervision
(Lockard et al., 2018). These works, however, all
build on the tradition of semi-structured ClosedIE
techniques (Kushmerick et al., 1997; Soderland,
1999; Gulhane et al., 2011; Furche et al., 2014).

Interestingly, we are not aware of any work that
applies OpenIE on semi-structured sources, de-
spite the great potential to identify new relation-
ships and new knowledge triples. We investigated
8 movie websites from the Structured Web Data
Extraction (SWDE) corpus (Hao et al., 2011) and
found that the IMDb ontology can cover only 7%
of semantically unique predicates on these sites.

The major challenges that distinguish natural
language text and semi-structured data are the ba-
sic unit and the inherent structure of the data. In
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natural language text, each sentence is a unit; it
typically consists of a subject, a verb, and an ob-
ject, which corresponds naturally to the subject,
predicate, and object of a knowledge triple. Simi-
larly, in webtables, each table is a unit; its rows,
columns, and cells also naturally correspond to
subjects, predicates, and objects in triples.

In the semi-structured setting, the basic unit
is the webpage, which may contain hundreds or
thousands of entity mentions. There is no fixed
layout between the subject entity, object entity,
and their relation, which may be far apart on the
webpage. For example, Figure 1 contains object
strings that are below, to the left, and to the right
of their corresponding predicates; even trickier, for
object string “Uma Thurman”, the correct predi-
cate string “Cast” is much farther away than the in-
correct one “Crew”. Despite the challenges, semi-
structured pages do provide inherent visual struc-
ture to help distinguish the subject of a page, and
(predicate, object) pairs for the subject. In this pa-
per we answer the following question: Given semi-
structured webpages in a website, how can we tell
which field contains the subject, and which fields
contain the (predicate, object) pairs for the subject
through any visual or DOM-structured clue?

This paper makes three contributions. Our first
contribution is to formally define a new problem
of OpenIE from semi-structured websites (Sec-
tion 2). We created a benchmark1 for this problem
by enhancing the SWDE corpus (Hao et al., 2011);
our benchmark contains a high accuracy and cov-
erage set of ground truth extractions for 21 web-
sites spanning three domains, comprising 855,748
labels across 27,641 pages (Section 4).

Our second contribution is OpenCeres, a solu-
tion for OpenIE on semi-structured websites (Sec-
tion 3). Our solution is novel in three aspects. First,
whereas ClosedIE techniques on semi-structured
data focus on extracting objects for given pred-
icates, we also identify predicate strings on the
website that represent the relations. Second, while
ClosedIE techniques can only learn extraction
patterns for predicates where there exists seed
knowledge, we identify unseen predicates by ap-
plying semi-supervised label propagation. Third,
whereas most existing extraction techniques on
semi-structured sites leverage only DOM patterns
as evidence, we use visual aspects of the webpage

1https://homes.cs.washington.edu/
˜lockardc/expanded_swde.html

Figure 1: A cropped portion of the detail page from
allmovie.com for the film Tape with some triples indi-
cated. Solid green and dashed yellow arrows indicate
predicate strings and objects respectively.

for distant supervision and label propagation.
Our final contribution is a comprehensive eval-

uation on our new benchmark dataset and online
websites (Section 5). Our proposed method ob-
tained an F1 of 0.68, significantly higher than
baseline systems, while extracting 7 times as many
predicates as were present in the original ontology.
In addition, we evaluate on a set of 31 movie web-
sites, yielding 1.17 million extractions at a preci-
sion of 0.70. Our results inspire new directions for
improvement as discussed in Section 7, and serve
as a good baseline for future work.

2 Overview

2.1 Problem Definition

We propose the problem of OpenIE from semi-
structured websites. A semi-structured website W
consists of a set of detail pages that each contains
information about a particular entity, the topic en-
tity of the page. This information is typically pop-
ulated from an underlying database into an HTML
template to create the detail pages. The goal of
semi-structured OpenIE is to recover all (sub-
ject, predicate, object) triples represented in these
templatized fields, including the extraction of the
string that semantically represents each predicate.

Relation objects are sometimes present without
an explicit predicate string defining the relation-
ship; since OpenIE requires extraction of a pred-
icate string, we only consider the case where a
meaningful predicate string exists on the page.

Definition 2.1 (Semi-Structured OpenIE) Let
W be a semi-structured website, with each page
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wi containing facts about a topic entity ti. Semi-
Structured OpenIE extracts a set of triples from
W such that the subject, predicate, and object of
each triple is a string value on a page in W , with
the subject representing ti and the predicate string
semantically representing the relation between
the subject and object as asserted by the webpage.

Following the tradition of relation extraction,
which considers only binary relationships, we do
not consider extraction of compound value types
(CVTs) (Freebase, 2018), which express multi-
way relationships. In this work, we narrow our fo-
cus to Semi-structured OpenIE from a given do-
main, since we will rely on pre-existing knowl-
edge about that domain to provide us with seed
annotations. We leave the extension to the general
semi-structured OpenIE problem for future work.

2.2 From ClosedIE to OpenIE

We first summarize the Ceres techniques proposed
in (Lockard et al., 2018), which is the state-of-
the-art for ClosedIE from semi-structured web-
sites. Ceres learns a model capable of generaliz-
ing across variations in a website from training la-
bels automatically generated by the distant super-
vision technique. The automatic annotation con-
tains two steps. First, topic annotation annotates
the topic name on the page. Second, relation an-
notation annotates each object field, where the re-
lation is guessed as a relationship in the seed ontol-
ogy that is valid between the topic and the object.

OpenIE needs to go beyond existing relations in
the ontology, identifying relations not existing in
seed knowledge. As such, it raises two challenges
for the relation annotation step. First, in addition
to annotating the objects, we also need to be able
to identify the predicate fields in order to extract
predicate strings. Second, in addition to annotating
the predicates already in the seed knowledge, we
also need to identify new predicates on a webpage.

Figure 2 shows the infrastructure of our OpenIE
solution, OpenCeres. We propose a relation anno-
tation method that is suitable for OpenIE (shown
in the shaded blocks), and inherit other compo-
nents from Ceres (Lockard et al., 2018). Our key
intuition to solve this problem is that different
predicates often share some visual features, such
as being aligned vertically or horizontally, sharing
the same font, size or color, and so on. Thus, if we
can identify at least one (predicate, object) pair on
the page, we can look for other similarly formatted

Figure 2: An overview of our proposed semi-structured
OpenIE model learning process. Shaded areas indicate
contributions of our process.

pairs of nodes and assume that they also represent
(predicate, object) pairs. Accordingly, we propose
a three-stage process that combines distant super-
vision and semi-supervised learning.

1. Predicate-object candidate generation: We
first generate potential candidate (predicate,
object) pairs, as described in Section 3.1. The
search for these candidate pairs is quasilinear
in the number of DOM nodes, thereby avoid-
ing examination of every pair of DOM nodes.

2. Distant supervision: We then use a seed
knowledge base (KB) to identify instances
of (predicate, object) pairs appearing in the
seed, where the predicate exists in a pre-
defined ontology, as described in Section
3.2. For example, for the page in Figure
1, we would hope to identify (“Director”,
“Richard Linklater”) assuming that fact was
in our KB.

3. Semi-supervised label propagation: We per-
form a semi-supervised label propagation
step to identify pairs of nodes that are for-
matted similarly to the known (predicate, ob-
ject) pairs as described in Section 3.3; these
new (predicate, object) pairs give us train-
ing labels for new predicates. For example, in
Figure 1, we should identify the pair (“Cin-
ematographer”, “Maryse Alberti”) since it
is formatted similarly to our seed pair, even
though the concept of cinematographer does
not exist in our seed ontology.

3 Approach

We now describe the three key steps we use to gen-
erate training labels.
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3.1 Candidate pair generation

Recall that for ClosedIE we only need to annotate
objects; for OpenIE we need to additionally iden-
tify the predicates, which will then allow us to find
other predicates not found in the seed KB. Our first
step is thus to find all potential (predicate, object)
pairs on a webpage for further annotation.

Determining which nodes should be checked as
potential predicates for a given object is not triv-
ial. On the one hand, there may be hundreds of
nodes on the page, so considering all potential
pairs of nodes would be computationally expen-
sive. On the other hand, consider that a webpage
about a movie may contain a long list of actors
under the section header “Cast”; in Euclidean dis-
tance, the actor at the bottom of the list may be
quite far away from the “Cast” string at the top of
the list, so only searching nearby nodes may miss
the predicate node.

To identify potential predicate nodes, we use
our intuition that predicate strings should be more
common across a website than their related ob-
ject strings. Consider (“Language”, “English”) as
an example. Even though the object string “En-
glish” might be quite common on a site, it should
be less frequent than its corresponding predicate
string “Language”. According to the site-wide fre-
quency rankings, we consider a (predicate, object)
pair a candidate pair only if the predicate appears
more frequently than the object2.

Following this intuition, we start by computing
the frequency of each string found across all pages
in the website, and create a ranked list. Second,
for each DOM node, we create candidate pairs
consisting of the node as object and the k-nearest
higher ranking nodes as predicate . Third, to iden-
tify potential predicates that may be farther away
but still represent a section header for the region
of the page containing the object, we recursively
travel up the DOM tree, and at each level we find
the k-highest ranked candidate predicates paired
with any candidate object in that DOM subtree.
We create additional candidate pairs pairing those
candidate predicates with all candidate objects in
that subtree. Thus in total each candidate object is
paired with up to dk candidate predicates, where d
is the depth of the DOM.

For example, consider the object strings in the

2We consider strings consisting of numeric values only as
potential objects and not predicates, regardless of their fre-
quency.

Cast section of Figure 1, with a k value of 1.
Since “Cast” appears on every page, an initial can-
didate pair would be created for (“Cast”, “Ethan
Hawke”). If Hawke is mentioned more frequently
across the site than the other actors, he would be
paired as the potential predicate for their strings
since they are closer to his name than “Cast”,
such as (“Ethan Hawke”, “Robert Sean Leonard”).
However, since Hawke and Leonard are in the
same <div>, the recursive process would add the
candidate pair (“Cast”, “Robert Sean Leonard”)
since “Cast” would be the most highly ranked
string associated with any object in that section.

3.2 Seed labels
In the second stage, given a webpage, the subject
and objects we have identified on the page, and
the candidate (predicate, object) pairs, we are now
ready for distant supervision annotation to gener-
ate seed labels that are (predicate, object) pairs for
the subject appearing in the seed knowledge.

We start with the Ceres object identification to
generate a list of nodes containing object strings
corresponding to KB predicates, and look up
(predicate, object) pairs in the candidate list that
contain the object node. We use lexical clues to
we filter a candidate (predicate, object) pair if the
predicate name is not semantically similar to the
predicate in the ontology. There are multiple ways
of doing this. One way is to compare the cosine
similarity of word embeddings (such as FastText
(Bojanowski et al., 2017)) representing the pred-
icate string and the ontology predicate name and
filter using a threshold. Another way is to manu-
ally compile a few terms for each predicate in our
ontology, and filter a predicate if it does not con-
tain any of the terms as a substring. Empirically
we found using a manually compiled list, which
takes about a minute per predicate, gives higher
precision than using embeddings, though it limits
us to the particular language of those terms. Af-
ter the filtering step, we can fairly safely choose
the (predicate, object) pair where the predicate is
closest to the object in Euclidean distance.

3.3 Semi-supervised Label Propagation
In the third stage, given a set of (predicate, object)
pairs on a webpage generated in the first stage, we
aim at following visual clues to find other (pred-
icate, object) pairs on the same page. These new
candidate pairs serve as training labels for predi-
cates that may not occur in the seed knowledge.

3050



We apply semi-supervised learning, which typ-
ically resorts to a similarity graph where similar
instances are connected by edges in the graph, and
propagates existing labels to neighbor nodes. Our
intuition is that (predicate, object) pairs should
share similar formatting; we capture this intuition
as we construct the graph.
Graph construction: Each vertex in the similar-
ity graph represents a candidate pair, an edge con-
necting two vertices indicates that the two candi-
date pairs are similar, and the edge weight gives
the level of similarity. We compute similarity be-
tween candidate pairs by visual clues3, creating an
edge between them if they have similar predicate
formatting and simliar object formatting. Format-
ting similarity requires having the same font, font
size, font weight, and text alignment, and being ei-
ther vertically or horizontally aligned.

We then weight the edges by adding up similar-
ities of the horizontal, vertical, and DOM relation-
ship between predicate and object. Similarity of
DOM relationship is 1 for exact match and 0 other-
wise. Similarity of horizontal relationship is com-
puted by measuring the distance between the pred-
icate and the object in a (pred, obj) pair, and then
taking the ratio of minimum distance and maxi-
mum distance4. We compute similarity of vertical
relationship in a similar way, giving:

wi,j = 1rd(i)=rd(j) +max

(
0,

min (rh (i) , rh (j))

max (rh (i) , rh (j))

)

+max

(
0,

min (rv (i) , rv (j))

max (rv (i) , rv (j))

)

where i and j are candidate pairs, rd calculates the
DOM path, rh calculates the horizontal distance
between candidate predicate and candidate object,
and rv calculates the vertical distance.

A sample graph for the webpage in Figure 1 is
shown in Figure 3. The pair (“Director”, “Richard
Linklater”) is connected to the pair (“Cinematog-
rapher”, “Maryse Alberti”) with a weight of 3,
since they have identical values for all three re-
lationships, while (“Sub-Genres:”, “Psychological

3To harvest these features, we render the page using the
headless Chrome browser and access element attributes with
Selenium (https://www.seleniumhq.org/).

4In practice, there are multiple ways to calculate horizon-
tal distance: Left side to left side, left side to right side, right
to right, and right to left. The same holds for vertical distance.
We calculate each possible ratio and use the one that gives the
highest weight. In the case that the ratio is negative (e.g. one
pair had predicate to the left of the object while the other pair
had it to the right), we set it to 0.

Figure 3: A portion of the graph corresponding to the
webpage in Figure 1. Lighter nodes indicate seed pairs
labeled by the Ceres process.

Drama”) and (“Sub-Genres”, “Reunion Films”)
have an edge weight of 2.1 since the latter’s hori-
zontal distance is ten times greater than the former.

To speed up propagation, we keep only the 10
top-weighted edges for each pair. On average, on
the dataset in Section 4, pages have 1,142 text
fields resulting in 2,813 candidate pairs connected
by 14,733 edges, far less than the 1.3 million can-
didate pairs (and corresponding increase in edges)
that would result from a naive pairwise matching.

Label propagation: We use the MultiRankWalk
label propagation algorithm (Lin and Cohen,
2010), which has been shown to be successful in
very low-data situations. This allows us to propa-
gate even when we only have a single seed label on
a page. MultiRankWalk adapts the Personalized
PageRank (PPR) algorithm for a classification set-
ting, conducting a PageRank run for each class,
with the personalization vector set to equally di-
vide the restart probability among positive labeled
examples of the class. The PageRank runs are con-
ducted over the weighted graph constructed in the
prior step. Each unlabeled vertex is assigned to
the class whose PageRank run gives it the highest
score. In our case we have two PPR runs: a posi-
tive run for labeled (predicate, object) candidates
and a negative run for unlabeled candidates.

The results of this process are then used as train-
ing data to train a supervised Ceres (Lockard et al.,
2018) extraction model.

4 Extended SWDE Benchmark

The Structured Web Data Extraction (SWDE)
dataset has served as a benchmark for semi-
structured web extraction, with webpages and
ground truth extractions from 10 websites in each
of 8 domains (Hao et al., 2011). However, the
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ground truth in SWDE only covers a subset of the
predicates found on each site, typically 3-4 predi-
cates per domain.

We extend it as follows: Of the 8 domains, we
kept 4 domains whose page topics are named en-
tities. We extended their gold set to include ex-
tractions identifying all key-value semi-structured
fields on the websites. Since not all SWDE web-
sites can still be rendered in the browser (due to
missing resources), we eliminated websites that
we were unable to successfully render in the
Chrome browser, resulting in 30 websites. We then
attempted to create ground truth via a combination
of wrapper induction based on manually-labeled
training data (with an extractor implementation
based on (Gulhane et al., 2011)), hand-crafted ex-
traction rules, and manual cleanup of remaining
errors. Eventually, we generated accurate labels
for 21 sites in 3 domains.

This new extended benchmark includes both
extracted object values as well as the predicate
string that accompanies each value on the page.
The statistics of the augmented dataset are shown
in Table 1. We enhanced SWDE in two ways.
First, SWDE on average contains 4,480 triples for
3 predicates from these 21 websites, whereas we
have an average of 41K triples for 36 predicates.
The number of predicates per website ranges from
5 to 272 (Hollywood features very fine-grained re-
lationships like “Assistant Art Director”). Second,
when multiple predicate strings may apply on the
webpage, we list all of them in order of specificity.
Taking Figure 1 as an example, we include both
“Director” and “Crew” for a relation, considering
the former to be more specific. To our knowledge,
this is the first dataset that represents all key-value
pairs found in semi-structured web data.

5 Experimental Evaluation

5.1 Experimental Setup

Datasets: Our primary dataset is the augmented
SWDE corpus described in Section 4. In addi-
tion, we used the set of 315 movie websites (com-
prising 433,000 webpages) found in Common-
Crawl6 from Lockard et al. (2018). To generate
seed KBs for the distant supervision, we relied on
the methodology from Lockard et al. (2018), using
the IMDb database for the Movie domain, and us-

5We removed the two sites on which Lockard et al. (2018)
reported Ceres made no annotations.

6www.commoncrawl.org

Domain Site # Predicates # Labels

Movie AllMovie 65 104,303
Movie AMCTV 20 85,916
Movie Hollywood 272 77,047
Movie iHeartMovies 9 21,253
Movie IMDb 36 152,880
Movie Metacritic 18 43,450
Movie RottenTomatoes 12 65,524
Movie Yahoo 12 28,354

University CollegeProwler 26 40,707
University ECampusTours 17 18,448
University Embark 67 46,431
University MatchCollege 68 107,763
University USNews 22 21,269

NBAPlayer ESPN 22 6,757
NBAPlayer FanHouse 16 6,656
NBAPlayer FoxSports 15 6,157
NBAPlayer MSNca 12 5,208
NBAPlayer SI 12 6,082
NBAPlayer Slam 13 5,453
NBAPlayer USAToday 5 2,178
NBAPlayer Yahoo 9 3,912

Table 1: Statistics of the augmented SWDE dataset.

ing the original SWDE ground truth for websites
CollegeBoard and ESPN to create a KB for the
University and NBAPlayer domains respectively.
Implementations: We compared OpenCeres with
two baselines. The three algorithms apply the
same method to extract topic subjects but differ in
how they extract (predicate, object) pairs.

1. WEIR: Proposed by Bronzi et al. (2013), the
Web Extraction and Integration of Redun-
dant data (WEIR) approach takes as input
a set of websites in the same subject do-
main and makes use of overlap in observed
entities across sites to learn extraction rules
for predicates. The system is unsupervised,
though it does require a dictionary of po-
tential page topic entities for the domain to
align pages between sites. WEIR also con-
tains a method for automatically identifying
predicate strings for the extraction rules it
learned by finding strings that frequently oc-
cur nearby extracted objects in the HTML
templates of sites in the domain.

2. Colon Baseline: Semi-structured pages fre-
quently represent a (predicate, object) pair
via a set of adjacent DOM nodes, with the
predicate string ending in a colon and the
object string either to its right or below it.
This baseline starts with the (predicate, ob-
ject) candidate pairs generated in Section 3.1,
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identifies those where the predicate field ends
with a colon, and extracts them as a predicate
along with their closest candidate object ei-
ther to their right or below.

3. OpenCeres: This implements our system ex-
actly as described in Section 3, using the gen-
erated training data to train a Ceres extractor.

In addition, to understand the uper bound of
OpenCeres, we implemented two versions using
ground truth data for training seeds:

4. OpenCeres-Gold: This implements our sys-
tem, but skips the label propagation step and
replaces noisy seed labels (Section 3.2) with
samples from ground truth triples. We sam-
pled 25% of triples for each predicate, so this
method is essentially ClosedIE Ceres with
incomplete but clean training labels, giving
an upper bound on the system’s performance
when no errors are introduced during training
data generation and label propagation.

5. OpenCeres-GoldProp: This implements
OpenCeres-Gold, but adds the label propa-
gation step described in Section 3.3. Rather
than sampling 25% of ground truth triples
from all predicates, we instead sample p%
of ground truth predicates for a site (with
p varying from 10 to 100) and then sample
25% of the corresponding triples for each
page. The process is run five times for each
setting of p and the results are averaged.

Evaluation: Evaluation is tricky for semi-
structured OpenIE because a page may contain
multiple valid predicates for a relation. Recall that
the SWDE benchmark data we generated (Sec-
tion 4) lists all predicate strings that are valid,
ranked in their order of specificity. We thus define
two scores for an extracted triple.

• A strict score that requires an exact match be-
tween the extracted predicate and the most-
specific predicate string in the ground truth.

• A lenient score that counts an extraction as
correct if the extracted predicate matches any
of the predicate strings in the ground truth.

For the SWDE dataset, where we have com-
plete ground truth, we compute precision, recall,
and F1. For the CommonCrawl dataset, where no
ground truth exists, we sampled 500 extractions at
each confidence threshold (giving a 4% margin of
error) and manually scored them; since we cannot
calculate true recall, we report precision and yield.

System
Movie NBA University

P R P R P R

WEIR (Bronzi et al., 2013) 0.23 0.17 0.08 0.17 0.13 0.18
Colon Baseline 0.63 0.21 0.51 0.33 0.46 0.31

OpenCeres 0.77 0.68 0.74 0.48 0.65 0.29

OpenCeres-Gold 0.99 0.74 0.98 0.80 0.99 0.60

Table 2: Extraction precision and recall (lenient) on
SWDE domains. OpenCeres on average improves over
baseline by 36% on precision and by 88% on recall.

5.2 Results on SWDE

Overall results: Table 2 shows the precision and
recall obtained via lenient scoring. Our results
show that OpenCeres outperformed both base-
lines, achieving an average precision of 72%
across the three domains, with an average recall of
48%. Comparing with OpenCeres-Gold on Movie,
our precision is 22% lower, while recall is only
5% lower, showing that our label propagation is
fairly effective in preserving recall, but introduces
errors reducing precision. WEIR does not perform
as well as ColonBaseline, showing that our (pred-
icate, object) candidate identification technique
works well.

Our recall is a robust 68% in the Movie domain,
but is much lower in the other two domains. This
is because we failed to make any extraction in 3
of the 5 University sites and 2 of the 8 NBA sites
due to the inability to find a predicate string for the
seed predicates. In some cases no predicate string
existed, but in others the string was not in our lexi-
con. In fact, if we skip those websites where we
extract nothing, our recall increases to 58% for
NBA and 44% for University. Other recall misses
occur when a page has some semi-structured fields
that differ significantly in format from those found
in our seed ontology, so they were too dissimilar
for the label propagation to extend to them.

Details: We now deep dive to results of
OpenCeres, shown in Table 3. First, our scoring
under the “strict” rules is only slightly lower than
under “lenient” rules, because the case that mul-
tiple predicates apply is not common and we are
often able to find the most specific ones. Across
all triples, the overall lenient F1 is 0.68 and strict
F1 is 0.61. Second, at predicate-level, OpenCeres
has an average precision of 74% and recall of 39%,
showing that our method attains high precision for
the new predicates it identifies. Third, through the
label propagation technique, we are able to extract
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an average of 10.5 new predicates for every predi-
cate in our seed ontology.

A sample of 100 erroneous OpenCeres extrac-
tions shows that 33% of errors are due to the pres-
ence of CVTs on the page. For example, the movie
site Rotten Tomatoes contains a “Full Review”
predicate that contains review date, writer, publi-
cation, and text; we extracted only the date, which
arguably is not useful. Considering these extrac-
tions as correct will increase the precision to 81%.
Among the errors, 22% were due to incoherent
predicates such as “See More”, while 20% were
due to incorrect extraction of a template string as
an object of a correct predicate.

Label propagation: Figure 4 shows how the la-
bel propagation process successfully creates new
training examples from a small number of seeds.
While propagation does introduce some precison
errors, when only 10% of predicates are given to
OpenCeres-GoldProp as seeds (and only 25% of
triples sampled for each predicate), training data
recall is already nearly 50%. As the percentage
of seed predicates rises, the seeds become more
likely to capture the full variety of predicate for-
matting, and recall rises.

There are a number of reasons why the recall
upper bound demonstrated by OpenCeres-Gold
(and OpenCeres-GoldProp) is less than perfect.
First, a small number of relations in the dataset
have predicate or object strings that span multiple
text fields (particularly in the University vertical);
the implemented system can only extract a sin-
gle text field, so these will be missed. Second, the
Candidate Pair Identification algorithm has imper-
fect recall. Finally, because only 25% of ground
truth triples were used for each page of training
data, some true positive examples were sampled
as negative examples for training, thereby lower-
ing classification recall.

Parameter setting: Table 4 shows that Candidate
Pair Identification has increasing recall in captur-
ing true candidate pairs in the SWDE-Movie verti-
cal with more neighbors considered, with a trade-
off in increased runtime due to the creation of
more pairs; we used k = 5 in our experiments.

5.3 Results on CommonCrawl

We now report results of ClosedIE and OpenIE ex-
tractions on the 31 CommonCrawl websites; the
ClosedIE implementation is a subset of the Ope-
nIE system, without the shaded components in

Movie NBA Player University

Triple-level F1 0.72 (0.65) 0.58 (0.58) 0.41 (0.36)

Pred-level Prec 0.55 (0.52) 0.86 (0.86) 0.81 (0.76)
Pred-level Rec 0.35 (0.32) 0.46 (0.46) 0.37 (0.35)
Pred-level F1 0.43 (0.40) 0.60 (0.60) 0.51 (0.48)

New:Existing-pred ratio 4.4 : 1 4.3 : 1 23.0 : 1

Table 3: Detailed results of OpenCeres using lenient
scoring, with strict scoring results shown in parenthe-
ses.

Figure 4: Precision and recall of the training data auto-
matically created for the Movie domain by OpenCeres-
GoldProp, after label propagation from seed data cre-
ated by first sampling varying percents of the ground
truth predicates for a site and then sampling a constant
25% of ground truth objects for each predicate.

Figure 2. Of these 31 websites, we successfully
extracted from 22 sites using OpenIE, and failed
to extract from 9 sites because of our inability
to match their predicate strings to our lexicon for
seed predicates (4 sites were in foreign languages
while our lexicon is in English, on 3 sites the pages
had no predicate strings labeling the seed object,
and 2 sites used terms outside our lexicon).

Figure 5 shows the precision-yield curve of our
ClosedIE and OpenIE extractions as we vary the
confidence threshold. At a 0.5 confidence thresh-
old, we extracted 2.3M triples at a precision of
0.58, where 1.17M (51%) have new predicates.
A higher threshold of 0.8 yielded 1.17M extrac-
tions at a precision of 0.70, with 50% of extrac-
tions representing new predicates. The high per-
centage of extractions with new predicates shows
the big promise of our method in enriching exist-
ing knowledge bases not only with new entities
and new facts, but also with new relationships.

6 Related Work

In unstructured text, OpenIE was originally pro-
posed by Banko et al. (2007), an approach ex-
tended by ReVerb (Fader et al., 2011) and Ollie
(Mausam et al., 2012), which relied on syntactic
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k # candidates recall

3 1,863 0.92
7 3,044 0.95
11 4,104 0.98

Table 4: Average number of candidate pairs produced
by considering k-nearest higher ranking text fields for
each candidate object on the SWDE-Movie dataset,
along with recall over true pairs.

Figure 5: Extraction precision vs. number of extrac-
tions on the CommonCrawl dataset at various confi-
dence thresholds; ClosedIE is the implementation of
the Ceres system. OpenCeres-All shows all extractions
from OpenCeres, while OpenCeres-New shows only
the OpenCeres extractions with new predicates.

constraints to identify relation patterns. Our ap-
proach is influenced by Wu and Weld (2010), who
aligned Wikipedia infobox contents to article text
to automatically create training data for an extrac-
tor. Recent work on neural extraction models (Cui
et al., 2018) has explored entirely supervised mod-
els learned from a modified version of the QA-
SRL dataset (Stanovsky et al., 2018).

The line of research that has most closely ex-
amined the prospect of OpenIE-style extractions
using webpage structure is the work on Webtables
(Cafarella et al., 2008; Dalvi et al., 2012; Balakr-
ishnan et al., 2015; Cafarella et al., 2018). This
work specifically examines the identification of
subjects, predicate, and object strings but is lim-
ited to fields in rows and columns created using
HTML <table> tags. Extractions from webta-
bles have recently been harnessed as a source of
facts for question-answering systems (Pasupat and
Liang, 2015; Krishnamurthy et al., 2017).

In extraction from semi-structured websites,
the traditional approach is wrapper induction, in
which a rule learning algorithm is applied to a set
of labeled training examples (Kushmerick et al.,
1997). Work in this line of research has achieved
high accuracy from only a few labeled exam-
ples, but requires manually-annotated examples

for each website (Gulhane et al., 2011). To remove
this bottleneck, researchers have explored alterna-
tive ways to automatically create labeled data and
learn models from such potentially noisy labels
(Dalvi et al., 2011; Gentile et al., 2015; Furche
et al., 2014; Lockard et al., 2018). However, these
approaches cannot find triples for predicates that
are not in the seed ontology.

The Roadrunner project (Crescenzi et al., 2001)
does attempt to identify the objects of all relations
represented on a site, but does not extract predicate
strings. However, the WEIR project (Bronzi et al.,
2013) extended this framework with a heuristic
to harvest predicate strings based on words found
in DOM nodes that form part of the path of the
learned XPath extraction rule. This is the first
work that could truly be considered an OpenIE
approach to semi-structured extraction. However,
as we show in our experiments, the constraints of
their heuristic limit the recall of this approach.

7 Conclusions

We presented a new problem of Open Information
Extraction from semi-structured websites, and are
releasing a new set of over 855,000 ground truth
extractions for 21 websites available in the SWDE
corpus. We also proposed an algorithm for Ope-
nIE that employs semi-supervised label propaga-
tion to discover new predicates based on a set of
seed predicates in a known ontology. This method
attained a 68% F1 score in OpenIE extractions on
our benchmark. In addition, a large-scale evalua-
tion on 31 CommonCrawl movie websites yielded
extractions of over two million triples.

In the future, we would like to improve extrac-
tion by training a model to extract (predicate, ob-
ject) pairs directly without having to train on par-
ticular predicates. Such a model could potentially
be based on visual clues common across websites,
so a single model could be applied to many sites.
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Abstract

We present an approach to minimally su-
pervised relation extraction that combines
the benefits of learned representations and
structured learning, and accurately predicts
sentence-level relation mentions given only
proposition-level supervision from a KB. By
explicitly reasoning about missing data dur-
ing learning, our approach enables large-scale
training of 1D convolutional neural networks
while mitigating the issue of label noise in-
herent in distant supervision. Our approach
achieves state-of-the-art results on minimally
supervised sentential relation extraction, out-
performing a number of baselines, including
a competitive approach that uses the attention
layer of a purely neural model.1

1 Introduction

Recent years have seen significant progress on
tasks such as object detection, automatic speech
recognition and machine translation. These per-
formance advances are largely driven by the appli-
cation of neural network methods on large, high-
quality datasets. In contrast, traditional datasets
for relation extraction are based on expensive and
time-consuming human annotation (Doddington
et al., 2004) and are therefore relatively small.
Distant supervision (Mintz et al., 2009), a tech-
nique which uses existing knowledge bases such
as Freebase or Wikipedia as a source of weak su-
pervision, enables learning from large quantities
of unlabeled text and is a promising approach for
scaling up. Recent work has shown promising re-
sults from large-scale training of neural networks
for relation extraction (Toutanova et al., 2015;
Zeng et al., 2015).

There are, however, significant challenges due
to the inherent noise in distant supervision. For

1 Our code and data are publicly available on Github:
https://github.com/bflashcp3f/PCNN-NMAR

example, Riedel et al. (2010) showed that, when
learning using distant supervision from a knowl-
edge base, the portion of mis-labeled examples
can vary from 13% to 31%. To address this issue,
another line of work has explored structured learn-
ing methods that introduce latent variables. An ex-
ample is MultiR (Hoffmann et al., 2011), which is
based on a joint model of relations between enti-
ties in a knowledge base and those mentioned in
text. This structured learning approach has a num-
ber of advantages; for example, by integrating in-
ference into the learning procedure it has the po-
tential to overcome the challenge of missing facts
by ignoring the knowledge base when mention-
level classifiers have high confidence (Ritter et al.,
2013; Xu et al., 2013). Prior work on structured
learning from minimal supervision has leveraged
sparse feature representations, however, and has
therefore not benefited from learned representa-
tions, which have recently achieved state-of-the-
art results on a broad range of NLP tasks.

In this paper, we present an approach that com-
bines the benefits of structured and neural methods
for minimally supervised relation extraction. Our
proposed model learns sentence representations
that are computed by a 1D convolutional neural
network (Collobert et al., 2011) and are used to
define potentials over latent relation mention vari-
ables. These mention-level variables are related to
observed facts in a KB using a set of determin-
istic factors, followed by pairwise potentials that
encourage agreement between extracted proposi-
tions and observed facts, but also enable inference
to override these soft constraints during learning,
allowing for the possibility of missing informa-
tion. Because marginal inference is intractable in
this model, a MAP-based approach to learning is
applied (Taskar et al., 2004).

Our approach is related to recent work struc-
tured learning with end-to-end learned representa-
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tions, including Structured Prediction Energy Net-
works (SPENs) (Belanger and McCallum, 2016);
the key differences are the application to mini-
mally supervised relation extraction and the inclu-
sion of latent variables with deterministic factors,
which we demonstrate enables effective learning
in the presence of missing data in distant supervi-
sion. Our proposed method achieves state-of-the-
art results on minimally supervised sentential rela-
tion extraction, outperforming a number of base-
lines including one that leverages the attention
layer of a purely neural model (Lin et al., 2016).

2 A Latent Variable Model for Neural
Relation Extraction

In this section we present our model, which com-
bines continuous representations with structured
learning. We first review the problem setting
and introduce notation, next we present our ap-
proach to extracting feature representations which
is based on the piecewise convolutional neural net-
work (PCNN) model of Zeng et. al. (2015) and
includes positional embeddings (Collobert et al.,
2011). Finally we describe how this can be com-
bined with structured latent variable models that
reason about overlapping relations and missing
data during learning.

2.1 Assumptions and Problem Formulation

Given a set of sentences, s = s1, s2 . . . , sn that
mention a pair of knowledge base entities e1 and
e2 (dyad), our goal is to predict which relation, r,
is mentioned between e1 and e2 in the context of
each sentence, represented by a set of hidden vari-
ables, z = z1, z2, . . . zn. Relations are selected
from a fixed set drawn from a knowledge base,
in addition to NA (no relation). Minimally super-
vised learning is more difficult than supervised re-
lation extraction, because we do not have direct
access to relation labels on the training sentences.
Instead, during learning, we are only provided
with information about what relations hold be-
tween e1 and e2 according to the KB. The problem
is further complicated by the fact that most KBs
are highly incomplete (this is the reason we want
to extend them by extracting information from text
in the first place), which effectively leads to false-
negatives during learning. Furthermore, there are
many overlapping relations between dyads, so it is
easy for a model trained using minimal supervi-
sion from a KB to confuse these relationships. All

of these issues are addressed to some degree by
the structured learning approach that we present
in Section 2.3. First, however we present our ap-
proach to feature representation based on convolu-
tional neural networks.
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<latexit sha1_base64="rj6OOVsYR0YK/1stMvAydejdR1U=">AAACFHicbVBNS8NAEN34WeNX1aOXxSJ4KqkI6q3oxWNFYwttKJvNJl272YTdiVBCf4JX+2s8iVfv/hjBTZuDbR0YeLw3w7x5fiq4Bsf5tlZW19Y3Nitb9vbO7t5+9eDwSSeZosyliUhUxyeaCS6ZCxwE66SKkdgXrO0Pbwu9/cKU5ol8hFHKvJhEkoecEjDUA/Sf+9WaU3emhZdBowQ1VFarX/3pBQnNYiaBCqJ1t+Gk4OVEAaeCje1epllK6JBErGugJDHTXj61OsanhglwmCjTEvCU/buRk1jrUeybyZjAQC9qBfmf1s0gvPJyLtMMmKSzQ2EmMCS4+BsHXDEKYmQAoYobr5gOiCIUTDr23JlAF97mHsnTKDSmx7Ztm7wai+ksA/e8fl137i9qzZsyuAo6RifoDDXQJWqiO9RCLqIoQq/oDU2sifVufVifs9EVq9w5QnNlff0CZ2qeyA==</latexit><latexit sha1_base64="rj6OOVsYR0YK/1stMvAydejdR1U=">AAACFHicbVBNS8NAEN34WeNX1aOXxSJ4KqkI6q3oxWNFYwttKJvNJl272YTdiVBCf4JX+2s8iVfv/hjBTZuDbR0YeLw3w7x5fiq4Bsf5tlZW19Y3Nitb9vbO7t5+9eDwSSeZosyliUhUxyeaCS6ZCxwE66SKkdgXrO0Pbwu9/cKU5ol8hFHKvJhEkoecEjDUA/Sf+9WaU3emhZdBowQ1VFarX/3pBQnNYiaBCqJ1t+Gk4OVEAaeCje1epllK6JBErGugJDHTXj61OsanhglwmCjTEvCU/buRk1jrUeybyZjAQC9qBfmf1s0gvPJyLtMMmKSzQ2EmMCS4+BsHXDEKYmQAoYobr5gOiCIUTDr23JlAF97mHsnTKDSmx7Ztm7wai+ksA/e8fl137i9qzZsyuAo6RifoDDXQJWqiO9RCLqIoQq/oDU2sifVufVifs9EVq9w5QnNlff0CZ2qeyA==</latexit><latexit sha1_base64="rj6OOVsYR0YK/1stMvAydejdR1U=">AAACFHicbVBNS8NAEN34WeNX1aOXxSJ4KqkI6q3oxWNFYwttKJvNJl272YTdiVBCf4JX+2s8iVfv/hjBTZuDbR0YeLw3w7x5fiq4Bsf5tlZW19Y3Nitb9vbO7t5+9eDwSSeZosyliUhUxyeaCS6ZCxwE66SKkdgXrO0Pbwu9/cKU5ol8hFHKvJhEkoecEjDUA/Sf+9WaU3emhZdBowQ1VFarX/3pBQnNYiaBCqJ1t+Gk4OVEAaeCje1epllK6JBErGugJDHTXj61OsanhglwmCjTEvCU/buRk1jrUeybyZjAQC9qBfmf1s0gvPJyLtMMmKSzQ2EmMCS4+BsHXDEKYmQAoYobr5gOiCIUTDr23JlAF97mHsnTKDSmx7Ztm7wai+ksA/e8fl137i9qzZsyuAo6RifoDDXQJWqiO9RCLqIoQq/oDU2sifVufVifs9EVq9w5QnNlff0CZ2qeyA==</latexit>
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…
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… … … …

Sentence Representation:

Input Sentence:

Relation Observed in Database: 
 (Observed during learning)

Relation Mentioned in Corpus: 
(Latent)

Embedding Layer:
PCNN

Relation Mentioned in S: 
(Latent)
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si
<latexit sha1_base64="NRg/axUn1QChj5WPHBhm4NsDr3Q=">AAACFHicbVBNS8NAEJ3Urxq/qh69LBbBU0lEUG9FLx4rGltoQ9lsNu3SzSbsboQS+hO82l/jSbx698cIbtocbOvAwOO9GebNC1LOlHacb6uytr6xuVXdtnd29/YPaodHzyrJJKEeSXgiOwFWlDNBPc00p51UUhwHnLaD0V2ht1+oVCwRT3qcUj/GA8EiRrA21KPqs36t7jScWaFV4JagDmW1+rWfXpiQLKZCE46V6rpOqv0cS80IpxO7lymaYjLCA9o1UOCYKj+fWZ2gM8OEKEqkaaHRjP27keNYqXEcmMkY66Fa1gryP62b6ejaz5lIM00FmR+KMo50goq/UcgkJZqPDcBEMuMVkSGWmGiTjr1wJlSFt4VH8nQQGdMT27ZNXu5yOqvAu2jcNNyHy3rztgyuCidwCufgwhU04R5a4AGBAbzCG0ytqfVufVif89GKVe4cw0JZX79kXp7H</latexit><latexit sha1_base64="NRg/axUn1QChj5WPHBhm4NsDr3Q=">AAACFHicbVBNS8NAEJ3Urxq/qh69LBbBU0lEUG9FLx4rGltoQ9lsNu3SzSbsboQS+hO82l/jSbx698cIbtocbOvAwOO9GebNC1LOlHacb6uytr6xuVXdtnd29/YPaodHzyrJJKEeSXgiOwFWlDNBPc00p51UUhwHnLaD0V2ht1+oVCwRT3qcUj/GA8EiRrA21KPqs36t7jScWaFV4JagDmW1+rWfXpiQLKZCE46V6rpOqv0cS80IpxO7lymaYjLCA9o1UOCYKj+fWZ2gM8OEKEqkaaHRjP27keNYqXEcmMkY66Fa1gryP62b6ejaz5lIM00FmR+KMo50goq/UcgkJZqPDcBEMuMVkSGWmGiTjr1wJlSFt4VH8nQQGdMT27ZNXu5yOqvAu2jcNNyHy3rztgyuCidwCufgwhU04R5a4AGBAbzCG0ytqfVufVif89GKVe4cw0JZX79kXp7H</latexit><latexit sha1_base64="NRg/axUn1QChj5WPHBhm4NsDr3Q=">AAACFHicbVBNS8NAEJ3Urxq/qh69LBbBU0lEUG9FLx4rGltoQ9lsNu3SzSbsboQS+hO82l/jSbx698cIbtocbOvAwOO9GebNC1LOlHacb6uytr6xuVXdtnd29/YPaodHzyrJJKEeSXgiOwFWlDNBPc00p51UUhwHnLaD0V2ht1+oVCwRT3qcUj/GA8EiRrA21KPqs36t7jScWaFV4JagDmW1+rWfXpiQLKZCE46V6rpOqv0cS80IpxO7lymaYjLCA9o1UOCYKj+fWZ2gM8OEKEqkaaHRjP27keNYqXEcmMkY66Fa1gryP62b6ejaz5lIM00FmR+KMo50goq/UcgkJZqPDcBEMuMVkSGWmGiTjr1wJlSFt4VH8nQQGdMT27ZNXu5yOqvAu2jcNNyHy3rztgyuCidwCufgwhU04R5a4AGBAbzCG0ytqfVufVif89GKVe4cw0JZX79kXp7H</latexit><latexit sha1_base64="NRg/axUn1QChj5WPHBhm4NsDr3Q=">AAACFHicbVBNS8NAEJ3Urxq/qh69LBbBU0lEUG9FLx4rGltoQ9lsNu3SzSbsboQS+hO82l/jSbx698cIbtocbOvAwOO9GebNC1LOlHacb6uytr6xuVXdtnd29/YPaodHzyrJJKEeSXgiOwFWlDNBPc00p51UUhwHnLaD0V2ht1+oVCwRT3qcUj/GA8EiRrA21KPqs36t7jScWaFV4JagDmW1+rWfXpiQLKZCE46V6rpOqv0cS80IpxO7lymaYjLCA9o1UOCYKj+fWZ2gM8OEKEqkaaHRjP27keNYqXEcmMkY66Fa1gryP62b6ejaz5lIM00FmR+KMo50goq/UcgkJZqPDcBEMuMVkSGWmGiTjr1wJlSFt4VH8nQQGdMT27ZNXu5yOqvAu2jcNNyHy3rztgyuCidwCufgwhU04R5a4AGBAbzCG0ytqfVufVif89GKVe4cw0JZX79kXp7H</latexit>

w1
<latexit sha1_base64="g1Y4yQGEV9NzThZZTRXwn73mAS4=">AAACFHicbVBNS8NAEJ34WeNX1aOXxSJ4KokI6q3oxWNFYwttKJvNpl262YTdjVJCf4JX+2s8iVfv/hjBTZuDbR0YeLw3w7x5QcqZ0o7zba2srq1vbFa27O2d3b396sHhk0oySahHEp7IdoAV5UxQTzPNaTuVFMcBp61geFvorWcqFUvEox6l1I9xX7CIEawN9fDSc3vVmlN3poWWgVuCGpTV7FV/umFCspgKTThWquM6qfZzLDUjnI7tbqZoiskQ92nHQIFjqvx8anWMTg0ToiiRpoVGU/bvRo5jpUZxYCZjrAdqUSvI/7ROpqMrP2cizTQVZHYoyjjSCSr+RiGTlGg+MgATyYxXRAZYYqJNOvbcmVAV3uYeydN+ZEyPbds2ebmL6SwD77x+XXfvL2qNmzK4ChzDCZyBC5fQgDtoggcE+vAKbzCxJta79WF9zkZXrHLnCObK+voFDQ6ekw==</latexit><latexit sha1_base64="g1Y4yQGEV9NzThZZTRXwn73mAS4=">AAACFHicbVBNS8NAEJ34WeNX1aOXxSJ4KokI6q3oxWNFYwttKJvNpl262YTdjVJCf4JX+2s8iVfv/hjBTZuDbR0YeLw3w7x5QcqZ0o7zba2srq1vbFa27O2d3b396sHhk0oySahHEp7IdoAV5UxQTzPNaTuVFMcBp61geFvorWcqFUvEox6l1I9xX7CIEawN9fDSc3vVmlN3poWWgVuCGpTV7FV/umFCspgKTThWquM6qfZzLDUjnI7tbqZoiskQ92nHQIFjqvx8anWMTg0ToiiRpoVGU/bvRo5jpUZxYCZjrAdqUSvI/7ROpqMrP2cizTQVZHYoyjjSCSr+RiGTlGg+MgATyYxXRAZYYqJNOvbcmVAV3uYeydN+ZEyPbds2ebmL6SwD77x+XXfvL2qNmzK4ChzDCZyBC5fQgDtoggcE+vAKbzCxJta79WF9zkZXrHLnCObK+voFDQ6ekw==</latexit><latexit sha1_base64="g1Y4yQGEV9NzThZZTRXwn73mAS4=">AAACFHicbVBNS8NAEJ34WeNX1aOXxSJ4KokI6q3oxWNFYwttKJvNpl262YTdjVJCf4JX+2s8iVfv/hjBTZuDbR0YeLw3w7x5QcqZ0o7zba2srq1vbFa27O2d3b396sHhk0oySahHEp7IdoAV5UxQTzPNaTuVFMcBp61geFvorWcqFUvEox6l1I9xX7CIEawN9fDSc3vVmlN3poWWgVuCGpTV7FV/umFCspgKTThWquM6qfZzLDUjnI7tbqZoiskQ92nHQIFjqvx8anWMTg0ToiiRpoVGU/bvRo5jpUZxYCZjrAdqUSvI/7ROpqMrP2cizTQVZHYoyjjSCSr+RiGTlGg+MgATyYxXRAZYYqJNOvbcmVAV3uYeydN+ZEyPbds2ebmL6SwD77x+XXfvL2qNmzK4ChzDCZyBC5fQgDtoggcE+vAKbzCxJta79WF9zkZXrHLnCObK+voFDQ6ekw==</latexit><latexit sha1_base64="g1Y4yQGEV9NzThZZTRXwn73mAS4=">AAACFHicbVBNS8NAEJ34WeNX1aOXxSJ4KokI6q3oxWNFYwttKJvNpl262YTdjVJCf4JX+2s8iVfv/hjBTZuDbR0YeLw3w7x5QcqZ0o7zba2srq1vbFa27O2d3b396sHhk0oySahHEp7IdoAV5UxQTzPNaTuVFMcBp61geFvorWcqFUvEox6l1I9xX7CIEawN9fDSc3vVmlN3poWWgVuCGpTV7FV/umFCspgKTThWquM6qfZzLDUjnI7tbqZoiskQ92nHQIFjqvx8anWMTg0ToiiRpoVGU/bvRo5jpUZxYCZjrAdqUSvI/7ROpqMrP2cizTQVZHYoyjjSCSr+RiGTlGg+MgATyYxXRAZYYqJNOvbcmVAV3uYeydN+ZEyPbds2ebmL6SwD77x+XXfvL2qNmzK4ChzDCZyBC5fQgDtoggcE+vAKbzCxJta79WF9zkZXrHLnCObK+voFDQ6ekw==</latexit>

w2
<latexit sha1_base64="lEzryKbe+vId/yS+8EWOKAcaVGY=">AAACFHicbVBNS8NAEJ3Urxq/qh69BIvgqSRFUG9FLx4rGltoQ9lsNunSzSbsbpQS+hO82l/jSbx698cIbtocbOvAwOO9GebN81NGpbLtb6Oytr6xuVXdNnd29/YPaodHTzLJBCYuTlgiuj6ShFFOXEUVI91UEBT7jHT80W2hd56JkDThj2qcEi9GEachxUhp6uFl0BzU6nbDnpW1CpwS1KGs9qD20w8SnMWEK8yQlD3HTpWXI6EoZmRi9jNJUoRHKCI9DTmKifTymdWJdaaZwAoToZsra8b+3chRLOU49vVkjNRQLmsF+Z/Wy1R45eWUp5kiHM8PhRmzVGIVf1sBFQQrNtYAYUG1VwsPkUBY6XTMhTOBLLwtPJKnUahNT0zT1Hk5y+msArfZuG449xf11k0ZXBVO4BTOwYFLaMEdtMEFDBG8whtMjanxbnwYn/PRilHuHMNCGV+/DryelA==</latexit><latexit sha1_base64="lEzryKbe+vId/yS+8EWOKAcaVGY=">AAACFHicbVBNS8NAEJ3Urxq/qh69BIvgqSRFUG9FLx4rGltoQ9lsNunSzSbsbpQS+hO82l/jSbx698cIbtocbOvAwOO9GebN81NGpbLtb6Oytr6xuVXdNnd29/YPaodHTzLJBCYuTlgiuj6ShFFOXEUVI91UEBT7jHT80W2hd56JkDThj2qcEi9GEachxUhp6uFl0BzU6nbDnpW1CpwS1KGs9qD20w8SnMWEK8yQlD3HTpWXI6EoZmRi9jNJUoRHKCI9DTmKifTymdWJdaaZwAoToZsra8b+3chRLOU49vVkjNRQLmsF+Z/Wy1R45eWUp5kiHM8PhRmzVGIVf1sBFQQrNtYAYUG1VwsPkUBY6XTMhTOBLLwtPJKnUahNT0zT1Hk5y+msArfZuG449xf11k0ZXBVO4BTOwYFLaMEdtMEFDBG8whtMjanxbnwYn/PRilHuHMNCGV+/DryelA==</latexit><latexit sha1_base64="lEzryKbe+vId/yS+8EWOKAcaVGY=">AAACFHicbVBNS8NAEJ3Urxq/qh69BIvgqSRFUG9FLx4rGltoQ9lsNunSzSbsbpQS+hO82l/jSbx698cIbtocbOvAwOO9GebN81NGpbLtb6Oytr6xuVXdNnd29/YPaodHTzLJBCYuTlgiuj6ShFFOXEUVI91UEBT7jHT80W2hd56JkDThj2qcEi9GEachxUhp6uFl0BzU6nbDnpW1CpwS1KGs9qD20w8SnMWEK8yQlD3HTpWXI6EoZmRi9jNJUoRHKCI9DTmKifTymdWJdaaZwAoToZsra8b+3chRLOU49vVkjNRQLmsF+Z/Wy1R45eWUp5kiHM8PhRmzVGIVf1sBFQQrNtYAYUG1VwsPkUBY6XTMhTOBLLwtPJKnUahNT0zT1Hk5y+msArfZuG449xf11k0ZXBVO4BTOwYFLaMEdtMEFDBG8whtMjanxbnwYn/PRilHuHMNCGV+/DryelA==</latexit><latexit sha1_base64="pgt7e/aUqPh6UaONFIne6e+X0Ds=">AAACA3icbVBNS8NAFHypXzVWrWcvi0XwVBIv6k3w4rGCsYU2lM3mpV262YTdTaGE/gGv/TWexJ/hjxHctD3Y1oEHw8wub95EueDaeN63U9vbPzg8qh+7Jw339Oy82XjTWaEYBiwTmepFVKPgEgPDjcBerpCmkcBuNHmq/O4UleaZfDWzHMOUjiRPOKPGSp1hs+W1vSXILvHXpAVrDJs/gzhjRYrSMEG17vtebsKSKsOZwLk7KDTmlE3oCPuWSpqiDstlzDm5tkpMkkzZkYYs1b8/SppqPUsj+zKlZqy3vUr8z+sXJrkPSy7zwqBkq0VJIYjJSHUziblCZsTMEsoUt1kJG1NFmbHNuBtrYl1l2zikzEeJDT13XdfW5W+Xs0uC2/ZD23/xoA6XcAU34MMdPMIzdCAABjG8w8JZOB/O56rVmrOu9wI24Hz9AiipmwI=</latexit><latexit sha1_base64="5OklDCzJnyeNxwGEw0/tdoGXbdw=">AAACCXicbVDNSsNAGPxS/2qsWr16WSyCp5L0ot4ELx4rGltoQ9lsNunSzSbsbpQQ+ghe7dN4Eh/ChxHctD3Y1oEPhpldvvkmyDhT2nG+rdrW9s7uXn3fPmgcHh03TxrPKs0loR5JeSr7AVaUM0E9zTSn/UxSnASc9oLJXeX3XqhULBVPusion+BYsIgRrI30+DrqjJotp+3MgTaJuyQtWKI7av4Mw5TkCRWacKzUwHUy7ZdYakY4ndrDXNEMkwmO6cBQgROq/HIedYoujBKiKJVmhEZz9e+PEidKFUlgXiZYj9W6V4n/eYNcR9d+yUSWayrIYlGUc6RTVN2NQiYp0bwwBBPJTFZExlhiok079sqaUFXZVg4pszgyoae2bZu+3PV2NonXad+03QcH6nAG53AJLlzBLdxDFzwgEMMbvMPMmlkf1uei2Jq1bPgUVmB9/QI6kZ0V</latexit><latexit sha1_base64="5OklDCzJnyeNxwGEw0/tdoGXbdw=">AAACCXicbVDNSsNAGPxS/2qsWr16WSyCp5L0ot4ELx4rGltoQ9lsNunSzSbsbpQQ+ghe7dN4Eh/ChxHctD3Y1oEPhpldvvkmyDhT2nG+rdrW9s7uXn3fPmgcHh03TxrPKs0loR5JeSr7AVaUM0E9zTSn/UxSnASc9oLJXeX3XqhULBVPusion+BYsIgRrI30+DrqjJotp+3MgTaJuyQtWKI7av4Mw5TkCRWacKzUwHUy7ZdYakY4ndrDXNEMkwmO6cBQgROq/HIedYoujBKiKJVmhEZz9e+PEidKFUlgXiZYj9W6V4n/eYNcR9d+yUSWayrIYlGUc6RTVN2NQiYp0bwwBBPJTFZExlhiok079sqaUFXZVg4pszgyoae2bZu+3PV2NonXad+03QcH6nAG53AJLlzBLdxDFzwgEMMbvMPMmlkf1uei2Jq1bPgUVmB9/QI6kZ0V</latexit><latexit sha1_base64="UAucQw35IkZJXMJZS3jhGvwyt5k=">AAACFHicbVBNS8NAEJ34WeNX1aOXxSJ4Kkkv6q3oxWNFYwttKJvNpl262YTdjVJCf4JX+2s8iVfv/hjBTZuDbR0YeLw3w7x5QcqZ0o7zba2tb2xubVd27N29/YPD6tHxk0oySahHEp7IToAV5UxQTzPNaSeVFMcBp+1gdFvo7WcqFUvEox6n1I/xQLCIEawN9fDSb/SrNafuzAqtArcENSir1a/+9MKEZDEVmnCsVNd1Uu3nWGpGOJ3YvUzRFJMRHtCugQLHVPn5zOoEnRsmRFEiTQuNZuzfjRzHSo3jwEzGWA/VslaQ/2ndTEdXfs5EmmkqyPxQlHGkE1T8jUImKdF8bAAmkhmviAyxxESbdOyFM6EqvC08kqeDyJie2LZt8nKX01kFXqN+XXfvnVrzpgyuAqdwBhfgwiU04Q5a4AGBAbzCG0ytqfVufVif89E1q9w5gYWyvn4BDXyekA==</latexit><latexit sha1_base64="lEzryKbe+vId/yS+8EWOKAcaVGY=">AAACFHicbVBNS8NAEJ3Urxq/qh69BIvgqSRFUG9FLx4rGltoQ9lsNunSzSbsbpQS+hO82l/jSbx698cIbtocbOvAwOO9GebN81NGpbLtb6Oytr6xuVXdNnd29/YPaodHTzLJBCYuTlgiuj6ShFFOXEUVI91UEBT7jHT80W2hd56JkDThj2qcEi9GEachxUhp6uFl0BzU6nbDnpW1CpwS1KGs9qD20w8SnMWEK8yQlD3HTpWXI6EoZmRi9jNJUoRHKCI9DTmKifTymdWJdaaZwAoToZsra8b+3chRLOU49vVkjNRQLmsF+Z/Wy1R45eWUp5kiHM8PhRmzVGIVf1sBFQQrNtYAYUG1VwsPkUBY6XTMhTOBLLwtPJKnUahNT0zT1Hk5y+msArfZuG449xf11k0ZXBVO4BTOwYFLaMEdtMEFDBG8whtMjanxbnwYn/PRilHuHMNCGV+/DryelA==</latexit><latexit sha1_base64="lEzryKbe+vId/yS+8EWOKAcaVGY=">AAACFHicbVBNS8NAEJ3Urxq/qh69BIvgqSRFUG9FLx4rGltoQ9lsNunSzSbsbpQS+hO82l/jSbx698cIbtocbOvAwOO9GebN81NGpbLtb6Oytr6xuVXdNnd29/YPaodHTzLJBCYuTlgiuj6ShFFOXEUVI91UEBT7jHT80W2hd56JkDThj2qcEi9GEachxUhp6uFl0BzU6nbDnpW1CpwS1KGs9qD20w8SnMWEK8yQlD3HTpWXI6EoZmRi9jNJUoRHKCI9DTmKifTymdWJdaaZwAoToZsra8b+3chRLOU49vVkjNRQLmsF+Z/Wy1R45eWUp5kiHM8PhRmzVGIVf1sBFQQrNtYAYUG1VwsPkUBY6XTMhTOBLLwtPJKnUahNT0zT1Hk5y+msArfZuG449xf11k0ZXBVO4BTOwYFLaMEdtMEFDBG8whtMjanxbnwYn/PRilHuHMNCGV+/DryelA==</latexit><latexit sha1_base64="lEzryKbe+vId/yS+8EWOKAcaVGY=">AAACFHicbVBNS8NAEJ3Urxq/qh69BIvgqSRFUG9FLx4rGltoQ9lsNunSzSbsbpQS+hO82l/jSbx698cIbtocbOvAwOO9GebN81NGpbLtb6Oytr6xuVXdNnd29/YPaodHTzLJBCYuTlgiuj6ShFFOXEUVI91UEBT7jHT80W2hd56JkDThj2qcEi9GEachxUhp6uFl0BzU6nbDnpW1CpwS1KGs9qD20w8SnMWEK8yQlD3HTpWXI6EoZmRi9jNJUoRHKCI9DTmKifTymdWJdaaZwAoToZsra8b+3chRLOU49vVkjNRQLmsF+Z/Wy1R45eWUp5kiHM8PhRmzVGIVf1sBFQQrNtYAYUG1VwsPkUBY6XTMhTOBLLwtPJKnUahNT0zT1Hk5y+msArfZuG449xf11k0ZXBVO4BTOwYFLaMEdtMEFDBG8whtMjanxbnwYn/PRilHuHMNCGV+/DryelA==</latexit><latexit sha1_base64="lEzryKbe+vId/yS+8EWOKAcaVGY=">AAACFHicbVBNS8NAEJ3Urxq/qh69BIvgqSRFUG9FLx4rGltoQ9lsNunSzSbsbpQS+hO82l/jSbx698cIbtocbOvAwOO9GebN81NGpbLtb6Oytr6xuVXdNnd29/YPaodHTzLJBCYuTlgiuj6ShFFOXEUVI91UEBT7jHT80W2hd56JkDThj2qcEi9GEachxUhp6uFl0BzU6nbDnpW1CpwS1KGs9qD20w8SnMWEK8yQlD3HTpWXI6EoZmRi9jNJUoRHKCI9DTmKifTymdWJdaaZwAoToZsra8b+3chRLOU49vVkjNRQLmsF+Z/Wy1R45eWUp5kiHM8PhRmzVGIVf1sBFQQrNtYAYUG1VwsPkUBY6XTMhTOBLLwtPJKnUahNT0zT1Hk5y+msArfZuG449xf11k0ZXBVO4BTOwYFLaMEdtMEFDBG8whtMjanxbnwYn/PRilHuHMNCGV+/DryelA==</latexit><latexit sha1_base64="lEzryKbe+vId/yS+8EWOKAcaVGY=">AAACFHicbVBNS8NAEJ3Urxq/qh69BIvgqSRFUG9FLx4rGltoQ9lsNunSzSbsbpQS+hO82l/jSbx698cIbtocbOvAwOO9GebN81NGpbLtb6Oytr6xuVXdNnd29/YPaodHTzLJBCYuTlgiuj6ShFFOXEUVI91UEBT7jHT80W2hd56JkDThj2qcEi9GEachxUhp6uFl0BzU6nbDnpW1CpwS1KGs9qD20w8SnMWEK8yQlD3HTpWXI6EoZmRi9jNJUoRHKCI9DTmKifTymdWJdaaZwAoToZsra8b+3chRLOU49vVkjNRQLmsF+Z/Wy1R45eWUp5kiHM8PhRmzVGIVf1sBFQQrNtYAYUG1VwsPkUBY6XTMhTOBLLwtPJKnUahNT0zT1Hk5y+msArfZuG449xf11k0ZXBVO4BTOwYFLaMEdtMEFDBG8whtMjanxbnwYn/PRilHuHMNCGV+/DryelA==</latexit><latexit sha1_base64="lEzryKbe+vId/yS+8EWOKAcaVGY=">AAACFHicbVBNS8NAEJ3Urxq/qh69BIvgqSRFUG9FLx4rGltoQ9lsNunSzSbsbpQS+hO82l/jSbx698cIbtocbOvAwOO9GebN81NGpbLtb6Oytr6xuVXdNnd29/YPaodHTzLJBCYuTlgiuj6ShFFOXEUVI91UEBT7jHT80W2hd56JkDThj2qcEi9GEachxUhp6uFl0BzU6nbDnpW1CpwS1KGs9qD20w8SnMWEK8yQlD3HTpWXI6EoZmRi9jNJUoRHKCI9DTmKifTymdWJdaaZwAoToZsra8b+3chRLOU49vVkjNRQLmsF+Z/Wy1R45eWUp5kiHM8PhRmzVGIVf1sBFQQrNtYAYUG1VwsPkUBY6XTMhTOBLLwtPJKnUahNT0zT1Hk5y+msArfZuG449xf11k0ZXBVO4BTOwYFLaMEdtMEFDBG8whtMjanxbnwYn/PRilHuHMNCGV+/DryelA==</latexit>

wl
<latexit sha1_base64="QJD2scsN7UlvwGUf7snxedOBr6E=">AAACFHicbVBNS8NAEJ34WeNX1aOXxSJ4KokI6q3oxWNFYwttKJvNpl262YTdjVJCf4JX+2s8iVfv/hjBTZuDbR0YeLw3w7x5QcqZ0o7zba2srq1vbFa27O2d3b396sHhk0oySahHEp7IdoAV5UxQTzPNaTuVFMcBp61geFvorWcqFUvEox6l1I9xX7CIEawN9fDS471qzak700LLwC1BDcpq9qo/3TAhWUyFJhwr1XGdVPs5lpoRTsd2N1M0xWSI+7RjoMAxVX4+tTpGp4YJUZRI00KjKft3I8exUqM4MJMx1gO1qBXkf1on09GVnzORZpoKMjsUZRzpBBV/o5BJSjQfGYCJZMYrIgMsMdEmHXvuTKgKb3OP5Gk/MqbHtm2bvNzFdJaBd16/rrv3F7XGTRlcBY7hBM7AhUtowB00wQMCfXiFN5hYE+vd+rA+Z6MrVrlzBHNlff0CcCiezg==</latexit><latexit sha1_base64="QJD2scsN7UlvwGUf7snxedOBr6E=">AAACFHicbVBNS8NAEJ34WeNX1aOXxSJ4KokI6q3oxWNFYwttKJvNpl262YTdjVJCf4JX+2s8iVfv/hjBTZuDbR0YeLw3w7x5QcqZ0o7zba2srq1vbFa27O2d3b396sHhk0oySahHEp7IdoAV5UxQTzPNaTuVFMcBp61geFvorWcqFUvEox6l1I9xX7CIEawN9fDS471qzak700LLwC1BDcpq9qo/3TAhWUyFJhwr1XGdVPs5lpoRTsd2N1M0xWSI+7RjoMAxVX4+tTpGp4YJUZRI00KjKft3I8exUqM4MJMx1gO1qBXkf1on09GVnzORZpoKMjsUZRzpBBV/o5BJSjQfGYCJZMYrIgMsMdEmHXvuTKgKb3OP5Gk/MqbHtm2bvNzFdJaBd16/rrv3F7XGTRlcBY7hBM7AhUtowB00wQMCfXiFN5hYE+vd+rA+Z6MrVrlzBHNlff0CcCiezg==</latexit><latexit sha1_base64="QJD2scsN7UlvwGUf7snxedOBr6E=">AAACFHicbVBNS8NAEJ34WeNX1aOXxSJ4KokI6q3oxWNFYwttKJvNpl262YTdjVJCf4JX+2s8iVfv/hjBTZuDbR0YeLw3w7x5QcqZ0o7zba2srq1vbFa27O2d3b396sHhk0oySahHEp7IdoAV5UxQTzPNaTuVFMcBp61geFvorWcqFUvEox6l1I9xX7CIEawN9fDS471qzak700LLwC1BDcpq9qo/3TAhWUyFJhwr1XGdVPs5lpoRTsd2N1M0xWSI+7RjoMAxVX4+tTpGp4YJUZRI00KjKft3I8exUqM4MJMx1gO1qBXkf1on09GVnzORZpoKMjsUZRzpBBV/o5BJSjQfGYCJZMYrIgMsMdEmHXvuTKgKb3OP5Gk/MqbHtm2bvNzFdJaBd16/rrv3F7XGTRlcBY7hBM7AhUtowB00wQMCfXiFN5hYE+vd+rA+Z6MrVrlzBHNlff0CcCiezg==</latexit><latexit sha1_base64="QJD2scsN7UlvwGUf7snxedOBr6E=">AAACFHicbVBNS8NAEJ34WeNX1aOXxSJ4KokI6q3oxWNFYwttKJvNpl262YTdjVJCf4JX+2s8iVfv/hjBTZuDbR0YeLw3w7x5QcqZ0o7zba2srq1vbFa27O2d3b396sHhk0oySahHEp7IdoAV5UxQTzPNaTuVFMcBp61geFvorWcqFUvEox6l1I9xX7CIEawN9fDS471qzak700LLwC1BDcpq9qo/3TAhWUyFJhwr1XGdVPs5lpoRTsd2N1M0xWSI+7RjoMAxVX4+tTpGp4YJUZRI00KjKft3I8exUqM4MJMx1gO1qBXkf1on09GVnzORZpoKMjsUZRzpBBV/o5BJSjQfGYCJZMYrIgMsMdEmHXvuTKgKb3OP5Gk/MqbHtm2bvNzFdJaBd16/rrv3F7XGTRlcBY7hBM7AhUtowB00wQMCfXiFN5hYE+vd+rA+Z6MrVrlzBHNlff0CcCiezg==</latexit>

Figure 1: Plate representation of our proposed model.
Plates represent replication; E × E is the number of
entity pairs in the dataset, S is the number of sen-
tences mentioning each entity pair and R is the num-
ber of relations. Arrows represent functions from input
to output. Latent variables are represented as unshaded
nodes. Factors over variables are represented as boxes.

2.2 Mention Representation

In the following section we review the Piecewise
CNN (PCNN) architecture, first proposed by Zeng
et. al. (2015), which is used as the basis for our
feature representation.
Input Representation: A sentence, si consisting
of l words is represented by two types of embed-
dings: word embeddings, Ei, and position em-
beddings, Pi relative to the entity pair. Following
Lin et. al. (2016), word embeddings were ini-
tialized by running Word2Vec on the New York
Times corpus and later fine-tuned; position em-
beddings encode the position of the word relative
to KB entities, e1 and e2, mentioned in the sen-
tence. The form of input sentence representation
isw1, w2, · · · , wl, wherewi ∈ Rd. The dimension
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of embedding at each word position is equal to the
word embedding dimension plus two times the po-
sition embedding size (one position is encoded for
each entity).
Convolution: Given an input sentence represen-
tation, we perform 1D convolution within a win-
dow of length l to extract local features. As-
sume we have df convolutional filters (F =
{f1, f2, · · · , fdf }, fi ∈ Rl×d). The output of the
i-th convolutional filter within the j-th window is:

cij = fi · wj−l+1:j + b (1 ≤ j ≤ m+ l − 1)

Where b is a bias term. We use zero padding when
the window slides out of the sentence boundaries.
Piecewise Max Pooling: The output of the con-
volutional layer ci is separated into three parts
(ci1, ci2, ci3) using the positions of the two enti-
ties in the sentence. Max pooling over time is then
applied to each of these parts, followed by an el-
ementwise tanh. The final sentence vector is de-
fined as follows:

[x]ik = tanh(max
j

(cikj)) (1 ≤ i ≤ df , 1 ≤ k ≤ 3)

2.3 Structured Minimally Supervised
Learning

Our proposed model is based on the PCNN repre-
sentations described above, in addition to a latent
variable model that reasons about missing data and
ambiguous relations during learning and is illus-
trated in Figure 1. The embedding for sentence i,
is used to define a factor over the ith input sentence
and latent relation mention variable zi:

φPCNN(si, zi) = exi·θzi

where xi is the representation for sentence si, as
encoded by the piecewise CNN.

Another set of factors, φOR, link the sentence-
level mention variables, zi, to aggregate-level vari-
ables tj , representing whether relation j is men-
tioned between e1 and e2 in text. This is modeled
using a deterministic OR:

φOR(z, tj) = 1¬tj⊕∃i:j=zi

where 1x is an indicator function that takes the
value 1 when x is true. The choice of determin-
istic OR can be interpreted intuitively as follows:
if a proposition is true according to tj , then it must

be extracted from at least one sentence in the train-
ing corpus, on the other hand, if it is false, no sen-
tences in the corpus can mention it.

Finally, we incorporate a set of factors that pe-
nalize disagreement between observed relations in
the KB, dj , and latent variables tj , which repre-
sent whether relation j was extracted from the text.
The penalties for disagreement with the KB are
hyperparameters that are adjusted on held-out de-
velopment data and incorporate entity frequency
information from the KB, to model the intuition
that more popular entities are less likely to have
missing facts:

φA(tj , dj) =





e−αT , if tj = 0 and dj = 1

e−αD , if tj = 1 and dj = 0

1, otherwise

Putting everything together, the (unnormalized)
joint distribution over t, d and z conditioned on
sentences s mentioning a dyad is defined as fol-
lows:

P (d, t, z|s) ∝
|s|∏

i=1

φPCNN(si, zi)×

( |r|∏

j=1

φOR(z, tj)φA(tj , dj)
)µ

= exp(Sθ(s, z, t,d))

(1)

Here, µ is a tunable hyperparameter to adjust
impact of the disagreement penalty, and Sθ(·) is
the model score for a joint configuration of vari-
ables, which corresponds to the log of the unnor-
malized probability.

A standard conditional random field (CRF) for-
mulation would optimize model parameters, θ so
as to maximize marginal probability of the ob-
served KB relations, d conditioned on observed
sentences, s:

P (d|s) =
∑

z,t

P (d, t, z|s)

Computing gradients with respect to P (d|s) (and
marginalizing out z and t) is computationally
intractable, so instead we propose an approach
that uses maximum-a-posteriori (MAP) parameter
learning (Taskar et al., 2004) and is inspired by the
latent structured SVM (Yu and Joachims, 2009).

Given a large text corpus in which a set of sen-
tences, s mention a specific pair of entities (e1, e2)
and a set of relations d hold between e1 and e2,
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our goal is to minimize the structured hinge loss:
LSH(θ) =

max




0,

max
z∗e ,t∗e ,d∗

e

[Sθ(s, z
∗
e , t
∗
e ,d
∗
e) + lHam(d

∗
e ,d)]

−max
z∗g,t∗g

[
Sθ(s, z∗g, t∗g,d)

]





(2)

Where lHam(d
∗
e,d) is the Hamming distance be-

tween the bit vector corresponding to the set of
observed relations holding between (e1, e2) in the
KB and those predicted by the model. Minimiz-
ingLSH(θ) can be understood intuitively as adjust-
ing the parameters so that configurations consis-
tent with observed relations in the KB, d, achieve
a higher model score than those with a large ham-
ming distance from the observed configuration.
z∗e corresponds to the most confusing configura-
tion of the sentence-level relation mention vari-
ables (i.e. one that has a large score and also a
large Hamming loss) and z∗g corresponds to the
best configuration that is consistent with the ob-
served relations in the KB.

This objective can be minimized using stochas-
tic subgradient descent. Fixing z∗g and z∗e to their
maximum values in Equation 2, subgradients with
respect to the parameters can be computed as fol-
lows:

∇θLSH(θ) =





0 if LSH(θ)≤0,
∇θSθ(s,z∗e ,t∗e ,d∗e)
−∇θSθ(s,z∗g,t∗g,d) otherwise

(3)

=





0 if LSH(θ)≤0,∑
i∇θlogφPCNN(si,z

∗
e,i)

−∑i∇θlogφPCNN(si,z
∗
g,i) otherwise

(4)

Because the second factor of the product in
Equation 1 does not depend on θ, it is straightfor-
ward to compute subgradients of the scoring func-
tion, ∇Sθ(·), with fixed values of z∗g and z∗e using
backpropagation (Equation 4).
Inference: The two inference problems, corre-
sponding to maximizing over hidden variables in
Equation 2 can be solved using a variety of so-
lutions; we experimented with A∗ search over
left-to-right assignments of the hidden variables.
An admissible heuristic is used to upper-bound
the maximum score of each partial hypothesis by
maximizing over the unassigned PCNN factors,
ignoring inconsistencies. This approach is guar-
anteed to find an optimal solution, but can be slow
and memory intensive for problems with many

variables. In preliminary experiments on devel-
opment data, we found that local-search (Eisner
and Tromble, 2006) using both relation type and
mention search operators (Liang et al., 2010; Rit-
ter et al., 2013) usually finds an optimal solution
and also scales up to large training datasets; we
use local search with 30 random restarts to com-
pute argmax assignments for the hidden variables,
z∗g and z∗e, in all our experiments.
Bag-Size Adaptive Learning Rate: Since the
search space of the MAP inference problem in-
creases exponentially as the number of hidden
variables goes up, it becomes more difficult to find
the exact argmax solution using local search, lead-
ing to increased noise in the computed gradients.
To mitigate the search-error problem in large bags
of sentences, we dynamically modify the learning
rate based on the number of sentences in each bag
as follows:

λi =





λ, if |si| < β1
λ× β1

|si| , if β1 ≤ |si| ≤ β2
λ× ( β1|si| )

2, otherwise

where λi is the learning rate for ith training entity
pair and β1/β2 are two tunable bag-size thresh-
olds. In Table 3 and Table 4, we see that this
strategy significantly improves performance, espe-
cially when training on the larger NYTFB-280K

dataset. We also experimented with this method
for PCNN+ATT, but found that its performance
did not improve.

3 Experiments

In Section 2, we presented an approach that com-
bines the benefits of PCNN representations and
structured learning with latent variables for min-
imally supervised relation extraction. In this
section we present the details of our evaluation
methodology and experimental results.
Datasets: We evaluate our models on the NYT-
Freebase dataset (Riedel et al., 2010) which was
created by aligning relational facts from Freebase
with the New York Times corpus, and has been
used in a broad range of prior work on minimally
supervised relation extraction. Several versions of
this dataset have been used in prior work; to fa-
cilitate the reproduction of prior results, we ex-
periment with two versions of the dataset used by
Riedel et. al. (2010) (henceforth NYTFB-68K)
and Lin et. al. (2016) (NYTFB-280K). Statistics
of these datasets are presented in Table 8. A more
detailed discussion about the differences between
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Dataset NYTFB-68K NYTFB-280K
(Riedel et. al. 2010) (Lin et. al. 2016)

Entity pairs 67,946 280,275
Sentences 120,290 523,312

Table 1: Number of entity pairs and sentences in
the training portion of Riedel’s HELDOUT dataset
(NYTFB-68K) and Lin’s dataset (NYTFB-280K).

Window length l 3
Number of convolutional filters df 230

Word embedding dimension dw 50
Position embedding dimension dp 5

Batch size B 1

Table 2: Untuned hyperparameters in our experiments.

datasets used in prior work is also presented in Ap-
pendix B.
Hyperparameters: Following Lin et. al. (2016),
we utilize word embeddings pre-trained on the
NYT corpus using the word2vec tool, other pa-
rameters are initialized using the method de-
scribed by Glorot and Bengio (2010). The Hoff-
mann et. al. sentential evaluation dataset is
split into a development and test set and grid
search on the development set was used to de-
termine optimal values for the learning rate λ
among {0.001, 0.01}, KB disagreement penalty
scalar µ among {100, 200, · · · , 2000} and β1/β2
bag size threshold for the adaptive learning rate
among {10, 15, · · · , 40}. Other hyperparameters
with fixed values are presented in Table 2.
Neural Baselines: To demonstrate the effective-
ness of the our approach, we compare against col-
less universal schema (Verga et al., 2016) in ad-
dition to the PCNN+ATT model of Lin et. al.
(2016). After training the Lin et. al. model to
predict observed facts in the KB, we use its at-
tention layer to make mention-level predictions as
follows:

p(rj |xi) = exp(rj · xi)∑nr
k=1 exp(rk · xi)

Where rj indicates the vector representation of the
jth relation.
Structured Baselines: In addition to initializ-
ing convolutional filters used in the φPCNN(·) fac-
tors randomly and performing structured learn-
ing of representations as in Equation 4, we also
experimented with variants of MultiR and DN-
MAR, which are based on the structured percep-
tron (Collins, 2002), using fixed sentence rep-
resentations: both traditional sparse feature rep-

resentations, in addition to pre-trained contin-
uous representations generated using our best-
performing reimplementation of PCNN+ATT. For
the structured perceptron baselines, we also exper-
imented with variants based on MIRA (Crammer
and Singer, 2003), which we found to provide con-
sistent improvements. More details are provided
in Appendix A.

3.1 Sentential Evaluation

In this work, we are primarily interested in
mention-level relation extraction. For our first set
of experiments (Tables 3 and 4), we use the manu-
ally annotated dataset created by (Hoffmann et al.,
2011). Note that sentences in the Hoffman et. al.
dataset were selected from the output of systems
used in their evaluation, so it is possible there are
high confidence predictions made by our systems
that are not present. Therefore, we further validate
our findings, by performing a manual inspection
of the highest confidence predictions in Table 5.
NYTFB-68K Results: As illustrated in Table 3,
simply applying structured models (MultiR and
DNMAR) with pre-trained sentence representa-
tions performs competitively. MIRA provides
consistent improvements for both sparse and dense
representations. PCNN+ATT outperforms most
latent-variable models on the sentential evalua-
tion, we found this result to be surprising as the
model was designed for extracting proposition-
level facts. Col-less universal schema does not
perform very well in this evaluation; this is likely
due to the fact that it was developed for the KBP
slot filling evaluation (Ji et al., 2010), and only
uses the part of a sentence between two entities as
an input representation, which can remove impor-
tant context. Our proposed model, which jointly
learns sentence representations using a structured
latent-variable model that allows for the possiblity
of missing data, achieves the best overall perfor-
mance; its improvements over all baselines were
found to be statistically significant according to a
paired bootstrap test (Efron and Tibshirani, 1994;
Berg-Kirkpatrick et al., 2012).2

NYTFB-280K Results: When training on the
larger dataset provided by Lin et. al. (2016), lin-
guistic features are not available, so only neural
representations are included in our evaluation. As
illustrated in Table 4, PCNNNMAR also achieves
the best performance when training on the larger

2p-value is less than 0.05.
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Model Name DEV TEST

Fixed Sentence
Representations

MultiR sparse (Hoffmann et al., 2011) 66.2 63.2
MultiR sparse MIRA 75.3 71.6
MultiR continuous 74.2 68.7
MultiR continuous MIRA 80.3 72.5
DNMAR sparse (Ritter et al., 2013) 77.9 70.1
DNMAR sparse MIRA 77.5 72.1
DNMAR continuous 80.2 70.0
DNMAR continuous MIRA 82.2 74.2

Jointly Learned
Representations

PCNNNMAR 82.4 83.9
PCNNNMAR (bag size adaptive learning rate) 85.4 86.0

Baselines
col-less universal schema (Verga et al., 2016) 63.4 61.1
PCNN+ATT (Lin et al. (2016) code) 81.4 76.4
PCNN+ATT (our reimplementation with parameter tuning) 83.6 78.4

Table 3: AUC of sentential evaluation precision / recall curves for all models trained on NYTFB-68K. Continu-
ous sentence representation works as well as human-engineered sentence representation, and MIRA consistently
helps structured perceptron training. PCNN+ATT performs competitively while our PCNNNMAR (AdapLR) is
statistically significantly better (p-value of bootstrap is less than 0.05)

dataset; its improvements over the baselines are
statistically significant. The AUC of most mod-
els decreases on the Hoffmann et. al. senten-
tial dataset when training on NYTFB-280K. This
is not surprising, because the Hoffmann et. al.
dataset is built by sampling sentences from pos-
itive predictions of models trained on NYTFB-
68K; changing the training data causes a differ-
ence in the ranking of high-confidence predictions
for each model, leading to the observed decline in
performance against the Hoffmann et. al. dataset.
To further validate our findings, we also manually
inspect the models’ top predictions as described
below.
Manual Evaluation: Because the Hoffmann et.
al. sentential dataset does not contain the high-
est confidence predictions, we also manually in-
spected each model’s top 500 predictions for the
most frequent 4 relations, and report precision @
N to further validate our results. As shown in
Table 5, for NYTFB-68K, PCNN+ATT performs
comparably on /location/contains3 and
/person/company, whereas our model has a
considerable advantage on the other two relations.
For NYTFB-280K, our model performs consis-
tently better on all four relations compared with
PCNN+ATT. When training on the larger NYTFB-
280K dataset, we observe trend of increasing
mention-level P@N for PCNNNMAR, however the
performance of PCNN+ATT appears to decrease.
We investigate this phenomenon further below.
Performance at Extracting New Facts: To ex-
plain PCNN+ATT’s drop in mention-level perfor-

3/location/contains is the most frequent relation
in the Hoffmann et. al. dataset.

mance after training on the larger NYTFB-280K

dataset, our hypothesis is that the larger KB-
supervised dataset not only contains more true
positive training examples but also more false neg-
ative examples. This biases models toward pre-
dicting facts about popular entities, which are
likely to exist in Freebase. To provide evidence
in support of this hypothesis, we divide the manu-
ally annotated dataset from Hoffmann et. al. into
two categories: mentions of facts found in Free-
base, and those that are not; this distribution is
presented in the Table 6. In Table 7, we present
a breakdown of model performance on these two
subsets. For PCNN+ATT, although the AUC of
in-Freebase mentions on the test set increases af-
ter training on the larger NYTFB-280K, its Out-
Of-Freebase AUC on both dev and test sets drops
significantly, which clearly illustrates the problem
of increasing false negatives during training. In
contrast, our model, which explicitly allows for
the possibility of missing data in the KB during
learning, has relatively stable performance on the
two types of mentions, as the amount of weakly-
supervised training data is increased.

3.2 Held-Out Evaluation

In Section 3.1, we evaluated the results of min-
imally supervised approaches to relation extrac-
tion by comparing extracted mentions against hu-
man judgments. An alternative approach, which
has been used in prior work, is to evaluate a
model’s performance by comparing predictions
against held out facts from a KB. Taken in isola-
tion, this approach to evaluation can be mislead-
ing, because it penalizes models that extract many

3062



Model Name DEV TEST

Fixed Sentence
Representations

MultiR continuous 72.4 66.7
MultiR continuous MIRA 74.6 73.4
DNMAR continuous 73.1 68.0
DNMAR continuous MIRA 75.6 68.7

Jointly Learned
Representations

PCNNNMAR 78.1 75.4
PCNNNMAR (bag size adaptive learning rate) 82.9 83.1

Baselines
col-less universal schema (Verga et al., 2016) 60.3 57.5
PCNN+ATT (Lin et al. (2016) code) 67.9 72.1
PCNN+ATT (our reimplementation with parameter tuning) 78.2 74.8

Table 4: AUC of sentential evaluation precision / recall curves for all models trained on NYTFB-280K. Our
proposed PCNNNMAR (AdapLR) still performs the best, and the advantage over baselines is also statistically
significant (p-value of bootstrap is less than 0.05).

Relation N PCNN+ATT PCNNNMAR
(AdapLR)

NYTFB-68K

/location/contains 100 1.00 0.99
500 0.97 0.98

/person/place lived 100 0.76 0.98
500 0.63 0.78

/person/nationality 100 0.62 0.89
500 0.43 0.54

/person/company 100 0.98 0.98
500 0.72 0.78

NYTFB-280K

/location/contains 100 0.98 0.99
500 0.82 0.99

/person/place lived 100 0.58 0.98
500 0.57 0.84

/person/nationality 100 0.70 0.91
500 0.35 0.56

/person/company 100 0.59 0.95
500 0.40 0.68

Table 5: Top: P@N of 4 most frequent relations
for models trained on NYTFB-68K. Bottom: P@N
of 4 most frequent relations for models trained on
NYTFB-280K. Both models can perform well on
/location/contains relation while PCNNNMAR
(AdapLR) is consistently better over other relations.

Category True False Total
DEV

In-Freebase 102 180 282
Out-Of-Freebase 58 96 154

TEST
In-Freebase 113 192 305
Out-Of-Freebase 41 99 140

Table 6: Top: Sentence distribution in Hoffmann et.
al. (2011) sentential evaluation DEV dataset. Bot-
tom: Sentence distribution in Hoffmann et. al. (2011)
sentential evaluation TEST dataset. There are substan-
tial Out-Of-Freebase mentions which are manually la-
belled as correct relational mentions.

new facts that do not already appear in the knowl-
edge base. This is undesirable, because the whole
point of an information extraction system is to ex-

Model Dataset InFB OutFB
DEV

PCNN+ATT
NYTFB-68K 78.2 89.6
NYTFB-280K 77.1 77.0
Change -1.1 -12.6

PCNNNMAR(AdapLR)
NYTFB-68K 81.3 90.4
NYTFB-280K 77.7 90.6
Change -3.6 +0.2

TEST

PCNN+ATT
NYTFB-68K 78.7 75.9
NYTFB-280K 81.9 56.8
Change +3.2 -19.1

PCNNNMAR(AdapLR)
NYTFB-68K 85.9 85.4
NYTFB-280K 83.1 81.5
Change -2.8 -3.9

Table 7: Top: Comparison of AUCs of In-Freebase
and Out-Of-Freebase mentions on sentential DEV set
for PCNN+ATT and PCNNNMAR (AdapLR) with two
datasets. Bottom: Comparison of AUCs of In-Freebase
and Out-Of-Freebase mentions on sentential TEST set
for PCNN+ATT and PCNNNMAR (AdapLR) with two
datasets. PCNN+ATT has significant drops about Out-
Of-Freebase mentions on both sentential DEV and
TEST set after training on the larger NYTFB-280K
which explains why its overall AUC performances go
down while PCNNNMAR (AdapLR) does not have such
problem.

tract new facts that are not already contained in
a KB. Furthermore, sentential extraction has the
benefit of providing clear provenance for extracted
facts, which is crucial in many applications. Hav-
ing mentioned these limitations of the held-out
evaluation metrics, however, we now present re-
sults using this approach to facilitate comparison
to prior work.

Figure 2 presents precision-recall curves against
held out facts from Freebase comparing PCNNN-
MAR to several baselines and Figure 3 presents
results on the larger NYTFB-280K dataset. All
models perform better according to the held out
evaluation metric when training on the larger

3063



dataset, which is consistent with our hypothesis,
presented at the end of Section 3.1. Our structured
model with learned representations, PCNNNMAR

(AdapLR), has lower precision when recall is
high. This also fits with our hypothesis, as sys-
tems that explicitly model missing data will ex-
tract many correct facts that do not appear in the
KB, resulting in an under-estimate of precision ac-
cording to this metric.

Figure 2: Held-out evaluation precision / recall curves
for PCNN+ATT, MultiR, DNMAR and our proposed
model PCNNNMAR (AdapLR) on NYTFB-68K.

Figure 3: Held-out evaluation precision / recall curves
for all NN-based models on NYTFB-280K.

4 Related Work

Knowledge Base Population: There is a long
line of prior work on learning to extract rela-
tional information from text using minimal su-
pervision. Early work on semantic bootstrapping
(Hearst, 1992; Brin, 1998; Agichtein and Gravano,
2000; Carlson et al., 2010; Gupta and Manning,
2014; Qu et al., 2018), applied an iterative pro-
cedure to extract lexical patterns and relation in-
stances. These systems tend to suffer from the
problem of semantic drift, which motivated work
on distant supervision (Craven et al., 1999; Snyder
and Barzilay, 2007; Wu and Weld, 2007; Mintz

et al., 2009), that explicitly minimizes standard
loss functions, against observed facts in a knowl-
edge base. The TAC KBP Knowledge Base Popu-
lation task was a prominent shared evaluation of
relation extraction systems (Ji et al., 2010; Sur-
deanu, 2013; Surdeanu et al., 2010, 2012). Recent
work has explored a variety of new neural network
architectures for relation extraction (Wang et al.,
2016; Zhang et al., 2017; Yu et al., 2015), exper-
imenting with alternative sentence representations
in our framework is an interesting direction for fu-
ture work. Recent work has also shown improved
performance by incorporating supervised training
data on the sentence level (Angeli et al., 2014;
Beltagy et al., 2018), in contrast our approach does
not make use of any sentence-level labels during
learning and therefore relies on less human super-
vision. Finally, prior work has explored a vari-
ety of methods to address the issue of noise intro-
duced during distant supervision (Wu et al., 2017;
Yaghoobzadeh et al., 2017; Qin et al., 2018).

Another line of work has explored open-domain
and unsupervised methods for IE (Yao et al.,
2011; Ritter et al., 2012; Stanovsky et al., 2015;
Huang et al., 2016; Weber et al., 2017). Uni-
versal schemas (Riedel et al., 2013) combine as-
pects of minimally supervised and unsupervised
approaches to knowledge-base completion by ap-
plying matrix factorization techniques to multi-
relational data (Nickel et al., 2011; Bordes et al.,
2013; Chang et al., 2014). Rows of the matrix typ-
ically model pairs of entities, and columns repre-
sent relations or syntactic patterns (i.e., syntactic
dependency paths observed between the entities).

Structured Learning with Neural Representa-
tions: Prior work has investigated the combina-
tion of structured learning with learned representa-
tions for a number of NLP tasks, including parsing
(Weiss et al., 2015; Durrett and Klein, 2015; An-
dor et al., 2016), named entity recognition (Cherry
and Guo, 2015; Ma and Hovy, 2016; Lample et al.,
2016) and stance detection (Li et al., 2018). We
are not aware of any previous work that has ex-
plored this direction on the task of minimally su-
pervised relation extraction; we believe structured
learning is particularly crucial when learning from
minimal supervision to help address the issues of
missing data and overlapping relations.
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5 Conclusions

In this paper we presented a hybrid approach
to minimally supervised relation extraction that
combines the benefits of structured learning and
learned representations. Extensive experiments
show that by performing inference during the
learning procedure to address the issue of noise in
distant supervision, our proposed model achieves
state-of-the-art performance on minimally super-
vised mention-level relation extraction.
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A MIRA

Prior work on minimally supervised structured
learning has made use of sparse feature represen-
tations in combination with perceptron-style pa-
rameter updates. We found these updates result in
poor performance on held-out development data,
however, when using fixed, pre-trained continu-
ous sentence representations. Perhaps this is not
surprising because, intuitively, the margin of the
dataset is likely to be smaller when using lower
dimensional, continuous representations, leading
to a larger mistake bound for convergence of the
perceptron. To address this, we applied the the
Margin Infused Relaxation Algorithm (Crammer
and Singer, 2003), as described below. In Sec-
tion 3.1, we show empirically that MIRA is crucial
for achieving good performance when using con-
tinuous representations, and consistently improves
performance when using sparse features as well.

As discussed above, we have ẑKB the most
likely sentence extractions conditioned on the KB
and ẑ, the MAP assignment to z, ignoring the KB.
MIRA updates parameters of the PCNN factors as
follows:

θj = θj + τ ·
(
Fj(xi, ẑ

KB
i )− Fj(xi, ẑi)

)

here τ is an adaptive learning rate that scales the
update to the smallest step size that achieves 0 loss
on each mention-level classification:

τ = min

(
C,

1− θ ·
(
F (xi, ẑ

KB
i )− F (xi, ẑi)

)

2||xi||2
)

θ is the concatenation of parameters θj across re-
lations j, and similarly F (·) is the concatenation
of PCNN features across relations. C is a hyper-
parameter that truncates large steps and helps to
prevent overfitting.

B Differing Versions of the
NYT-Freebase Corpus Used in Prior
Work

We evaluate our models on the NYT-Freebase
dataset (Riedel et al., 2010) which was created by
aligning relational facts from Freebase with the
New York Times corpus, and has been used in
a broad range of prior work on minimally super-
vised relation extraction. Originally, Riedel et.
al. created two separate datasets for their HELD-
OUT and MANUAL evaluations. In the HELDOUT

dataset, Freebase entity pairs are divided into two
parts, one for training and one for testing. Train-
ing dyads are aligned to the 2005-2006 portion of
the NYT corpus while testing dyads are aligned to
the year 2007. In the MANUAL evaluation data,
all Freebase entity pairs are matched against the
2005-2006 articles and used as training instances.
Testing data in the Riedel et. al. MANUAL evalu-
ation consists of dyads found within sentences in
the 2007 NYT articles, for which at least one en-
tity does not appear in Freebase; their models’ pre-
dictions on this data were annotated manually. The
Riedel et. al. data splits ensure it is not possible
to have overlapping train/test entity pairs in either
the HELDOUT or MANUAL evaluation.

As neural models with many parameters typi-
cally benefit significantly from larger quantities of
training data, Lin et. al. (2016) added training data
from the Riedel et. al. MANUAL-TRAIN dataset
into their training dataset. This modification of the
training data leads to overlap in the entity pairs
in the Lin et. al. training/test split. We found
11,424 entity pairs appearing in both training and
test sets, however no sentences appear in both the
training and test sets, as the matched NYT arti-
cles came from different time periods.4 In all our
evaluations we remove these overlapping entity
pairs from the training set, to ensure the models
are not simply memorizing KB facts that appear
in the training data. Figure 4 shows that after re-
moving these shared entity pairs from the training
data, performance of the Lin et. al. PCNN+ATT
model does not change very much when evaluat-
ing against held out facts from Freebase.

We name two versions of the NYT-Freebase
dataset according to the number of training entity

4We downloaded the Lin et. al. (2016) dataset from the
associated Github repository (https://github.com/
thunlp/NRE) on June, 2017. The repository was updated
in March and May 2018, addressing the overlapping-entity-
pairs issue using the same approach described in our paper.
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Dataset NYTFB-68K NYTFB-280K
(Riedel et. al. 2010) (Lin et. al. 2016)

Entity pairs 67,946 280,275
Sentences 120,290 523,312
Distinct sent. 96,340 340,970
Relations 52 53

Table 8: Number of entity pairs and sentences in
the training portion of Riedel’s HELDOUT dataset
(NYTFB-68K) and Lin’s dataset (NYTFB-280K).

pairs they include. Table 8 shows that NYTFB-
280K training set has around 4 times the number
of sentences and entity pairs as NYTFB-68K, and
the proportions of multi-sentence entity pairs in
NYTFB-280K is higher. In Table 9, we can see
that the distribution of relations in the two datasets
are comparable, but NYTFB-280K has much more
entity pairs for each relation. Also, Figure 5 tells
us that NYTFB-280K has a wider bag-size range
and more large training bags.

Figure 4: Held-out evaluation precision / recall curves
for PCNN+ATT model on original NYTFB-280K and
its shared-entity-pairs-removed version.

Relation NYTFB-68K NYTFB-280K
# EPs percent # EPs percent

NA 63596 93.12 263372 93.52
/location/contains 2147 3.14 7760 2.76
/person/place lived 581 0.85 2300 0.86
/person/nationality 436 0.64 2553 0.87
/person/place of birth 370 0.54 1400 0.49
/person/company 357 0.52 1417 0.50

Table 9: Distribution of the most frequent relations in
the training set of NYTFB-68K and NYTFB-280K.

C Variations on Structured Hinge Loss

Since we use the hinge loss as the loss function in
our proposed PCNNNMAR model, the way that the
hamming loss is calculated decides how we solve
the argmax problem in loss-augmented search. In

Figure 5: Distribution of bag size in the training set of
the NYTFB-68K and NYTFB-280K.

Method DEV TEST

0/1 loss normal 82.6 82.8
AdapLR 83.9 81.3

relation-level normal 83.9 83.1
AdapLR 84.6 81.1

mention-level normal 82.4 83.9
AdapLR 85.4 86.0

Table 10: AUC of sentential evaluation precision / re-
call curves for PCNNNMAR with three loss functions
trained on NYTFB-68K. Mention-level hamming loss
has some advantages over other two loss functions.

our experiments, we explore three ways to com-
pute the loss: 0/1 loss, relation-level hamming
loss and mention-level hamming loss. Table 10
shows that mention-level hamming loss has ob-
vious advantage on AUC performance over other
two methods. Although theoretically relation-
level hamming loss should be better, it is really
hard to find the exact argmax solution in loss-
augmented inference with local search while we
can easily get it with mention-level hamming loss.
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Abstract
Neural Machine Translation (NMT) systems
are known to degrade when confronted with
noisy data, especially when the system is
trained only on clean data. In this paper, we
show that augmenting training data with sen-
tences containing artificially-introduced gram-
matical errors can make the system more ro-
bust to such errors. In combination with an au-
tomatic grammar error correction system, we
can recover 1.0 BLEU out of 2.4 BLEU lost
due to grammatical errors. We also present a
set of Spanish translations of the JFLEG gram-
mar error correction corpus, which allows for
testing NMT robustness to real grammatical
errors.

1 Introduction

Neural Machine Translation (NMT) is undeniably
a success story: public benchmarks (Bojar et al.,
2016) are dominated by neural systems, and neu-
ral approaches are the de facto option for industrial
systems (Wu et al., 2016; Hassan Awadalla et al.,
2018; Crego et al., 2016; Hieber et al., 2018).
Even under low-resource conditions, neural mod-
els were recently shown to outperform traditional
statistical approaches (Nguyen and Chiang, 2018).

However, there are still several shortcomings
of NMT that need to be addressed: a (non-
exhaustive) list of six challenges is discussed
by Koehn and Knowles (2017), including out-
of-domain testing, rare word handling, the wide-
beam problem, and the large amount of data
needed for learning. An additional challenge is ro-
bustness to noise, both during training and at in-
ference time.

In this paper, we study the effect of a specific
type of noise in NMT: grammatical errors. We pri-
marily focus on errors that are made by non-native

†Equal contribution. Work performed at the University
of Notre Dame.

source-language speakers (as opposed to dialectal
language, SMS or Twitter language). Not only is
this linguistically important, but we believe that it
would potentially have great social impact.

Our contributions are three-fold. First, we con-
firm that NMT is vulnerable to source-side noise
when trained on clean data, losing up to 3.6 BLEU
on our test set. This is consistent with previous
work, yet orthogonal to it, since we use more re-
alistic noise for our experiments. Second, we ex-
plore training methods that can deal with noise,
and show that including noisy synthetic data in the
training data makes NMT more robust to handling
similar types of errors in test data. Combining this
simple method with an automatic grammar cor-
rection system, we find that we can recover 1.5
BLEU. Third, we release Spanish translations of
the JFLEG corpus,1 a standard benchmark for En-
glish Grammar Error Correction (GEC) systems.
We also release all other data and code used in this
paper.

Our additional annotations on both the JFLEG
corpus and the English WMT data will enable the
evaluation of the robustness of NMT systems on
realistic, natural noise: a robust system would ide-
ally produce the same output when presented with
either the original or the noisy source sentence.
We hope that our datasets will become a bench-
mark for noise-robust NMT, because we believe
that deployed systems should also be able to han-
dle source-side noise.

2 Data

We focus on NMT from English to Spanish. We
choose English to be our source-side language be-
cause there exist English corpora annotated with
grammar corrections, which we can use as a

1Freely available at https://bitbucket.com/
antonis/nmt-grammar-noise
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source of natural noise. Moreover, since English
is probably the most commonly spoken non-native
language (Lewis et al., 2009), our work could be
directly applicable to several translation applica-
tions. Our choice of Spanish as a target language
enables us to have access to existing parallel data
and easily create new parallel corpora (see below,
§2.3).

For all experiments, we use the Europarl
English-Spanish dataset (Koehn, 2005) as our
training set. In the synthetic experiments of Sec-
tion §2.2, we use the newstest2012 and new-
stest2013 as dev and test sets, respectively. Fur-
thermore, to test our translation methods on real
grammatical errors, we introduce a new collec-
tion of Spanish translations of the JFLEG cor-
pus (§2.3).

2.1 Grammar Error Correction Corpora
To our knowledge, there are five publicly available
corpora of non-native English that are annotated
with corrections, which have been widely used for
research in Grammar Error Correction (GEC). The
NUS Corpus of Learner English (NUCLE) con-
tains essays written by students at the National
University of Singapore, corrected by two annota-
tors using 27 error codes (Dahlmeier et al., 2013).
It has become the main benchmark for GEC, as
it was used in the CoNLL GEC Shared Tasks
(Ng et al., 2013, 2014). Other corpora include the
Cambridge Learner Corpus First Certificate in En-
glish FCE corpus (Yannakoudakis et al., 2011),
which is only partially public, the Lang-8 corpus
(Tajiri et al., 2012), which was harvested from on-
line corrections, and the AESW 2016 Shared Task
corpus, which contains corrections on texts from
scientific journals.

The last corpus is the JHU FLuency-Extended
GUG corpus (JFLEG) (Napoles et al., 2017). This
corpus covers a wider range of English proficiency
levels on the source side, and its correction anno-
tations include extended fluency edits rather than
just minimal grammatical ones. That way, the cor-
rected sentence is not just grammatical, but also
guaranteed to be fluent.

2.2 Synthetic grammar errors
Ideally, we would train a translation model to
translate grammatically noisy language by train-
ing it on parallel data with grammatically noisy
language. Since, to our knowledge, no such data
exist in the quantities that would be needed, an al-

Error Type Confusion Set

art {a, an, the, ∅}
prep {on, in, at, from, for,

under, over, with, into,
during, until, against,
among, throughout,of, to,
by, about, like, before, af-
ter, since, across, behind,
but, out, up, down, off, ∅}

nn {SG, PL}
sva {3SG, not 3SG, 2SG-Past,

not 2SG-Past}

Table 1: Confusion sets for each grammar error type.
The art and prep sets include an empty token (∅) al-
lowing for insertions and deletions. SG, PL, 2SG, and
3SG stand for singular, plural, second-person and third-
person singular respectively.

ternative is to add synthetic grammatical noise to
clean data. An advantage of this approach is that
controlled introduction of errors allows for fine-
grained analysis.

This is a two-step process, similar to the meth-
ods used in the GEC literature for creating syn-
thetic data based on confusion matrices (Ro-
zovskaya et al., 2014; Rozovskaya and Roth,
2010; Xie et al., 2016; Sperber et al., 2017). First,
we mimic the distribution of errors found in real
data, and then introduce errors by applying rule-
based transformations on automatic parse trees.

The first step involves collecting error statistics
on real data. Conveniently, the NUCLE corpus has
all corrections annotated with 27 error codes. We
focus on five types of errors, with the last four be-
ing the most common in the NUCLE corpus:
• drop: randomly deleting one character from

the sentence.2

• art: article/determiner errors
• prep: preposition errors
• nn: noun number errors
• sva: subject-verb agreement errors
Using the annotated training set of the NUCLE

corpus, we compute error distribution statistics,
resulting in confusion matrices for the cases out-
lined in Table 1. For art and prep errors, we ob-
tain probability distributions that an article, deter-
miner, or preposition is deleted, substituted with
another member of the confusion set, or inserted
in the beginning of a noun phrase. For nn errors,

2This error is not part of the NUCLE error list.
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Dataset
Percentage of Errors

Train Dev Test

sentences 2M 3K 3K
words 55M 74K 73K

drop 100% 100% 100%
art 96.4% 98.4% 99.8%
prep 95.7% 95.9% 98.4%
nn 94.5% 91.0% 98.6%
sva 93.1% 81.9% 82.0%

clean+drop 50% 50% –
clean+art 48.2% 49.1% –
clean+prep 47.8% 47.9% –
clean+nn 47.3% 45.5% –
clean+sva 46.5% 41.0% –

mix-all 79.9% 77.8% –

Table 2: Statistics on the original and synthetic En-Es
datasets. Each (synthetic) sentence has exactly one in-
troduced error, wherever possible. clean+[error] is the
concatenation of the [error] with the original clean
dataset, while mix-all includes six versions of each
training sentence, one without errors and one for each
error.

we obtain the probability of a noun being replaced
with its singular or plural form. For sva errors, the
probability that a present tense verb is replaced
with its third-person-singular (3SG) or not-3SG
form. An additional sva error that we included is
the confusion between the appropriate form for the
verb ‘to be’ in the past tense (‘was’ and ‘were’).

The second step involves applying the noise-
inducing transformations using our collected
statistics as a prior. We obtained parses for each
sentence using the Berkeley parser (Petrov et al.,
2006). The parse tree allows us to identify can-
didate error positions in each sentence (for ex-
ample, the beginning of a noun phrase without
a determiner, were one could be inserted). For
each error type we introduced exactly one error
per sentence, wherever possible, which we be-
lieve matches more realistic scenarios than previ-
ous work. It also allows for controlled analysis of
the behaviour of the NMT system (see Section 4).

For each error and each sentence, we first iden-
tify candidate positions (based on the error type
and the parse tree) and sample one of them based
on the specific error distribution statistics. Then,
we sample and introduce a specific error using the
corresponding probability distribution from the

confusion matrix. (In the case of drop, nn, and sva
errors, we only need to sample the position and
only insert/substitute the corresponding error.) If
no candidate positions are found (for example, a
sentence doesn’t have a verb that can be substi-
tuted to produce a sva error) then the sentence re-
mains unchanged.

Following the above procedure, we added er-
rors in our training, dev, and test set (henceforth
referred to as [error]). Basic statistics on our pro-
duced datasets can be found in Table 2, while ex-
ample sentences are shown in Table 3. Further-
more, we created training and dev sets that mix
clean and noisy data. The clean+[error] training
sets are the concatenation of each [error] with
the clean data, effectively including a clean and a
noisy version of each sentence pair.

We also created a training and dev dataset with
mixed error types, in our attempt to study the ef-
fect of including all noise types during training.
The mix-all dataset includes each training pair six
times: once with the original (clean) sentence as
the source, and once for every possible error. We
experimented with a mixed dataset that included
each training sentence once, with the number of
noisy sentences being proportional to the real error
distributions of the NUCLE dataset, but obtained
results similar to the [error] datasets.

2.3 JFLEG-es: Spanish translations of
JFLEG

The JFLEG corpus consists of a dev and test set
(no training set), with 747 and 754 English sen-
tences, respectively, collected from non-native En-
glish speakers. Each sentence is annotated with
four different corrections, resulting in four (fluent
and grammatical) reference sentences. About 14%
of the sentences do not include any type of error,
with the source and references being equivalent.

We created translations of the JFLEG corpus
that allow us to evaluate how well NMT fares com-
pared to a human translator, when presented with
noisy input. We will refer to the augmented JF-
LEG corpus as JFLEG-es.

Two professional translators were tasked with
producing translations for the dev and the test
set, respectively. The translators were presented
only with the original erroneous sentences; they
did not have access to the correction annotations.
They were asked to produce fluent, grammatical
translations in European Spanish (to match the
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Error Type Example

art

In October , Tymoshenko was sentenced to seven years in prison for entering into
what was reported to be a/*∅ disadvantageous gas deal with Russia.
Its ratification would require ∅/*the 226 votes.
It is a/*the good result, which nevertheless involves a certain risk.

prep

[. . . ] the motion to revoke an article based on/*in which the opposition leader , Yulia
Tymoshenko , was sentenced.
Its ratification would require ∅/*for 226 votes.

nn

Its ratification would require 226 votes/*vote.
The verdict/*verdicts is not yet final ; the court will hear Tymoshenko ’s appeal in
December.

sva

As a rule, Islamists win/*wins in the country; the question is whether they are the
moderate or the radical ones.
This cultural signature accompanies/*accompany the development of Moleskine;

Table 3: Example grammatical errors that were introduced in the En-Es WMT test set.

Spanish used in the Europarl corpus). There exist
cases where a translator might choose to preserve
a source-side error when producing the transla-
tion, such as translation of literary works where
it’s possible that grammar or fluency errors are in-
tentional; however, our translators were explicitly
asked not to do that. The exact instructions were
as follows:

Please translate the following sentences.
Note that some sentences will have
grammatical errors or typos in English.
Don’t try to translate the sentences word
for word (e.g. replicate the error in
Spanish). Instead, try to translate it as if
it was a grammatical sentence, and pro-
duce a fluent grammatical Spanish sen-
tence that captures its meaning.

3 Experiments

In this section, we provide implementation details
and the results of our NMT experiments. For con-
venience, we will refer to each model with the
same name as the dataset it was trained on; e.g.
the mix-all model will refer to the model trained
on the mix-all dataset.

3.1 Implementation Details
All data are tokenized, truecased, and split into
subwords using Byte Pair Encoding (BPE) with
32,000 operations (Sennrich et al., 2016). We filter
the training set to only contain sentences up to 80
words.

Our LSTM models are implemented using
DyNet (Neubig et al., 2017), and our transformer
models using PyTorch (Paszke et al., 2017). The
transformer model uses 6 layers, 8 attention heads,
the dimension for embeddings and positional feed-
forward are 512 and 2048 respectively . The sub-
layer computation sequence follows the guidelines
from Chen et al. (2018). Dropout probability is set
to 0.2 (also in the source embeddings, following
Sperber et al. (2017)). We use the learning rate
schedule in Vaswani et al. (2017) with warm-up
steps of 24000 but only decay the learning rate un-
til it reaches 10−5 as inspired by Chen et al. (2018).
For testing, we select the model with the best per-
formance on the dev set corresponding to the test
set. At inference time, we use a beam size of 4
with length normalization (Wu et al., 2016) with a
weight of 0.6.

3.2 Results

We report the results obtained with the transformer
model, as they were consistently better than the
LSTM one. All the result tables for the LSTM
models can be found in the Appendix.

The performance of our systems on the syn-
thetic WMT test sets, as measured by detokenized
BLEU (Papineni et al., 2002), is summarized in
Table 4. When the system is trained only on clean
data (first row) and tested on noisy data, it un-
surprisingly exhibits degraded performance. We
observe significant drops in the range of 1.0–3.6
BLEU.
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WMT Training Set
En-Es WMT Test Set

clean drop art prep nn sva average ± stdev
clean 33.0 29.6 31.3 32.0 29.3 32.1 31.2 ± 1.5

drop 31 30.2 30.0 30.0 28.3 30.6 30.0 ± 0.9
art 31.2 28.4 30.8 30.2 27.7 30.8 29.8 ± 1.4
prep 30.4 27.8 29.3 30.3 27.4 29.9 29.2 ± 1.3
nn 30.4 27.9 28.9 29.5 29.8 29.8 29.4 ± 0.8
sva 31.2 28.7 30.2 30.3 28.2 30.9 29.9 ± 1.2

clean+drop 32.9 31.4 31.4 31.8 29.5 32.0 31.5 ± 1.2
clean+art 32.7 29.7 31.7 31.7 28.8 32.1 31.1 ± 1.5
clean+prep 32.7 29.6 31.2 32.2 29.0 31.8 31.1 ± 1.5
clean+nn 32.5 29.4 30.7 31.4 31.0 31.6 31.1 ± 1.0
clean+sva 32.5 29.6 31.2 31.5 29.0 31.9 30.9 ± 1.4

mix-all 32.7 30.9 31.4 32.0 30.6 32.0 31.6 ± 0.7

Table 4: BLEU scores on the WMT test set without (clean) and with synthetic grammar errors. The best performing
models for each test set are highlighted. When training and test match (highlighted) we generally observe higher
results. However, including all clean and noisy data in the training set (mix-all) yields the best results across almost
all datasets, with the highest average BLEU and the lowest variance.

The largest drop (more than 3.5 BLEU) is ob-
served with nn errors in the source sentence.
This is not unreasonable: nouns almost always
carry content significant for translation. Especially
when translating into Spanish, a noun number
change can, and apparently does, also affect the
rest of the sentence significantly, for example, by
influencing the conjugation of a subsequent verb.
The second-largest drop (more than 3.0 BLEU
points) is observed in the case of drop errors.
This is also to be expected; typos produce out-
of-vocabulary (OOV) words, which in the case of
BPE are usually segmented to a most likely rarer
subword sequence than the original correct word.

We find that a training regime that includes both
clean and noisy sentences ([clean+error) results
in better systems across the board. Importantly,
these models manage to perform en par with the
clean model on the clean test set. Since the origi-
nal training set is part of the [clean+error training
sets, this behavior is expected. We conclude, thus,
that including the full clean dataset during training
is important for performance on clean data – one
cannot just train on noisy data.

The [clean+error] systems exhibit a notable
pattern: their BLEU scores are generally similar
to the clean system on all test sets, except for the
test set that matches their training set errors (high-
lighted in Table 4), where they generally obtain the
best performance.

The mix-all model is our best system on all
test sets (except drop) and on average. Unlike the
[clean+error] systems, it outperforms the clean
model on all noisy test sets and not only on a spe-
cific one. On average, using the mix-all training
set leads to an improvement of 0.4 BLEU over
the clean model and 0.1 − 0.7 BLEU over the
[clean+error] models. Furthermore, the mix-all
model exchibits the smallest performance standard
deviation of all models, averaging over all test sets.
This is another indication that our system is more
robust to multiple source-side variations. We fur-
ther explore this intuition in Section 4.

On the more realistic JFLEG-es dev and test
sets, we observe same trends but at a smaller scale,
as shown in Table 5. Our mix-all model gener-
ally achieves comparable results when presented
with each of the four reference corrections of the
test set (corX columns). However, when we use
the noisy source sentence as input (No corr col-
umn) our mix-all model obtains 1.4 BLEU im-
provements over the clean model. The difference
between the performance of the models when pre-
sented with clean and noisy input is another indi-
cator for robustness. On the JFLEG-es test set, the
noisy source results in a −3.1 BLEU point drop
for the clean model, while the drop for our mix-
all model is smaller, at −1.7 BLEU points.

In addition, we experimented with using an au-
tomatic error-corrected source as input to our sys-
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JFLEG-es Dev

Training
Manual correction No Auto

cor0 cor1 cor2 cor3 avg. corr. corr.

clean 32.1 31.5 32.5 33.3 32.4 31.1 31.2
mix-all 31.9 31.4 32.2 32.9 32.1 32.2 31.6

JFLEG-es Test

Training
Manual correction No Auto

cor0 cor1 cor2 cor3 avg. corr. corr.

clean 28.4 28.8 29.1 28.2 28.6 26.2 27.0
mix-all 27.7 28.1 28.1 27.5 27.8 26.8 26.7

Table 5: BLEU scores on the JFLEG-es dev and test datasets. Our proposed mix-all model is slightly behind the
clean model on manually corrected input (cor[0–3]). On noisy input (No corr.) the mix-all outperforms the clean
model (26.8 > 26.2). Preprocessing the noisy input with a GEC model (Auto corr.) slightly improves results.

tem (column Auto corr of Table 5). We used
the publicly available JFLEG outputs of the (al-
most) state-of-the-art model of Junczys-Dowmunt
and Grundkiewicz (2016) as inputs to our NMT
system.3 This experiment envisions a pipeline
where the noisy source is first automatically cor-
rected and then translated. As expected, this helps
the clean model (by +1.1 BLEU), but our mix-
all training helps even further (by another +0.8
BLEU). Interestingly, the automatic GEC system
only helps in the test set, while there are no im-
provements in the dev set. Naturally, since au-
tomatic GEC systems are imperfect, the perfor-
mance of this pipeline still lags behind translating
on clean data.

4 Analysis

We attempt an in-depth analysis of the impact of
the different source-side error types on the behav-
ior of our NMT system, when trained on clean data
and tested on the artificial noisy data that we cre-
ated.

Art Errors Table 6 shows the difference of the
BLEU scores obtained on the sentences, broken
down by the type of article error that was intro-
duced. The first observation is that in all cases the
difference is negative, meaning that we get higher
BLEU scores when testing on clean data. Encour-
agingly, there is practically no difference when we
substitute ‘a’ with ‘an’ or ‘an’ with ‘a’; the model

3This model has been recently surpassed by other sys-
tems, e.g. (Junczys-Dowmunt et al., 2018), but their outputs
are not available online.

seems to have learned very similar representations
for the two indefinite articles, and as a result such
an error has no impact on the produced output.
However, we observe larger performance drops
when substituting indefinite articles with the defi-
nite one and vice versa; since the target language
makes the same article distinction as the source
language, any article source error is propagated to
the produced translation.

Prep Errors Due to the large number of prepo-
sitions, we cannot present a full analysis of prepo-
sition errors, but highlights are shown in Table 7.
Deleting a correct preposition or inserting a wrong
one leads to performance drops of 1.2 and 0.8
BLEU points for the cleanmodel, but drops of 0.4
and 0.7 for the mix-all model.

Nn and Sva Errors We found no significant per-
formance difference between the different nn er-
rors. Incorrectly pluralizing a noun has the same
adverse effect as singularizing it, leading to per-
formance reductions of over 4.0 and 3.5 BLEU
points respectively. We observe a similar behavior
with sva errors: each error type leads to roughly
the same performance degradation.

5 Related Work

The effect of noise in NMT was recently stud-
ied by Khayrallah and Koehn (2018), who ex-
plored noisy situations during training due to web-
crawled data. This type of noise includes mis-
aligned, mistranslated, or untranslated sentences
which, when used during training, significantly
degrades the performance of NMT. Unlike our
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Correct Substituted article
article a an the ∅ all

a – 0 −2.0 −2.1 −2.1
an 0 – −5.7 −7.3 −6.3
the −4.1 −2.2 – −1.7 −1.8
∅ −3.1 −3.7 −1.5 – −1.7

all −3.8 −3.4 −1.5 −1.8 −1.7

Table 6: Effect of article substitutions in test data (art)
relative to clean test data (clean), broken down by sub-
stitution type. Different article substitutions have very
different impacts on BLEU; changing an indefinite ar-
ticle to definite is especially damaging.

work, they primarily focus on a setting where the
training set is noisy but the test set is clean.

In addition, Heigold et al. (2018) evaluated
the robustness of word embeddings against word
scrambling noise, and showed that performance
in downstream tasks like POS-tagging and MT
is especially hurt. Sakaguchi et al. (2017a) stud-
ied word scrambling and the Cmabrigde Uin-
ervtisy (Cambridge University) effect, where hu-
mans are able to understand the meaning of sen-
tences with scrambled words, performing word
recognition (word level spelling correction) with
a semi-character RNN system.

Focusing only on character-level NMT models,
Belinkov and Bisk (2018) showed that they exhibit
degraded performance when presented with noisy
test examples (both artificial and natural occurring
noise). In line with our findings, they also showed
that slightly better performance can be achieved by
training on data artificially induced with the same
kind of noise as the test set.

Sperber et al. (2017) proposed a noise-
introduction system reminiscent of WER, based
on insertions, deletions, and substitutions. An
NMT system tested on correct transcriptions
achieves a BLEU score of 55 (4 references), but
tested on the ASR transcriptions it only achieves a
BLEU score of 35.7. By introducing similar noise
in the training data, they were able to make the
NMT system slightly more robust. Interestingly,
they found that the optimal amount of noise on the
training data is smaller than the amount of noise
on the test data.

The notion of linguistically plausible corruption
is also explored by Li et al. (2017), who created
adversarial examples with syntactic and semantic
noise (reordering and word substitutions respec-

Substitution
model BLEU difference
clean mix-all

in→with −6.7 −1.7
on→for −6.0 −0.1
to→on −2.9 −0.5
in→ ∅ −1.8 −1.9
∅→for −1.6 −0.6

∅→any −1.2 −0.4
any→∅ −0.8 −0.7

Table 7: Effect of selected preposition substitutions in
test data (prep) relative to clean test data (clean), for the
clean and mix-all models. The mix-all model handles
most errors more efficiently.

tively). When training with these noisy datasets,
they obtained better performance on several text
classification tasks. Furthermore, in accordance
with our results, their best system is the one that
combines different types of noise.

We present a summary of relevant previous
work in Table 8. Synthetic errors refer to noise in-
troduced according an artificially created distribu-
tion, and natural errors refer to actual errorful text
produced by humans. As for semi-natural, it refers
to either noise introduced according to a distribu-
tion learned from data (as in our work), or to er-
rors that are learned from data but introduced ac-
cording to an artificial distribution (as is part of the
work of Belinkov and Bisk (2018)).

We consider our work to be complementary to
the works of Heigold et al. (2018); Belinkov and
Bisk (2018), and Sperber et al. (2017). However,
there are several important differences:

1. Belinkov and Bisk (2018) and Sperber et al.
(2017) train their NMT systems on fairly
small datasets: 235K (Fr-En), 210K (De-
En), 122K (Cz-En), and 138K sentences (Es-
En) respectively. Even though they use sys-
tems like Nematus (Sennrich et al., 2017) or
XNMT (Neubig et al., 2018) which gener-
ally achieve nearly SOTA results, it is un-
clear whether their results generalize to larger
training data. In contrast, we train our system
on almost 2M sentences.

2. All three systems introduce somewhat un-
realistic amounts of noise in the data. The
natural noise of Belinkov and Bisk (2018)
consists of word substitutions based on
Wikipedia errors or corrected essays (in the
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Work Errors Noise Types NMT level Languages

(Heigold et al., 2018) synthetic character swaps, character
flips, word scrambling

char, BPE De→En

(Sperber et al., 2017) synthetic ASR errors word Es→En

(Belinkov and Bisk, 2018)

synthetic character swap, middle
scramble, full scramble,
keyboard typo

char, BPE Fr,De,Cz→En

semi-natural word substitutions

this work

semi-natural grammar errors: article,
preposition, noun num-
ber, verb agreement

BPE En→Es

natural JFLEG corpus

Table 8: Previous work on evaluating the effect of noise in NMT systems. Character swaps refer to neighboring
character reordering (e.g. noise→nosie), while character flips refer to character substitutions (e.g. noise→noiwe).

Czech case) but they substitute all possible
correct words with their erroneous version,
ending up with datasets with more than 40%
of the tokens being noisy. For that reason,
we refer to it as semi-natural noise in Ta-
ble 8. Meanwhile, Sperber et al. (2017) test
on the outputs of an ASR system that has a
WER of 41.3%. For comparison, in the JF-
LEG datasets, we calculated that only about
3.5%–5% of the tokens are noisy – the aver-
age Levenshtein distance of a corrected refer-
ence and its noisy source is 13 characters.

3. The word scrambling noise, albeit interest-
ing, could not be claimed to be applicable
to realistic scenarios, especially when applied
to all words in a sentence. The solution Be-
linkov and Bisk (2018) suggested and Sper-
ber et al. (2017) discussed is a character- or
spelling-aware model for producing word- or
subword-level embeddings. We suspect that
such a solution would indeed be appropriate
for dealing with typos and other character-
level noise, but not for more general gram-
matical noise. Our method could potentially
be combined with GloVe (Pennington et al.,
2014) or fastText (Bojanowski et al., 2017)
embeddings that can deal with slight spelling
variations, but we leave this for future work.

On the other side, Grammar Error Correction
has been extensively studied, with significant in-
cremental advances made recently by treating
GEC as an MT task: among others, Junczys-
Dowmunt and Grundkiewicz (2016) used phrased-

based MT, Ji et al. (2017) used hybrid character-
word neural sequence-to-sequence systems, Sak-
aguchi et al. (2017b) used reinforcement learn-
ing, and Junczys-Dowmunt et al. (2018) combined
several techniques with NMT to achieve the cur-
rent state-of-the-art. Synthetic errors for training
GEC systems have also been studied and applied
with mixed success (Rozovskaya and Roth, 2010;
Rozovskaya et al., 2014; Xie et al., 2016), while
more recently Xie et al. (2018) used backtransla-
tion techniques to add synthetic noise for GEC.

6 Conclusion

In this work, we studied the effect of grammati-
cal errors in NMT. We not only confirmed previ-
ous findings, but also expanded on them, show-
ing that realistic human-like noise in the form of
specific grammatical errors also leads to degraded
performance. We added synthetic errors on the En-
glish WMT training, dev, and test data (including
dev and test sets for all WMT 18 evaluation pairs),
and have released them along with the scripts nec-
essary for reproducing them. We also produced
Spanish translations of the JFLEG corpus, so that
future NMT systems can be properly evaluated on
real noisy data.
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A Results with LSTM models

Training Set
En-Es WMT Test Set

clean drop art prep nn sva average ± stdev
clean 26.62 24.08 25.35 25.63 23.34 26.06 25.18 ± 1.24
drop 25.10 24.21 24.24 24.00 22.26 19.58 23.23 ± 2.02
art 25.49 23.26 24.78 24.35 22.42 25.59 24.31 ± 1.26
prep 25.49 22.99 24.39 25.22 22.78 25.07 24.32 ± 1.17
nn 25.35 23.04 23.06 24.15 24.73 24.61 24.16 ± 0.94
sva 25.77 23.49 24.68 24.62 23.22 25.41 24.53 ± 1.01

clean+drop 26.45 25.37 25.59 25.59 23.64 25.92 25.43 ± 0.95
clean+art 26.64 24.60 26.35 26.08 23.69 26.48 25.64 ± 1.21
clean+prep 26.60 24.31 25.12 26.30 23.27 26.14 25.29 ± 1.31
clean+nn 26.23 23.86 24.75 25.52 25.20 25.66 25.20 ± 0.82
clean+sva 26.62 24.22 25.49 25.86 23.79 26.24 25.37 ± 1.13

mix-all 26.60 24.90 25.52 25.80 24.68 26.03 25.59 ± 0.72

Table 9: BLEU scores on the WMT test set without (clean) and with synthetic grammar errors using an LSTM
encoder-decoder model.

JFLEG-es Dev

Training
Manual correction No Auto

cor0 cor1 cor2 cor3 avg. corr. corr.

clean 28.3 27.3 28.4 28.2 28.0 27.1 27.7
mix-all 28.2 27.5 28.8 29.1 28.4 27.4 28.2

JFLEG-es Test

Training
Manual correction No Auto

cor0 cor1 cor2 cor3 avg. corr. corr.

clean 24.9 25.1 25.6 25.1 25.2 22.8 23.5
mix-all 24.8 25.0 25.3 25.0 25.0 23.1 24.3

Table 10: BLEU scores on the JFLEG-es dev and test datasets with the LSTM encoder-decoder model.
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Abstract

In domain adaptation for neural machine trans-
lation, translation performance can benefit
from separating features into domain-specific
features and common features. In this pa-
per, we propose a method to explicitly model
the two kinds of information in the encoder-
decoder framework so as to exploit out-of-
domain data in in-domain training. In our
method, we maintain a private encoder and
a private decoder for each domain which are
used to model domain-specific information. In
the meantime, we introduce a common en-
coder and a common decoder shared by all
the domains which can only have domain-
independent information flow through. Be-
sides, we add a discriminator to the shared en-
coder and employ adversarial training for the
whole model to reinforce the performance of
information separation and machine transla-
tion simultaneously. Experiment results show
that our method can outperform competitive
baselines greatly on multiple data sets.

1 Introduction

Neural machine translation (NMT) (Kalchbrenner
and Blunsom, 2013; Cho et al., 2014; Sutskever
et al., 2014; Bahdanau et al., 2014; Gehring et al.,
2017) has made great progress and drawn much
attention recently. Most NMT models are based
on the encoder-decoder architecture, where all
the sentence pairs share the same set of param-
eters for the encoder and decoder which makes
NMT models have a tendency towards overfitting
to frequent observations (e.g., words, word co-
occurrences, translation patterns), but overlook-
ing special cases that are not frequently observed.
However, in practical applications, NMT mod-
els usually need to perform translation for some
specific domain with only a small quantity of in-

*Corresponding Author

domain training data but a large amount of out-of-
domain data. Simply combining in-domain train-
ing data with out-of-domain data will lead to over-
fitting to the out-of-domain data. Therefore, some
domain adaptation technique should be adopted to
improve in-domain translation.

Fortunately, out-of-domain data still embod-
ies common knowledge shared between domains.
And incorporating the common knowledge from
out-of-domain data can help in-domain transla-
tion. Britz et al. (2017) have done this kind of at-
tempts and managed to improve in-domain trans-
lation. The common architecture of this method
is to share a single encoder and decoder among
all the domains and add a discriminator to the
encoder to distinguish the domains of the input
sentences. The training is based on adversarial
learning between the discriminator and the trans-
lation , ensuring the encoder can learn common
knowledge across domains that can help to gener-
ate target translation. Zeng et al. (2018) extend
this line of work by introducing a private encoder
to learn some domain specific knowledge. They
have proven that domain specific knowledge is a
complement to domain invariant knowledge and
indispensable for domain adaptation. Intuitively,
besides the encoder, the knowledge inferred by
the decoder can also be divided into domain spe-
cific and domain invariant and further improve-
ment will be achieved by employing private de-
coders.

In this paper, in order to produce in-domain
translation with not only common knowledge but
in-domain knowledge, we employ a common en-
coder and decoder among all the domains and also
a private encoder and decoder for each domain
separately. The differences between our method
and the above methods are in two points: first, we
employ multiple private encoders rather where all
the domains only have one private encoder; sec-
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ond, we also introduce multiple private decoders
contrast to no private decoder. This architecture
is based on the consideration that out-of-domain
data is far more than in-domain data and only us-
ing one private encoder and/or decoder has the
risk of overfitting. Under the framework of our
method, the translation of each domain is pre-
dicted on the output of both the common decoder
and its private decoder. In this way, the in-domain
private decoder has direct influence to the gen-
eration of in-domain translation and the out-of-
domain decoder is used to help train the common
encoder and decoder better which can also help in-
domain translation. We conducted experiments on
English→Chinese and English↔German domain
adaptation tasks for machine translation under the
framework of RNNSearch (Bahdanau et al., 2014)
and Transformer (Vaswani et al., 2017) and get
consistently significant improvements over several
strong baselines.

2 Related Work

The task of domain adaptation for NMT is to trans-
late a text in-domain for which only a small num-
ber of parallel sentences is available. The main
idea of the work for domain adaptation is to intro-
duce external information to help in-domain trans-
lation which may include in-domain monolingual
data, meta information or out-of-domain parallel
data.

To exploit in-domain monolingual data,
Gülçehre et al. (2015) train a RNNLM on the
target side monolingual data first and then use
it in decoding. Domhan and Hieber (2017)
further extend this work by training the RNNLM
part and translation part jointly. Sennrich et al.
(2015a) propose to conduct back translation for
the monolingual target data so as to generate the
corresponding parallel data. Zhang and Zong
(2016) employs the self-learning algorithm to
generate the synthetic large-scale parallel data for
NMT training. To introduce meta information,
Chen et al. (2016) use the topic or category infor-
mation of the input text to assistant the decoder
and Kobus et al. (2017) extend the generic NMT
models, which are trained on a diverse set of
data to, specific domains with the specialized
terminology and style.

To make use of out-of-domain parallel data, Lu-
ong and Manning (2015) first train an NMT model
with a large amount of out-of-domain data, then

fine tune the model with in-domain data. Wang
et al. (2017a) select sentence pairs from the out-
of-domain data set according to their similarity to
the in-domain data and then add them to the in-
domain training data. Chu et al. (2017) construct
the training data set for the NMT model by com-
bining out-of-domain data with the over-sampled
in-domain data. Wang et al. (2017b) combine the
in-domain and out-of-domain data together as the
training data but apply instance weighting to get a
weight for each sentence pair in the out-of-domain
data which is used in the parameter updating dur-
ing back propagation. Britz et al. (2017) employ
a common encoder to encode the sentences from
both the in-domain and out-of-domain data and
meanwhile add a discriminator to the encoder to
make sure that only domain-invariant information
is transferred to the decoder. They focus on the sit-
uation that the quantity of the out-of-domain data
is almost the same as the in-domain data while
our method can handle more generic situations
and there is no specific demand for the ratio of
the quantity between the in-domain and out-of-
domain data. Besides, our method employs a pri-
vate encoder-decoder for each domain which can
hold the domain-specific features. In addition to
the common encoder, Zeng et al. (2018) further in-
troduce a domain-specific encoder to each domain
together with a domain-specific classifier to ensure
the features extracted by the domain-specific en-
coder is proper. Compared to our method, they
focus on the encoder and do not distinguish the in-
formation in the decoder.

Adversarial Networks have achieved great suc-
cess in some areas (Ganin et al., 2016; Goodfellow
et al., 2014). Inspired by these work, we also em-
ploy a domain discriminator to extract some do-
main invariant features which has already shown
its effectiveness in some related NLP tasks. Chen
et al. (2017) use a classifier to exploit the shared
information between different Chinese word seg-
ment criteria. Gui et al. (2017) tries to learn
common features of the out-domain data and in-
domain data through adversarial discriminator for
the part-of-speech tagging problem. Kim et al.
(2017) train a cross-lingual model with language-
adversarial training to generate the general infor-
mation across different languages for the POS tag-
ging problem. All these work try to utilize a dis-
criminator to distinguish invariant features across
the divergence.
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Figure 1: The architecture of the attention-based NMT.

3 RNN-based NMT model

Our method can be applied to both the RNN-
based NMT model (Bahdanau et al., 2014) and
self-attention-based NMT model (Vaswani et al.,
2017). In this paper, we will introduce our method
under the RNN-based framework and the applica-
tion to the self-attention-based framework can be
implemented in a similar way. Before introduc-
ing our method, we will first briefly describe the
RNN-based NMT model with attention shown in
Figure 1.

The encoder uses two GRUs to go through
source words bidirectionally to get two hidden
states

−→
h i and

←−
h i for the source word xi, which

are then concatenated to produce the final hidden
states for xi as follows

hi = [
−→
h i;
←−
h i] (1)

The attention layer aims to extract the source
information which is most related to the genera-
tion of each target word. First it evaluates the cor-
relation between the previous decoder hidden state
sj−1 and each source hidden state hi by

eij = vTα tanh (Wαsj−1 + Uαhi) , (2)

next calculates αij which is the correlation degree
to each target hidden state hi, and then gets the
attention cj . The formulation is as follows

αij =
exp(eij)∑ls
i′=1 exp(ei′j)

; cj =

ls∑

i=1

αijhi (3)

The decoder also employs a GRU to get the
hidden state sj for the target word yj as

sj = g(yj−1, sj−1, cj). (4)

Shared
Enocder

Out-of 
Domain

Data

In
Domain

Data

Out-of 
Encoder

In
Encoder

Shared
Decoder

Out-of 
Decoder

In
Decoder

+

+

Prediction
Layer

Domain Discriminator Translation Part

GRL

Figure 2: The architecture of the proposed method.
GRL means the gradient reversal layer which will mul-
tiply a negative constant to the gradients during back-
propagation.

Then the probability of the target word yj is de-
fined as follows

p(yj |sj , yj−1, cj) ∝ exp(yTj Wotj) (5)

where tj is computed by

tj = Uosj−1 + VoEyj−1 + Cocj (6)

4 The Proposed Method

Assume that we have two kinds of training data:
out-of-domain and in-domain, and we want to get
the translation for the in-domain input. The out-
of-domain and in-domain data can be represented
as

out = {(xk,y∗k)}Nout

k=1 ∼ Dout;

in = {(xk,y∗k)}Nin

k=1 ∼ Din

(7)

The main idea of our method is to extract
domain invariant information from the out-of-
domain data to improve in-domain translation. To
this end, we employ a common encoder and a
common decoder shared by both of the domains,
and a private encoder and a private decoder for
each domain. The main architecture given in Fig-
ure 2.

The working scenario of our method is as fol-
lows. When a sentence comes, it is inputted into
the shared encoder and the private encoder of the
corresponding domain simultaneously. Then the
output of the shared encoder is fed into the shared
decoder and the output of the private encoder into
its corresponding private decoder. Finally, the
shared decoder and the private decoder collaborate
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together to generate the current target word with a
gate to decide the contribution ratio.

In addition, our method also introduce a dis-
criminator to distinguish the domain of the in-
put sentence based on the output of the shared
encoder. When the discriminator cannot predict
the domain of the input sentence, we can think
the knowledge encoded in the shared encoder is
domain invariant. This is achieved with a gra-
dient reversal layer (GRL) so that the gradients
are reversed during back-propagation. In this way,
the adversarial training is performed between the
translation and the discriminator.

4.1 The Translation Part

The Encoder
Our model has a shared encoder, an in-domain

private encoder and an out-of-domain private en-
coder, where the shared encoder accepts input
from the two domains. Given a sentence of do-
main p (p ∈ {in,out}), the shared encoder and
the private encoder of domain p will roll the sen-
tence as the encoder shown in Section 3 and the
outputs of the shared encoder and the private en-
coder for word xj are represented as hc

j and hp
j

respectively.
The Attention Layer

As the output of the shared encoder is only fed
to the shared decoder and the output of the private
encoder of domain p only flows to the private de-
coder of domain p, we only need to calculate the
attention of the shared decoder over the shared en-
coder and the attention of the private decoder of
domain p over the private encoder of domain p.
We calculate these two attentions as in Section 3
and denote them as ccj and cpj for the shared de-
coder and the private decoder, respectively.
The Decoder

We also maintain a shared decoder, an in-
domain private decoder and an out-of-domain pri-
vate decoder For a sentence of domain p (p ∈
{in,out}), the shared decoder and the private de-
coder of domain p act in the same way as shown
in Equation 4 and Equation 6 and then produce the
hidden states scj and tcj for the shared decoder, and
spj and tpj for the private decoder.

To predict the target word yj , tcj and tpj are
weighted added to get tj as

zj = σ(Wzt
c
j + Uzt

p
j );

tj = zj · tcj + (1− zj) · tpj
(8)

Where σ(·) is the sigmoid function and Wz and
Uz are shared by in-domain and out-of-domain.
Finally the probability of the target word yj is
computed with

P (yj | . . . ) ∝ exp(yTj Wotj); (9)

4.2 The Domain Discriminator
The domain discriminator acts as a classifier to de-
termine the knowledge encoded in the shared en-
coder is from in-domain or from out-of-domain.
When a well trained discriminator can’t classify
the domain properly, we can think the knowledge
in the shared encoder is domain invariant (Ganin
et al., 2016). As CNN has shown its effectiveness
in some related classification tasks (Zhang et al.,
2015; Yu et al., 2017), we construct our discrimi-
nator with CNN.

First, the input to the CNN is the representation
of the whole source sentence which is got by con-
catenating the sequence of hidden states generated
by the shared encoder as

Π1:I = h1 ⊕ h2 ⊕ · · · ⊕ hI (10)

where I is the length of the source sentence and
h1, ...,hI is the hidden state of the corresponding
source word. ⊕ stands for the concatenation op-
eration of the hidden states, and we can get the
final source sentence representation Π1:I ∈ RI×m
where m is the dimension of the hidden state.

We then employ a kernel w ∈ Rl×m to apply a
convolutional operation to produce a new feature
map:

f = ρ(w ⊗Π1:I + bf ) (11)

where ρ is the ReLU activation function, ⊗ stands
for the convolutional operation of the kernel and
b is the bias term. A number of different kinds of
kernels with different windows sizes are used in
our work to extract different features at different
scales. Next, we apply a max-over-time pooling
operation over the feature maps to get a new fea-
ture map. To further improve the performance of
the discriminator, following the work (Yu et al.,
2017), we also add the highway architecture (Sri-
vastava et al., 2015; Zhang et al., 2018) behind the
pooled feature maps where we use a gate to control
the information flow between the two layers. Fi-
nally, the combined feature map is fed into a fully
connected network with a sigmoid activation func-
tion to make the final predictions:

p(d) ∝ exp(Wd · f + bd); (12)
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where d is the domain label of in-domain or out-
of-domain.

5 Training

Our final loss considers the translation loss and the
domain prediction loss. For the translation loss,
we employ cross entropy to maximize the trans-
lation probability of the ground truth, so we have
this loss as follows and the training objective is to
minimize the loss.

LMT = −
Nin+Nout∑

k=1

Jk∑

j=1

log p(y∗kj ) (13)

where Nin and Nout are the number of training
sentences for in-domain and out-of-domain data
respectively, Jk is the length of the k-th ground
truth sentence, and p(y∗kj ) is the predicted prob-
ability of the j-th word for the k-th ground truth
sentence.

Note that we have three different encoders and
three different decoders in total, including the
shared encoder and decoder, the in-domain private
encoder and decoder, and the out-of-domain pri-
vate encoder and decoder, and all of them have
their own parameters.

For the domain prediction loss, we also use
cross-entropy to minimize the following loss

LD = −
Nin+Nout∑

k=1

log p(d∗k) (14)

where d∗k is the ground truth domain label of the
k-th input sequence.

Then the final loss is defined as

L = LMT + λLD (15)

where λ is a hyper-parameter to balance the effects
of the two parts of loss. We gradually tried λ from
0.1 to 2.5 and set it to 1.5 in our final experiments.

Borrowing ideas from Ganin et al. (2016), we
introduce a special gradient reversal layer (GRL)
between the shared encoder and the domain dis-
criminator. During forward propagation, the GRL
has no influence to the model, while during back-
propagation training, it multiplies a certain neg-
ative constant to the gradients back propagated
from the discriminator to the shared encoder. In
this way, an adversarial learning is applied be-
tween the translation part and the discriminator.

At the beginning of the training, we just use the
LMT to train the translation part on the combined
data, including the shared encoder-decoder and
the in-domain and out-of-domain private encoder-
decoder. Then we use LD to only train the do-
main discriminator until the precision of the dis-
criminator reach 90% while the parameters of the
shared encoder keep unupdated. Finally, we train
the whole model with the complete loss L with all
the parameters updated. In the training process,
the sentences in each batch is sampled from in-
domain and out-of-domain data at the same rate.

During testing, we just use the shared encoder-
decoder and the private in-domain encoder-
decoder to perform in-domain translation.

6 Experiments

We evaluated our method on the
English→Chinese (En-Zh), English→German
(En-De) and German→English (De-En) domain
adaptation translation task.

6.1 Data Preparation

English→Chinese For this task, out-of-domain
data is from the LDC corpus1 that contains 1.25M
sentence pairs. The LDC data is mainly related
to the News domain. We chose the parallel sen-
tences with the domain label Laws from the UM-
Corpus (Tian et al., 2014) as our in-domain data.
We chose 109K, 1K and 1K sentences from the
UM-Corpus randomly as our training, develop-
ment and test data. We tokenized and lowercased
the English sentences with Moses2 scripts. For
the Chinese data, we performed word segmenta-
tion using Stanford Segmenter3.

English→German For this task, the train-
ing data is from the Europarl corpus distributed
for the shared domain adaptation task of WMT
2007 (Callison-Burch et al., 2007) where the out-
of-domain data is mainly related to the News
domain, containing about 1.25M sentence pairs,
and in-domain data is mainly related to the News
Commentary domain which is more informal
compared to the news corpus, containing about
59.1K sentences. We also used the development
set of the domain adaptation shared task. Finally,
we tested our method on the NC test set of WMT

1https://www.ldc.upenn.edu/
2http://www.statmt.org/moses/
3https://nlp.stanford.edu/

3085



2006 and WMT 2007. We tokenized and lower-
cased the corpora.

German→English For this task, out-of-domain
corpus is from the WMT 2015 en-de transla-
tion task which are mainly News texts (Bojar
et al., 2015) containing about 4.2M sentence pairs.
For the in-domain corpus, we used the paral-
lel training data from the IWSLT 2015 which
is mainly from the the TED talks containing
about 190K sentences. In addition, dev2012 and
test2013/2014/2015 of IWSLT 2015 were selected
as the development and test data, respectively. We
tokenized and truecased the corpora.

Besides, 16K, 16K and 32K merging opera-
tions were performed to learn byte-pair encod-
ing(BPE) (Sennrich et al., 2015b) on both sides
of the parallel training data and sentences longer
than 50, 50 and 80 tokens were removed from the
training data, respectively.

6.2 Systems

We implemented the baseline and our model by
PyTorch framework4. For the En-Zh and En-De
translation task, batch size was set to 80 and vo-
cabulary size was set to 25k which covers all the
words in the training set. The source and target
embedding sizes were both set to 256 and the size
of the hidden units in the shared encoder-decoder
RNNs was also set to 256. During experiments,
we found that the shared encoder-decoder played
a major role in the model and the size of the pri-
vate encoder-decoder didn’t influence the results
too much. Thus we just set the size of the pri-
vate encoder-decoder one-quarter of the shared
encoder-decoder considering the training and de-
coding speed.

For the De-En translation task, batch size was
set to 40 and vocabulary size was set to 35K in
the experiment. The source and target embedding
sizes were both set to 620 and the size of the hid-
den units in the shared encoder and decoder RNNs
was set to 1000. As mentioned before, the size of
the private encoder-decoder was just one-quarter
of the shared encoder-decoder.

All the parameters were initialized by using uni-
form distribution over [−0.1, 0.1]. The adadelta
algorithm was employed to train the model. We
reshuffled the training set between epochs. Be-
sides, the beam size was set to 10.

Contrast Methods We compared our model

4http://pytorch.org

with the following models, namely:
• In : This model was trained only with the in-

domain data.
• Out + In : This model was trained with both

of the in-domain and out-of-domain data.
• Sampler (Chu et al., 2017) : This method

over-sampled the in-domain data and concatenated
it with the out-of-domain data.

• Fine Tune (Luong and Manning, 2015) : This
model was trained first on the out-of-domain data
and then fine-tuned using the in-domain data.

• Domain Control (DC) (Kobus et al., 2017)
: This method extend word embedding with an ar-
bitrary number of cells to encode domain informa-
tion.

• Discriminative Mixing (DM) (Britz et al.,
2017) : This method adds a discriminator on top of
the encoder which is trained to predict the correct
class label of the input data. The discriminator is
optimized jointly with the translation part.

• Target Token Mixing (TTM) (Britz et al.,
2017) : This method append a domain token to
the target sequence.

• Adversarial Discriminative Mix-
ing(ADM) (Britz et al., 2017) : This method
is similar with our model which also add a
discriminator to extract common features across
domains. The biggest difference is that we add
private parts to preserve the domain specific
features. Besides we also applied a different
training strategy as the section 5 describes so that
our method can handle more generic situations.

Noting that our model has a private encoder-
decoder which brings extra parameters, we just
slightly extend the hidden size of the contrast
model to make sure that the total parameter num-
ber of the contrast model is equal to the number of
our model’s translation part.

6.3 Main Results

The En-Zh Experiments Results are measured
using char based 5-gram BLEU score (Papineni
et al., 2002) by the multi-bleu.pl script. The main
results are shown in Table 1. On both of the de-
velopment set and test set, our model significantly
outperforms the baseline models and other con-
trast models. Furthermore, we got the following
conclusions:

First, the baseline model ’In’ surpass the ’Out +
In’ model which shows that the NMT model tends
to fit out-of-domain features if we directly include
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(a) without discriminator (b) full model

Figure 3: The shared encoder’s hidden state of the two models. Data from the out-of-domain are presented as blue
dots while data from the in-domain are presented as red triangles. There is an obvious separation of the results of
the without discriminator model but the hidden states of the shared encoder of our full model are well-distributed.

En-Zh dev test average

In 32.45 30.42 31.44

Out + In 30.37 28.76 29.57

Sampler 35.06 32.97 34.02

Fine Tune 35.02 33.36 34.19

DC 31.08 29.59 30.34

DM 30.98 29.73 30.36

TTM 31.77 30.11 30.94

ADM 31.23 29.88 30.56

our method 36.55** 34.84** 35.70

Table 1: Results of the en-zh translation experiments.
The marks indicate whether the proposed methods
were significantly better than the best performed con-
trast models(**: better at significance level α = 0.01,
*:α = 0.05)(Collins et al., 2005)

out-of-domain data into the in-domain data, as
the domain specific features embodied in out-of-
domain data is in greater quantity than that in in-
domain data. However, we also found that the
model will over fit so soon if we only use the in-
domain data so it is necessary to make use of the
out-of-domain data to improve the translation per-
formance.

Second, we found that when the in-domain data
is much less than the out-of-domain data, some
contrast methods for domain adaptation, such as
DC, DM TTM and ADM, didn’t perform well.
They were worse than the baseline model ’in’ and
only slightly better than ’out + in’. These methods

En-De test06 test07 average

In 23.36 25.00 24.18

Out + In 20.69 22.43 21.56

Sampler 26.83 29.01 27.92

Fine Tune 27.02 29.19 28.11

our method 27.97* 30.67** 29.32

Table 2: Results of the WMT 07 en-de translation ex-
periments.

all try to take domain information into translation
in their own ways which actually brings improve-
ment compared with the ’out + in’ model. How-
ever, as the out-of-domain data is much more than
the in-domain data, the model will still tends to
fit out-of-domain data and ignore the in-domain
information which will degrade the final perfor-
mance. Therefore, it is necessary to handle the
in-domain data separately in some way. The
’Sampler’ and ’Fine Tune’ perform better because
they receive much more information from the in-
domain data compared with other methods, but
they don’t make use of the domain information
when translating.

Last, our model achieves the best performance
among all the contrast models. The shared en-
coder extract the domain invariant features of the
two domains with the help of the discriminator
so that the shared part will be well trained using
all the in-domain and out-of-domain data. At the
meantime, we also consider the domain specific
features and the private encoder-decoder can re-
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De-En test13 test14 test15

In 25.83 21.97 24.64

Out + In 26.45 23.21 25.85

Sampler 29.70 25.71 28.29

Fine Tune 30.48 26.55 28.62

Sennrich et al. (2015a) 28.20 24.40 26.70

Wang et al. (2017b) 28.58 24.12 -

our method 30.99 26.94 29.30*

Table 3: Results of the IWSLT 15 en-de experiments.
The second part results were directly taken from their
papers.

ceive enough information from the in-domain data
to prevent the whole model from overfitting the
out-of-domain features.

The En-De Experiments and De-En Exper-
iments results are shown in the Table 2 and Ta-
ble 3. Results are measured using word based 4-
gram BLEU score (Papineni et al., 2002) by the
multi-bleu.pl script. In these two experiments,
we only compared our method with the baseline
model and the competitive contrast methods ’Sam-
pler’ (Kobus et al., 2017) and ’Fine Tune’ (Lu-
ong and Manning, 2015). Similar to the previous
experiment results, our method still achieves the
best performance compared to all contrast mod-
els, which demonstrates again that our model is ef-
fective and general to different language pairs and
different domains.

6.4 Experiment Analysis

We made some some detailed analysis to empiri-
cally show the effectiveness of our model based on
En-Zh translation task.

6.4.1 Ablation Study
In order to further understand the impact of the
components of the proposed model, we performed
some further studies by training multiple versions
of our model by removing some components: The
first model removed the domain discriminator but
preserved the private part. The second one re-
moved the private encoder-decoder but kept the
domain discriminator. The last one just removed
both of those two parts.

Results are shown in the Table 4. As expected,
the best performance is obtained with the simul-
taneous use of all the tested elements. When we

DCN Private dev test average
√ √

36.55 34.84 35.70
√ × 35.73 34.09 34.91

× √
35.67 34.22 34.94

× × 35.13 33.36 34.25

Table 4: Results of the ablation study. "DCN"
means the discriminator and "Private" means the pri-
vate encoder-decoder.

Out-of-Domain In-Domain distance
- DCN (12.9, 5.8) (-38.9,-17.5) 56.8
Full Model (-4.4, 3.0) (13.2,-9.0) 21.3

Table 5: The average coordinates value and its distance
of the the hidden states. ’- DCN’ is the model without
domain discriminator.

removed the private encoder-decoder, the result
shows that the score was reduced by 0.79, which
indicates that our private part can preserve some
useful domain specific information which is aban-
doned by the shared encoder. When we removed
the discriminator, the result was reduced by 0.76.
This result supports our idea that modeling com-
mon features from out-of-domain data can bene-
fit in-domain translation. When we removed both
of the two components, we got the lowest score.
The total result shows that every component of our
model plays an important role in our model.

6.4.2 Impact of the Discriminator
To verify whether the discriminator have learned
the domain invariant knowledge, we did the fol-
lowing experiments using model without dis-
criminator and our full model with the domain
discriminator of the former subsection.

We sampled 3000 sentences randomly from the
out-of-domain and 1000 sentences from the in-
domain En-Zh parallel sentences as the test data.
Then they were fed into the shared encoders of
the two models to get the reshaped feature maps
as the Equation 11 describes. Next, we used the
t-Distributed Stochastic Neighbor Embedding(t-
SNE)5 technique to do a dimensionality reduction
to the hidden state. Results are shown in the Fig-
ure 3. We also calculate the average value of the
coordinates of each domain’s hidden state. The re-
sults are shown in Table 5

5http://lvdmaaten.github.io/tsne/
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En-Zh test1 test2 test3

Out + In 22.31 18.82 17.59

Sampler 21.60 18.64 16.93

Fine Tune 13.18 11.94 11.55

our method 22.61 19.36 17.78

Table 6: Results of the out-of-domain translation task.
The test sets are from the NIST test sets but we ex-
change the translation directions.

From the figure, we can find that here is an ob-
vious separation in the results of the model with-
out discriminator and the numerical analysis also
support this point, which indicates that the shared
encoder without the help of discriminator will treat
the data from different domains differently. All the
domain shared features and domain specific fea-
tures are just mixed together. On the contrary, the
output of the shared encoder of our full model is
well distributed. This proves that the discrimina-
tor can help the shared encoder to extract domain
invariant features which then help to improve the
translation performance in in-domain.

6.4.3 Out-of-domain Translation
Performance

Despite the fact that the purpose of our work is
to improve the in-domain translation performance,
the domain invariant features extracted from the
training data are also beneficial to the out-of-
domain translation performance. To prove this,
we use the NIST 03 04 and 05 test sets which
are mainly related to the News domain as our
out-of-domain test set. Noting that the origin set
was designed for the Zh-En translation task and
each sentence has four English references, we just
chose the first reference as the source side sen-
tence for our En-Zh translation task. The results
are shown in the Table 6 We can conclude from
the results that the "Fine Tune" method suffered a
catastrophic forgetting caused by parameter shift
during the training process. On the contrary, our
method can achieve a mild improvement on the
out-of-domain compared to the baseline system.

6.4.4 Combined With Transformer Model
Transformer (Vaswani et al., 2017) is an efficient
NMT architecture. To test the generality of our
method, we also conducted relevant experiments
based on the transformer model. We did the ex-

En-Zh dev test average

In 32.61 30.33 31.47

Sampler 35.84 33.68 34.76

Fine Tune 36.01 34.03 35.02

our method 37.26** 35.39** 36.33

Table 7: Results of the En-Zh experiments based on the
transformer model.

periment based on the Fairseq code6. The imple-
mentation on this translation framework is simi-
lar with the way on the RNN based models. The
encoder and decoder of our final model consist 3
sublayers. The number of the multi-head atten-
tion was set to 4 and the embedding dim was set
to 256. We also compared with the ’Sampler’ and
’Fine Tune’ method based on transformer. The re-
sults are shown in 7. According to the table, our
method still outperforms than other models, which
can prove that our method has a good generality
across different translation architecture.

7 Conclusions

In this paper, we present a method to make use of
out-of-domain data to help in-domain translation.
The key idea is to divide the knowledge into do-
main invariant and domain specific. The realiza-
tion way is to employ a shared encoder-decoder
to process domain invariant knowledge and a pri-
vate encoder-decoder for each domain to process
knowledge of the corresponding domain. In ad-
dition, a discriminator is added to the shared en-
coder and adversarial learning is applied to make
sure the shared encoder can learn domain invariant
knowledge. We conducted experiments on mul-
tiple data sets and get consistent significant im-
provements. We also verified via experiments that
the shared encoder, the domain specific private
encoder-decoder and the discriminator all make
contribution to the performance improvements.
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Abstract

Despite the progress made in sentence-level
NMT, current systems still fall short at achiev-
ing fluent, good quality translation for a full
document. Recent works in context-aware
NMT consider only a few previous sentences
as context and may not scale to entire docu-
ments. To this end, we propose a novel and
scalable top-down approach to hierarchical at-
tention for context-aware NMT which uses
sparse attention to selectively focus on relevant
sentences in the document context and then
attends to key words in those sentences. We
also propose single-level attention approaches
based on sentence or word-level information
in the context. The document-level context
representation, produced from these attention
modules, is integrated into the encoder or
decoder of the Transformer model depend-
ing on whether we use monolingual or bilin-
gual context. Our experiments and evaluation
on English-German datasets in different doc-
ument MT settings show that our selective at-
tention approach not only significantly outper-
forms context-agnostic baselines but also sur-
passes context-aware baselines in most cases.

1 Introduction

Neural machine translation has grown immensely
in the past few years, from the simplistic RNN-
based encoder-decoder models (Sutskever et al.,
2014; Bahdanau et al., 2015) to the state-of-the-art
Transformer architecture (Vaswani et al., 2017).
Most of these models rely on the attention mech-
anism as a major component, which involves fo-
cusing on different parts of a sequence to com-
pute new representations, and has proven to be
quite effective in improving the translation quality
(Vaswani et al., 2017). However, all of these mod-
els share the same inherent problem: the transla-
tion is still performed on a sentence-by-sentence

∗∗Work initiated during an internship at Unbabel.

basis, thus ignoring the long-range dependencies
which may be useful when it comes to translating
discourse phenomena.

More recently, context-aware NMT has been
gaining significant traction from the MT commu-
nity with majority of works coming out in the
past two years. Most of these focus on using
a few previous sentences as context (Jean et al.,
2017; Wang et al., 2017; Tu et al., 2018; Voita
et al., 2018; Zhang et al., 2018; Miculicich et al.,
2018) and neglect the rest of the document. Only
one existing work has endeavoured to consider the
full document context (Maruf and Haffari, 2018),
thus proposing a more generalised approach to
document-level NMT. However, the model is re-
strictive as the document-level attention computed
is sentence-based and static (computed only once
for the sentence being translated). A more recent
work (Miculicich et al., 2018) proposes to use a
hierarchical attention network (HAN) (Yang et al.,
2016) to model the contextual information in a
structured manner using word-level and sentence-
level abstractions; yet, it uses a limited number of
past source and target sentences as context and is
not scalable to entire document.

In this work, we propose a selective attention
approach to first selectively focus on relevant sen-
tences in the global document-context and then at-
tend to key words in those sentences, while ignor-
ing the rest.1 Towards this goal, we use sparse
attention, enabling an efficient and scalable use
of the context. The intuition behind this is the way
humans translate a sentence containing ambiguous
words. They may look for sentences in the whole
document which contain similar words and just fo-
cus on those for the translation. This attention,

1The term “selective attention” comes from cognitive sci-
ence and is defined as the act of focusing on a particular ob-
ject for a period of time while simultaneously ignoring irrel-
evant information that is also occurring (Dayan et al., 2000).
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which we call Hierarchical Attention, is computed
dynamically for each query word. Furthermore,
we propose a Flat Attention approach which is
based on either sentence or word-level information
in the context. We integrate the document-level
context representation, produced from these atten-
tion modules, into the encoder or decoder of the
Transformer model depending on whether we con-
sider monolingual (source-side) or bilingual (both
source and target-side) context.

Our contributions are as follows: (i) we propose
a novel and efficient top-down approach to hier-
archical attention for context-aware NMT, (ii) we
compare variants of selective attention with both
context-agnostic and context-aware baselines, and
(iii) we run experiments in both online (only past
context) and offline (both past and future context)
settings on three English-German datasets. Exper-
iments show that our approach improves upon the
Transformer by an overall +1.34, +2.06 and +1.18
BLEU for TED Talks, News-Commentary and Eu-
roparl, respectively. It also outperforms two recent
context-aware baselines (Zhang et al., 2018; Mi-
culicich et al., 2018) in majority of the cases.

2 Background

2.1 Neural Machine Translation

Generic NMT models are based on an encoder-
decoder architecture (Bahdanau et al., 2015;
Vaswani et al., 2017). The encoder reads the
source sentence denoted by x = (x1, x2, ..., xM )
and maps it to a continuous representation z = (z1,
z2, ..., zM ). Given z, an attentional decoder gen-
erates the target translation y = (y1, y2, ..., yN )
one word at a time in a left-to-right fashion. The
popular Transformer architecture (Vaswani et al.,
2017) follows the same structure by using stacked
self-attention and point-wise, fully connected lay-
ers for both the encoder and decoder.

Encoder The encoder stack is composed of L
identical layers, each containing two sub-layers.
The first, a multi-head self-attention sub-layer, al-
lows each position in the encoder to attend to
all positions in the previous layer of the encoder,
while the second, a feed-forward network, uses
two linear transformations with a ReLU activation.

Decoder The decoder stack is also composed of
L identical layers. In addition to the two sub-
layers, the decoder inserts a third sub-layer, which
performs multi-head attention over the output of

the encoder stack. Masking is used in the self-
attention sub-layer to prevent positions from at-
tending to subsequent positions thus avoiding left-
ward flow of information.

2.2 Document-level Machine Translation
In general, the probability of a document transla-
tion Y given the source document X is given by:

Pθ(Y |X) =
J∏

j=1

Pθ(y
j |xj ,D−j) (1)

where yj and xj denote the jth target and source
sentence, respectively, and D−j = {X−j ,Y−j} is
the collection of all other sentences in the source
and target document. Since generic NMT models
translate one word at a time, Eq. 1 becomes:

Pθ(Y |X) =

J∏

j=1

N∏

n=1

Pθ(y
j
n|yj<n,xj ,D−j) (2)

where yjn is the nth word of the jth target sentence
and yj<n are the previously generated words.

Training The document-conditioned NMT
model Pθ(y

j |xj ,D−j) is realised using a neural
architecture and usually trained via a two-step
procedure (Maruf and Haffari, 2018; Miculicich
et al., 2018). The first step involves pre-training
a standard sentence-level NMT model, and the
second step involves optimising the parameters
of the whole model, i.e., both the document-level
and the sentence-level parameters.

Decoding To generate the best translation for
a full document according to the document MT
model, the problem of maximizing Eq. 1 is
solved using a two-pass Iterative Decoding strat-
egy (Maruf and Haffari, 2018): first, the trans-
lation of each sentence is initialised using the
sentence-based NMT model; then, each trans-
lation is updated using the context-aware NMT
model fixing the other sentences’ translations.

3 Proposed Approach

The main goal of this paper is to have a document-
level NMT model which is memory-efficient, scal-
able, and capable of listening to the entire docu-
ment. To achieve this, we augment a sentence-
level NMT model (the Transformer (Vaswani
et al., 2017)) with an efficient hierarchical atten-
tion mechanism which has the ability to identify
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the key sentences in the document context and
then attend to the key words within those sen-
tences. As mentioned previously, we want to max-
imise Pθ(y

j |xj ,D−j), where we take D−j to be
either the monolingual source or bilingual source
and target-side context in two settings: offline—
the context comes from both past and future, and
online—the context comes from only the past.

In this section, we show how to represent the
document-level context using our Context Layer,
how to regulate the information at the sentence
and document-level using context gating and fi-
nally we present our integrated model.

3.1 Document-level Context Layer

The context D−j is modeled via a single
Document-level Context Layer comprising of two
sub-layers: (i) a Multi-Head Context Attention
sub-layer, and (ii) a Feed-Forward sub-layer,
where the former consists of either a top-down
Hierarchical Attention module or a Flat Attention
module (explained shortly), and the latter is sim-
ilar to the Feed-Forward network in the original
Transformer architecture. Each sub-layer is fol-
lowed by a layer normalisation.2

Let us now describe the attention modules
which independently form the Multi-Head Con-
text Attention sub-layer.

3.1.1 Hierarchical Attention

Our hierachical attention module H-Attention(Qs,
Qw, Ks, Kw, Vw) (Figure 1) is a reformulation
of the Scaled Dot-Product Attention of Vaswani
et al. (2017). Here, we have five inputs consist-
ing of two types of keys and queries, one each for
the sentences and the words, while the values are
based only on words in the context. The Hierar-
chical Attention module has four operations:

1. Sentence-level Key Matching: This is per-
formed on a set of queries simultaneously,
packed together into a matrixQs. The sentence-
level keys are also packed into a matrix Ks. We
will describe in §3.3 how Qs and Ks are com-
puted. The attention weights are computed as:

αs = sparsemax(QsKs
T /
√
dk) (3)

2We do not have residual connections after sub-layers in
our Document-level Context Layer as we found them to have
a deteriorating effect on the translation scores (also reported
by Zhang et al. (2018)).

Figure 1: Hierarchical Context Attention module.

where dk is the dimension of the keys, and αs
has dimensions equal to the total number of sen-
tences in the document. We propose to use
sparsemax (Martins and Astudillo, 2016), in-
stead of softmax, as this gives us the intended
selective attention behavior, that is identifying
the key sentences that may potentially be rele-
vant to the current sentence, hence making the
model more efficient in compressing its mem-
ory. A softmax attention, on the other hand, can
still assign low probability to sentences, form-
ing a long-tail and absorbing significant prob-
ability mass, and it cannot fully ignore those
sentences. An additive mask is used (before the
sparsemax operation) based on whether we train
for offline or online setting by masking out only
the current sentence or current and future sen-
tences, respectively.

2. Word-level Key Matching: Here the query
and key matrices, Qw and Kw, are word-level.
We perform a word-level key matching for each
sentence j in the document:

αjw = sparsemax(QwKj
w
T
/
√
dk) (4)

where αjw is the word-level attention vector for
jth sentence.3 We can also use softmax, instead
of sparsemax, for a coarser key matching. We
explore the two variants in our experiments.

3. Re-scaling attention weights: The word-level
attention is further re-weighted by the cor-
3This can be done for only the sentences with non-zero

probabilities (obtained from the sentence-level key match-
ing), however, we found it to be computationally expensive,
as it required breaking down the batched matrices.
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responding sentence-level attention (Nallapati
et al., 2016) such that the probability of jth sen-
tence in a document is given by:

αjhier = αs(j)α
j
w (5)

where αs(j) is the attention weight for the
jth sentence obtained via Eq. 3 and αjw is
as in Eq. 4. The re-weighting, thus, pro-
duces a scaled attention vector αhier =
Concat(α1

hier, ..., α
J
hier), each entry of which

corresponds to the attention weight for a spe-
cific word in the document.

4. Value Reading: The set of word-level values
is packed together into a matrix Vw and the ma-
trix of outputs is given by αhierVw. This mul-
tiplication, combined with sparsemax attention,
allows to prune the hierarchy.

We further extend the MULTIHEAD attention
function proposed by Vaswani et al. (2017) for our
Hierarchical Attention module as:

H-MULTIHEAD(Qs,Ks, Qw,Kw, Vw) =

Concat(head1, ..., headH)WO

where headh = H-Attention(QsW
Qs
h , QwW

Qw
h ,

KsW
Ks
h ,KwW

Kw
h , VwW

Vw
h ), W ’s are parameter

matrices and all (five) inputs are transformed using
separate linear layers.

3.1.2 Flat Attention

Another way to model the context D−j is via
single-level attention by re-using the Scaled Dot-
Product Attention in Vaswani et al. (2017),

Attention(Q,K, V ) = softmax(QKT /
√
dk)V

(6)
The attention4 here is of two types: (i) sentence-
level if K, V are computed for sentences in the
document, or (ii) word-level ifK, V are computed
for words in the document. The former module
is similar to the Memory Networks architecture of
Maruf and Haffari (2018) in that it uses sentence-
level information. However, there are two key dif-
ferences: (i) we use MultiHead attention as in the
Transformer architecture, and (ii) our context at-
tention is dynamic such that we have a separate
attention for each query word.

4We plan to investigate sparse flat attention in future work.

Figure 2: Encoder-side context integration.

3.2 Context Gating
As mentioned previously, the Multi-Head Context
Attention sub-layer is part of the Context Layer
(Figure 2), the output of which is fed into the
Transformer architecture through context gating
(Tu et al., 2018). For ith word in source or target:

γi = σ(Wrri +Wddi) (7)

r̃i = γi � ri + (1− γi)� di (8)

where W’s are parameter matrices, ri is the output
of encoder or decoder stack for ith word, di is the
output from the context layer for ith word and r̃i
is the final hidden representation for the same.

3.3 Integrated Model
The context can be integrated into the encoder or
decoder of the NMT model depending on if it is
monolingual or bilingual.5

Monolingual context integration in Encoder
We add the Document-level Context Layer along-
side the encoder stack as shown in Figure 2.
The Encoder Context Encoding block stores the
keys and values produced from the pre-trained
sentence-level NMT model. For word-level atten-
tion, the keys Kw and values Vw are composed
of vector representations (from last encoder layer)
of source words in the document, while for the
sentence-level attention, the keys Ks and values
Vs are composed of vector representations of sen-
tences in the document where the vector represen-
tation of each sentence is an average of the word

5We do not integrate context into both encoder and de-
coder as it would have redundant information from the source
(the context incorporated in the decoder is bilingual), in ad-
dition to increasing the complexity of the model.
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Figure 3: Decoder-side context integration.

representations in that sentence. The queries Qw,
Qs are linear transformations of the output of the
Lth encoder layer which are then matched with the
corresponding keys and values stored in the En-
coder Context Encoding block just described.

Bilingual context integration in Decoder We
again add the Document-level Context Layer
alongside the decoder stack as in Figure 3. How-
ever, instead of choosing the keys and values to be
monolingual as in the encoder, we follow Tu et al.
(2018) in choosing the key to match to the source-
side context, while designing the value to match
to the target-side context. Hence, the keys (in the
Decoder Context Encoding block) are composed
of context vectors from the Source Attention sub-
layer, while the values are composed of the hid-
den representations of the target words, both from
the last decoder layer. Again the keys Kw and
Ks are either for individual target words or tar-
get sentences, and same goes for Vw and Vs. The
queries Qw, Qs for the Context Layer come from
the Source Attention sub-layer in the Lth layer of
the decoder (Figure 3).

4 Experiments

4.1 Setup
Datasets We conduct experiments for
English→German on three different domains:
TED talks, News-Commentary and Europarl.
These datasets are chosen based on their variance

Domain #Sentences Document length
TED 0.21M/9K/2.3K 120.89/96.42/98.74
News 0.24M/2K/3K 38.93/26.78/19.35
Europarl 1.67M/3.6K/5.1K 14.14/14.95/14.06

Table 1: Training/development/test corpora statistics:
number of sentences (K stands for thousands and M for
millions), and average document length (in sentences).

in genre, style and level of formality:

• TED This corpus is from the IWSLT 2017 MT
track (Cettolo et al., 2012) and contains tran-
scripts of TED talks aligned at sentence level.
Each talk is considered to be a document. We
combine tst2016-2017 into the test set and the
rest are used for development.

• News-Commentary We obtain the sentence-
aligned document-delimited News Commentary
v11 corpus for training.6 The WMT’16 news-
test2015 and news-test2016 are used for devel-
opment and testing, respectively.

• Europarl This dataset is extracted from Eu-
roparl v7 (Koehn, 2005). The source and tar-
get sentences are aligned using the links pro-
vided by Tiedemann (2012). Following Maruf
and Haffari (2018), we use the SPEAKER tag as
the document delimiter. Documents longer than
5 sentences are kept and the resulting corpus is
randomly split into training, dev and test sets.

The corpora statistics are provided in Table 1.
All datasets are tokenised and truecased using the
Moses toolkit (Koehn et al., 2007), and split into
subword units using a joint BPE model with 30K
merge operations (Sennrich et al., 2016).

Models and Baselines For offline document
MT, we have two context-agnostic baselines: (i) a
modified version of RNNSearch (Bahdanau et al.,
2015), which incorporates dropout on the output
layer and improves the attention model by feeding
the previously generated word, and (ii) the state-
of-the-art Transformer architecture. For the online
case, we again have the Transformer as a context-
agnostic baseline and two context-aware baselines
(Zhang et al., 2018; Miculicich et al., 2018).

All models are implemented in C++ using
DyNet (Neubig et al., 2017). For RNNSearch, we
modify the sentence-based NMT implementation
in mantis (Cohn et al., 2016). The encoder is a sin-
gle layer bidirectional GRU (Cho et al., 2014) and

6
www.casmacat.eu/corpus/news-commentary.html
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Integration into Encoder Integration into Decoder
TED News Europarl TED News Europarl

Model BLEU Meteor BLEU Meteor BLEU Meteor BLEU Meteor BLEU Meteor BLEU Meteor
RNNSearch 19.24 40.81 16.51 36.79 26.26 44.14 19.24 40.81 16.51 36.79 26.26 44.14
Transformer 23.28 44.17 22.78 42.19 28.72 46.22 23.28 44.17 22.78 42.19 28.72 46.22
+Attention, sentence 24.47 45.25 24.78 43.90 29.60 46.98 24.38 44.82 24.67 43.82 29.67 47.04

word 24.55 44.89 24.55 43.75 29.63 46.94 24.27 44.95 24.23 43.44 29.68 46.93
+H-Attention, sparse-soft 24.23 44.81 24.76 44.10 29.72 47.03 24.19 44.94 24.67 43.86 29.69 46.97

sparse-sparse 24.27 45.07 24.66 44.18 29.64 47.04 24.14 45.32 24.49 43.49 29.59 47.02

Table 2: BLEU and Meteor scores for variants of our model and two context-agnostic baselines for offline docu-
ment MT. bold: Best performance. All reported results for our model are significantly better than both baselines.

Integration into Encoder Integration into Decoder
TED News Europarl TED News Europarl

Model BLEU Meteor BLEU Meteor BLEU Meteor BLEU Meteor BLEU Meteor BLEU Meteor
Zhang et al. (2018) 24.00 44.69 23.08 42.40 29.32 46.72 23.82 44.54 22.78 42.17 29.35 46.73
Miculicich et al. (2018) 24.58 45.48 25.03 44.02 28.60 46.09 24.39 45.23 24.38 43.58 29.58 46.91
Transformer 23.28 44.17 22.78 42.19 28.72 46.22 23.28 44.17 22.78 42.19 28.72 46.22
+Attention, sentence 24.38 45.01 24.46F 43.46F 29.59♣ 47.02♣ 24.29F 45.13F 24.75♣ 44.03♣ 29.56 46.84

word 24.22 45.05F 24.84F 44.27F 29.67♣ 47.04♣ 24.02 44.79 24.17F 43.53F 29.90♣ 47.11♣

+H-Attention, sparse-soft 24.34 45.05F 24.54F 43.66F 29.75♣ 47.22♣ 24.62F 45.32F 24.36F 43.67F 29.80F 47.11♣

sparse-sparse 24.42 45.38F 24.73F 44.06F 29.39♦ 46.78♦ 24.43F 45.10F 24.58F 43.75F 29.64F 46.94F

Table 3: BLEU and Meteor scores for variants of our model and three baselines for online document MT. bold:
Best performance. F, ♦, ♣: Statistically significantly better than our implementations of Zhang et al. (2018),
Miculicich et al. (2018), or both. All reported results for our model are significantly better than the Transformer.

the decoder is a 2-layer GRU with embeddings and
hidden dimensions set to 512. The dropout rate for
the output layer is set to 0.2. For the Transformer,
we use Transformer-DyNet7 implementation and
extend it for our context-aware NMT model.8 The
hidden dimensions and feed-forward layer size is
set to 512 and 2048 respectively. We use 4 layers9

each in the encoder and decoder with 8 attention
heads and employ label smoothing with a value of
0.1. We also employ all four types of dropouts as
in the original Transformer with a rate of 0.1 for
the sentence-based model and 0.2 for our context-
aware model.

For training all models, we use the default
Adam optimiser (Kingma and Ba, 2015) with an
initial learning rate of 0.0001 and employ early
stopping. For our context-aware NMT model, we
use a two-stage training strategy as described in
§2.2. For inference, we use Iterative Decoding
only when using the bilingual context. All exper-
iments are run on a single Nvidia P100 GPU with
16GBs of memory.10

7
https://github.com/duyvuleo/Transformer-DyNet

8The code is available at https://github.com/
sameenmaruf/selective-attn

9We found this configuration to be much more stable than
using 6 layers with almost no difference in performance as
reported by Xia et al. (2018).

10The experiments can also be run on GPUs with 10-
12GBs of memory by reducing the batch size at the expense

Evaluation Metrics For evaluation, we use
BLEU (Papineni et al., 2002) and Meteor (Lavie
and Agarwal, 2007) scores on tokenised text, and
measure statistical significance with respect to the
baselines, p < 0.05 (Clark et al., 2011).

4.2 Main Results

We divide our experiments into two parts: offline
and online document MT.

Offline Document MT From the scores of the
two context-agnostic baselines in Table 2, we can
see that the Transformer beats the RNNSearch
model in all cases by atleast +2.5 BLEU and +2.1
Meteor scores showing that our hyperparameter
choice for the Transformer is indeed effective.

For the Encoder Context integration, our Hier-
archical Attention models perform the (near) best
for News and Europarl datasets with +1.98 and +1
BLEU and +1.99 and +0.82 Meteor improvements
with respect to the Transformer. For TED talks,
however, we find the Flat Attention based mod-
els (sentence and word-level) to be the best with
+1.27 BLEU and +1.08 METEOR improvements.
For Decoder Context integration, we find the Hier-
archical Attention to be the best in majority of the
cases both in terms of BLEU and Meteor.

of increased computational cost.
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Online Document MT From Table 3, all
our models significantly outperform the context-
agnostic baseline and are significantly better than
Zhang et al. (2018) in majority cases. For En-
coder Context integration, the HAN encoder (Mi-
culicich et al., 2018) is the best for TED and News
datasets, however, the results are statistically in-
significant with respect to our best model. For
Europarl, our Hierarchical Attention model per-
forms significantly better than Miculicich et al.
(2018) with a gain of +1.15 BLEU and +1.13 Me-
teor. For Decoder Context integration, our Hier-
achical Attention models are the winner in major-
ity cases and our best models beat Miculicich et al.
(2018) for all datasets based upon BLEU and Me-
teor. The main conclusion we draw from these re-
sults is that efficiently using the context informa-
tion at hand is crucial when it comes to improv-
ing the performance of context-aware NMT. Fur-
thermore, shorter pieces of text (e.g., the ones in
Europarl) benefit more from using global context
because their sentences may exhibit higher inter-
dependency than those in a longer piece of text.

Offline vs. Online Document MT Let us com-
pare the overall results for the offline and online
document MT settings. For all datasets and model
variants, we find the best BLEU and Meteor scores
in Tables 2 and 3 (highlighted in bold) to be quite
close to each other with those for the online set-
ting slightly better. This is quite self-explanatory,
because in essence, all of the datasets comprise of
talks, speeches or commentaries, which are in fact
produced in an online manner and hence we do not
see drastic improvements in terms of BLEU and
Meteor when conditioning on the future context.
This, in our opinion, does not mean that we should
never look into the future, but just that NMT mod-
els in general are highly subjective to data, and
whether context-aware models benefit from future
context is also dependent on that.

4.3 Analysis

Evaluation on Contrastive Pronoun Test Set
It has been argued that evaluation metrics which
quantify the overall translation quality are some-
what ill-equipped to assess how well models trans-
late inter-sentential phenomena such as pronouns.
Hence, we use a test suite of contrastive transla-
tions designed to measure accuracy of translating
the English pronoun it to its German counterparts
es, er and sie (Müller et al., 2018). We are inter-

Model antecedent distance
0 1 2 3 >3

Offline document MT
RNNSearch 0.415 0.310 0.424 0.440 0.647
Transformer 0.586 0.308 0.437 0.48 0.642
+Attention, sentence 0.677 0.314 0.439 0.478 0.697

word 0.686 0.347 0.464 0.511 0.679
+H-Attention, sparse-soft 0.676 0.308 0.440 0.480 0.686

sparse-sparse 0.652 0.303 0.435 0.471 0.701
Online document MT

Zhang et al. (2018) 0.622 0.321 0.450 0.485 0.658
Miculicich et al. (2018) 0.722 0.326 0.451 0.471 0.661
Transformer 0.586 0.308 0.437 0.48 0.642
+Attention, sentence 0.732 0.340 0.460 0.485 0.661

word 0.690 0.317 0.444 0.487 0.683
+H-Attention, sparse-soft 0.692 0.329 0.446 0.464 0.656

sparse-sparse 0.711 0.317 0.437 0.489 0.692

Table 4: Accuracy on contrastive test set with regard to
antecedent distance (in sentences) on TED Talks. An-
tecedent distance 0 means the pronoun occurs in the
same sentence as the antecedent.

ested to see if our global document-context mod-
els surpass the local context-aware baselines. Ta-
ble 4 shows that not only our global-context mod-
els are quite effective but our Hierarchical Atten-
tion model is most useful when the antecedent is
farther than three previous sentences. We also con-
clude that models for offline MT perform better
when antecedent distance is greater than two.

Subjective Evaluation We conduct a subjec-
tive evaluation to validate the benefit of exploit-
ing document-level context. Three native German
speakers were asked to choose the better (with ties
allowed) of two translations for each of 18 docu-
ments (randomly sampled from Europarl test set).
The two translations, one produced by the Trans-
former and the other by our Hierarchical Atten-
tion model, were evaluated in terms of: adequacy
(Which translation expresses the meaning of the
source text more adequately?) and fluency (Which
text has better German?) (Läubli et al., 2018). Let
a, b be number of ratings in favour of Transformer
or our model, respectively, and t be number of ties,
then number of successes x = b + 0.5t and trials
n = a+ b+ t. We test for statistically significant
preference of our model over the Transformer by
means of two-sided Sign Tests and find that our
model is better than the Transformer both in terms
of document-level adequacy (x = 39, n = 54, p =
0.0015) and fluency (x = 38, n = 54, p = 0.0038).

Model Complexity Model complexity is re-
ported in Table 5. Our context-aware models in-
troduce only 8% more parameters to the original
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Model #Params Speed (words/sec.)
Training Decoding

Zhang et al. (2018) 59.5M 3300 84.94
Miculicich et al. (2018) 54.8M 1650 76.90
Transformer 50M 5100 86.33
+Attention, sentence 53.7M 3750 83.84
+H-Attention, sparse-soft 54.2M 2600 74.11

Table 5: Model complexity for Encoder Context inte-
gration models (News-Commentary).

Transformer model. In comparison to the Trans-
former, our Hierarchical Attention model is slow
in training, dropping the speed by almost 50%11,
but it is still almost 40% faster than Miculicich
et al. (2018). At decoding time, our Hierarchical
Attention model is almost equivalent to Miculicich
et al. (2018) and only 13% slower than Zhang et al.
(2018). Hence, attending to the whole document
(instead of few previous sentences) does not add
to the time complexity of the model on average.

Qualitative Analysis To analyse the effect of
using sparse attention at both the sentence and
word-level, we looked at the attention weights
computed by sparsemax. Table 6 shows an ex-
ample where our model helped generate a correct
translation of the noun “thoughts” (highlighted in
bold). The context sentences shown in the bottom
box had the highest attention weights as assigned
by sparsemax. It seems that this particular atten-
tion head focuses more on phrases like “words of
sympathy”, “support’, “symbol of hope” which
are related to the query “thoughts”. Another ex-
ample in Table 7 shows how our model correctly
translates the pronoun “their”. Upon looking at the
words in the context sentences, it seems that this
particular attention head focuses on the words re-
lated to the antecedent “Croatia’s Serbian popula-
tion” with most of the weight concentrated around
neighbouring words in sentence sj−1. It is evi-
dent from both examples that word-level sparsity
is more prevalent in longer sentences in the con-
text. The same holds for sparsity at sentence-level.

5 Related Work

The body of work in document-level MT can be
broadly classified into two categories: conven-
tional MT and neural MT.

11DyNet implementation of sparsemax is CPU-based and
only operates on column vectors. We believe a GPU-based
matrix implementation would bring the speed much closer to
our Word Attention model (training: 3100, decoding: 81.38).

Src: my thoughts are also with the victims .
Ref: meine Gedanken sind auch bei den Opfern .
Transformer: ich denke auch an die Opfer .
Zhang et al. (2018): ich denke auch an die Opfer .
Miculicich et al. (2018): ich denke auch an die Opfer .
Our Model: meine Gedanken sind auch bei den Opfern .

Head 2: Attention to related words sympathy, support, hope
sj−2: ( FR ) Madam President , many things have already
been said , but I would like to echo all the words of
sympathy and support that have already been addressed
to the peoples of Tunisia and Egypt .
sj+4: it must implement a strong strategy towards
these countries .
sj−1: they are a symbol of hope for all those who
defend freedom .

Table 6: Example of noun disambiguation. Source
context sentences are ordered in decreasing probability
mass. The intensity of color corresponds to the atten-
tion given to a specific word before rescaling.

Src: Croatia is their homeland , too .
Ref: Kroatien ist auch ihre Heimat .
Transformer: Kroatien ist auch seine Heimat .
Our Model: Kroatien ist auch ihr Heimatland .

Head 8: Attention to words related to the antecedent.
sj−1: to name but a few , these include cooperation with
the Hague Tribunal , efforts made so far in prosecuting
corruption , restructuring the economy and finances and
greater commitment and sincerity in eliminating the
obstacles to the return of Croatia ’s Serbian population .
sj−4: by signing a border arbitration agreement with
its neighbour Slovenia , the new Croatian Government
has not only eliminated an obstacle to the negotiating
process , but has also paved the way for the resolution
of other issues .

Table 7: Example of pronoun disambiguation. Context
sentences are ordered in decreasing probability mass.

Conventional Document-level MT These can
further be classified into two main categories. The
first, which use cache-based memories (Tiede-
mann, 2010; Gong et al., 2011) and the second,
which focus on specific discourse phenomema like
anaphora (Hardmeier and Federico, 2010), lex-
ical cohesion (Xiong et al., 2013; Gong et al.,
2015; Mascarell, 2017) and coreference (Miculi-
cich Werlen and Popescu-Belis, 2017) to name
a few. Most of these approaches are, however,
restrictive as they mostly involve using hand-
crafted features similar to the conventional MT ap-
proaches.

Document-level Neural MT The works here
can again be divided into two categories: online—
use previous context only, and offline—use both
past and future contexts. Most works fall into the
former category, with those that use only a single
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previous sentence in the source (Jean et al., 2017;
Tiedemann and Scherrer, 2017; Voita et al., 2018);
one previous sentence both in source and target
(Bawden et al., 2018); more than one previous
source sentence (Wang et al., 2017; Zhang et al.,
2018); or a few previous source and target sen-
tences (Miculicich et al., 2018). Apart from fix-
ing the context length, there are few works which
use cache-based memories to store contextual in-
formation (Tu et al., 2018; Kuang et al., 2018) and
use that to improve the MT system performance.
A recent work (Maruf et al., 2018) reports promis-
ing results when using the complete history for
translating online conversations.

For the offline setting, however, there is only
one work that effectively uses the full document-
context on both source and target-side using mem-
ory networks (Maruf and Haffari, 2018). The
debate in document-level NMT today is mostly
about how much of the previous context to use and
there has been no comparison between the online
and offline setting except using only one previous
and following sentence (Voita et al., 2018).

Sparse Attention Sparse attention and its con-
strained variants have been used to address the
coverage problem in NMT (Malaviya et al., 2018)
by limiting the amount of attention that each
source word can receive. Apart from NMT, sparse
attention has been shown to yield promising re-
sults for NLP tasks of textual entailment (Martins
and Astudillo, 2016) and summarization (Niculae
and Blondel, 2017).

6 Conclusion

We have proposed a novel approach to hierar-
chical attention for context-aware NMT, based
on sparse attention, which is both scalable and
efficient. Experiments and evaluation on three
English→German datasets in offline and online
document MT settings show that our approach sur-
passes context-agnostic and two recent context-
aware baselines. The qualitative analysis shows
that the sparsity at sentence-level allows our model
to identify key sentences in the document context
and the sparsity at word-level allows it to focus on
key words in those sentences allowing for an effi-
cient compression of memory. In future work, we
plan to dig deeper on the benefits of sparse atten-
tion in terms of better interpretability of context-
aware NMT models.
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Santos, Çaglar Gülçehre, and Bing Xiang. 2016.
Abstractive text summarization using sequence-to-
sequence RNNs and beyond. In Proceedings of
Conference on Natural Language Learning, pages
280–290. Association for Computational Linguis-
tics.

Graham Neubig, Chris Dyer, Yoav Goldberg, Austin
Matthews, Waleed Ammar, Antonios Anastasopou-
los, Miguel Ballesteros, David Chiang, Daniel
Clothiaux, Trevor Cohn, Kevin Duh, Manaal
Faruqui, Cynthia Gan, Dan Garrette, Yangfeng Ji,
Lingpeng Kong, Adhiguna Kuncoro, Gaurav Ku-
mar, Chaitanya Malaviya, Paul Michel, Yusuke
Oda, Matthew Richardson, Naomi Saphra, Swabha
Swayamdipta, and Pengcheng Yin. 2017. Dynet:
The dynamic neural network toolkit. arXiv preprint
arXiv:1701.03980.

Vlad Niculae and Mathieu Blondel. 2017. A regular-
ized framework for sparse and structured neural at-
tention. In I. Guyon, U. V. Luxburg, S. Bengio,
H. Wallach, R. Fergus, S. Vishwanathan, and R. Gar-
nett, editors, Advances in Neural Information Pro-
cessing Systems 30, pages 3338–3348. Curran As-
sociates, Inc.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. BLEU: A method for automatic
evaluation of machine translation. In Proceedings
of the 40th Annual Meeting on Association for Com-
putational Linguistics, pages 311–318. Association
for Computational Linguistics.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2016. Neural machine translation of rare words with
subword units. In Proceedings of the 54th Annual
Meeting of the Association for Computational Lin-
guistics, pages 1715–1725.

Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. 2014.
Sequence to sequence learning with neural net-
works. In Proceedings of the 27th International
Conference on Neural Information Processing Sys-
tems, pages 3104–3112. MIT Press.

Jörg Tiedemann. 2010. Context adaptation in statis-
tical machine translation using models with expo-
nentially decaying cache. In Proceedings of the
2010 Workshop on Domain Adaptation for Natural
Language Processing, DANLP 2010, pages 8–15,
Stroudsburg, PA, USA. Association for Computa-
tional Linguistics.

Jörg Tiedemann. 2012. Parallel data, tools and inter-
faces in OPUS. In Proceedings of the 8th Interna-
tional Conference on Language Resources and Eval-
uation (LREC’12), Istanbul, Turkey. European Lan-
guage Resources Association (ELRA).

Jörg Tiedemann and Yves Scherrer. 2017. Neural ma-
chine translation with extended context. In Proceed-
ings of the Third Workshop on Discourse in Machine
Translation, pages 82–92. Association for Computa-
tional Linguistics.

Zhaopeng Tu, Yang Liu, Shuming Shi, and Tong
Zhang. 2018. Learning to remember translation his-
tory with a continuous cache. Transactions of the
Association for Computational Linguistics, 6:407–
420.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in Neural Information Pro-
cessing Systems 30, pages 5998–6008. Curran Asso-
ciates, Inc.

Elena Voita, Pavel Serdyukov, Rico Sennrich, and Ivan
Titov. 2018. Context-aware neural machine trans-
lation learns anaphora resolution. In Proceedings
of the 56th Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Pa-
pers), pages 1264–1274. Association for Computa-
tional Linguistics.

Longyue Wang, Zhaopeng Tu, Andy Way, and Qun
Liu. 2017. Exploiting cross-sentence context for
neural machine translation. In Proceedings of the
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 2816–2821. Association
for Computational Linguistics.

Yingce Xia, Xu Tan, Fei Tian, Tao Qin, Nenghai Yu,
and Tie-Yan Liu. 2018. Model-level dual learning.
In Proceedings of the 35th International Conference
on Machine Learning, pages 5379–5388.

Deyi Xiong, Yang Ding, Min Zhang, and Chew Lim
Tan. 2013. Lexical chain based cohesion models
for document-level statistical machine translation.
In Proceedings of the 2013 Conference on Empiri-
cal Methods in Natural Language Processing, pages
1563–1573. Association for Computational Linguis-
tics.

Zichao Yang, Diyi Yang, Chris Dyer, Xiaodong He,
Alex Smola, and Eduard Hovy. 2016. Hierarchi-
cal attention networks for document classification.
In Proceedings of the 2016 Conference of the North
American Chapter of the Association for Compu-
tational Linguistics: Human Language Technolo-
gies, pages 1480–1489. Association for Computa-
tional Linguistics.

Jiacheng Zhang, Huanbo Luan, Maosong Sun, Feifei
Zhai, Jingfang Xu, Min Zhang, and Yang Liu. 2018.
Improving the transformer translation model with
document-level context. In Proceedings of the Con-
ference on Empirical Methods in Natural Language
Processing, pages 533–542. Association for Com-
putational Linguistics.

3102



Proceedings of NAACL-HLT 2019, pages 3103–3114
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

On Evaluation of Adversarial Perturbations
for Sequence-to-Sequence Models

Paul Michel1, Xian Li2, Graham Neubig1, Juan Miguel Pino2

1Language Technologies Institute, Carnegie Mellon University
2Facebook AI

{pmichel1,gneubig}@cs.cmu.edu,
{xianl,juancarabina}@fb.com

Abstract

Adversarial examples — perturbations to the
input of a model that elicit large changes in the
output — have been shown to be an effective
way of assessing the robustness of sequence-
to-sequence (seq2seq) models. However, these
perturbations only indicate weaknesses in the
model if they do not change the input so sig-
nificantly that it legitimately results in changes
in the expected output. This fact has largely
been ignored in the evaluations of the growing
body of related literature. Using the example
of untargeted attacks on machine translation
(MT), we propose a new evaluation framework
for adversarial attacks on seq2seq models that
takes the semantic equivalence of the pre- and
post-perturbation input into account. Using
this framework, we demonstrate that existing
methods may not preserve meaning in general,
breaking the aforementioned assumption that
source side perturbations should not result in
changes in the expected output. We further use
this framework to demonstrate that adding ad-
ditional constraints on attacks allows for ad-
versarial perturbations that are more meaning-
preserving, but nonetheless largely change the
output sequence. Finally, we show that per-
forming untargeted adversarial training with
meaning-preserving attacks is beneficial to the
model in terms of adversarial robustness, with-
out hurting test performance. 1

1 Introduction

Attacking a machine learning model with ad-
versarial perturbations is the process of making
changes to its input to maximize an adversarial
goal, such as mis-classification (Szegedy et al.,
2013) or mis-translation (Zhao et al., 2018). These
attacks provide insight into the vulnerabilities of
machine learning models and their brittleness to

1A toolkit implementing our evaluation framework is
released at https://github.com/pmichel31415/
teapot-nlp.

samples outside the training distribution. Lack of
robustness to these attacks poses security concerns
to safety-critical applications, e.g. self-driving
cars (Bojarski et al., 2016).

Adversarial attacks were first defined and in-
vestigated for computer vision systems (Szegedy
et al. (2013); Goodfellow et al. (2014); Moosavi-
Dezfooli et al. (2016) inter alia), where the input
space is continuous, making minuscule perturba-
tions largely imperceptible to the human eye. In
discrete spaces such as natural language sentences,
the situation is more problematic; even a flip of a
single word or character is generally perceptible
by a human reader. Thus, most of the mathemati-
cal framework in previous work is not directly ap-
plicable to discrete text data. Moreover, there is
no canonical distance metric for textual data like
the `p norm in real-valued vector spaces such as
images, and evaluating the level of semantic simi-
larity between two sentences is a field of research
of its own (Cer et al., 2017). This elicits a natural
question: what does the term “adversarial pertur-
bation” mean in the context of natural language
processing (NLP)?

We propose a simple but natural criterion for
adversarial examples in NLP, particularly untar-
geted2 attacks on seq2seq models: adversarial
examples should be meaning-preserving on the
source side, but meaning-destroying on the target
side. The focus on explicitly evaluating mean-
ing preservation is in contrast to previous work
on adversarial examples for seq2seq models (Be-
linkov and Bisk, 2018; Zhao et al., 2018; Cheng
et al., 2018; Ebrahimi et al., 2018a). Nonethe-
less, this feature is extremely important; given two
sentences with equivalent meaning, we would ex-
pect a good model to produce two outputs with

2Here we use the term untargeted in the same sense as
(Ebrahimi et al., 2018a): an attack whose goal is simply to
decrease performance with respect to a reference translation.
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equivalent meaning. In other words, any meaning-
preserving perturbation that results in the model
output changing drastically highlights a fault of
the model.

A first technical contribution of this paper is
to lay out a method for formalizing this concept
of meaning-preserving perturbations (§2). This
makes it possible to evaluate the effectiveness of
adversarial attacks or defenses either using gold-
standard human evaluation, or approximations that
can be calculated without human intervention.
We further propose a simple method of imbu-
ing gradient-based word substitution attacks (§3.1)
with simple constraints aimed at increasing the
chance that the meaning is preserved (§3.2).

Our experiments are designed to answer several
questions about meaning preservation in seq2seq
models. First, we evaluate our proposed “source-
meaning-preserving, target-meaning-destroying”
criterion for adversarial examples using both man-
ual and automatic evaluation (§4.2) and find that a
less widely used evaluation metric (chrF) provides
significantly better correlation with human judg-
ments than the more widely used BLEU and ME-
TEOR metrics. We proceed to perform an evalua-
tion of adversarial example generation techniques,
finding that chrF does help to distinguish between
perturbations that are more meaning-preserving
across a variety of languages and models (§4.3).
Finally, we apply existing methods for adversar-
ial training to the adversarial examples with these
constraints and show that making adversarial in-
puts more semantically similar to the source is
beneficial for robustness to adversarial attacks and
does not decrease test performance on the original
data distribution (§5).

2 A Framework for Evaluating
Adversarial Attacks

In this section, we present a simple procedure for
evaluating adversarial attacks on seq2seq models.
We will use the following notation: x and y refer
to the source and target sentence respectively. We
denote x’s translation by modelM as yM . Finally,
x̂ and ŷM represent an adversarially perturbed ver-
sion of x and its translation by M , respectively.
The nature of M and the procedure for obtaining
x̂ from x are irrelevant to the discussion below.

2.1 The Adversarial Trade-off

The goal of adversarial perturbations is to pro-
duce failure cases for the model M . Hence, the
evaluation must include some measure of the tar-
get similarity between y and yM , which we will
denote stgt(y, ŷM ). However, if no distinction is
being made between perturbations that preserve
the meaning and those that don’t, a sentence like
“he’s very friendly” is considered a valid adversar-
ial perturbation of “he’s very adversarial”, even
though its meaning is the opposite. Hence, it
is crucial, when evaluating adversarial attacks on
MT models, that the discrepancy between the orig-
inal and adversarial input sentence be quantified in
a way that is sensitive to meaning. Let us denote
such a source similarity score ssrc(x, x̂).

Based on these functions, we define the target
relative score decrease as:

dtgt(y, yM , ŷM ) =

{
0 if stgt(y, ŷM ) ≥ stgt(y, yM )
stgt(y,yM )−stgt(y,ŷM )

stgt(y,yM ) otherwise
(1)

The choice to report the relative decrease in stgt
makes scores comparable across different models
or languages3. For instance, for languages that
are comparatively easy to translate (e.g. French-
English), stgt will be higher in general, and so will
the gap between stgt(y, yM ) and stgt(y, ŷM ). How-
ever this does not necessarily mean that attacks on
this language pair are more effective than attacks
on a “difficult” language pair (e.g. Czech-English)
where stgt is usually smaller.

We recommend that both ssrc and dtgt be re-
ported when presenting adversarial attack results.
However, in some cases where a single number
is needed, we suggest reporting the attack’s suc-
cess S := ssrc +dtgt. The interpretation is simple:
S > 1⇔ dtgt > 1− ssrc, which means that the at-
tack has destroyed the target meaning (dtgt) more
than it has destroyed the source meaning (1−ssrc).

Importantly, this framework can be extended
beyond strictly meaning-preserving attacks. For
example, for targeted keyword introduction at-
tacks (Cheng et al., 2018; Ebrahimi et al., 2018a),
the same evaluation framework can be used if stgt
(resp. ssrc) is modified to account for the presence
(resp. absence) of the keyword (or its translation in
the source). Similarly this can be extended to other

3Note that we do not allow negative dtgt to keep all scores
between 0 and 1.
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tasks by adapting stgt (e.g. for classification one
would use the zero-one loss, and adapt the success
threshold).

2.2 Similarity Metrics

Throughout §2.1, we have not given an exact de-
scription of the semantic similarity scores ssrc and
stgt. Indeed, automatically evaluating the semantic
similarity between two sentences is an open area
of research and it makes sense to decouple the def-
inition of adversarial examples from the specific
method used to measure this similarity. In this sec-
tion, we will discuss manual and automatic met-
rics that may be used to calculate it.

2.2.1 Human Judgment

Judgment by speakers of the language of interest
is the de facto gold standard metric for semantic
similarity. Specific criteria such as adequacy/flu-
ency (Ma and Cieri, 2006), acceptability (Goto
et al., 2013), and 6-level semantic similarity (Cer
et al., 2017) have been used in evaluations of MT
and sentence embedding methods. In the context
of adversarial attacks, we propose the following
6-level evaluation scheme, which is motivated by
previous measures, but designed to be (1) symmet-
ric, like Cer et al. (2017), (2) and largely considers
meaning preservation but at the very low and high
levels considers fluency of the output4, like Goto
et al. (2013):

How would you rate the similarity between
the meaning of these two sentences?

0. The meaning is completely different or
one of the sentences is meaningless

1. The topic is the same but the meaning is
different

2. Some key information is different
3. The key information is the same but the

details differ
4. Meaning is essentially equal but some

expressions are unnatural
5. Meaning is essentially equal and the two

sentences are well-formed Englisha

aOr the language of interest.

4This is important to rule out nonsensical sentences and
distinguish between clean and “noisy” paraphrases (e.g. ty-
pos, non-native speech. . . ). We did not give annotators addi-
tional instruction specific to typos.

2.2.2 Automatic Metrics
Unfortunately, human evaluation is expensive,
slow and sometimes difficult to obtain, for exam-
ple in the case of low-resource languages. This
makes automatic metrics that do not require hu-
man intervention appealing for experimental re-
search. This section describes 3 evaluation metrics
commonly used as alternatives to human evalua-
tion, in particular to evaluate translation models.5

BLEU: (Papineni et al., 2002) is an automatic
metric based on n-gram precision coupled with
a penalty for shorter sentences. It relies on ex-
act word-level matches and therefore cannot detect
synonyms or morphological variations.

METEOR: (Denkowski and Lavie, 2014) first
estimates alignment between the two sentences
and then computes unigram F-score (biased to-
wards recall) weighted by a penalty for longer sen-
tences. Importantly, METEOR uses stemming,
synonymy and paraphrasing information to per-
form alignments. On the downside, it requires lan-
guage specific resources.

chrF: (Popović, 2015) is based on the char-
acter n-gram F-score. In particular we will use
the chrF2 score (based on the F2-score — recall
is given more importance), following the recom-
mendations from Popović (2016). By operating
on a sub-word level, it can reflect the semantic
similarity between different morphological inflec-
tions of one word (for instance), without requir-
ing language-specific knowledge which makes it a
good one-size-fits-all alternative.

Because multiple possible alternatives exist, it
is important to know which is the best stand-in for
human evaluation. To elucidate this, we will com-
pare these metrics to human judgment in terms of
Pearson correlation coefficient on outputs result-
ing from a variety of attacks in §4.2.

3 Gradient-Based Adversarial Attacks

In this section, we overview the adversarial attacks
we will be considering in the rest of this paper.

3.1 Attack Paradigm

We perform gradient-based attacks that replace
one word in the sentence so as to maximize an ad-
versarial loss functionLadv, similar to the substitu-
tion attacks proposed in (Ebrahimi et al., 2018b).

5Note that other metrics of similarity are certainly appli-
cable within the overall framework of §2.2.1, but we limit our
examination in this paper to the three noted here.

3105



Original Pourquoi faire cela ?
English gloss Why do this?
Unconstrained construisant (English: building) faire cela ?
kNN interrogez (English: interrogate) faire cela ?
CharSwap Puorquoi (typo) faire cela ?
Original Si seulement je pouvais me muscler aussi rapidement.
English gloss If only I could build my muscle this fast.
Unconstrained Si seulement je pouvais me muscler etc rapidement.
kNN Si seulement je pouvais me muscler plsu (typo for “more”) rapidement.
CharSwap Si seulement je pouvais me muscler asusi (typo) rapidement.

Table 1: Examples of different adversarial inputs. The substituted word is highlighted.

3.1.1 General Approach
Precisely, for a word-based translation model M6,
and given an input sentence w1, . . . , wn, we find
the position i∗ and word w∗ satisfying the follow-
ing optimization problem:

argmax
1≤i≤n,ŵ∈V

Ladv(w0, . . . , wi−1, ŵ, wi+1, . . . , wn)

(2)
where Ladv is a differentiable function which rep-
resents our adversarial objective. Using the first
order approximation of Ladv around the original
word vectors w1, . . . ,wn

7, this can be derived to
be equivalent to optimizing

argmax
1≤i≤n,ŵ∈V

[ŵ −wi]
ᵀ∇wi Ladv (3)

The above optimization problem can be solved
by brute-force in O(n|V|) space complexity,
whereas the time complexity is bottlenecked by a
|V|×d times n×dmatrix multiplication, which is
not more computationally expensive than comput-
ing logits during the forward pass of the model.
Overall, this naive approach is sufficiently fast
to be conducive to adversarial training. We also
found that the attacks benefited from normalizing
the gradient by taking its sign.

Extending this approach to finding the optimal
perturbations for more than 1 substitution would
require exhaustively searching over all possible
combinations. However, previous work (Ebrahimi

6Note that this formulation is also valid for character-
based models (see Ebrahimi et al. (2018a)) and subword-
based models. For subword-based models, additional diffi-
culty would be introduced due to changes to the input result-
ing in different subword segmentations. This poses an inter-
esting challenge that is beyond the scope of the current work.

7More generally we will use the bold w when talking
about the embedding vector of word w

et al., 2018a) suggests that greedy search is a good
enough approximation.

3.1.2 The Adversarial Loss Ladv

We want to find an adversarial input x̂ such that,
assuming that the model has produced the correct
output y1, . . . , yt−1 up to step t− 1 during decod-
ing, the probability that the model makes an error
at the next step t is maximized.

In the log-semiring, this translates into the fol-
lowing loss function:

Ladv(x̂, y) =

|y|∑

t=1

log(1− p(yt | x̂, y1, . . . , yt−1))

(4)

3.2 Enforcing Semantically Similar
Adversarial Inputs

In contrast to previous methods, which don’t con-
sider meaning preservation, we propose simple
modifications of the approach presented in §3.1 to
create adversarial perturbations at the word level
that are more likely to preserve meaning. The ba-
sic idea is to restrict the possible word substitu-
tions to similar words. We compare two sets of
constraints:

kNN: This constraint enforces that the word be
replaced only with one of its 10 nearest neighbors
in the source embedding space. This has two ef-
fects: first, the replacement will be likely semanti-
cally related to the original word (if words close
in the embedding space are indeed semantically
related, as hinted by Table 1). Second, it ensures
that the replacement’s word vector is close enough
to the original word vector that the first order as-
sumption is more likely to be satisfied.

CharSwap: This constraint requires that the
substituted words must be obtained by swapping
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characters. Word internal character swaps have
been shown to not affect human readers greatly
(McCusker et al., 1981), hence making them likely
to be meaning-preserving. Moreover we add the
additional constraint that the substitution must not
be in the vocabulary, which will likely be partic-
ularly meaning-destroying on the target side for
the word-based models we test here. In such cases
where word-internal character swaps are not pos-
sible or can’t produce out-of-vocabulary (OOV)
words, we resort to the naive strategy of repeat-
ing the last character of the word. The exact pro-
cedure used to produce this kind of perturbations
is described in Appendix A.1. Note that for a
word-based model, every OOV will look the same
(a special <unk> token), however the choice of
OOV will still have an influence on the output of
the model because we use unk-replacement.

In contrast, we refer the base attack without
constraints as Unconstrained hereforth. Table 1
gives qualitative examples of the kind of perturba-
tions generated under the different constraints.

For subword-based models, we apply the same
procedures at the subword-level on the origi-
nal segmentation. We then de-segment and re-
segment the resulting sentence (because changes
at the subword or character levels are likely to
change the segmentation of the resulting sen-
tence).

4 Experiments

Our experiments serve two purposes. First, we ex-
amine our proposed framework of evaluating ad-
versarial attacks (§2), and also elucidate which au-
tomatic metrics correlate better with human judg-
ment for the purpose of evaluating adversarial
attacks (§4.2). Second, we use this evaluation
framework to compare various adversarial attacks
and demonstrate that adversarial attacks that are
explicitly constrained to preserve meaning receive
better assessment scores (§4.3).

4.1 Experimental setting

Data: Following previous work on adver-
sarial examples for seq2seq models (Be-
linkov and Bisk, 2018; Ebrahimi et al.,
2018a), we perform all experiments on the
IWSLT2016 dataset (Cettolo et al., 2016) in the
{French,German,Czech}→English directions
(fr-en, de-en and cs-en). We compile
all previous IWSLT test sets before 2015 as

validation data, and keep the 2015 and 2016 test
sets as test data. The data is tokenized with the
Moses tokenizer (Koehn et al., 2007). The exact
data statistics can be found in Appendix A.2.

MT Models: We perform experiments with
two common neural machine translation (NMT)
models. The first is an LSTM based encoder-
decoder architecture with attention (Luong et al.,
2015). It uses 2-layer encoders and decoders, and
dot-product attention. We set the word embedding
dimension to 300 and all others to 500. The
second model is a self-attentional Transformer
(Vaswani et al., 2017), with 6 1024-dimensional
encoder and decoder layers and 512 dimensional
word embeddings. Both the models are trained
with Adam (Kingma and Ba, 2014), dropout
(Srivastava et al., 2014) of probability 0.3 and
label smoothing (Szegedy et al., 2016) with value
0.1. We experiment with both word based models
(vocabulary size fixed at 40k) and subword
based models (BPE (Sennrich et al., 2016) with
30k operations). For word-based models, we
perform <unk> replacement, replacing <unk>
tokens in the translated sentences with the source
words with the highest attention value during
inference. The full experimental setup and source
code are available at https://github.
com/pmichel31415/translate/tree/
paul/pytorch_translate/research/
adversarial/experiments.

Automatic Metric Implementations: To eval-
uate both sentence and corpus level BLEU
score, we first de-tokenize the output and use
sacreBLEU8 (Post, 2018) with its internal intl
tokenization, to keep BLEU scores agnostic to to-
kenization. We compute METEOR using the of-
ficial implementation9. ChrF is reported with the
sacreBLEU implementation on detokenized text
with default parameters. A toolkit implementing
the evaluation framework described in §2.1 for
these metrics is released at https://github.
com/pmichel31415/teapot-nlp.

4.2 Correlation of Automatic Metrics with
Human Judgment

We first examine which of the automatic metrics
listed in §2.2 correlates most with human judg-
ment for our adversarial attacks. For this exper-
iment, we restrict the scope to the case of the

8https://github.com/mjpost/sacreBLEU
9http://www.cs.cmu.edu/˜alavie/METEOR/
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LSTM Transformer
Language pair cs-en de-en fr-en cs-en de-en fr-en

Word-based

Target RDChrF Target RDChrF
Original chrF 45.68 49.43 57.49 47.66 51.08 58.04
Unconstrained 25.38 25.54 25.59 25.24 25.00 24.68
CharSwap 24.11 24.94 23.60 21.59 23.23 21.75
kNN 15.00 15.59 15.22 20.74 19.97 18.59

Source chrF Source chrF
Unconstrained 70.14 72.39 74.29 69.03 71.93 73.23
CharSwap 82.65 84.40 86.62 84.13 85.97 87.02
kNN 78.08 78.11 77.62 74.94 77.92 77.88

Subword-based

Target RDChrF Target RDChrF
Original chrF 48.30 52.42 59.08 49.70 54.01 59.65
Unconstrained 25.79 26.03 26.96 23.97 25.07 25.28
CharSwap 18.65 19.15 19.75 16.98 18.38 17.85
kNN 15.00 16.26 17.12 19.02 18.58 18.63

Source chrF Source chrF
Unconstrained 69.32 72.12 73.57 68.66 71.51 72.65
CharSwap 85.84 87.46 87.98 85.79 87.07 87.99
kNN 76.17 77.74 78.03 73.05 75.91 76.54

Table 2: Target RDchrF and source chrF scores for all the attacks on all our models (word- and subword-based
LSTM and Transformer).

LSTM model on fr-en. For the French side, we
randomly select 900 sentence pairs (x, x̂) from the
validation set, 300 for each of the Unconstrained,
kNN and CharSwap constraints. To vary the level
of perturbation, the 300 pairs contain an equal
amount of perturbed input obtained by substituting
1, 2 and 3 words. On the English side, we select
900 pairs of reference translations and translations
of adversarial input (y, ŷM ) with the same distri-
bution of attacks as the source side, as well as 300
(y, yM ) pairs (to include translations from origi-
nal inputs). This amounts to 1,200 sentence pairs
in the target side.

These sentences are sent to English and French
speaking annotators to be rated according to the
guidelines described in §2.2.1. Each sample (a
pair of sentences) is rated by two independent
evaluators. If the two ratings differ, the sample is
sent to a third rater (an auditor and subject matter
expert) who makes the final decision.

Finally, we compare the human results to each
automatic metric with Pearson’s correlation coeffi-
cient. The correlations are reported in Table 3. As
evidenced by the results, chrF exhibits higher cor-
relation with human judgment, followed by ME-
TEOR and BLEU. This is true both on the source
side (x vs x̂) and in the target side (y vs ŷM ). We

Language BLEU METEOR chrF
French 0.415 0.440 0.586∗
English 0.357 0.478∗ 0.497

Table 3: Correlation of automatic metrics to human
judgment of adversarial source and target sentences.
“∗” indicates that the correlation is significantly better
than the next-best one.

evaluate the statistical significance of this result
using a paired bootstrap test for p < 0.01. No-
tably we find that chrF is significantly better than
METEOR in French but not in English. This is
not too unexpected because METEOR has access
to more language-dependent resources in English
(specifically synonym information) and thereby
can make more informed matches of these syn-
onymous words and phrases. Moreover the French
source side contains more “character-level” errors
(from CharSwap attacks) which are not picked-up
well by word-based metrics like BLEU and ME-
TEOR. For a breakdown of the correlation coef-
ficients according to number of perturbation and
type of constraints, we refer to Appendix A.3.

Thus, in the following, we report attack results
both in terms of chrF in the source (ssrc) and rela-
tive decrease in chrF (RDchrF) in the target (dtgt).

3108



Figure 1: Graphical representation of the results in Table 2 for word-based models. High source chrF and target
RDchrF (upper-right corner) indicates a good attack.

4.3 Attack Results

We can now compare attacks under the three con-
straints Unconstrained, kNN and CharSwap and
draw conclusions on their capacity to preserve
meaning in the source and destroy it in the tar-
get. Attacks are conducted on the validation set
using the approach described in §3.1 with 3 sub-
stitutions (this means that each adversarial input is
at edit distance at most 3 from the original input).
Results (on a scale of 0 to 100 for readability) are
reported in Table 2 for both word- and subword-
based LSTM and Transformer models. To give a
better idea of how the different variables (language
pair, model, attack) affect performance, we give a
graphical representation of these same results in
Figure 1 for the word-based models. The rest of
this section discusses the implication of these re-
sults.

Source chrF Highlights the Effect of Adding
Constraints: Comparing the kNN and CharSwap
rows to Unconstrained in the “source” sections of
Table 2 clearly shows that constrained attacks have
a positive effect on meaning preservation. Beyond
validating our assumptions from §3.2, this shows
that source chrF is useful to carry out the compar-
ison in the first place10. To give a point of refer-
ence, results from the manual evaluation carried
out in §4.2 show that that 90% of the French sen-
tence pairs to which humans gave a score of 4 or 5
in semantic similarity have a chrF > 78.

10It can be argued that using chrF gives an advantage to
CharSwap over kNN for source preservation (as opposed to
METEOR for example). We find that this is the case for
Czech and German (source METEOR is higher for kNN) but
not French. Moreover we find (see A.3) that chrF correlates
better with human judgement even for kNN.

Successful attack
(source chrF = 80.89, target RDchrF = 84.06)

Original Ils le réinvestissent directement en engageant
plus de procès.

Adv. src Ilss le réinvestissent dierctement en engagaent
plus de procès.

Ref. They plow it right back into filing more troll
lawsuits.

Base output They direct it directly by engaging more cases.
Adv. output .. de plus.

Unsuccessful attack
(source chrF = 54.46, target RDchrF = 0.00)

Original C’était en Juillet 1969.
Adv. src C’étiat en Jiullet 1969.
Ref. This is from July, 1969.
Base output This was in July 1969.
Adv. output This is. in 1969.

Table 4: Example of CharSwap attacks on the fr-en
LSTM. The first example is a successful attack (high
source chrF and target RDchrF) whereas the second is
not.

Different Architectures are not Equal in the
Face of Adversity: Inspection of the target-
side results yields several interesting observations.
First, the high RDchrF of CharSwap for word-
based model is yet another indication of their
known shortcomings when presented with words
out of their training vocabulary, even with <unk>-
replacement. Second, and perhaps more interest-
ingly, Transformer models appear to be less robust
to small embedding perturbations (kNN attacks)
compared to LSTMs. Although the exploration of
the exact reasons for this phenomenon is beyond
the scope of this work, this is a good example that
RDchrF can shed light on the different behavior of
different architectures when confronted with ad-
versarial input. Overall, we find that the Char-
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Swap constraint is the only one that consistently
produces attacks with > 1 average success (as de-
fined in Section 2.1) according to Table 2. Table 4
contains two qualitative examples of this attack on
the LSTM model in fr-en.

5 Adversarial Training with
Meaning-Preserving Attacks

5.1 Adversarial Training

Adversarial training (Goodfellow et al., 2014)
augments the training data with adversarial exam-
ples. Formally, in place of the negative log likeli-
hood (NLL) objective on a sample x, y, L(x, y) =
NLL(x, y), the loss function is replaced with an
interpolation of the NLL of the original sample
x, y and an adversarial sample x̂, y:

L′(x, y) = (1− α)NLL(x, y) + αNLL(x̂, y)
(5)

Ebrahimi et al. (2018a) suggest that while ad-
versarial training improves robustness to adversar-
ial attacks, it can be detrimental to test perfor-
mance on non-adversarial input. We investigate
whether this is still the case when adversarial at-
tacks are largely meaning-preserving.

In our experiments, we generate x̂ by applying
3 perturbations on the fly at each training step.
To maintain training speed we do not solve Equa-
tion (2) iteratively but in one shot by replacing
the argmax by top-3. Although this is less exact
than iterating, this makes adversarial training time
less than 2× slower than normal training. We per-
form adversarial training with perturbations with-
out constraints (Unconstrained-adv) and with the
CharSwap constraint (CharSwap-adv). All exper-
iments are conducted with the word-based LSTM
model.

5.2 Results

Test performance on non-adversarial input is re-
ported in Table 5. In keeping with the rest of the
paper, we primarily report chrF results, but also
show the standard BLEU as well.

We observe that when α = 1.0, i.e. the model
only sees the perturbed input during training11,
the Unconstrained-adv model suffers a drop in
test performance, whereas CharSwap-adv’s per-
formance is on par with the original. This is likely

11This setting is reminiscent of word dropout (Iyyer et al.,
2015).

Language pair cs-en de-en fr-en

Base
44.21 49.30 55.67
(22.89) (28.61) (35.28)

α = 1.0

Unconstrained-adv
41.38 46.15 53.39
(21.51) (27.06) (33.96)

CharSwap-adv
43.74 48.85 55.60
(23.00) (28.45) (35.33)

α = 0.5

Unconstrained-adv
43.68 48.60 55.55
(22.93) (28.30) (35.25)

CharSwap-adv
44.57 49.14 55.88
(23.66) (28.66) (35.63)

Table 5: chrF (BLEU) scores on the original test set be-
fore/after adversarial training of the word-based LSTM
model.

Language pair cs-en de-en fr-en

Base 24.11 24.94 23.60
α = 1.0

Unconstrained-adv 25.99 26.24 25.67
CharSwap-adv 16.46 17.19 15.72

α = 0.5
Unconstrained-adv 26.52 27.26 24.92
CharSwap-adv 20.41 20.24 16.08

Table 6: Robustness to CharSwap attacks on the val-
idation set with/without adversarial training (RDchrF).
Lower is better.

attributable to the spurious training samples (x̂, y)
where y is not an acceptable translation of x̂ intro-
duced by the lack of constraint. This effect disap-
pears when α = 0.5 because the model sees the
original samples as well.

Not unexpectedly, Table 6 indicates that
CharSwap-adv is more robust to CharSwap con-
strained attacks for both values of α, with 1.0
giving the best results. On the other hand,
Unconstrained-adv is similarly or more vulnera-
ble to these attacks than the baseline. Hence, we
can safely conclude that adversarial training with
CharSwap attacks improves robustness while not
impacting test performance as much as uncon-
strained attacks.

6 Related work

Following seminal work on adversarial attacks by
Szegedy et al. (2013), Goodfellow et al. (2014)
introduced gradient-based attacks and adversarial
training. Since then, a variety of attack (Moosavi-

3110



Dezfooli et al., 2016) and defense (Cissé et al.,
2017; Kolter and Wong, 2017) mechanisms have
been proposed. Adversarial examples for NLP
specifically have seen attacks on sentiment (Pa-
pernot et al., 2016; Samanta and Mehta, 2017;
Ebrahimi et al., 2018b), malware (Grosse et al.,
2016), gender (Reddy and Knight, 2016) or toxi-
city (Hosseini et al., 2017) classification to cite a
few.

In MT, methods have been proposed to attack
word-based (Zhao et al., 2018; Cheng et al., 2018)
and character-based (Belinkov and Bisk, 2018;
Ebrahimi et al., 2018a) models. However these
works side-step the question of meaning preser-
vation in the source: they mostly focus on tar-
get side evaluation. Finally there is work centered
around meaning-preserving adversarial attacks for
NLP via paraphrase generation (Iyyer et al., 2018)
or rule-based approaches (Jia and Liang, 2017;
Ribeiro et al., 2018; Naik et al., 2018; Alzantot
et al., 2018). However the proposed attacks are
highly engineered and focused on English.

7 Conclusion

This paper highlights the importance of perform-
ing meaning-preserving adversarial perturbations
for NLP models (with a focus on seq2seq). We
proposed a general evaluation framework for ad-
versarial perturbations and compared various au-
tomatic metrics as proxies for human judgment
to instantiate this framework. We then confirmed
that, in the context of MT, “naive” attacks do not
preserve meaning in general, and proposed alter-
natives to remedy this issue. Finally, we have
shown the utility of adversarial training in this
paradigm. We hope that this helps future work in
this area of research to evaluate meaning conser-
vation more consistently.
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Bentivogli, Roldano Cattoni, and Marcello Federico.
2016. The iwslt 2016 evaluation campaign.

Minhao Cheng, Jinfeng Yi, Huan Zhang, Pin-Yu Chen,
and Cho-Jui Hsieh. 2018. Seq2sick: Evaluat-
ing the robustness of sequence-to-sequence mod-
els with adversarial examples. arXiv preprint
arXiv:1803.01128.
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A Supplemental Material

A.1 Generating OOV Replacements with
Internal Character Swaps

We use the following snippet to produce an OOV
word from an existing word:

1 def make_oov(
2 word,
3 vocab,
4 max_scrambling,
5 ):
6 """Modify a word to make it OOV
7 (while keeping the meaning)"""
8 # If the word has >3 letters
9 # try scrambling them

10 L = len(word)
11 if L > 3:
12 # For a fixed number of steps
13 for _ in range(max_scrambling):
14 # Swap two adjacent letters
15 # in the middle of the word
16 pos = random.randint(1, L - 3)
17 word = word[:pos]
18 word += word[pos+1] + word[pos]
19 word += word[pos+2:]
20 # If we got an OOV already just
21 # return it
22 if word not in vocab:
23 return word
24 # If nothing worked, or the word is
25 # too short for scrambling, just
26 # repeat the last letter ad nauseam
27 char = word[-1]
28 while word in vocab:
29 word = word + char
30 return word

A.2 IWSLT2016 Dataset
See table 7 for statistics on the size of the
IWSLT2016 corpus used in our experiments.

#train #valid #test
fr-en 220.4k 6,824 2,213
de-en 196.9k 11,825 2,213
cs-en 114.4k 5,716 2,213

Table 7: IWSLT2016 data statistics.

A.3 Breakdown of Correlation with Human
Judgement

We provide a breakdown of the correlation co-
efficients of automatic metrics with human judg-
ment for source-side meaning-preservation, both
in terms of number of perturbed words (Table 8)
and constraint (Table 9). While those coefficients
are computed on a much smaller sample size, and
their differences are not all statistically significant
with p < 0.01, they exhibit the same trend as the
results from Table 3 (BLEU<METEOR< chrF).

# edits BLEU METEOR chrF
1 0.351 0.352 0.486∗
2 0.403 0.424 0.588∗
3 0.334 0.393 0.560∗

Table 8: Correlation of automatic metrics to human
judgment of semantic similarity between original and
adversarial source sentences, broken down by number
of perturbed words. “∗” indicates that the correlation is
significantly better than the next-best one.

Constraint BLEU METEOR chrF
Unconstrained 0.274 0.572 0.599

CharSwap 0.274 0.319 0.383
kNN 0.534 0.584 0.606

Table 9: Correlation of automatic metrics to human
judgment of semantic similarity between original and
adversarial source sentences, broken down by type of
constraint on the perturbation. “∗” indicates that the
correlation is significantly better than the next-best one.

In particular Table 8 shows that the good correla-
tion of chrF with human judgment is not only due
to the ability to distinguish between different num-
ber of edits.
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Abstract
A major obstacle in reinforcement learning-
based sentence generation is the large action
space whose size is equal to the vocabulary
size of the target-side language. To improve
the efficiency of reinforcement learning, we
present a novel approach for reducing the ac-
tion space based on dynamic vocabulary pre-
diction. Our method first predicts a fixed-
size small vocabulary for each input to gen-
erate its target sentence. The input-specific
vocabularies are then used at supervised and
reinforcement learning steps, and also at test
time. In our experiments on six machine trans-
lation and two image captioning datasets, our
method achieves faster reinforcement learning
(∼2.7x faster) with less GPU memory (∼2.3x
less) than the full-vocabulary counterpart. We
also show that our method more effectively re-
ceives rewards with fewer iterations of super-
vised pre-training.

1 Introduction

Sentence generation with neural networks plays
a key role in many language processing tasks,
including machine translation (Sutskever et al.,
2014), image captioning (Lin et al., 2014), and
abstractive summarization (Rush et al., 2015).
The most common approach for learning the sen-
tence generation models is maximizing the like-
lihood of the model on the gold-standard target
sentences. Recently, approaches based on rein-
forcement learning have attracted increasing at-
tention to reduce the gap between training and
test situations and to directly incorporate task-
specific and more flexible evaluation metrics such
as BLEU scores (Papineni et al., 2002) into opti-
mization (Ranzato et al., 2016).

While reinforcement learning-based sentence
generation is appealing, it is often too computa-

∗Work was done while the first author was working at
the University of Tokyo.

tionally demanding to be used with large training
data. In reinforcement learning for sentence gen-
eration, selecting an action corresponds to select-
ing a word in the vocabulary V . The number of
possible actions at each time step is thus equal to
the vocabulary size, which often exceeds tens of
thousands. Among such a large set of possible ac-
tions, at most N actions are selected if the length
of the generated sentence is N , where we can as-
sume N � |V |. In other words, most of the pos-
sible actions are not selected, and the large action
space slows down reinforcement learning and con-
sumes a large amount of GPU memory.

In this paper, we propose to accelerate rein-
forcement learning by reducing the large action
space. The reduction of action space is achieved
by predicting a small vocabulary for each source
input. Our method first constructs the small input-
specific vocabulary by selecting K (≤ 1000) rele-
vant words, and then the small vocabulary is used
at both training and test time.

Our experiments on six machine translation
and two image captioning datasets show that our
method enables faster reinforcement learning with
less GPU memory than the standard full softmax
method, without degrading the accuracy of the
sentence generation tasks. Our method also works
faster at test time, especially on CPUs. The imple-
mentation of our method is available at https:
//github.com/hassyGo/NLG-RL.

2 REINFORCE with Small Vocabularies

We first describe a neural machine translation
model and an image captioning model as examples
of sentence generation models. Machine transla-
tion is a text-to-text task, and image captioning is
an image-to-text task. We then review how rein-
forcement learning is used, and present a simple
and efficient method to accelerate the training.
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2.1 Sentence Generation Models
Recurrent Neural Networks (RNNs) are widely
used to generate sentences by outputting words
one by one (Sutskever et al., 2014). To gener-
ate a sentence Y = (y1, y2, . . . , yN ), where N is
its length, given a source input X , a hidden state
ht ∈ Rd is computed for each time step t (≥ 1) by
using its previous information:

ht = RNN(ht−1, e(yt−1), st−1) , (1)

where RNN(·) is an RNN function, e(yt−1) ∈ Rd
is a word embedding of yt−1, and st−1 ∈ Rd is
a hidden state optionally used to explicitly incor-
porate the information about the source input X
into the transition. We employ Long Short-Term
Memory (LSTM) units (Hochreiter and Schmid-
huber, 1997) for the RNN function. The task here
is to predict the t-th word yt by computing a tar-
get word distribution p(y|y<t, X) ∈ R|V |, where
|V | represents the vocabulary size of the target lan-
guage. p(y|y<t, X) is used to generate a sentence
by either greedy/beam search or random sampling.

To learn the model parameters, the following
cross entropy loss is usually employed:

Lc(Yg, X) = −
Ng∑

t=1

log p (y = yt|y<t, X) , (2)

where we assume that the target sentence Yg is the
gold sequence. Once we train the model, we can
use it to generate unseen sentences.

Machine translation In the context of machine
translation, the source input X corresponds to a
source sentence (x1, x2, . . . , xM ) of length M .
Each word xi is also associated with a word em-
bedding ẽ(xi) ∈ Rd. We assume that a hidden
state h̃i ∈ R2d is computed for each xi by using a
bi-directional RNN with LSTM units (Graves and
Schmidhuber, 2005). That is, h̃i is the concatena-
tion of xi’s d-dimensional hidden states [

−→
h i;
←−
h i]

computed by a pair of forward and backward
RNNs. We set the initial hidden state of the sen-
tence generator as h0 =

−→
hM +

←−
h 1. Following

an attention mechanism proposed in Luong et al.
(2015), st for predicting yt is computed as follows:

st = tanh

(
Ws

[
ht;

M∑

i=1

aih̃i

]
+ bs

)
, (3)

where ai = f(ht, i, h̃) is the global-attention func-
tion in Luong et al. (2015), Ws ∈ Rd×3d is a

weight matrix, and bs ∈ Rd is a bias vector. st is
then used to compute the target word distribution:

p(y|y<t, X) = softmax(Wpst + bp), (4)

where Wp ∈ R|V |×d is a weight matrix, and bp ∈
R|V | is a bias vector.

Image captioning In the case of image caption-
ing, the source input X corresponds to an im-
age to be described. We assume that in our pre-
processing step, each input image is fed into a
convolutional neural network to extract its fixed-
length feature vector f ∈ Rdf . More specifically,
we use the pre-computed feature vectors provided
by Kiros et al. (2014), and the feature vectors are
never updated in any model training processes.
The input feature vector is transformed into the
initial hidden state h0 = tanh (Wff + bf ), where
Wf ∈ Rd×df is a weight matrix, and bf ∈ Rd is a
bias vector. In contrast to machine translation, we
do not use st−1 in Equation (1); more concretely,
we do not use any attention mechanisms for image
captioning. Therefore, we directly use the hidden
state ht to compute the target word distribution:

p(y|y<t, X) = softmax(Wpht + bp), (5)

where the weight and bias parameters are analo-
gous to the ones in Equation (4).

For both of the tasks, we use the weight-tying
technique (Inan et al., 2017; Press and Wolf, 2017)
by using Wp as the word embedding matrix. That
is, e(yt) is the yt-th row vector inWp, and the tech-
nique has shown to be effective in machine trans-
lation (Hashimoto and Tsuruoka, 2017) and text
summarization (Paulus et al., 2018).

2.2 Applying Reinforcement Learning

One well-known limitation of using the cross en-
tropy loss in Equation (2) is that the sentence gen-
eration models work differently at the training and
test time. More concretely, the models only ob-
serve gold sequences at the training time, whereas
the models have to handle unseen sequences to
generate sentences at the test time.

To bridge the gap, reinforcement learning has
started gaining much attention (Ranzato et al.,
2016; Wu et al., 2016; Rennie et al., 2017; Zhang
and Lapata, 2017; Paulus et al., 2018; Yang et al.,
2018). In this work, we focus on the most popular
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method called REINFORCE (Williams, 1992).1

In REINFORCE, the sentence generation model
sets an initial state given a source input, and then
iterates an action selection and its corresponding
state transition. The action selection corresponds
to randomly sampling a target word from Equa-
tion (4) and (5), and the state transition corre-
sponds to the RNN transition in Equation (1).

Once a sentence is generated, an approximated
loss function is defined as follows:

Lr(Y,X) = −
N∑

t=1

Rt log p(y = yt|y<t, X), (6)

where Rt is the reward at time step t, and the
loss is approximated by the single example Y .
Rt is used to evaluate how good the t-th action
selection is. Unlike maximum likelihood train-
ing, the reward function can be defined by us-
ing task-specific evaluation scores like BLEU for
machine translation. In this paper, we employ
GLEU proposed by Wu et al. (2016), a variant
of sentence-level BLEU. Following the implemen-
tation in Ranzato et al. (2016), we define Rt =
GLEU(Y, Yg)−bt, where bt is a baseline value es-
timating the future reward from the next time step
to reduce the variance of the gradients. To esti-
mate bt, we jointly train a linear regression model
by minimizing ‖bt − GLEU(Y, Yg)‖2, and bt is
computed as bt = σ(Wr ·st+br), whereWr ∈ Rd
is a weight vector, br is a bias, σ(·) is the logistic
sigmoid function, and in the case of image cap-
tioning, ht is used instead of st.

Overall model training The reinforcement
learning step is usually applied after pre-training
the models with the cross entropy loss in Equa-
tion (2). At the REINFORCE phase, we define the
following joint loss function:

L = λLc + (1− λ)Lr, (7)

where λ is a hyperparameter, and λ = 0.0 usually
leads to unstable training (Wu et al., 2016).

2.3 Large Action-Space Reduction
The vocabulary size |V | is usually more than ten
thousands for datasets covering many sentences
with a variety of topics. However, for example,
at most 100 unique words are selected when gen-
erating a sentence of length 100. That is, the out-
put length N is much smaller than the vocabulary

1We tried self critic (Rennie et al., 2017), but did not ob-
serve significant improvement over REINFORCE.

size |V |, and this fact motivated us to reduce the
large action space. Moreover, we have in practice
found that REINFORCE runs several times slower
than the supervised learning with the cross entropy
loss.

To accelerate the training, we propose to con-
struct a small action space for each source input.
In other words, our method selects a small vocab-
ulary V ′ of size K for each source input in ad-
vance to the model training. In this section, we
assume that V ′ is given and represented with a
sparse binary matrix MX ∈ RK×|V |, where there
are only K non-zero elements at position (i, wi)
for 1 ≤ i ≤ K. wi is a unique word index in
V . MX is used to construct a small subset of the
parameters in the softmax layer:

W ′p =MXWp, b′p =MXbp, (8)

and W ′p ∈ RK×d and b′p ∈ RK are used instead of
Wp and bp in Equation (4) and (5). Therefore, in
mini-batched processes with a mini-batch size B,
our method constructsB different sets of (W ′p, b

′
p).

Relationship to previous work Sampling-
based approximation methods have previously
been studied to reduce the computational cost at
the large softmax layer in probabilistic language
modeling (Ji et al., 2016; Zoph et al., 2016),
and such methods are also used to enable one
to train neural machine translation models on
CPUs (Eriguchi et al., 2016). The construction
of (W ′p, b

′
p) in our method is similar to these

softmax approximation methods in that they also
sample small vocabularies either at the word
level (Ji et al., 2016), sentence level (Hashimoto
and Tsuruoka, 2017), or mini-batch level (Zoph
et al., 2016). However, one significant difference
is that the approximation methods work only at
training time using the cross entropy loss, and
full softmax computations are still required at test
time. The difference is crucial because a sentence
generation model needs to simulate its test-time
behavior in reinforcement learning.

3 Target Vocabulary Prediction

The remaining question is how to construct the
input-specific vocabulary V ′ for each source input
X . This section describes our method to construct
V ′ by using a vocabulary prediction model which
is separated from the sentence generation models.
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3.1 Input Representations
In the vocabulary prediction task, the input is the
source X (source sentences or images) to be de-
scribed, and the output is V ′. We should be careful
not to make the prediction model computationally
expensive; otherwise the computational efficiency
by our method would be canceled out.

To feed the information aboutX into our vocab-
ulary prediction model, we define an input vector
v(X) ∈ Rdv . For image captioning, we use the
feature vector f described in Section 2.1: v(X) =
Wvf + bv, where Wv ∈ Rdv×df is a weight ma-
trix, and bv ∈ Rdv is a bias vector. For machine
translation, we employ a bag-of-embeddings rep-
resentation: v(X) = 1

M

∑M
i=1 ẽv(xi), where the

dv-dimensional word embedding ẽv(xi) ∈ Rdv is
different from ẽ(xi) used in the machine transla-
tion model. By using the different set of the model
parameters, we avoid the situation that our vocab-
ulary prediction model is affected during training
the sentence generation models.

Relationship to previous work Vocabulary pre-
diction has gained attention for training sequence-
to-sequence models with the cross entropy
loss (Weng et al., 2017; Wu et al., 2017), but
not for reinforcement learning. Compared to our
method, previous methods jointly train a vocab-
ulary predictor by directly using source encoders
as input to the predictor. One may expect joint
learning to improve both of the vocabulary pre-
dictor and the sentence generator, but in prac-
tice such positive effects are not clearly observed.
Weng et al. (2017) reported that the joint learn-
ing improves the accuracy of their machine trans-
lation models, but our preliminary experiments
did not indicate such accuracy gain. Such a joint
training approach requires the model to continu-
ously update the vocabulary predictor during RE-
INFORCE, because the encoder is shared. That
is, the action space for each input changes during
reinforcement learning, and we observed unstable
training. Therefore, this work separately models
the vocabulary predictor and focuses on the effects
of using the small vocabularies for REINFORCE.

Another note is that Jean et al. (2015) and
L’Hostis et al. (2016) also proposed to construct
small vocabularies in advance to the cross entropy-
based training. They suggest that the use of word
alignment works well, but using the word align-
ment is not general enough, considering that there
exist different types of source input. By contrast,

our method can be straightforwardly applied to the
two sentence generation tasks with the different
input modalities (i.e. image and text).

3.2 Multi-Label Classification

Once the input representation v(X) is computed,
we further transform it by a single residual
block (He et al., 2016): r(X) = Res (v(X)) ∈
Rdv .2 Then r(X) is fed into a prediction layer:

o = σ (Wor(X) + bo) , (9)

where Wo ∈ R|V |×dv is a weight matrix, and
bo ∈ R|V | is a bias vector. The i-th element oi
corresponds to the probability that the i-th word in
the target vocabulary V appears in the target sen-
tence Y given its source X .

We use the training data for the sentence gener-
ations tasks to train the vocabulary predictor. For
eachX in the training data, we have its gold target
sentence Yg. We train the vocabulary predictor as
a multi-label classification model by the following
loss function:

−
|V |∑

i=1

(ti log oi + (1− ti) log(1− oi)) , (10)

where ti is equal to 1.0 if the i-th word in V is
included in Yg, and otherwise ti is 0.0. In practice,
we apply the label smoothing technique (Szegedy
et al., 2016) to the loss function.

We evaluate the accuracy of the vocabulary pre-
dictor by using a separate development split D:

# of correctly predicted words in D

# of words in D
, (11)

where we select the top-K predictions in Equa-
tion (9) for each source inputX inD, and the eval-
uation metric is a recall score. We use the top-K
words to construct the input-specific vocabularies
V ′ for the sentence generation models, and we re-
strict that the recall is 100% for the training data.

4 Experimental Settings

We describe our experimental settings, and the de-
tails can be found in the supplemental material.

2We can use arbitrary types of hidden layers or even linear
models like SVMs, but we found this one performed the best.
We describe the details of this in the supplemental material.
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Dataset Size |V | max(N)
En-De 100,000 24,482 50
En-Ja (100K) 100,000 23,536 50
En-Ja (2M) 1,998,821 70,668 100
En-Ja (2M, SW) 1,998,816 37,905 200
En-Vi 132,406 14,321 100
Ch-Ja 100,000 23,383 50
MS COCO 413,915 14,543 57
Flickr8K 30,000 4,521 38

Table 1: Statistics of the training datasets.

4.1 Datasets

We used machine translation datasets of four
different language pairs: English-to-German
(En-De), English-to-Japanese (En-Ja), English-
to-Vietnamese (En-Vi), and Chinese-to-Japanese
(Ch-Ja). For image captioning, we used two
datasets: MS COCO (Lin et al., 2014) and
Flickr8K. Table 1 summarizes the statistics of the
training datasets, where the number of training ex-
amples (“Size”), the target vocabulary size (|V |),
and the maximum length of the target sentences
(max(N)) are shown. For the machine translation
datasets, we manually set max(N) and omitted
training examples which violate the constraints.
En-De: We used 100,000 training sen-
tence pairs from news commentary and
newstest2015 as our development set,
following Eriguchi et al. (2017).
En-Ja: We used parallel sentences in AS-
PEC (Nakazawa et al., 2016) and constructed
three types of datasets: En-Ja (100K), En-Ja
(2M), and En-Ja (2M, SW). The 100K and 2M
datasets were constructed with the first 100,000
and 2,000,000 sentence pairs, respectively. To test
our method using subword units, we further pre-
processed the 2M dataset by using the Sentence-
Piece toolkit (Kudo and Richardson, 2018) to con-
struct the En-Ja (2M, SW) dataset.
En-Vi: We used the pre-processed datasets pro-
vided by Luong and Manning (2015). Our devel-
opment dataset is the tst2012 dataset.
Ch-Ja: We constructed the Ch-Ja dataset by using
the first 100,000 sentences from ASPEC.
MS COCO and Flickr8K: We used the pre-
processed datasets provided by Kiros et al. (2014).
We can also download the 4096-dimensional fea-
ture vectors f (i.e., df = 4096).

4.2 Settings of Vocabulary Prediction

We set dv = 512 for all the experiments. We used
AdaGrad (Duchi et al., 2011) to train the vocab-

ulary predictor with a learning rate of 0.08 and a
mini-batch size of 128. The model for each setting
was tuned based on recall scores (withK = 1000)
for the development split.

4.3 Settings of Sentence Generation

We set d = 256 with single-layer LSTMs for all
the experiments, except for the En-Ja (2M) and
(2M, SW) datasets. For the larger En-Ja datasets,
we set d = 512 with two-layer LSTMs. We used
stochastic gradient decent with momentum, with
a learning rate of 1.0, a momentum rate of 0.75,
and a mini-batch size of 128. The model for each
setting was tuned based on BLEU scores for the
development split. All of the models achieved the
best BLEU scores for all the datasets within 15 to
20 training epochs. Each of the selected models
with the best BLEU scores was used for the fol-
lowing REINFORCE step. For REINFORCE, we
set λ = 0.005, and the learning rate was set to
0.01. The REINFORCE steps required around 5
epochs to significantly improve the BLEU scores.

4.4 Computational Resources and
Mini-Batch Processing

We used a single GPU of NVIDIA GeForce
GTX 10803 to run experiments for the En-De,
En-Ja (100K), En-Vi, Ch-Ja, MS COCO, and
Flickr8K datasets. For the En-Ja (2M) and En-
Ja (2M, SW) datasets, we used a single GPU of
NVIDIA Tesla V1004 to speedup our experi-
ments.

Mini-batch splitting It should be noted that our
small softmax method can be run even on the
single GTX 1080 GPU for the larger translation
datasets, whereas the full softmax method runs out
of the GPU memory. A typical strategy to ad-
dress such out-of-memory issues is to use multi-
ple GPUs, but we have found that we need at most
eight GPUs to conduct our experiments on the full
softmax method with REINFORCE.5 Moreover,
using the multiple GPUs does not always speedup
the training time. We instead employ another strat-
egy to split the mini-batch at each training itera-
tion. First, we sort the mini-batch examples ac-
cording to the lengths of the source (or target) text,
and then split the mini-batch into S sets of the
training examples. For example, in our case the

3The GPU memory capacity is 11,178MiB.
4The GPU memory capacity is 16,152MiB (AWS p3).
5This also depends on the mini-batch size.
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Cross entropy REINFORCE w/ cross entropy
Small softmax Full softmax Small softmax Full softmax

Translation

En-De 11.09±0.51 10.84±0.37 12.13±0.33 11.73±0.23
En-Ja (100K) 28.26±0.15 28.05±0.40 29.14±0.13 29.01±0.35
En-Vi 24.56±0.14 24.53±0.18 24.98±0.11 24.92±0.09
Ch-Ja 29.27±0.08 28.97±0.15 30.10±0.12 29.80±0.15

Image captioning
MS COCO 24.88±0.25 24.75±0.36 26.43±0.32 25.74±0.13
Flickr8K 16.45±0.28 16.52±0.11 19.04±0.43 19.17±0.24

Table 2: BLEU scores for the development splits of the six datasets. “Small softmax” corresponds to our method.
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Figure 1: Recall scores of our vocabulary predictor.

mini-batch size is 128, and if S is set to 4, each
of the smaller sets includes 32 training examples.
We perform back-propagation for each set one by
one, and at each step we delete the correspond-
ing computational graphs to reduce the GPU mem-
ory consumption. Finally, the accumulated partial
derivatives are used to update the model parame-
ters. More details can be found in our Pytorch 0.4
implementation.

5 Results of Sentence Generation Tasks

5.1 Accuracy of Vocabulary Prediction

Figure 1 shows recall scores with respect to differ-
ent values of the small vocabulary size K for each
dataset. We can see that the recall scores reach
95% with K = 1000 for most of the datasets. One
exception is the En-De dataset, and this is not sur-
prising because a German vocabulary would be-
come sparse by many compound nouns.

These results show that our vocabulary pre-
dictor works well for source inputs of different
modalities (text and image) and their correspond-
ing different target languages. Our method also
works at the subword level as well as at the stan-
dard word level. For training the sentence gener-
ation models, we set K = 500 for the Flickr8K

dataset and K = 1000 for the other datasets. Our
empirical recommendation is K = 1000 if |V | is
larger than 10,000 and otherwise K = 500.

5.2 Accuracy of Sentence Generation

The goal of this paper is achieving efficient rein-
forcement learning for sentence generation to en-
courage future research, but before evaluating the
efficiency of our method, we show that using the
small vocabularies does not degrade the accuracy
of the sentence generation models. Table 2 shows
BLEU scores for the development splits of the
four machine translation and two image caption-
ing datasets. The BLEU scores are averaged over
five different runs with different random seeds,
and the standard deviations are also reported.

We can see in Table 2 that our method (Small
softmax) keeps the BLEU scores as high as those
of “Full softmax”. For some datasets, the BLEU
scores of our method are even better than those
of the full softmax method. The trend is consis-
tent in both of the cross entropy training phase and
the REINFORCE phase. These results indicate
that our method works well for different machine
translation and image captioning datasets. We also
confirmed that our experimental results are com-
petitive with previously reported results when us-
ing the same training datasets; for example, our
En-Vi test set result on tst2013 is 27.87±0.21
(cf. 26.9 in Luong and Manning (2015)).

Better generation of rare words These BLEU
scores suggest that our method for reinforcement
learning has the potential to outperform the full
softmax baseline. However, it is still unclear what
is the potential advantage in terms of generation
quality. We therefore analyzed the differences be-
tween output sentences of the small and full soft-
max methods, following Ott et al. (2018). Figure 2
shows the results of the En-De translation dataset,
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and we observed the same trend for all the other
datasets. Each entry is computed as follows:

# of output words in each percentile

# of output words
, (12)

where the “10” percentile includes the top 10% of
the most frequent words, and the “100” percentile
includes the top 10% of the most infrequent words.
We can see that our small softmax method better
outputs rare words, and these results suggest that
using input-specific vocabularies is useful in con-
trolling action spaces for reinforcement learning.

Effectiveness with fewer pre-training steps
We followed the standard practice that the mod-
els are pre-trained by maximum likelihood before
starting reinforcement learning. However, such
pre-training may have a negative effect in rein-
forcement learning. Consider the situation where
the pre-training leads to zero cross-entropy loss.
In this case, nothing will be learned during rein-
forcement learning because no exploratory action
can be performed. Although pre-training in prac-
tice does not lead to zero cross-entropy loss, it can
still overfit the data and result in very sharp out-

2M 2M, SW
Cross entropy 38.76 39.15
w/ beam search 39.88 40.35
REINFORCE w/ cross entropy 40.10 40.26
w/ beam search 40.36 40.38
w/ beam search (K= 500) 40.07 40.07
w/ beam search (K=2000) 40.30 40.50
w/ beam search (K=3000) 40.27 40.41

Table 3: BLEU scores for the development split of the
En-Ja (2M) and En-Ja (2M, SW) datasets.

REINFORCE w/ cross entropy (K=1000) 40.16
w/ beam search 40.50
- Cross entropy (1.3M) w/ beam search 39.42(Hashimoto and Tsuruoka, 2017)
- Cross entropy (2M) w/ beam search 40.29(Oda et al., 2017b)
- Cross entropy (2M+1M back-trans.) 41.42w/ beam search (Morishita et al., 2017)

Table 4: BLEU scores for the En-Ja test split, where
we use the En-Ja (2M, SW) dataset. The 95% confi-
dence interval by bootstrap resampling (Noreen, 1989)
is [39.61, 41.47] for our beam search result.

put distributions, thereby hindering exploration in
reinforcement learning. It is therefore important
to consider a reinforcement learning setting with
less or no pre-training (Liu et al., 2018). In Fig-
ure 3 for the En-Ja (100K) dataset, we show that
the small softmax method works more effectively
with fewer pre-training epochs. For this experi-
ment, we set λ = 0 in Equation (7) to purely focus
on REINFORCE. Using GLEU (or BLEU) scores
gives sparse rewards, and thus the resulting BLEU
scores are very low with fewer pre-training steps,
but the small softmax method has the potential to
work well if we can design more effective reward
functions.

Results on larger datasets To see whether our
method works in larger scales, Table 3 shows
BLEU scores for the development split when us-
ing the En-Ja (2M) and En-Ja (2M, SW) datasets.6

These results show that our method consistently
works even on these larger datasets at the word
and subword levels. In this table we also re-
port how our method works with beam search,
and the greedy-based BLEU scores are very close
to those of beam search after the REINFORCE
phase. When performing a beam search, we can
optionally use different sizes of the small vocab-

6For the 2M dataset, the full softmax baseline achieves
BLEU scores of 38.67 and 39.84 for the “Cross entropy” and
“REINFORCE w/ cross entropy” settings, respectively.
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Training time [minutes/epoch] GPU memory [MiB]
CE REINFORCE w/ CE CE REINFORCE w/ CE

|V | max (N) Small Full Small Full Small Full Small Full
En-Ja (100K) 23,536 50 4.6 4.8 10.1 21.2 1,781 6,061 2,193 7,443
En-Ja (2M) 70,668 100 95.7 141.4 231.3 635.9 5,033 10,527 6,485 14,803
En-Vi 14,321 100 10.5 10.7 23.2 38.4 2,149 10,645 2,909 10,807
MS COCO 14,543 57 4.4 4.2 11.6 22.9 1,419 8,587 1,785 10,651
Flickr8K 4,521 38 0.3 0.3 0.8 0.9 911 2,031 1,031 3,197

Table 5: Training time, and maximum memory consumption on our GPU devices for the text generation models.
For the full softmax baseline on the En-Ja (2M) experiments, the mini-batch splitting strategy (described in Sec-
tion 4.4) is applied. CE: Cross-Entropy, Small: Small softmax (our proposed method), Full: Full softmax (the
baseline).

ulary, but we observe that our method is robust
to the changes, whereas Wu et al. (2017) reported
that their dynamic vocabulary selection method is
sensitive to such changes.

For reference, we report the test set results in
Table 4. We cite BLEU scores from previously
published papers which reported results of single
models (i.e., without ensemble). Our method with
greedy translation achieves a competitive score.
It should be noted that Morishita et al. (2017)
achieve a better score presumably because they
used additional in-domain one million parallel
sentences obtained by the back-translation tech-
nique (Sennrich et al., 2016).

6 Efficiency of the Proposed Method

This section discusses our main contribution: how
efficient our method is in accelerating reinforce-
ment learning for sentence generation.

6.1 Speedup at Training Time

We have examined the training-time efficiency of
our method. Table 5 shows the training time [min-
utes/epoch] for five different datasets. We selected
the five datasets to show results with different vo-
cabulary sizes and different maximum sentence
lengths, and we observed the same trend on the
other datasets. The vocabulary size |V | and the
maximum sentence length max(N) are shown for
each training dataset. In the training with the
standard cross entropy loss, the speedup by our
method is not impressive as long as the vocabu-
lary size |V | can be easily handled by the GPUs.
We set S = 2 for the cross entropy training of
the “Full softmax” method in the En-Ja (2M) set-
ting, to reduce the GPU memory consumption as
described in Section 4.4.

In the training with the REINFORCE algo-
rithm, the speedup by our method is enhanced.

In particular, in the En-Ja (2M) experiments, our
method gains a factor of 2.7 speedup compared
with the full softmax baseline (S = 3). For most
of the experimental settings, the speedup signif-
icantly accelerates our research and development
cycles when working on reinforcement learning
for sentence generation tasks. One exception is the
Flickr8K dataset whose original vocabulary size
|V | is already very small, and the lengths of the
target sentences are short. In the supplementary
material, we also show the test-time efficiency.

6.2 GPU Memory Consumption

Our method is also efficient in terms of GPU mem-
ory consumption at training time. Table 5 also
shows the maximum GPU memory consumption
during the training. These results show that our
method easily fits in the memory of the single GTX
1080 GPU, whereas “Full softmax” is very sen-
sitive to the vocabulary size |V | and the sentence
lengths. In particular, we observe about 56% re-
duction in memory usage when using the En-Ja
(2M) dataset. By saving the memory usage, one
could try using larger models, larger mini-batches,
larger vocabularies, and longer target sentences
without relying on multiple GPUs.

Scalability of our method To further show the
memory efficiency our our method, we measured
the GPU memory consumption with a larger mini-
batch size, 2048. We applied the mini-batch split-
ting strategy to both the small and full softmax
methods to handle such a large mini-batch size. In
the En-Ja (2M) experiments with REINFORCE,
our small softmax method works with the large
batch-size by setting S = 6, whereas the full soft-
max baseline needs S = 40. Aggressively split-
ting the mini-batch (i.e. using larger values of S)
slows down the training time, and in that sense
our method is much more efficient when we con-
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sider the larger mini-batch sizes. If we increase the
mini-batch size to 4096, our small softmax method
works with S = 12.

7 Related Work

Reducing the computational cost at the large soft-
max layer in language modeling/generation is ac-
tively studied (Jean et al., 2015; Ji et al., 2016;
Eriguchi et al., 2016; L’Hostis et al., 2016; Zoph
et al., 2016; Wu et al., 2017). Most of the exist-
ing methods try to reduce the vocabulary size by
either negative sampling or vocabulary prediction.
One exception is that Oda et al. (2017a) propose
to predict a binary code of its corresponding tar-
get word. Although such a sophisticated method
is promising, we focused on the vocabulary reduc-
tion method to apply policy-based reinforcement
learning in a straightforward way.

As reported in this paper, one simple way to de-
fine a reward function for reinforcement learning
is to use task-specific automatic evaluation met-
rics (Ranzato et al., 2016; Wu et al., 2016; Rennie
et al., 2017; Zhang and Lapata, 2017; Paulus et al.,
2018), but this is limited in that we can only use
training data with gold target sentences. An alter-
native approach is to use a discriminator in gen-
erative adversarial networks (Goodfellow et al.,
2014), and Yang et al. (2018) showed that REIN-
FORCE with such a discriminator improves trans-
lation accuracy. However, Yang et al. (2018) only
used the training data, and thus the potential of the
generative adversarial networks is not fully real-
ized. One promising direction is to improve the
use of the generative adversarial networks for the
sentence generation tasks by using our method,
because our method can also accelerate the com-
bination of REINFORCE and the discriminator.

8 Conclusion

This paper has presented how to accelerate rein-
forcement learning for sentence generation tasks
by reducing large action spaces. Our method is as
accurate as, is faster than, and uses less GPU mem-
ory than the standard full softmax counterpart, on
sentence generation tasks of different modalities.
In future work, it is interesting to use our method
in generative adversarial networks to further im-
prove the sentence generation models.
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Abstract

The uncertainty measurement of classifiers’
predictions is especially important in applica-
tions such as medical diagnoses that need to
ensure limited human resources can focus on
the most uncertain predictions returned by ma-
chine learning models. However, few existing
uncertainty models attempt to improve over-
all prediction accuracy where human resources
are involved in the text classification task. In
this paper, we propose a novel neural-network-
based model that applies a new dropout-
entropy method for uncertainty measurement.
We also design a metric learning method
on feature representations, which can boost
the performance of dropout-based uncertainty
methods with smaller prediction variance in
accurate prediction trials. Extensive experi-
ments on real-world data sets demonstrate that
our method can achieve a considerable im-
provement in overall prediction accuracy com-
pared to existing approaches. In particular,
our model improved the accuracy from 0.78
to 0.92 when 30% of the most uncertain pre-
dictions were handed over to human experts in
“20NewsGroup” data.

1 Introduction

Machine learning algorithms are gradually taking
over from the human operators in tasks such as
machine translation (Bahdanau et al., 2014), opti-
cal character recognition (Mithe et al., 2013), and
face recognition (Parkhi et al., 2015). However,
some real-world applications require higher accu-
racy than the results achieved by state-of-the-art
algorithms, which makes it difficult to directly ap-
ply these algorithms in certain scenarios. For ex-
ample, a medical diagnosis system (van der West-
huizen and Lasenby, 2017) is expected to have a
very high accuracy to support correct decision-
making for medical practitioners. Although do-
main experts can achieve a high performance in

these challenging tasks, it is not always feasible
to rely on limited and expensive human input for
large-scale data sets. Therefore, if we have a
model with 70% prediction accuracy, it is intu-
itive to ask what percentage of the data should be
handed to domain experts to achieve an overall ac-
curacy rate above 90%? To maximize the value
of limited human resources while achieving de-
sirable results, modeling uncertainty accurately is
extremely important to ensure that domain experts
can focus on the most uncertain results returned by
machine learning models.

Most existing uncertainty models are based
on Bayesian models, which are not only time-
consuming but also unable to handle large-scale
data sets. Deep Neural networks (DNNs) have
attracted increasing attention in recent years and
have been reported to achieve state-of-the-art per-
formance in various machine learning tasks (Yang
et al., 2016; Iyyer et al., 2014). However, un-
like probabilistic models, DNNs are still at the
early development stage in regards to providing
the model uncertainty in their predictions. For
those seeking to address the prediction uncertainty
in DNNs, it is common to suffer from the follow-
ing issues on the text classification task. Firstly,
few researchers have sought to improve overall
prediction performance when only limited human
resources are available. Different from existing
methods which focus on the value of uncertainty,
this problem needs to get domain experts involved
in emphasis on the order of the uncertain predic-
tions. For example, the importance of distance be-
tween feature representations is neglected by the
majority of existing models, but actually this is
crucial for improving the order of uncertain pre-
dictions, especially during the pre-training of em-
bedding vectors. Moreover, the methods proposed
for continuous feature space cannot be applied to
discrete text data. For example, adversarial train-
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ing is used in some uncertainty models (Goodfel-
low et al., 2014; Lakshminarayanan et al., 2017;
Mandelbaum and Weinshall, 2017). However, due
to its dependence on gradient-based methods to
generate adversarial examples, the method is not
applicable to discrete text data.

In order to simultaneously address all these
problems in existing methods, the work presented
in this paper adopts a DNN-based approach that
incorporates a novel dropout-entropy uncertainty
measurement method along with metric learning
in the feature representation to handle the uncer-
tainty problem in the document classification task.
The study’s main contributions can be summarized
as follows:

• A novel DNN-based text classification model
is proposed to achieve higher model accuracy
with limited human input. In this new ap-
proach, a reliable uncertainty model learns to
identify the accurate predictions with smaller
estimated uncertainty.

• Metric learning in feature representation is
designed to boost the performance of the
dropout-based uncertainty methods in the
text classification task. Specifically, the
shortened intra-class distance and enlarged
inter-class distance can reduce the prediction
variance and increase the confidence for the
accurate predictions.

• A new dropout-entropy method based on the
Bayesian approximation property of Dropout
in DNNs is presented. Specifically, we mea-
sure the model uncertainty in terms of the in-
formation entropy of multiple dropout-based
evaluations combined with the de-noising
mask operations.

• Extensive experiments on real-world data
sets demonstrate that the effectiveness of our
proposed approach consistently outperforms
existing methods. In particular, the macro-F1
score can be increased from 0.78 to 0.92 by
assigning 25% of the labeling work to human
experts in a 20-class text classification task.

The rest of this paper is organized as follows.
Section 2 reviews related work, and Section 3
provides a detailed description of our proposed
model. The experiments on multiple real-world
data sets are presented in Section 4. The paper

concludes with a summary of the research in Sec-
tion 5.

2 Related Work

The work related to this paper falls into two sub
topics, described as follows.

2.1 Model Uncertainty

Existing uncertainty models are usually based on
Bayesian models, which is Traditional Bayesian
models such as Gaussian Process (GP), can mea-
sure uncertainty of model. However, as a non-
parametric model, the time complexity of GP is
increased by the size of data, which makes it in-
tractable in many real world applications.

Conformal Prediction (CP) was proposed as a
new approach to obtain confidence values (Vovk
et al., 1999). Unlike the traditional underlying al-
gorithm, conformal predictors provide each of the
predictions with a measure of confidence. Also,
a measure of “credibility serves as an indicator of
how suitable the training data are used for the clas-
sification task (Shafer and Vovk, 2008). Differ-
ent from Bayesian-based methods, CP approaches
obtain probabilistically valid results, which are
merely based on the independent and identically
distributed assumption. The drawback of CP
methods is their computational inefficiency, which
renders the application CP not applicable for any
model that requires long training time such as
Deep Neural Networks.

With the recently heated research on DNNs,
the associated uncertainty models have received a
great deal of attention. Bayesian Neural Networks
are a class of neural networks which are capable of
modeling uncertainty (Denker and LeCun, 1990)
(Hernández-Lobato and Adams, 2015). These
models not only generate predictions but also pro-
vide the corresponding variance (uncertainty) of
predictions. However, as the number of model
parameters increases, these models become com-
putationally more expensive (Wang and Yeung,
2016). Lee et al. proposed a computationally ef-
ficient uncertainty method that treats Deep Neu-
ral Networks as Gaussian Processes (Lee et al.,
2017). Due to its kernel-based design, however,
it is not straightforward to apply this to the deep
network structures for text classification. Gal and
Ghahramani used dropout in DNNs as an approx-
imate Bayesian inference in deep Gaussian pro-
cesses (Gal and Ghahramani, 2016) to mitigate the
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problem of representing uncertainty in deep learn-
ing without sacrificing the computational com-
plexity. Dropout-based methods have also been
extended to various tasks such as computer vi-
sion (Kendall and Gal, 2017), autonomous vehicle
safety (McAllister et al., 2017) and medical de-
cision making (van der Westhuizen and Lasenby,
2017).

However, few of these methods are specifically
designed for text classification and lack of consid-
erations on improving the overall accuracy in the
scenario that domain experts can be involved in the
process.

2.2 Metric Learning

Metric learning (Xing et al., 2003; Weinberger
et al., 2006) algorithms design distance metrics
that capture the relationships among data repre-
sentations. This approach has been widely used
in various machine learning applications, includ-
ing image segmentation (Gong et al., 2013), face
recognition (Guillaumin et al., 2009), document
retrieval (Xu et al., 2012), and collaborative filter-
ing (Hsieh et al., 2017). Weinberger et al. pro-
posed a large margin nearest neighbor (LMNN)
method (Weinberger et al., 2006) in learning a
metric to minimize the number of class impostors
based on pull and push losses. However, as yet
there have been no report of work focusing specifi-
cally on mitigating prediction uncertainties. Man-
delbaum and Weinshall (Mandelbaum and Wein-
shall, 2017) measured model uncertainty by the
distance when comparing to the feature represen-
tations in training data, but this makes the uncer-
tainty measurement inefficient because it requires
an iteration over the entire training data set. To
the best of our knowledge, we are the first to apply
metric learning to mitigate model uncertainty in
the text classification task. We also demonstrate
that metric learning can be applied to dropout-
based approaches to improve their prediction un-
certainty.

3 Model

In this section, we propose a DNN-based approach
to predict document categories with high confi-
dence for the accurate predictions and high un-
certainty for the inaccurate predictions. The over-
all architecture of the proposed model is presented
in Section 3.1. The technical details for the met-
ric loss and model uncertainty predictions are de-

Figure 1: Overall Architecture of Proposed Model

scribed in Sections 3.2 and 3.3, respectively.

3.1 Model Overview

In order to measure the uncertainty of the predic-
tions for document classification task, we propose
a neural-network-based model augmented with
dropout-entropy uncertainty measurement and in-
corporating metric learning in its feature represen-
tation. The overall structure of the proposed model
is shown in Figure 1. Our proposed model has four
layers: 1) Input Layer. The input layer is rep-
resented by the word embeddings of each words
in the document. By default, all word vectors are
initialized by Glove (Pennington et al., 2014) pre-
trained word vectors in Wikipedia with an embed-
ding dimension of 200. 2) Sequence Modeling
Layer. The sequence modeling layer extracts the
feature representations from word vectors. This
is usually implemented by Convolutional Neural
Networks (CNN) or Recurrent Neural Networks
(RNN). In this paper, we focus on a CNN imple-
mentation with max pooling that utilizes 3 ker-
nels with filter sizes of 3, 4 and 5, respectively.
After that, a max pooling operation is applied on
the output of sequence model. 3) Dropout layer.
The convolutional layers usually contain a rela-
tively small number of parameters compared to the
fully connected layers. It is therefore reasonable
to assume that CNN layers suffer less from over-
fitting, so Dropout is not usually used after CNN
layers as it achieves only a trivial performance
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Figure 2: Feature representations with no metric learning (left) and metric learning (right).

improvement (Srivastava et al., 2014). However,
since there is only one fully-connected layer in our
model, we opted to add one Dropout layer after
the CNN layer, not only to prevent overfitting, but
also to measure prediction uncertainty (Gal and
Ghahramani, 2016). The Dropout operation will
be randomly applied to the activations during the
training and uncertainty measurement phrases, but
will not be applied to the evaluation phrase. 4)
Output layers. The output is connected by a fully
connected layer and the softmax. The loss func-
tion of our model is the combination of the cross
entropy loss of the prediction and the metric loss
of the feature representation. We regard the output
of the Dropout layer as the representation of the
document and deposit it into a metric loss func-
tion. The purpose here is to penalize large dis-
tance feature representations in the same class and
small distance feature representations among dif-
ferent classes. The details of the metric loss func-
tion will be described in Section 3.2.

3.2 Metric Learning on Text Features

For uncertainty learning in text feature space, our
purpose is to ensure the Euclidean distance be-
tween intra-class instances is much smaller than
the inter-class instances. To achieve this, we use
metric learning to train the desirable embeddings.
Specifically, let ri and rj be the feature repre-
sentations of instances i and j, respectively, then
the Euclidean distance between them is defined as
D(ri, rj) = 1

d‖ri − rj‖22, where d is the dimen-
sion of the feature representation.

Suppose the data instances in the training data
contain n classes and these are categorized into

n subsets {Sk}nk=1, where Sk denotes the set of
data instances belong to class k. Then the intra-
class loss penalizes the large Euclidean distance
between the feature representations in the same
class, which can be formalized as Equation (1).

Lintra(k) =
2

|Sk|2 − |Sk|
∑

i,j∈Sk,i<j
D(ri, rj)

(1)
where |Sk| represents the number of elements

in set Sk. The loss is the sum of all the feature
distances between each possible pair in the same
class set. Then, the loss is normalized by the num-
ber of unique pairs belonging to each class set.

The inter-class loss ensures large feature dis-
tances between different classes, which is formally
defined as Equation (2).

Linter(p, q) =
1

|Sp| · |Sq|
∑

i∈Sp,j∈Sq

[
m−D(ri, rj)

]

+

(2)
where m is a metric margin constant to dis-

tinguish between the intra- and inter-classes and
[z]+ = max(0, z) denotes the standard hinge loss.
If the feature distance between instances from dif-
ferent classes is larger than m, the loss is zero.
Otherwise, we use the value of m minus the dis-
tance as its penalty loss, with a largerm represent-
ing a larger inter-class distance. This parameter
usually varies when we use different word embed-
ding methods. In our experiment, we found that
a small m is normally needed when the word em-
bedding is initialized by a pre-trained word vector
method such as Glove (Pennington et al., 2014);
a larger m is required if word vectors are initial-
ized randomly. The overall metric loss function is
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defined in Equation (3). This combines the intra-
class loss and inter-class loss for all the classes.

Lmetric =
n∑

k=1

{
Lintra(k) + λ

∑

i 6=k
Linter(k, i)

}

(3)
where λ is a pre-defined parameter to weight the

importance of the intra- and inter-class losses. We
set λ to 0.1 by default.

Figure 2 illustrates an example of a three-class
feature representation in two dimensions. The left-
hand figure shows the feature distribution trained
with no metric learning. Obviously, the feature
distance of the intra-class is large, sometimes even
exceeding those of the inter-class distance near the
decision boundary. However, the features trained
by metric learning, shown in the right-hand fig-
ure, exhibit clear gaps between the inter-class pre-
dictions. This means the predictions with dropout
are less likely to result in an inaccurate prediction
and even reduce the variance of dropout prediction
trials. The example shown in Figure 2 has eight
dropout predictions, three of which are classified
to an inaccurate class when no metric learning is
applied compared to only one inaccurate predic-
tion with metric learning.

3.3 Uncertainty Measurement
Bayesian models such as the Gaussian process
(Rasmussen, 2004) provide a powerful tool to
identify low-confidence regions of input space.
Recently, Dropout (Srivastava et al., 2014), which
is used in deep neural networks, has been shown
to serve as a Bayesian approximation to represent
the model uncertainty in deep learning (Gal and
Ghahramani, 2016). Based on this work, we pro-
pose a novel information-entropy-based dropout
method to measure the model uncertainty in com-
bination with metric learning for text classifica-
tion. Given an input data instance x∗, we as-
sume the corresponding output of our model is y∗.
The output computed by our model incorporates a
dropout mechanism in its evaluation mode, which
means the activations of intermediate layers with
Dropout are not reduced by a factor. When we re-
peat the process k times, we obtain the output vec-
tor y∗ = {y∗1, . . . , y∗k}. Note that the outputs are
not the same since the output here is generated by
applying dropout after the feature representation
layer in Figure 1.

Given the output y∗ of k trials with Dropout,

Figure 3: Example of the dropout-entropy method.

our proposed uncertainty method has the follow-
ing four steps, as shown in Figure 3: (1) Bin
count. We use bin count to calculate the frequency
of each class. For example, if the class 2 appears
24 times in the dropout output vector y∗, the bin
count for class 2 is 24. (2) Mask. We use the mask
step to avoid random noises in the frequency vec-
tor. In this step, we set the largest m elements to
have their original values and the remaining ones
to zero. The value of m is usually chosen to be
2/3 of the total class number when the total classes
are over 10; otherwise, we just skip the step. (3)
Normalization. We use the normalization step to
calculate the probabilities of each class. (4) In-
formation entropy. The information entropy is
calculated by u = −∑c

i=1 pk(i) log pk(i), where
pk(i) represents the frequency probability of the
i-th class in a total k trials and c is the number of
classes. We use the entropy value as the uncer-
tainty score here, in which the smaller the entropy
value is, the more confident the model is in the
output. Take the case in Figure 3 as an example.
When the frequency of class 2 is 24, the entropy
is 1.204. If the output of the 50 trials all belong to
class 2, the entropy becomes 0.401, which means
that the model is less uncertain about the predic-
tive results.

4 Experiment

In this section, the performance of the proposed
model uncertainty approach is evaluated on mul-
tiple real-world document classification data sets.
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Uncertainty Ratio (Micro F1, Improved Ratio)

0% 10% 20% 30% 40%

PL-Variance 0.760 0.799(5.10%) 0.815(7.30%) 0.827(8.87%) 0.840(10.52%)
Distance 0.780 0.784(0.59%) 0.787(0.94%) 0.795(1.91%) 0.800(2.58%)
NNGP 0.637 0.659(3.44%) 0.670(5.04%) 0.678(6.44%) 0.689(8.11%)

Dropout 0.758 0.792(4.47%) 0.827(9.08%) 0.851(12.18%) 0.879(15.93%)

Dropout + Metric 0.781 0.823(5.38%) 0.863(10.53%) 0.892(14.31%) 0.921(18.05%)

DE 0.760 0.807(6.25%) 0.849(11.73%) 0.888(16.79%) 0.917(20.70%)
DE + Metric 0.781 0.835(6.93%) 0.878(12.47%) 0.918(17.62%) 0.944(20.92%)

Uncertainty Ratio (Macro F1, Improved Ratio)

0% 10% 20% 30% 40%

PL-Variance 0.751 0.789(5.05%) 0.806(7.24%) 0.818(8.87%) 0.830(10.49%)
Distance 0.773 0.777(0.48%) 0.779(0.81%) 0.786(1.76%) 0.789(2.15%)
NNGP 0.624 0.647(3.56%) 0.657(5.27%) 0.665(6.54%) 0.675(8.13%)

Dropout 0.749 0.781(4.22%) 0.813(8.46%) 0.833(11.10%) 0.860(14.74%)

Dropout + Metric 0.773 0.816(5.47%) 0.853(10.33%) 0.878(13.59%) 0.906(17.14%)

DE 0.752 0.796(5.96%) 0.835(11.05%) 0.872(16.04%) 0.900(19.70%)
DE + Metric 0.774 0.826(6.70%) 0.866(11.97%) 0.904(16.87%) 0.929(20.02%)

Table 1: Uncertainty Scores for the 20 NewsGroup Dataset (20 Categories)

After an introduction of the experiment settings
in Section 4.1, we compare the performance
achieved by the proposed method against those
of existing state-of-the-art methods, along with an
analysis of the parameter settings and metric learn-
ing in Section 4.2. Due to space limitation, the
detailed experiment results on different sequence
models can be accessed in the full version here1.
The source code can be downloaded here2.

4.1 Experimental Setup

In our experiments, all word vectors are initial-
ized by pre-trained Glove (Pennington et al., 2014)
word vectors, by default. The word embedding
vectors are pre-trained in Wikipedia 2014 with a
word vector dimension of 200. We trained all the
DNN-based models with a batch size of 32 sam-
ples with a momentum of 0.9 and an initial learn-
ing rate of 0.001 using the Adam (Kingma and Ba,
2014) optimization algorithm.

4.1.1 Datasets and Labels
We conducted experiments on three publicly avail-
able datasets: 1) 20 Newsgroups3 (Lang, 1995):

1https://xuczhang.github.io/papers/
naacl19_uncertainty_full.pdf

2https://github.com/xuczhang/
UncertainDC

3http://qwone.com/˜jason/20Newsgroups/

The data set is a collection of 20,000 docu-
ments, partitioned evenly across 20 different news
groups; 2) IMDb Reviews (Maas et al., 2011):
The data set contains 50,000 popular movie re-
views with binary positive or negative labels from
the IMDb website; and 3) Amazon Reviews
(McAuley and Leskovec, 2013): The dataset is a
collection of reviews from Amazon spanning the
time period from May 1996 to July 2013. We used
review data from the Sports and outdoors category,
with 272,630 data samples and rating labels from
1 to 5.

For all three data sets, we randomly selected
70% of the data samples as the training set, 10%
as the validation set and 20% as the test set.

4.1.2 Evaluation Metrics
In order to answer the question ”What percentage
of data should be transferred to domain experts to
achieve an overall accuracy rate above 90%?”, we
measure the classification performance in terms of
various uncertainty ratios. Specifically, assuming
the entire testing set S has size n and an uncer-
tainty ratio r, we can remove the most uncertain
samples Sr from S based on the uncertainty ra-
tio r, where the size of the uncertainty set Sr is
r ·n. We assume the uncertain samples Sr handed
to domain experts achieve 100% accuracy. If the
uncertainty ratio r equals to 0, the model performs
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Uncertainty Ratio (Accuracy, Improved Ratio)

0% 10% 20% 30% 40%

PL-Variance 0.878 0.911(3.69%) 0.937(6.70%) 0.955(8.71%) 0.970(10.42%)
Distance 0.884 0.893(0.95%) 0.892(0.91%) 0.893(1.04%) 0.895(1.24%)
Dropout 0.880 0.912(3.72%) 0.936(6.43%) 0.957(8.75%) 0.969(10.20%)

Dropout + Metric 0.884 0.917(3.73%) 0.944(6.78%) 0.961(8.70%) 0.973(10.11%)

DE 0.878 0.911(3.70%) 0.937(6.71%) 0.956(8.83%) 0.969(10.33%)
DE + Metric 0.883 0.918(3.91%) 0.944(6.87%) 0.961(8.78%) 0.973(10.20%)

Uncertainty Ratio (F1 Score, Improved Ratio)

0% 10% 20% 30% 40%

PL-Variance 0.880 0.913(3.68%) 0.939(6.67%) 0.956(8.65%) 0.971(10.34%)
Distance 0.885 0.894(1.07%) 0.898(1.42%) 0.901(1.84%) 0.904(2.13%)
Dropout 0.881 0.914(3.70%) 0.938(6.41%) 0.958(8.67%) 0.971(10.13%)

Dropout + Metric 0.885 0.917(3.70%) 0.944(6.74%) 0.961(8.67%) 0.974(10.06%)

DE 0.880 0.913(3.67%) 0.939(6.67%) 0.957(8.77%) 0.970(10.25%)
DE + Metric 0.884 0.918(3.88%) 0.944(6.83%) 0.961(8.73%) 0.974(10.14%)

Table 2: Uncertainty Scores for the IMDb Dataset (2 Categories)

Uncertainty Ratio (Accuracy, Improved Ratio)

0% 10% 20% 30% 40%

PL-Variance 0.700 0.738(5.43%) 0.764(9.14%) 0.784(1.20%) 0.801(14.4%)
Distance 0.697 0.699(0.29%) 0.702(0.72%) 0.704(1.00%) 0.705(1.15%)
Dropout 0.700 0.735(5.00%) 0.764(9.14%) 0.800(14.29%) 0.831(18.71%)

Dropout + Metric 0.710 0.746(5.07%) 0.779(9.72%) 0.815(14.79%) 0.847(19.30%)

DE 0.700 0.739(5.57%) 0.773(10.43%) 0.806(15.14%) 0.836(19.43%)
DE + Metric 0.724 0.764(5.52%) 0.800(10.50%) 0.834(15.19%) 0.866(19.61%)

Table 3: Uncertainty Scores for the Amazon Dataset (5 Categories)

without uncertainty measurement concerns.
For the binary classification task, we use the ac-

curacy and F1-score to measure the classification
performance based on the testing set S \ Sr for
different uncertainty ratios r. Similarly, for multi-
class tasks, we use the micro-F1 and macro-F1
scores utilizing the same settings as for the binary
classification.

4.1.3 Comparison Methods
The following methods are included in the per-
formance comparison: 1) Penultimate Layer Vari-
ance (PL-Variance). Activations before the soft-
max layer in a deep neural network always re-
veal the uncertainty of the prediction (Zaragoza
and d’Alche Buc, 1998). As a baseline method,
we use the variance of the output of a fully
connected layer in Figure 1 as the uncertainty
weight. 2) Deep Neural Networks as Gaussian

Processes (NNGP) (Lee et al., 2017). This ap-
proach applies a Gaussian process to perform
a Bayesian inference for deep neural networks,
with a computationally efficient pipeline being
used to compute the covariance function of the
Gaussian process. The default parameter set-
tings in the source code4 were applied in our ex-
periments. 3) Distance-based Confidence (Dis-
tance)(Mandelbaum and Weinshall, 2017). This
method assigns confidence scores based on the
data embedding compared to the training data.
We set its nearest neighbor parameter k = 10.
4) Dropout (Gal and Ghahramani, 2016). Here,
dropout training in DNNs is treated as an approx-
imation of Bayesian inference in deep Gaussian
processes. We set the sample number T as 100
in our experiments. 5) Dropout + Metric. In

4https://github.com/brain-research/nngp
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Uncertainty Ratio (Micro F1, Improved Ratio)

0% 10% 20% 30% 40%

Random DE 0.659 0.702(6.47%) 0.748(13.46%) 0.792(20.14%) 0.831(26.03%)
DE + Metric 0.660 0.705(6.85%) 0.752(13.92%) 0.802(21.57%) 0.845(28.04%)

Glove DE 0.760 0.807(6.25%) 0.849(11.73%) 0.888(16.79%) 0.917(20.70%)
DE + Metric 0.781 0.835(6.93%) 0.878(12.47%) 0.918(17.62%) 0.944(20.92%)

Table 4: Embedding vs. No Pre-trained Embedding

Figure 4: Prediction performance for different metric mar-
gin settings.

order to validate the effectiveness of our metric
learning, we applied our proposed metric learn-
ing method to the Dropout method. The metric
margin m and coefficient λ were set as 0.5 and
0.1, respectively. 6) Our proposed method. We
evaluate our proposed method in two different set-
tings, Dropout-Entropy alone (DE) and Dropout-
Entropy with metric learning (DE + Metric). Here,
we set the sample number T = 100, coefficient
λ = 0.1 and the metric margin may vary from dif-
ferent data sets.

4.2 Experimental Results

This subsection presents the results of the uncer-
tainty performance comparison and the analysis of
the metric learning and parameter settings.

4.2.1 Uncertainty Results
Table 1 shows the Micro-F1 and Macro-F1 scores
for ratios of uncertain predictions eliminated rang-
ing from 10 to 40% for the 20NewsGroup data
set. To demonstrate its effect, metric learning was
also applied to the baseline method Dropout, and
our proposed method DE. The improvement ra-

tio compared to the results with no uncertainty
elimination, shown in the 0% column, are pre-
sented after the F1 scores. Based on these re-
sult, we can conclude that: 1) Our proposed
method, DE+Metric, significantly improves both
the Micro- and Macro-F1 scores when a por-
tion of uncertain predictions are eliminated. For
example, the Micro-F1 improves from 0.78 to
0.92 when 30% of the uncertain predictions are
eliminated. 2) Comparing the results obtained
by DE and DE+Metric, metric learning signif-
icantly improves the results obtained for differ-
ent uncertainty ratio settings. Similar results
can be observed when comparing the Dropout
and Dropout+Metric. For example, the Micro-
F1 scores for Dropout+Metric are around 5% bet-
ter than the Dropout method alone, boosting them
from 0.851 to 0.892, with a 30% uncertainty ratio.
3) The DE method outperforms all the other meth-
ods when metric learning is not applied. Specif-
ically, DE is around 4% better than the Dropout
method in terms of the Micro-F1 score.

The results for IMDb and Amazon data sets are
presented in Table 2 and Table 3. When com-
paring our proposed model’s performance across
three data sets, we found that the greater improve-
ments are achieved on multi- instead of binary-
class classification data sets. One possible ex-
planation is that a comparatively large portion
of multi-class features are close to the decision
boundary in the feature space. Through the met-
ric learning strategy of minimizing intra-class dis-
tance while maxmizing the inter-class instances,
the feature distance between the inter-class predic-
tions is enlarged and the quality of embeddings is
greatly enhanced.

4.2.2 Analysis of Metric Learning

The impact of metric learning on feature repre-
sentation is analyzed in this section. Figure 5
shows the 300-dimension feature representations
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(a) No Metric Learning (b) Metric Margin m = 10

Figure 5: Feature visualization of 20 NewsGroup testing data set in two dimensions by t-SNE algorithm.

for the 20 NewsGroup testing data set, with Figure
5(a) presenting the features trained without metric
learning and Figure 5(b) those trained by metric
learning with a margin parameter m=10. We used
the t-SNE algorithm (Maaten and Hinton, 2008) to
visualize the high dimensional features in the form
of two dimensional images. From the results, we
can clearly see that the distances between the inter-
classes are significantly enlarged compared to the
features trained without metric learning shown
in Figure 5(a). This enlarged inter-class spac-
ing means that dropout-based uncertainty meth-
ods have smaller prediction variances in case their
dropout prediction trials are accurate.

4.2.3 Parameter Analysis

The impact of the metric margin and word embed-
dings are discussed in this section.

Metric Margin. Figure 4 shows the impact of
metric margin parameters, ranging from 0 to 800
on the 20 NewsGroup data set with a 20% uncer-
tainty ratio. From the results, we can conclude
that: (1) The prediction performance is not sen-
sitive to the point at which the metric margin pa-
rameter is set as long as its value is not extremely
large. (2) Compared to the model trained with no
metric learning, our methods consistently achieve
better performance when the metric margin is set
no larger than 10. When the metric margin is too
large, however, the prediction cross-entropy loss
is hard to minimize and thus dampens the overall
prediction performance. (3) The results of Macro-
F1 are similar to Micro-F1 with relatively small
scores.

Impact of Word Embedding. We also analyzed
the impact of our proposed methods on different
word embedding initialization methods, including
random and pre-trained Glove word vectors in 200
dimensions. Table 4 shows the results of Micro-F1
for the different uncertainty ratios. We can observe
that: 1) The performance of Glove-based methods
are around 15% better than that of the randomly
initialized methods for different uncertainty ratios.
2) Metric learning based on a Glove initialization
generally outperforms a random initialization. For
instance, the F1 score of Glove rises by 0.29 when
the uncertainty ratio is 20%, while for a random
method it only increases by 0.04.

5 Conclusion

In this paper, a DNN-based model is proposed
to address the uncertainty mitigation problem in
the presence of human involvement in a text clas-
sification task. To achieve this, we proposed a
dropout-entropy uncertainty measurement method
with the metric learning for the feature represen-
tation. Extensive experiments on real-world data
sets confirmed that our proposed approach dramat-
ically outperforms competing methods, exhibiting
a significant improvement in accuracy when a rel-
atively small portion of the uncertainty predictions
are handed over to domain experts.
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Abstract

Sentence simplification is the task of rewriting
texts so they are easier to understand. Recent
research has applied sequence-to-sequence
(Seq2Seq) models to this task, focusing largely
on training-time improvements via reinforce-
ment learning and memory augmentation. One
of the main problems with applying generic
Seq2Seq models for simplification is that these
models tend to copy directly from the origi-
nal sentence, resulting in outputs that are rel-
atively long and complex. We aim to alle-
viate this issue through the use of two main
techniques. First, we incorporate content word
complexities, as predicted with a leveled word
complexity model, into our loss function dur-
ing training. Second, we generate a large set of
diverse candidate simplifications at test time,
and rerank these to promote fluency, adequacy,
and simplicity. Here, we measure simplicity
through a novel sentence complexity model.
These extensions allow our models to per-
form competitively with state-of-the-art sys-
tems while generating simpler sentences. We
report standard automatic and human evalua-
tion metrics.1

1 Introduction

Automatic text simplification aims to reduce the
complexity of texts and preserve their meaning,
making their content more accessible to a broader
audience (Saggion, 2017). This process can ben-
efit people with reading disabilities, foreign lan-
guage learners and young children, and can assist
non-experts exploring a new field. Text simplifica-
tion has gained wide interest in recent years due to
its relevance for NLP tasks. Simplifying text dur-
ing preprocessing can improve the performance of
syntactic parsers (Chandrasekar et al., 1996) and

1Our code is available in our fork of Sockeye (Hieber
et al., 2017) at https://github.com/rekriz11/sockeye-recipes.

Figure 1: Example comparison of a simplification gen-
erated by a standard Seq2Seq model vs. our model.

semantic role labelers (Vickrey and Koller, 2008;
Woodsend and Lapata, 2014), and can improve the
grammaticality (fluency) and meaning preserva-
tion (adequacy) of translation output (Štajner and
Popovic, 2016).

Most text simplification work has approached
the task as a monolingual machine translation
problem (Woodsend and Lapata, 2011; Narayan
and Gardent, 2014). Once viewed as such, a
natural approach is to use sequence-to-sequence
(Seq2Seq) models, which have shown state-of-
the-art performance on a variety of NLP tasks, in-
cluding machine translation (Vaswani et al., 2017)
and dialogue systems (Vinyals and Le, 2015).

One of the main limitations in applying stan-
dard Seq2Seq models to simplification is that these
models tend to copy directly from the original
complex sentence too often, as this is the most
common operation in simplification. Several re-
cent efforts have attempted to alleviate this prob-
lem using reinforcement learning (Zhang and Lap-
ata, 2017) and memory augmentation (Zhao et al.,
2018), but these systems often still produce out-
puts that are longer than the reference sentences.
To avoid this problem, we propose to extend
the generic Seq2Seq framework at both training
and inference time by encouraging the model to
choose simpler content words, and by effectively
choosing an output based on a large set of can-
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didate simplifications. The main contributions of
this paper can be summarized as follows:

• We propose a custom loss function to replace
standard cross entropy probabilities during
training, which takes into account the com-
plexity of content words.

• We include a similarity penalty at inference
time to generate more diverse simplifications,
and we further cluster similar sentences to-
gether to remove highly similar candidates.

• We develop methods to rerank candidate sim-
plifications to promote fluency, adequacy,
and simplicity, helping the model choose the
best option from a diverse set of sentences.

An analysis of each individual components re-
veals that of the three contributions, reranking
simplifications at post-decoding stage brings about
the largest benefit for the simplification system.
We compare our model to several state-of-the-art
systems in both an automatic and human evalu-
ation settings, and show that the generated simple
sentences are shorter and simpler, while remaining
competitive with respect to fluency and adequacy.
We also include a detailed error analysis to explain
where the model currently falls short and provide
suggestions for addressing these issues.

2 Related Work

Text simplification has often been addressed as
a monolingual translation process, which gener-
ates a simplified version of a complex text. Zhu
et al. (2010) employ a tree-based translation model
and consider sentence splitting, deletion, reorder-
ing, and substitution. Coster and Kauchak (2011)
use a Phrase-Based Machine Translation (PBMT)
system with support for deleting phrases, while
Wubben et al. (2012) extend a PBMT system with
a reranking heuristic (PBMT-R). Woodsend and
Lapata (2011) propose a model based on a quasi-
synchronous grammar, a formalism able to capture
structural mismatches and complex rewrite opera-
tions. Narayan and Gardent (2014) combine a sen-
tence splitting and deletion model with PBMT-R.
This model has been shown to perform compet-
itively with neural models on automatic metrics,
though it is outperformed using human judgments
(Zhang and Lapata, 2017).

In recent work, Seq2Seq models are widely
used for sequence transduction tasks such as ma-
chine translation (Sutskever et al., 2014; Luong

et al., 2015), conversation agents (Vinyals and Le,
2015), summarization (Nallapati et al., 2016), etc.
Initial Seq2Seq models consisted of a Recurrent
Neural Network (RNN) that encodes the source
sentence x to a hidden vector of a fixed dimen-
sion, followed by another RNN that uses this hid-
den representation to generate the target sentence
y. The two RNNs are then trained jointly to max-
imize the conditional probability of the target sen-
tence given the source sentence, i.e. P (y|x). Other
works have since extended this framework to in-
clude attention mechanisms (Luong et al., 2015)
and transformer networks (Vaswani et al., 2017).2

Nisioi et al. (2017) was the first major application
of Seq2Seq models to text simplification, applying
a standard encoder-decoder approach with atten-
tion and beam search. Vu et al. (2018) extended
this framework to incorporate memory augmenta-
tion, which simultaneously performs lexical and
syntactic simplification, allowing them to outper-
form standard Seq2Seq models.

There are two main Seq2Seq models we will
compare to in this work, along with the statistical
model from Narayan and Gardent (2014). Zhang
and Lapata (2017) proposed DRESS (Deep RE-
inforcement Sentence Simplification), a Seq2Seq
model that uses a reinforcement learning frame-
work at training time to reward the model for pro-
ducing sentences that score high on fluency, ad-
equacy, and simplicity. This work showed state-
of-the-art results on human evaluation. How-
ever, the sentences generated by this model are in
general longer than the reference simplifications.
Zhao et al. (2018) proposed DMASS (Deep Mem-
ory Augmented Sentence Simplification), a multi-
layer, multi-head attention transformer architec-
ture which also integrates simplification rules.
This work has been shown to get state-of-the-art
results in an automatic evaluation, training on the
WikiLarge dataset introduced by Zhang and Lap-
ata (2017). Zhao et al. (2018), however, does not
perform a human evaluation, and restricting evalu-
ation to automatic metrics is generally insufficient
for comparing simplification models. Our model,
in comparison, is able to generate shorter and sim-
pler sentences according to Flesch-Kincaid grade
level (Kincaid et al., 1975) and human judgments,
and provide a comprehensive analysis using hu-
man evaluation and a qualitative error analysis.

2For a detailed description of Seq2Seq models, please see
(Sutskever et al., 2014).
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3 Seq2Seq Approach

3.1 Complexity-Weighted Loss Function
Standard Seq2Seq models use cross entropy as the
loss function at training time. This only takes into
account how similar our generated tokens are to
those in the reference simple sentence, and not the
complexity of said tokens. Therefore, we first de-
velop a model to predict word complexities, and
incorporate these into a custom loss function.

3.1.1 Word Complexity Prediction
Extending the complex word identification model
of Kriz et al. (2018), we train a linear regression
model using length, number of syllables, and word
frequency; we also include Word2Vec embeddings
(Mikolov et al., 2013). To collect data for this
task, we consider the Newsela corpus, a collection
of 1,840 news articles written by professional edi-
tors at 5 reading levels (Xu et al., 2015).3 We ex-
tract word counts in each of the five levels; in this
dataset, we denote 4 as the original complex doc-
ument, 3 as the least simplified re-write, and 0 as
the most simplified re-write. We propose using Al-
gorithm 1 to obtain the complexity label for each
word w, where lw represents the level given to the
word, and cwi represents the number of times that
word occurs in level i.

Algorithm 1 Word Complexity Data Collection
1: procedure DATA COLLECTION

2: lw ← 4
3: for i ∈ {3, 0} do
4: if cwi ≥ 0.7 ∗ cwi+1 then
5: if cwi ≥ 0.4 ∗ cw4 then
6: lw ← i

return lw

Here, we initially label the word with the most
complex level, 4. If at least 70% of the instances
of this word is preserved in level 3, we reassign
the label as level 3; if the label was changed, we
then do this again for progressively simpler levels.

As examples, Algorithm 1 labels “pray”, “sign”,
and “ends” with complexity level 0, and “prolifer-
ation”, “consensus”, and “emboldened” with com-
plexity level 4. We split the data extracted from
Algorithm 1 into Train, Validation and Test sets
(90%, 5% and 5%, respectively, and use them for

3Newsela is an education company that provides reading
materials for students in elementary through high school. The
Newsela corpus can be requested at https://newsela.com/data/

Model Correlation MSE
Frequency Baseline -0.031 1.90

Length Baseline 0.344 1.51
LinReg 0.659 0.92

Table 1: Pearson Correlation and Overall Mean
Squared Error (MSE) of the word-level complexity pre-
diction model (LinReg). Comparison to length-based
and frequency-based baselines.

training and evaluating the complexity prediction
model. 4

We report the Mean Squared Error (MSE) and
Pearson correlation on our test set in Table 1.5

We compare our model to two baselines, which
predict complexity using log Google n-grams fre-
quency (Brants and Franz, 2006) and word length,
respectively. For these baselines, we calculate
the minimum and maximum values for words in
the training set, and then normalize the values for
words in the test set.

3.1.2 Loss Function
We propose a metric that modifies cross entropy
loss to upweight simple words while downweight-
ing more complex words. More formally, the
probabilities of our simplified loss function can be
generated by the process described in Algorithm 2.
Since our word complexities are originally from 0
to 4, with 4 being the most complex, we need to re-
verse this ordering and add one, so that more com-
plex words and non-content words are not given
zero probability. In this algorithm, we denote the
original probability vector as CE, our vocabulary
as V, the predicted word complexity of a word v
as scorev, the resulting weight for a word as wv,
and our resulting weights as SCE, which we then
normalize and convert back to logits.

Here, α is a parameter we can tune during ex-
perimentation. Note that we only upweight simple
content words, not stopwords or entities.

3.2 Diverse Candidate Simplifications

To increase the diversity of our candidate simpli-
fications, we apply a beam search scoring modi-
fication proposed in Li et al. (2016). In standard

4Note that we also tried continuous rather than discrete
labels for words by averaging frequencies, but found that this
increased the noise in the data. For example, “the” and “dog”
were incorrectly labeled as level 2 instead of 0, since these
words are seen frequently across all levels.

5We report MSE results by level in the appendix.
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Algorithm 2 Simplified Loss Function
1: procedure SIMPLIFIED LOSS

2: CE← softmax(logitsCE)
3: for v ∈ V do
4: scorev ←WordComplexity(v)
5: if v is a content word then
6: wv ← (4− sv) + 1
7: else
8: wv ← 1

9: wv ←
(

wv∑
v∈V wv

)α
for v ∈ V

10: SCE← CE · w
return SCE

beam search with a beam width of b, given the b
hypotheses at time t−1, the next set of hypotheses
is generated by first selecting the top b candidate
expansions from each hypothesis. These b× b hy-
potheses are then ranked by the joint probabilities
of their sequence of output tokens, and the top b
according to this ranking are chosen.

We observe that candidate expansions from a
single parent hypothesis tend to dominate the
search space over time, even with a large beam. To
increase diversity, we apply a penalty term based
on the rank of a generated token among the b can-
didate tokens from its parent hypothesis.

If Y j
t−1 is the jth top hypothesis at time t − 1,

j ∈ [1..b], and yj,j
′

t is a candidate token generated
from Y j

t−1, where j′ ∈ [1..b] represents the rank of
this particular token among its siblings, then our
modified scoring function is as follows (here, δ is
a parameter we can tune during experimentation):

S(Y jt−1, y
j,j′
t ) = log p(yj1, . . . , y

j
t−1, y

j,j′
t |x)− j′ ∗ δ (1)

Extending the work of Li et al. (2016), to fur-
ther increase the distance between candidate sim-
plifications, we can cluster similar sentences af-
ter decoding. To do this, we convert each candi-
date into a document embedding using Paragraph
Vector (Le and Mikolov, 2014), cluster the vec-
tor representations using k-means, and select the
sentence nearest to the centroids. This allows us
to group similar sentences together, and only con-
sider candidates that are relatively more different.

3.3 Reranking Diverse Candidates
Generating diverse sentences is helpful only if we
are able to effectively rerank them in a way that
promotes simpler sentences while preserving flu-
ency and adequacy. To do this, we propose three

Model Correlation MSE
Length Baseline 0.503 3.72

CNN (ours) 0.650 1.13

Table 2: Pearson Correlation and Overall Mean
Squared Error (MSE) for the sentence-level complexity
prediction model (CNN), compared to a length-based
baseline.

ranking metrics for each sentence i:

• Fluency (fi): We calculate the perplexity
based on a 5-gram language model trained on
English Gigaword v.5 (Parker et al., 2011) us-
ing KenLM (Heafield, 2011).

• Adequacy (ai): We generate Paragraph Vec-
tor representations (Le and Mikolov, 2014)
for the input sentence and each candidate and
calculate the cosine similarity.

• Simplicity (si): We develop a sentence com-
plexity prediction model to predict the overall
complexity of each sentence we generate.

To calculate sentence complexity, we modify
a Convolutional Neural Network (CNN) for sen-
tence classification (Kim, 2014) to make contin-
uous predictions. We use aligned sentences from
the Newsela corpus (Xu et al., 2015) as training
data, labeling each with the complexity level from
which it came.6 As with the word complexity pre-
diction model, we report MSE and Pearson corre-
lation on a held-out test set in Table 2.7

We normalize each individual score between 0
and 1, and calculate a final score as follows:

scorei = βffi + βaai + βssi (2)

We tune these weights (β) on our validation data
during experimentation to find the most appropri-
ate combinations of reranking metrics. Examples
of improvements resulting from the including each
of our contributions are shown in Table 3.

4 Experiments

4.1 Data
We train our models on the Newsela Corpus. In
previous work, models were mainly trained on
the parallel Wikipedia corpus (PWKP) consist-
ing of paired sentences from English Wikipedia

6We respect the train/test splits described in Section 4.1.
7We report MSE results by level in the appendix.
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and Simple Wikipedia (Zhu et al., 2010), or the
extended WikiLarge corpus (Zhang and Lapata,
2017). We choose to instead use Newsela, because
it was found that 50% of the sentences in Sim-
ple Wikipedia are either not simpler or not aligned
correctly, while Newsela has higher-quality sim-
plifications (Xu et al., 2015).

As in Zhang and Lapata (2017), we exclude sen-
tence pairs corresponding to levels 4-3, 3-2, 2-
1, and 1-0, where the simple and complex sen-
tences are just one level apart, as these are too
close in complexity. After this filtering, we are left
with 94,208 training, 1,129 validation, and 1,077
test sentence pairs; these splits are the same as
Zhang and Lapata (2017). We preprocess our data
by tokenizing and replacing named entities using
CoreNLP (Manning et al., 2014).

4.2 Training Details

For our experiments, we use Sockeye, an open
source Seq2Seq framework built on Apache
MXNet (Hieber et al., 2017; Chen et al., 2015). In
this model, we use LSTMs with attention for both
our encoder and decoder models with 256 hidden
units, and two hidden layers. We attempt to match
the hyperparameters described in Zhang and Lap-
ata (2017) as closely as possible; as such, we use
300-dimensional pretrained GloVe word embed-
dings (Pennington et al., 2014), and Adam opti-
mizer (Kingma and Ba, 2015) with a learning rate
of 0.001. We ran our models for 30 epochs.8

During training, we use our complexity-
weighted loss function, with α = 2; for our base-
line models, we use cross-entropy loss. At infer-
ence time, where appropriate, we set the beam size
b = 100, and the similarity penalty δ = 1.0. Af-
ter inference, we set the number of clusters to 20,
and we compare two separate reranking weight-
ings: one which uses fluency, adequacy, and sim-
plicity (FAS), where βf = βa = βs = 1

3 ; and
one which uses only fluency and adequacy (FA),
where βf = βa =

1
2 and βs = 0.

4.3 Baselines and Models

We compare our models to the following base-
lines:

• Hybrid performs sentence splitting and dele-
tion before simplifying with a phrase-based

8All non-default hyperparameters can be found in the Ap-
pendix.

machine translation system (Narayan and
Gardent, 2014).

• DRESS is a Seq2Seq model trained with re-
inforcement learning which integrates lexical
simplifications (Zhang and Lapata, 2017).9

• DMASS is a Seq2Seq model which inte-
grates the transformer architecture and ad-
ditional simplifying paraphrase rules (Zhao
et al., 2018).10

We also present results on several variations of
our models, to isolate the effect of each individ-
ual improvement. S2S is a standard sequence-
to-sequence model with attention and greedy
search. S2S-Loss is trained using our complexity-
weighted loss function and greedy search. S2S-
FA uses beam search, where we rerank all sen-
tences using fluency and adequacy (FA weights).
S2S-Cluster-FA clusters the sentences before
reranking using FA weights. S2S-Diverse-FA
uses diversified beam search, reranking using FA
weights. S2S-All-FAS uses all contributions,
reranking using fluency, adequacy, and simplicity
(FAS weights). Finally, S2S-All-FA integrates all
modifications we propose, and reranks using FA
weights.

5 Results

In this section, we compare the baseline models
and various configurations of our model with both
standard automatic simplification metrics and a
human evaluation. We show qualitative examples
where each of our contributions improves the gen-
erated simplification in Table 3.

5.1 Automatic Evaluation
Following previous work (Zhang and Lapata,
2017; Zhao et al., 2018), we use SARI as our
main automatic metric for evaluation (Xu et al.,
2016).11 Specifically, SARI calculates how often
a generated sentence correctly keeps, inserts, and
deletes n-grams from the complex sentence, using
the reference simple standard as the gold-standard,
where 1 ≤ n ≤ 4. Note that we do not use

9For Hybrid and DRESS, we use the generated outputs
provided in Zhang and Lapata (2017). We made a significant
effort to rerun the code for DRESS, but were unable to do so.

10For DMASS, we ran the authors’ code on our data splits
from Newsela, in collaboration with the first author to ensure
an accurate comparison.

11To calculate SARI, we use the original script provided
by (Xu et al., 2016).
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Complex Sentence Model 1 Model 1 Sentence Model 2 Model 2 Sentence
Mary travels between two

offices.
S2S

Mary is a professor at the

park.
S2S-Loss

Mary goes between

two offices.

Their fatigue changes their

voices, but they’re still on the

freedom highway.

S2S
Their condition changes

their voices, but they’re still

on the freedom highway.

S2S-FA
Their fatigue changes

their voices.

Just until recently, the education system

had banned Islamic headscarves in

schools and made schoolchildren recite

a pledge of allegiance.

S2S-FA
The education system had

banned Islamic law.

S2S-
Cluster-FA

Only until recently ,

the education system

had banned Islamic

hijab in schools.

Police used tear gas, dogs and

clubs on the unarmed

protesters.

S2S-FA
Police used tear gas and

dogs on the unarmed

protesters.

S2S-
Diverse-FA

They used tear gas and

dogs.

Table 3: Example sentences where each component of our model improved the output sentence, compared to a
model that does not use that component.

Model SARI Oracle
Hybrid 33.27 –
DRESS 36.00 –
DMASS 34.35 –
S2S 36.32 –
S2S-Loss 36.03 –
S2S-FA 36.47 54.01
S2S-Cluster-FA 37.22 50.36
S2S-Diverse-FA 35.36 52.65
S2S-All-FAS 36.30 50.40
S2S-All-FA 37.11 50.40

Table 4: Comparison of our models to baselines and
state-of-the-art models using SARI. We also include
oracle SARI scores (Oracle), given a perfect reranker.
S2S-All-FA is significantly better than the DMASS and
Hybrid baselines using a student t-test (p < 0.05).

BLEU (Papineni et al., 2002) for evaluation; even
though it correlates better with fluency than SARI,
Sulem et al. (2018) recently showed that BLEU
often negatively correlates with simplicity on the
task of sentence splitting. We also calculate ora-
cle SARI, where appropriate, to show the score we
could achieve if we had a perfect reranking model.
Our results are reported in Table 4.

Our best models outperform previous state-of-
the-art systems, as measured by SARI. Table 4
also shows that, when used separately, rerank-
ing and clustering result in improvements on this
metric. Our loss and diverse beam search meth-
ods have more ambiguous effects, especially when
combined with the former two; note however that
including diversity before clustering does slightly

Model Len FKGL TER Ins Edit
Complex 23.1 11.14 0 0 –
Hybrid 12.4 7.82 0.49 0.01 –
DRESS 14.4 7.60 0.44 0.07 –
DMASS 15.1 7.40 0.59 0.28 –
S2S 16.1 7.91 0.41 0.23 –
S2S-Loss 16.4 8.11 0.40 0.31 –
S2S-FA 7.6 6.42 0.73 0.01 7.28
S2S-Cluster-FA 9.1 6.49 0.68 0.05 7.55
S2S-Diverse-FA 7.5 5.97 0.78 0.07 8.22
S2S-All-FAS 9.1 5.37 0.68 0.05 7.56
S2S-All-FA 10.8 6.42 0.61 0.07 7.56
Reference 12.8 6.90 0.67 0.42 –

Table 5: Average sentence length, FKGL, TER score
compared to input, and number of insertions. We also
calculate average edit distance (Edit) between candi-
date sentences for applicable models.

improve the oracle SARI score.
We calculate several descriptive statistics on the

generated sentences and report the results in Table
5. We observe that our models produce sentences
that are much shorter and lower reading level,
according to Flesch-Kincaid grade level (FKGL)
(Kincaid et al., 1975), while making more changes
to the original sentence, according to Translation
Error Rate (TER) (Snover et al., 2006). In addi-
tion, we see that the customized loss function in-
creases the number of insertions made, while both
the diversified beam search and clustering tech-
niques individually increase the distance between
sentence candidates.

5.2 Human Evaluation

While SARI has been shown to correlate with hu-
man judgments on simplicity, it only weakly cor-
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Model Fluency Adequacy Simplicity All
Hybrid 2.79* 2.76 2.88* 2.81*
DRESS 3.50 3.11* 3.03 3.21*
DMASS 2.59* 2.15* 2.50* 2.41*
S2S-All-FAS 3.35 2.50* 3.11 2.99
S2S-All-FA 3.38 2.66 3.08 3.04
Reference 3.82* 3.23* 3.29* 3.45*

Table 6: Average ratings of crowdsourced human judgments on fluency, adequacy and complexity. Ratings
significantly different from S2S-All-FA are marked with * (p < 0.05); statistical significance tests were calculated
using a student t-test. We provide 95% confidence intervals for each rating in the appendix.

relates with judgments on fluency and adequacy
(Xu et al., 2016). Furthermore, SARI only consid-
ers simplifications at the word level, while we be-
lieve that a simplification metric should also take
into account sentence structure complexity. We
plan to investigate this further in future work.

Due to the current perceived limitations of au-
tomatic metrics, we also choose to elicit human
judgments on 200 randomly selected sentences to
determine the relative overall quality of our sim-
plifications. For our first evaluation, we ask native
English speakers on Amazon Mechanical Turk to
evaluate the fluency, adequacy, and simplicity of
sentences generated by our systems and the base-
lines, similar to Zhang and Lapata (2017). Each
annotator rated these aspects on a 5-point Likert
Scale. These results are found in Table 6.12

As we can see, our best models substantially
outperform the Hybrid and DMASS systems.
Note that DMASS performs the worst, potentially
because the transformer model is a more complex
model that requires more training data to work
properly. Comparing to DRESS, our models gen-
erate simpler sentences, but DRESS better pre-
serves the meaning of the original sentence.

To further investigate why this is the case, we
know from Table 5 that sentences generated by our
model are overall shorter than other models, which
also corresponds to higher TER scores. Napoles
et al. (2011) notes that on sentence compression,
longer sentences are perceived by human annota-
tors to preserve more meaning than shorter sen-
tences, controlling for quality. Thus, the drop
in human-judged adequacy may be related to our
sentences’ relatively short lengths.

To test that this observation also holds true for
simplicity, we took the candidates generated by

12We present the instructions for all of our human evalua-
tions in the appendix.

Figure 2: Effect of length on human judgments.

our best model, and after reranking them as be-
fore, we selected three sets of sentences:

• MATCH-Dress0: Highest ranked sentence
with length closest to that of DRESS
(DRESS-Len); average length is 14.10.

• MATCH-Dress+2: Highest ranked sentence
with length closest to (DRESS-Len + 2);
average length is 15.32.

• MATCH-Dress-2: Highest ranked sentence
with length closest to (DRESS-Len - 2);
average length is 12.61.

The average fluency, adequacy, and simplicity
from human judgments on these new sentences are
shown in Figure 2, along with those ranked highest
by our best model (Original). As expected, mean-
ing preservation does substantially increase as we
increase the average sentence length, while sim-
plicity decreases. Interestingly, fluency also de-
creases as sentence length increases; this is likely
due to our higher-ranked sentences having greater
fluency, as defined by language model perplexity.
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6 Error Analysis

To gain insight in what aspects of the simplifi-
cation process are challenging to our model, we
present the most recurring types of errors from
our test set.

6.1 Examples of Error Types
1. Long and complex sentences with multiple

clauses

(a) Complex: Turkey has long enshrined the secular
ideals of founding father Mustafa Kemal Ataturk,
particularly in an education system that until re-
cently banned Islamic headscarves in schools and
made schoolchildren begin the day reciting an
oath of allegiance to Ataturk’s legacy.
Reference: Schools in Turkey had banned head-
scarves.
Simple: They made schoolchildren to Ataturk’s
history.

(b) Complex: And Wal-Mart, which imports more
fruits and vegetables from Mexico than any other
U.S. company, announced its effort to force im-
provements up and down its supply chain.
Reference: Experts said Wal-Mart is an impor-
tant company.
Simple: Wal-Mart used more fruits and vegeta-
bles from the company.

2. Need for anaphora resolution
(a) Complex: He is the creative director of Rethink

Leisure & Entertainment , which is working on
several projects in China and elsewhere in Asia .
Reference: He is with Rethink Leisure & Enter-
tainment.
Simple: He is working on several projects in
China.

(b) Complex: Teachers there say Richie reads like a
high school student.
Reference: He reads like a high school student.
Simple: Richie says he is a high school student.

3. Simplifying the wrong part of the sentence
(a) Complex: Parks deliberately maintained her im-

age as shy and proper, said Adrienne Cannon, an
expert on African-American history.
Reference: Adrienne Cannon studies African-
American history.
Simple: She is an expert on African-American
history.

(b) Complex: His father owned the home when the
lava flowed slowly to the coast.
Reference: His father still owned the home.
Simple: The river cut slowly to the coast.

4. Poor substitution due to word embeddings
proximity

(a) Complex: Just until recently, the education sys-
tem had banned Islamic headscarves in schools
and made schoolchildren begin the day reciting a
pledge of allegiance to Ataturk’s legacy.

Reference: Schools in Turkey had banned head-
scarves.
Simple: Just until recently, the education officials
had banned Islamic flags.

(b) Complex: In Beijing kite circles, Fei is widely
known as the elder statesman.
Reference: In Beijing, Fei is widely known as an
expert.
Simple: In Beijing, Fei is considered a doctor.

5. Training confusion due to misalignments in
training corpus

(a) Complex: He heard the applause.
Reference: The winning word was “magician.”
Simple: But he heard the song.

(b) Complex: More than 300,000 students across the
country signed up to participate.
Reference: Rogers Middle School took part in
the program.
Simple: There were more than 300,000 students.

6. Acceptable simplifications that were not
available in the training

(a) Complex: He later tried to buy his freedom.
Reference: Henson tried to buy his freedom later.
Simple: The man tried to buy his freedom.

(b) Complex: Middle school was a rough couple of
years for Talmus’ daughter, Lili Smith.
Reference: She had a hard time in middle school.
Simple: School was a rough couple of years.

6.2 Error Discussion

Attempting to rewrite very long and complex sen-
tences resulted to consistent errors, as shown in 1a
and 1b. This observation in combination with the
examples of mis-alignments in the training corpus
(5a and 5b) indicate that we either need to improve
the alignments such the model can capture that
the simplification process involves in many cases
splitting a sentence and then simplifying or train to
learn when to split first and then attempt rewriting.

The next two types of errors show failure in cap-
turing discourse level meaning: a) errors due to
failed pronoun resolution, shown in 2a and 2b, and
b) errors due to the most important part of the sen-
tence being left out, shown in 3b and 3b. In these
cases, the sentences were not bad, but the informa-
tion was assigned to the wrong referent, or impor-
tant meaning was left out. In 4a and 4b, the substi-
tution is clearly semantically related to the target,
but changes the meaning. Finally, there were ex-
amples of acceptable simplifications, as in 6a and
6b, that were classified as errors because they were
not in the gold data. We provide additional exam-
ples for each error category in the appendix.
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To improve the performance of future models,
we see several options. We can improve the origi-
nal alignments within the Newsela corpus, partic-
ularly in the case where sentences are split. Prior
to simplification, we can use additional context
around the sentences to perform anaphora resolu-
tion; at this point, we can also learn when to per-
form sentence splitting; this has been done in the
Hybrid model (Narayan and Gardent, 2014), but
has not yet been incorporated into neural models.
Finally, we can use syntactic information to ensure
the main clause of a sentence is not removed.

7 Conclusion

In this paper, we present a novel Seq2Seq frame-
work for sentence simplification. We contribute
three major improvements over generic Seq2Seq
models: a complexity-weighted loss function to
encourage the model to choose simpler words; a
similarity penalty during inference and clustering
post-inference, to generate candidate simplifica-
tions with significant differences; and a rerank-
ing system to select the simplification that pro-
motes both fluency and adequacy. Our model
outperforms previous state-of-the-art systems us-
ing SARI, the standard metric for simplification.
More importantly, while other previous models
generate relatively long sentences, our model is
able to generate shorter and simpler sentences,
while remaining competitive regarding human-
evaluated fluency and adequacy. Finally, we pro-
vide a qualitative analysis of where our different
contributions improve performance, the effect of
length on human-evaluated meaning preservation,
and the current shortcomings of our model as in-
sights for future research.

Generating diverse outputs from Seq2Seq mod-
els could be used in a variety of NLP tasks, such as
chatbots (Shao et al., 2017), image captioning (Vi-
jayakumar et al., 2018), and story generation (Fan
et al., 2018). In addition, the proposed techniques
can also be extremely helpful in leveled and per-
sonalized text simplification, where the goal is to
generate different sentences based on who is re-
questing the simplification.

Acknowledgments

We would like to thank the anonymous reviewers
for their helpful feedback on this work. We would
also like to thank Devanshu Jain, Shyam Upad-
hyay, and Dan Roth for their feedback on the post-

decoding aspect of this work, as well as Anne Co-
cos and Daphne Ippolito for their insightful com-
ments during proofreading.

This material is based in part on research spon-
sored by DARPA under grant number HR0011-15-
C-0115 (the LORELEI program). The U.S. Gov-
ernment is authorized to reproduce and distribute
reprints for Governmental purposes. The views
and conclusions contained in this publication are
those of the authors and should not be interpreted
as representing official policies or endorsements
of DARPA and the U.S. Government.

The work has also been supported by the French
National Research Agency under project ANR-16-
CE33-0013. This research was partially supported
by João Sedoc’s Microsoft Research Dissertation
Grant. Finally, we gratefully acknowledge the
support of NSF-SBIR grant 1456186.

References
Thorsten Brants and Alex Franz. 2006. Web 1t 5-gram

version 1. In LDC2006T13, Philadelphia, Pennsyl-
vania. Linguistic Data Consortium.

R. Chandrasekar, Christine Doran, and B. Srinivas.
1996. Motivations and methods for text simplifica-
tion. In COLING 1996 Volume 2: The 16th Interna-
tional Conference on Computational Linguistics.

Tianqi Chen, Mu Li, Yutian Li, Min Lin, Naiyan Wang,
Minjie Wang, Tianjun Xiao, Bing Xu, Chiyuan
Zhang, and Zheng Zhang. 2015. MXNet: A
Flexible and Efficient Machine Learning Library
for Heterogeneous Distributed Systems. CoRR,
abs/1512.01274.

Will Coster and David Kauchak. 2011. Learning to
simplify sentences using wikipedia. In Proceedings
of the Workshop on Monolingual Text-To-Text Gen-
eration, pages 1–9, Portland, Oregon. Association
for Computational Linguistics.

Angela Fan, Mike Lewis, and Yann Dauphin. 2018.
Hierarchical neural story generation. In Proceed-
ings of the 56th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Pa-
pers), pages 889–898, Melbourne, Australia. Asso-
ciation for Computational Linguistics.

Kenneth Heafield. 2011. KenLM: faster and smaller
language model queries. In Proceedings of the
EMNLP 2011 Sixth Workshop on Statistical Ma-
chine Translation, pages 187–197, Edinburgh, Scot-
land, UK.

Felix Hieber, Tobias Domhan, Michael Denkowski,
David Vilar, Artem Sokolov, Ann Clifton, and Matt
Post. 2017. Sockeye: A toolkit for neural machine
translation. CoRR, abs/1712.05690.

3145



Yoon Kim. 2014. Convolutional neural networks
for sentence classification. In Proceedings of the
2014 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 1746–1751,
Doha, Qatar. Association for Computational Lin-
guistics.

J. Peter Kincaid, Robert P. Fishburne, Richard E. L.
Rogers, and Brad S. Chissom. 1975. Derivation of
new readability formulas (automated readability in-
dex, fog count and flesch reading ease formula) for
navy enlisted personnel ; research branch report 8-
75.

Diederik P. Kingma and Jimmy Ba. 2015. Adam: A
method for stochastic optimization. International
Conference on Learning Representations.

Reno Kriz, Eleni Miltsakaki, Marianna Apidianaki,
and Chris Callison-Burch. 2018. Simplification us-
ing paraphrases and context-based lexical substitu-
tion. In Proceedings of the 2018 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long Papers), pages 207–217,
New Orleans, Louisiana. Association for Computa-
tional Linguistics.

Quoc Le and Tomas Mikolov. 2014. Distributed repre-
sentations of sentences and documents. In Proceed-
ings of the 31st International Conference on Inter-
national Conference on Machine Learning - Volume
32, ICML’14, pages 1188–1196. JMLR.org.

Jiwei Li, Will Monroe, and Dan Jurafsky. 2016. A
Simple, Fast Diverse Decoding Algorithm for Neu-
ral Generation. CoRR.

Thang Luong, Hieu Pham, and Christopher D. Man-
ning. 2015. Effective approaches to attention-based
neural machine translation. In Proceedings of the
2015 Conference on Empirical Methods in Natu-
ral Language Processing, pages 1412–1421, Lis-
bon, Portugal. Association for Computational Lin-
guistics.

Christopher Manning, Mihai Surdeanu, John Bauer,
Jenny Finkel, Steven Bethard, and David McClosky.
2014. The stanford corenlp natural language pro-
cessing toolkit. In Proceedings of 52nd Annual
Meeting of the Association for Computational Lin-
guistics: System Demonstrations, pages 55–60, Bal-
timore, Maryland. Association for Computational
Linguistics.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Cor-
rado, and Jeff Dean. 2013. Distributed Representa-
tions of Words and Phrases and their Composition-
ality. In Neural Information Processing Systems,
pages 3111–3119, Lake Tahoe, Nevada.

Ramesh Nallapati, Bowen Zhou, Cicero dos Santos,
Caglar Gulcehre, and Bing Xiang. 2016. Ab-
stractive text summarization using sequence-to-
sequence rnns and beyond. In Proceedings of The

20th SIGNLL Conference on Computational Natural
Language Learning, pages 280–290, Berlin, Ger-
many. Association for Computational Linguistics.

Courtney Napoles, Benjamin Van Durme, and Chris
Callison-Burch. 2011. Evaluating sentence com-
pression: Pitfalls and suggested remedies. In Pro-
ceedings of the Workshop on Monolingual Text-To-
Text Generation, pages 91–97, Portland, Oregon.
Association for Computational Linguistics.

Shashi Narayan and Claire Gardent. 2014. Hybrid sim-
plification using deep semantics and machine trans-
lation. In Proceedings of the 52nd Annual Meet-
ing of the Association for Computational Linguis-
tics (Volume 1: Long Papers), pages 435–445, Bal-
timore, Maryland. Association for Computational
Linguistics.
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Abstract

Users participate in online discussion forums
to learn from others and share their knowledge
with the community. They often start a thread
with a question or by sharing their new find-
ings on a certain topic. Unlike in Commu-
nity Question Answering, where questions are
mostly factoid based, we find that the threads
in a forum are often open-ended (e.g., asking
for recommendations from others) without a
definitive correct answer. We thus address the
task of identifying helpful posts in a forum
thread to help users comprehend long-running
discussion threads, which often contain repeti-
tive or irrelevant posts. We propose a recurrent
neural network based architecture to model (i)
the relevance of a post regarding the original
post starting the thread, and (ii) the novelty it
brings to the discussion, compared to the pre-
vious posts in the thread. Experimental results
on five different types of online forum datasets
show that our model significantly outperforms
the state-of-the-art neural network models for
text classification.

1 Introduction

Online discussion forums are widely used in
many domains such as in generic web con-
tent1, e-health2, Massive Open Online Courses
(MOOCs)3, and e-commerce, among others.
Users participate in these forums to gain knowl-
edge from the collective wisdom of the commu-
nity. Typically, users start a discussion thread by
posting a question or asking others for opinions
on a topic. Others then reply to threads relevant
to their interests. Importantly, as these forums are
indexed by search engines, they need to be dis-
coverable by a wider audience — apart from just

1https://www.reddit.com/
2https://www.healthboards.com/boards
3https://www.coursera.org

registered users — by enabling threads to be found
in response to queries.

Due to the open nature of the forums and
the various expertise level of users, the posts
in the discussion threads vary in helpfulness.
To address this, some websites provide ac-
tions for users to signal this, as in “Upvote”
(reddit, stackoverflow) and “Highlight”
(coursera). Such feedback is helpful for iden-
tifying important posts among the many. Such
feedback rarely comes immediately following new
post creation, affecting their visibility to the
users (Singh et al., 2017). We can devise tech-
nology to proactively identify such helpful posts
as they arrive, in a helpfulness prediction task, en-
abling users to efficiently assess relevance.

We observe that there is a key structural dif-
ference between online discussion forums and
Community Question Answering (CQA) web-
sites. Figure 1 shows the distribution of normal-
ized helpful votes for the top-5 posts across a
popular discussion forum (reddit), and a CQA
website (stackoverflow4). In CQA, the vote
distribution decays exponentially, indicating that
usually there is a single correct answer with the
largest number of votes (Omari et al., 2016). In
contrast, votes for less helpful posts in discussion
forums decay at a much lower rate, suggesting that
discussion forum threads are more open-ended.

Table 1 shows a sample thread from reddit to
understand the dynamics of online discussion. We
observe the following two major differences com-
pared to threads in CQA domain: (1) The first post
(hereafter, original post) is not necessarily a ques-
tion, but can be personal anecdotes or new findings
on a certain topic, attracting more discussion. (2)
Instead of searching for a single relevant answer as
in CQA, discussion forum users find a post helpful

4https://www.kaggle.com/stackoverflow/
stacksample/data
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Figure 1: The helpful vote distribution for the top-
5 posts across an online discussion forum (reddit),
and the stackoverflow CQA website. The helpful
votes decay at a slower rate for reddit compared to
focused CQA.

when it introduces some relevant (with respect to
the original post) and novel (i.e., not presented in
the earlier posts within the same thread) informa-
tion. Motivated by these observations, we address
helpfulness prediction by considering both the tar-
get post and its preceding posts.

We propose a novel neural architecture to pre-
dict the helpfulness of a post in a discussion
thread. Our approach consists of two components:
(1) modeling the relevance of a post and (2) de-
termining the novelty with respect to the sequence
of preceding posts. It combines the output from
both components to predict the overall post help-
fulness. As recurrent neural networks (RNNs)
have shown good performance in sequence mod-
eling tasks (Chung et al., 2014; Sutskever et al.,
2014), we apply it to our architecture to model the
(i) sequence of words in the post text, and the (ii)
sequence of posts in a thread. Our model signif-
icantly outperforms other state-of-the-art models
across experiments on five varied and large forum
datasets. Our main contributions are:

• We reveal the key differences between posts
in CQA and online discussion forums;

• We analyze the confounding factors behind
the perceived helpfulness of posts in discus-
sion forums. We observe that both relevance
and novelty play important roles in determin-
ing the helpfulness of a post;

• We propose a novel neural network architec-
ture to predict the helpfulness by using tex-
tual content of a target post as well as se-
quence of posts preceding it in the thread;

• We compare our model with current neural
network classifiers and analyze the factors
that influence our model’s performance.

Order Post Text Helpful?

Original
post

I was working yesterday..and my back
was bent over and when I got up I felt
like I strained my back but now my mind
is linking it to my kidney..

Yes

1
I have this and my doc has told me it’s
muscular and physio might help..

Yes

2

Kidney pain is usually constant and
doesn’t change when you move, or get
better when you change position, from
how I understand it..you’ll be fine :)

Yes

3
If it happens only when you move there
is a big chance it’s a muscle spasm, this
happens after some physical activities.

No

Table 1: A sample discussion thread from reddit.
Helpful votes are provided by the website users.

2 Related Work

To the best of our knowledge, predicting helpful
posts in generic open-ended discussion forums has
not been studied before. However, there is sig-
nificant amounts of related work on similar di-
rections; where researchers evaluate the quality
(which may not correlate with perceived helpful-
ness by the community users) of posts in specific
domains such as health (Oh et al., 2012; Oh and
Worrall, 2013; Beloborodov et al., 2014) and on-
line education (Chandrasekaran et al., 2015; Jen-
ders et al., 2016). External medical resources and
thesauri such as UMLS5 have been used to iden-
tify patterns of helpfulness in health (Asghar et al.,
2014). In MOOC platforms, apart from the tex-
tual content of the forums, additional signals such
as user reputation (e.g., average homework scores,
number of courses taken) have been used to esti-
mate post quality (Jenders et al., 2016). However,
these techniques are tightly coupled with the tar-
get domain, and may not be generalizable to new
domains.

CQA Answer Quality: Past work has also ad-
dressed the evaluation of answer quality in CQA
sites (Jeon et al., 2006; Hong and Davison, 2009;
Shah and Pomerantz, 2010; ?; Omari et al., 2016;
Li et al., 2015). Typically posed as a classifi-
cation problem, these use both textual and non-
textual feature-based approaches. Since it is quite
common for popular questions to attract many
potential answers, answer ranking based on per-
ceived quality is another line of approach (Sur-
deanu et al., 2008; Bian et al., 2008; Wang et al.,
2009). Closer to our approach, Omari et al. (2016)

5https://www.nlm.nih.gov/research/
umls/
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proposed a novelty-based greedy ranking algo-
rithm that depends on a pre-trained parser to iden-
tify different propositions, useful for predicting
helpfulness. Li et al. (2015) propose a few fea-
tures for answer quality detection from academic
QA sites such as ResearchGate6. However this ap-
proach does not generalize well since the method
uses many website-specific signals such as repu-
tation scores for users and their institutions. Ad-
ditionally, their approach relies on human anno-
tations to identify a few key conversational char-
acteristics in the answers, keeping it from being
applied to use cases where scalability and automa-
tion are key.

In the CQA answer quality evaluation literature,
quality is often measured through the human eval-
uators’ annotations during experimentation (Shah
and Pomerantz, 2010; Oh et al., 2012; Omari et al.,
2016). However, we are interested in modeling the
“helpfulness” for actual discussion forum users (in
term of “Upvotes”) and not annotators following
guidelines to mark answer quality, which might
present other forms of bias.

Modeling Novelty in IR, such as search result
diversification (Carbonell and Goldstein, 1998;
Soboroff and Harman, 2005; Ziegler et al., 2005;
Clarke et al., 2008), also constitutes prior art. Car-
bonell and Goldstein (1998) proposed maximal
marginal relevance (MMR) to diversify the set
of documents returned for a search query. Sim-
ilar approaches were also used later in Multi-
Document Summarization (MDS) tasks (Nallap-
ati et al., 2017). These approaches address the
problem either as a ranking task (ordering search
results) or as a subset selection problem (MDS),
where all documents are simultaneously made
available. In contrast, in our discussion thread sce-
nario, we need to model the discussion posts’ se-
quential nature to understand the context of a later
post and, in turn, determine its helpfulness.

Neural Network Based Models have also re-
cently outperformed existing classifiers in many
text classification tasks. They have been widely
adopted as they induce useful features on their
own, given sufficient data. Although there are dif-
ferences, the problem of answer selection is rele-
vant: the goal is to rank the potential answers to
a target question from multiple candidate answers
in order of their similarity (Yu et al., 2014; Wang

6https://www.researchgate.net/

and Nyberg, 2015; Severyn and Moschitti, 2015).
However in our case, all posts in a thread are sim-
ilar to the original post to an extent. Helpful posts
are thus more difficult to identify; computing sim-
ilarity is not viable as a single source solution.

Inspired by all these previous works, we pro-
pose a neural architecture to predict the helpful-
ness of posts in open-ended discussion forums. To
make it generic and easily adaptable to multiple
domains, we study the problem from a linguis-
tic viewpoint, where we consider only the textual
contents of the discussion threads.

3 Methods

We propose a neural network architecture to
model post helpfulness (cf Figure 2a). Our archi-
tecture is end-to-end trainable, adaptable to differ-
ent domains. The model comprises two compo-
nents to analyze a target post’s thread relevance
and novelty with respect to its past k posts.

3.1 Text Encoder

This component takes a post text p which consists
of words (w1, w2, . . . , wn) as input and encodes
it to a tensor (hp) in two steps. We first use a
word embedding initialized with GloVe7 to trans-
form all the words from the post text into finite
d-dimensional vectors, i.e., wi 7→ Rd. Our exper-
imental results show that the coverage of GloVe
varies between 68 − 76% on our datasets. To es-
timate the embeddings for the out-of-vocabulary
words and reflect the domain dependence, we keep
the embedding vectors trainable. In the second
step, the sequence of words are provided to a
gated recurrent unit (GRU) layer (Chung et al.,
2014) to obtain a sequence of hidden vectors
(h1,h2, ...,hn), where hi ∈ Rg, and g is the out-
put dimension of the GRU encoded tensor. The
latent vector is defined as follows:

hi = GRUtext(hi−1, wi).

The last vector in the sequence, hn, is considered
as the encoded representation of a post text (cf.
Figure 2c). For a post p, the GRUtext encoded rep-
resentation is denoted as hp. We use a dropout
layer after the GRU to prevent overfitting. In our
model, note that there is only a single text encoder;
all textual inputs — the target post, original post,

7http://nlp.stanford.edu/data/glove.
6B.zip
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(a) Overall network

(b) Sequence Encoder

(c) Text Encoder

Figure 2: Our neural architecture and its components. (a) Overall network architecture. Shaded component on the
left captures relevance with respect to the original post; ones on the right measure the novelty compared to the past
k posts. (b) Unrolled Sequence Encoder (GRUcontext). (c) Unrolled Text Encoder (GRUtext).

and each of the past posts in the thread — are en-
coded using a single text encoder, since as all of
them are essentially text posts of similar nature.

Alternative Architectures. We also tried stack-
ing additional GRUs in our experiments, but we
did not observe accuracy improvements. We
also tried to replace GRU with LSTM (Long-
Short Term Memory) (Hochreiter and Schmidhu-
ber, 1997), resulting in similar performance at the
cost of much longer training time due to the larger
number of parameters.

3.2 Modeling Post’s Relevance
The left component of Figure 2a captures the rel-
evance of a target post with respect to the original
post. It takes as input two GRU encoded tensors:
one for the target post ht, the other for the original
post ho. It computes their similarity defined as:

rt = ht ⊗ ho,

where ⊗ denotes the element-wise multiplication.
We also experimented with element-wise differ-
ence and cosine similarity, but found that multipli-
cation works best. Our relevance modeling com-
ponent is inspired from the architecture for answer
sentence selection model (Yu et al., 2014).

3.3 Modeling Post’s Novelty
In Figure 2a, the right component models the tar-
get post’s novelty compared to the past k posts

from the same thread. It takes the encoded ten-
sors for the target post ht as input, as well as the
past k posts (ht−k,ht−k+1, ...,ht−1).

We first encode the context of the discussion by
modeling the sequence of the past k posts. In or-
der to achieve this, we use another GRU (labeled
as Sequence Encoder in Figure 2a) to transform
the sequence of k post tensors to a single context
tensor ct of equal dimension g. Each timestep i of
this is defined as follows:

cti = GRUcontext(c
t
i−1,h

t−i).

Similar to GRUtext, ctt−1, the last vector in the se-
quence, is considered as the context representation
ct (as shown in Figure 2b).

To determine the novelty of the target post,
we compute its similarity nt with the discussion
thread context represented by its context tensor:

nt = ht ⊗ ct.

Importantly, instead of considering all the pre-
vious posts in the thread, we limit the context to
the past k posts for two reasons:

1. Users may not recall the entire context of
discussion while reading a post appearing much
later in a long-running thread.

2. Users often arrive at a discussion thread
through search engine queries. Since long threads
are paginated, a user may arrive on a page in the
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middle of the discussion thread, thus also missing
the previous context.

We find empirical evidence for these assump-
tions later in our experiments (see Section 5). In
tuning our model, we observed that increasing the
context length beyond a threshold does not yield
improvements.

3.4 Final Helpfulness Prediction
We combine the relevance tensor (rt) and nov-
elty tensor (nt) and feed through a fully connected
layer to make the final post helpfulness prediction:

xt = rt ⊕ nt,

p(y|xt) = sigmoid(W · xt + b),

where ⊕ denotes concatenation; xt is the concate-
nated tensor; y is the output label (0 or 1); W and
b are the weight matrix and bias vector, respec-
tively, learned for the fully connected layer. We
use binary cross-entropy loss to train the model,
optimizing with Adam (Kingma and Ba, 2014).

Alternative Architectures. We also investigated
ensemble architectures. We fed the relevance and
novelty tensors through two separate fully con-
nected layers to obtain the binary predictions from
both components concurrently, then merged the
two predictions via a final fully connected layer for
obtaining prediction. This approach fared worse
compared to our concatenation-based model, pos-
sibly as our final concatenation model can exploit
non-linear interactions between both components.

The actual post content is never presented to the
fully connected layer so that it generalizes well.
The final layer only gets to see the relevance, and
novelty vectors, which we believe ameliorates the
creation of overfitted (post-based or thread-based)
features for the helpfulness prediction task.

4 Experiments

We first describe the datasets, evaluation metrics,
and baseline models before our main results. We
also conducted additional experiments to answer
specific research questions about our model.

4.1 Datasets
We experiment with five real-world online discus-
sion forums (Table 2) to validate model effective-
ness. Typical of other research work, we also re-
move threads that have less than two posts.

1–2. Reddit is a popular platform for discus-
sions on a wide-variety of topics on the web. We

Dataset # Posts # Threads Avg # Posts
/ Thread

Avg # words
/ Post

1. Reddit 10+ 200,006 9,744 20.52 29.45
2. Reddit 3+ 200,016 28,763 6.95 30.58
3. Android Apps 11,643 2,077 5.60 56.53
4. Matrix 10,159 2,484 4.08 65.30
5. Travel 30,116 10,250 2.93 163.43

Table 2: Dataset statistics.

use a large number of discussion threads from a
reddit data dump8. To diversify the datasets
in terms of average thread length, we set differ-
ent thresholds, and created two datasets: Red-
dit 10+ (≥ 10 posts) and Reddit 3+ (≥ 3 posts).
Along with a chronologically ordered set of posts,
reddit also has “Upvote” counts for every post.

3–4. Coursera is a large MOOC platform, provid-
ing a discussion forum for the course participants.
We select two courses with the largest number of
posts: “Matrix-001” and “Android Apps 101-001”
from a MOOC dataset (Chandrasekaran et al.,
2015). Course participants can “vote” for a post
if they find it helpful. We refer to these datasets as
Matrix and Android Apps, hereafter.

5. Travel Stack Exchange is one of many QA
websites in the Stack Exchange community. We
use a data dump9 of the website and refer to it
as Travel dataset. In Travel Stack Exchange, a
user can “Upvote” a post if she deems it help-
ful. Although not strictly a discussion forum,
the threads in this forum appear to be less ob-
jective (by our vote distribution analysis, similar
to Figure 1), compared to other CQA sites like
stackoverflow.

4.2 Post Annotation and Evaluation Metrics

We use the user-provided feedback in form of
“mark as helpful”, “like”, “upvote” actions as a
proxy of the actual helpfulness of a post. Vote
counts vary widely across posts and threads, (i.e.,
0 to 3,100 for the reddit dataset), making
it infeasible to formulate the task as a regres-
sion problem. Following by prior published re-
search (Cheng et al., 2014; Lo et al., 2017), we
model it as a binary classification problem, and
use the 80th percentile expected value of helpful
vote count across all the posts as the boundary be-
tween the two classes. We assume that a post is

8https://files.pushshift.io/reddit/
comments/

9https://archive.org/download/
stackexchange/travel.stackexchange.com.
7z
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helpful if it has received more helpful votes than
the 80th percentile, and not helpful otherwise.

Since our goal is to predict the helpful posts and
the class distribution is inherently skewed from
our definition, we evaluate the model performance
in terms of prediction accuracy for only the posi-
tive, helpful class. We evaluate using standard pre-
cision, recall, and F1 score across all datasets.

4.3 Baselines

Code for our model is publicly available10 to aid
the reproduction of our results. We experiment
with the following state-of-the-art neural text clas-
sification methods:

1. BiLSTM (Sun et al., 2017): a stack of two lay-
ers of Bidirectional LSTM encoders on post text.

2. Stacked LSTM (Liu et al., 2016): a stack of
two layers of LSTM encoders on the post text.

3. LSTM with Attention (Rocktäschel et al.,
2016): an LSTM layer with hierarchical attention.

4. Answer Sentence Selection (Yu et al., 2014):
a CNN model pioneered in a TREC QA11 task.

5. Our Model (Relevance based): only the rele-
vance component of our model.

6. Our Model (Novelty based): only the novelty
component of our model.

We do not include traditional feature-based mod-
els as part of our reported baseline portfolio, as
in our study, neural models have outperformed
them as well, which is corroborated in recent stud-
ies (Kim, 2014). Additionally, such approaches
are fragile, as we experiment with datasets from
multiple domains with various discussion styles,
and extracting hand crafted features for each is
non-trivial and labour intensive. As a prelimi-
nary experiment, we tried with a traditional bag-
of-words based model. However, we do not in-
clude it in the baseline portfolio given its poor per-
formance on our datasets.

4.4 Training

We used the Keras12 library with TensorFlow as
the backend for model implementation. We split
the dataset 80:10:10 for train, validation, and test,
respectively, and perform 5-fold cross validation.

10https://github.com/WING-NUS/
post-helpfulness

11http://trec.nist.gov/data/qa.html
12https://keras.io

We tuned the hyper-parameters via grid search on
the validation set for all the models.

The rest of the parameters used follow standard
values from the recent literature. We set word em-
bedding dimension (d) to 100, vocabulary size to
100K, hidden dimension of GRU (g) to 128, batch
size to 512, the dimension of the final fully con-
nected layer to 128, and use 70% dropout. For the
CNN-based Answer Sentence Selection baseline,
we tuned the number and size of filters (128 and
3, respectively). The maximum length of post text
was set according to average post length (in the
training split) for each dataset.

4.5 Results
Table 3 shows the comparison of model perfor-
mance over the five datasets. We observe that
our full model consistently outperforms others in
terms of F1 across all datasets. Our novelty-
based model gives the second best score in all
datasets except for Android Apps. Comparing
our novelty-based model against answer selection
model, we observe that the helpfulness of a post
depends on both its relevance to the original post
and the novelty with respect to earlier posts in the
same thread. The evaluation scores obtained by
the state-of-the-art neural text classification mod-
els strongly support this observation. They con-
sistently make less accurate prediction compared
to the relevance- and/or novelty-based models.
Among them, BiLSTM or LSTM with Attention
model achieves the best performance, dependent
on the dataset. We discuss the confounding factor
affecting performance in Section 5.

We also observe that the prediction is more ac-
curate when there is sufficient context to learn the
dynamics of the discussion forums. In Reddit 10+
and Reddit 3+, where both datasets average about
20 and 7 posts per thread respectively, we obtain
an F1 score of 0.40 to 0.51. In the other datasets,
where the average thread length is much shorter
(∼ 3 to 5), we obtain relatively low F1 scores
of 0.34 to 0.38. Our model is more accurate in
reddit datasets where threads are longer on av-
erage, indicative of more open-ended discussion
centered on the original post.

4.6 Case Study
We now highlight a few corner cases successfully
handled by our model.

Table 4 shows three target posts along with the
original posts and their previous posts from dif-
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Model 1. Reddit 10+ 2. Reddit 3+ 3. Android Apps 4. Matrix 5. Travel
P R F1 P R F1 P R F1 P R F1 P R F1

BiLSTM (Sun et al., 2017) 0.23 0.23 0.23 0.23 0.22 0.22 0.36 0.32 0.34 0.29 0.35 0.32 0.28 0.31 0.29
Stacked LSTM (Liu et al., 2016) 0.24 0.21 0.22 0.23 0.20 0.21 0.34 0.29 0.31 0.32 0.29 0.31 0.23 0.26 0.25
LSTM w/ Attention (Rocktäschel et al., 2016) 0.24 0.21 0.23 0.24 0.21 0.22 0.34 0.27 0.30 0.30 0.36 0.33 0.25 0.26 0.25
Answer Selection (Yu et al., 2014) 0.28 0.27 0.27 0.31 0.32 0.32 0.28 0.21 0.24 0.33 0.34 0.33 0.30 0.31 0.31
Our Model (Relevance-based) 0.30 0.30 0.30 0.32 0.34 0.33 0.31 0.35 0.33 0.38 0.31 0.34 0.35 0.30 0.32
Our Model (Novelty-based) 0.53 0.38 0.44 0.42 0.27 0.33 0.33 0.24 0.28 0.43 0.27 0.33 0.47 0.27 0.34
Our Model (Full) 0.48 0.53 0.51 0.41 0.39 0.40 0.35 0.40 0.38 0.37 0.37 0.37 0.37 0.31 0.34

Table 3: (P)recision, (R)ecall and F1 comparison of model performances across our five datasets representing three
domains. Our model outperforms other state-of-the-art neural text classifiers consistently. Ablation study with
Answer Selection, Relevance-based, and Novelty-based model shows that modelling both relevance, and novelty
is important.

Original
Post

My fiancée and I are looking for a good
Caribbean cruise in October and were
wondering which islands are best to
see and which Cruise line to take?..

I’ve had bouts of heart burn & this time its
sticking around for a while. I ate something really
spicy on Tuesday night & its Thursday & Im having
heart burn on & off... Please help

In a few weeks’ time, I will be visiting the US
for 14 days. Coming from the EU, roaming is
very expensive, so I am considering getting a
temporary SIM card..

Past
Posts

Friends I am staying with are travelling with
Royal Carribean on a cruise in October. They are
starting from Miami..

You’re probably fine. People get heartburn from time to
time.. Eat bland food for a few days and that
inflammation should subside..

There are many options you can have as far as
mobile phone data prepaid plans are concerned.
Since you need coverage along the route..

The Princess Cruise line has a Caribbean cruise
in the fall. It may start in November rather than
October but could be suitable for your needs..

Heartburn can last a few days and its not always spicy
food that triggers it. I assume youre concerned it might
be a heart attack. If that was it you would know it by now.

You may want to check your existing phone plan.
For example, quite a few providers in the UK offer
free or cheap roaming with data included..

There are plenty of options for the Caribbean in
October regradless of it being in hurricane season..

Heartburn doesn’t JUST occur from spicy food. If you’re
having it over multiple days, it could simply be other
food. Fatty foods in particular cause it.

If your main goal is price, MetroPCS has no-contract
30 month plans which have unlimited calling US
numbers, unlimited SMS, and unlimited data in the US..

Target
Post

If you like to dress up and eat high-end food,
the cruise line you want is not the one that
caters to honeymooners on a tight budget or to
families with small kids. If you like things to be..

Stay calm. Drink lots of water. Do you have an antacid
you could take? Try to avoid spicy, acidic, caffeine, alcohol
for a while..

willmyphonework.net is good for checking a
phone’s compatibility with the various networks.
Suggestion before departure, print-out a list of the carriers
your phone will work with hard copy is the way to go here..

Helpful? Yes No No

Table 4: Illustration of different corner cases for helpfulness prediction. The target post needs to be both relevant
to the original post, and novel compared to the previous posts in the thread in order to be helpful.

ferent datasets. In the first case, we observe that
the target post introduces some relevant and novel
information into the thread, and thus our model
predicts it as helpful.

In the second example, we find that the target
post is quite similar to some of the previous posts.
Since it introduces less novelty in the discussion,
our model predicts the target post as unhelpful, al-
though relevant to the discussion topic. In the third
example, the target post seems to be novel com-
pared to the previous posts but it deviates from
discussion topic in the original post. Hence, our
model does not predict it as helpful.

These observations indicate that our model
treats each of the two qualities of a target post,
i.e., relevance with the original post, and novelty
compared to the previous discussion individually
as necessary but not sufficient conditions. A target
post needs both relevance and novelty so that our
model predicts it as helpful.

5 Discussion

We now answer the following research questions
(RQ) to further analyze prediction of helpful posts:

RQ1: How does the past context length influ-

ence model performance? The number of posts
across threads varies widely, making it difficult to
estimate the optimal value for past context length
(k in Section 3.3). To understand the effect of k
on model performance, we vary k ranging from 1
to 18 and report F1 for the Reddit 10+, and Red-
dit 3+ datasets in Figure 3. Interestingly, we ob-
serve that, the performance stops improving after
a certain number of posts in both cases: k=11 and
k=7 for Reddit 10+, and Reddit 3+, respectively.

Setting too low a k limits the number of past
posts the model gets to see, underfitting the
data. Large k gives modest performance gains
but incurs significant increase in training cost.
As discussed in Section 3.3, the entire context
might be redundant to determine target posts’
helpfulness in long threads.
We believe the context length analysis would be
necessary to achieve optimal model performance
while exploring other domains.

RQ2: Does the order of contextual posts mat-
ter? To investigate whether the order of the past
posts matter in determining the helpfulness of a
target post, instead of modeling the past posts by
GRUcontext layer, we just use the average of the
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(a) Reddit 10+ (b) Reddit 3+

Figure 3: Model performance while varying context length k for Reddit 10+, and Reddit 3+ datasets. F1 stabilizes
after a certain context length in both cases. Trend line in red.

Context
Modeling Reddit 10+ Reddit 3+ Andriod

Apps Matrix Travel

Average 0.40 0.35 0.36 0.36 0.33
GRUcontext 0.53 0.40 0.38 0.37 0.34

Table 5: F1 obtained by the model variation that uses
the average tensor of the past post tensors as the context
tensor, compared to our GRUcontext based model.

Figure 4: Correct prediction share of helpful posts for
Reddit all. Yellow: both models; blue: only our model;
grey: only BiLSTM.

past post tensors to get the context tensor. Table 5
shows the F1 achieved by this variation compared
to our model.

We observe that the model performance signif-
icantly degrades when the order of the past posts
are ignored and represented by an average. Cru-
cially, we find that the datasets with longer threads
suffer more compared to the ones with shorter
threads. This observation indicates that the se-
quential nature of discussion is integral to model
construction.

RQ3: What factors influence performance
among the text classification models and our
model? Table 3 shows that BiLSTM achieved bet-
ter scores compared to the other neural text clas-

Figure 5: Thread objectivity score CDF. The blue curve
shows threads where our model is correct and BiLSTM
is not; vice versa for the grey.

sification models. To better understand the mod-
eling differences between the BiLSTM and our
models, we focus on the cases where one model
is correct but not the other (as illustrated for Red-
dit 10+ in Figure 4). While both models can pre-
dict the correct class in 25.4% cases (in yellow),
in the other cases (blue and grey), they differ.

We study the objectivity of the posts where such
differences were observed. Without loss of gener-
ality, we define a metric called thread objectivity
spread, in terms of the vote shares for the top-5
posts:

objectivity =
max(vote(x))−min(vote(x))∑

vote(x)
,

where x ∈ {top-5 posts} in the thread and vote(x)
gives the helpfulness score of post x. objectivity
is unit bound [0, 1]. While a high objectivity
score indicates skewed helpfulness distribution in
a thread, a low score indicates that there are mul-
tiple helpful answers in a thread; in other words,
the thread is less objective in nature.

We analyze the cumulative distribution func-
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tions (CDFs) of objectivity spread scores for all
threads belonging to the grey or blue wedge of
Figure 4 (cf. Figure 5). We observe that the CDF
for our model (blue) gives lower objectivity scores
with 80th percentile score of 0.64 for our model
and 0.72 for BiLSTM, respectively. This indicates
that our model performs better when the thread is
more open-ended in nature.

6 Conclusion

We studied the problem of predicting helpfulness
of posts in open-ended discussion forums. We
found key differences in discussion forums com-
pared to traditional CQA platforms: we observe
that forum threads are often non-factoid and sub-
jective in nature with many helpful answers. We
hypothesize that post helpfulness crucially relies
on two factors: (i) its relevance to the discussion
thread and (ii) the novelty of the information in-
troduced. We propose a generic and novel neural
architecture using GRU encoders to embody this
intuition. Our model outperforms state-of-the-art
neural text classification baselines over a diverse
set of forums representing three distinct domains.
Through deeper analysis, we demonstrate that our
model is able to encode the sequential nature of
contextual posts, and capture the open-ended na-
ture of discussion threads, thus achieving superior
performance over other neural approaches.

We plan to apply our work towards building
a notification system for incoming helpful posts.
In the current work, we addressed the informa-
tion need aspect present in the discussion forums
in general. However, helpfulness might be con-
flated with other reasons such as humour, senti-
ment in certain domains. We would like to inves-
tigate those aspects in the future.
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Abstract

Training data for text classification is often
limited in practice, especially for applications
with many output classes or involving many
related classification problems. This means
classifiers must generalize from limited evi-
dence, but the manner and extent of general-
ization is task dependent. Current practice pri-
marily relies on pre-trained word embeddings
to map words unseen in training to similar
seen ones. Unfortunately, this squishes many
components of meaning into highly restricted
capacity. Our alternative begins with sparse
pre-trained representations derived from unla-
beled parsed corpora; based on the available
training data, we select features that offers the
relevant generalizations. This produces task-
specific semantic vectors; here, we show that a
feed-forward network over these vectors is es-
pecially effective in low-data scenarios, com-
pared to existing state-of-the-art methods. By
further pairing this network with a convolu-
tional neural network, we keep this edge in low
data scenarios and remain competitive when
using full training sets.

1 Introduction

Modern neural networks are highly effective for
text classification, with convolutional neural net-
works (CNNs) as the de facto standard for clas-
sifiers that represent both hierarchical and order-
ing information implicitly in a deep network (Kim,
2014). Deep models pre-trained on language
model objectives and fine-tuned to available train-
ing data have recently smashed benchmark scores
on a wide range of text classification problems
(Peters et al., 2018; Howard and Ruder, 2018; De-
vlin et al., 2018).

Despite the strong performance of these ap-
proaches for large text classification datasets, chal-
lenges still arise with small datasets with few, pos-
sibly imbalanced, training examples per class. La-

bels can be obtained cheaply from crowd workers
for some languages, but there are a nearly unlim-
ited number of bespoke, challenging text classifi-
cation problems that crop up in practical settings
(Yu et al., 2018). Obtaining representative labeled
examples for classification problems with many
labels, like taxonomies, is especially challenging.

Text classification is a broad but useful term and
covers classification based on topic, on sentiment,
and even social status. As Systemic Functional
Linguists such as Halliday (1985) point out, lan-
guage carries many kinds of meanings. For exam-
ple, words such as ambrosial and delish inform us
not just of the domain of the text (food) and sen-
timent, but perhaps also of the age of the speaker.
Text classification problems differ on the dimen-
sions they distinguish along and thus in the words
that help in identifying the class.

As Sachan et al. (2018) show, classifiers mostly
focus on sub-lexicons; they memorize patterns in-
stead of extending more general knowledge about
language to a particular task. When there is low
lexical overlap between training and test data, ac-
curacy drops as much as 23.7%. When training
data is limited, most meaning-carrying terms are
never seen in training, and the sub-lexicons cor-
respondingly poorer. Classifiers must generalize
from available training data, possibly exploiting
external knowledge, including representations de-
rived from raw texts. For small training sizes, this
requires moving beyond sub-lexicons.

Existing strategies for low data scenarios in-
clude treating labels as informative (Song and
Roth, 2014; Chang et al., 2008) and using label-
specific lexicons (Eisenstein, 2017), but neither is
competitive when labeled data is plentiful. In-
stead, we seek classifiers that adapt to both low
and high data scenarios.

People exploit parallelism among examples for
generalization (Hofstadter, 2001; Hofstadter and
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1.1 Kampuchea says rice crop in 1986 increased . . . 2.1 Gamma ray Bursters. What are they?
1.2 U.S. sugar policy may self-destruct . . . 2.2 Life on Mars
1.3 EC denies maize exports reserved for the U.S.. . . 2.3 Single launch space stations
1.4 U.S. corn, sorghum payments 50-50 cash/certs. . . 2.4 Astronauts—what does weighlessness feel like?
1.5 Canada corn decision unjustified. . . 2.5 Satellite around Pluto mission?

Table 1: Left: examples from the Reuters Grains class, showing semantic type cohesion (kinds of crops). Right:
post headers from the sci.space newsgroup in 20 Newsgroups, showing topical cohesion (astronomical terms).
Bolded terms are to draw the reader’s attention to parallels among examples.

Sander, 2013). Consider Table 1, which displays
five examples from a single class for two tasks.
Bolded terms for each task are clearly related, and
to a person, suggest abstractions that help relate
other terms to the task. This helps with disam-
biguation: that the word Pluto is the planet and not
Disney’s character is inferred not just by within-
example evidence (e.g. mission) but also by cross-
example presence of Mars and astronauts.

Cross-example analysis also reveals the amount
of generalization warranted. For a word associated
with a label, word embeddings give us neighbors,
which often are associated with that label. What
they do not tell us is the extent this associated-
with-same-label phenomenon holds; that depends
on the granularity of the classes. Cross-example
analysis is required to determine how neighbors
at various distances are distributed among labels
in the training data. This should allow us to in-
clude barley and peaches as evidence for a class
like Agriculture but only barley for Grains.

Most existing systems ignore cross-example
parallelism and thus miss out on a strong classi-
fication signal. We introduce a flexible method
for controlled generalization that selects syntacto-
semantic features from sparse representations con-
structed by Category Builder (Mahabal et al.,
2018). Starting with sparse representations of
words and their contexts, a tuning algorithm se-
lects features with the relevant kinds and appro-
priate amounts of generalization, making use of
parallelism among examples. This produces task-
specific dense embeddings for new texts that can
be easily incorporated into classifiers.

Our simplest model, CBC (Category Builder
Classifier), is a feed-forward network that uses
only CB embeddings to represent a document. For
small amounts of training data, this simple model
dramatically outperforms both CNNs and BERT
(Devlin et al., 2018). When more data is available,
both CNNs and BERT exploit their greater capac-
ity and broad pre-training to beat CBC. We thus
create CBCNN, a simple combination of CBC and

dataset k train/test/dev size range
20NG 20 15076/1885/1885 513/810
reuters 8 6888/862/864 128/3128
spam 2 3344/1115/1115 436/2908
attack 2 10000/2000/2000 1126/8874

Table 2: Data sizes, and the disparity between the
smallest and the largest class in training data. The k
column indicates the number of classes in the task.

the CNN that concatenates their pre-prediction
layers and adds an additional layer. By training
this model with a scheduled block dropout (Zhang
et al., 2018) that gradually introduces the CBC
sub-network, we obtain the benefits of CBC in low
data scenarios while obtaining parity with CNNs
when plentiful data is available. BERT still dom-
inates when all data is available, suggesting that
further combinations or ensembles are likely to
improve matters further.

2 Evaluation Strategy

Our primary goal is to study classifier performance
with limited data. To that end, we obtain learning
curves on four standard text classification datasets
(Table 2) based on evaluating predictions on the
full test sets. At each sample size, we produce
multiple samples and run several text classification
methods multiple times, measuring the following:

• Macro-F1 score. Macro-F1 measures sup-
port for all classes better than accuracy, espe-
cially with imbalanced class distributions.

• Recall for the rarest class. Many measures
like F1 and accuracy often mask performance
on infrequent but high impact classes, such as
detecting toxicity (Waseem and Hovy, 2016))

• Degenerate solutions. Complex classifiers
with millions of parameters sometimes pro-
duce degenerate classifiers when provided
very few training examples; as a result, they
can skip some output classes entirely.
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The datasets we chose for evaluation, while all
multi-class, form a diverse set in terms of the num-
ber of classes and kinds of cohesion among exam-
ples in a single class. The former clearly affects
training data needs, while the latter informs ap-
propriate generalization.

• 20 Newsgroups 20Newsgroups (20NG) con-
tains documents from 20 different news-
groups with about 1000 messages from each.
We randomly split the documents into an 80-
10-10 train-dev-test split. The classes are
evenly balanced.

• Reuters R8. The Reuters21578 dataset con-
tains Reuters Newswire articles. Following
several authors (Pinto and Rosso, 2007; Zhao
et al., 2018, for example), we use only the
eight most frequent labels. We begin with
a given 80/10/10 split. Given that we fo-
cused on single-label classification, we re-
moved items associated with two or more
of the top eight labels (about 3% of exam-
ples). Classes are highly imbalanced. Of
the 6888 training examples, 3128 are labeled
earn, while only 228 examples are of class
interest and only 128 are ship.

• Wiki Comments Personal Attack. The
Wikipedia Detox project collected over
100k discussion comments from English
Wikipedia and annotated them for presence
of personal attack (Wulczyn et al., 2017). We
randomly select 10k, 2k, and 2k items as
train/dev/test. 11% are attacks.

• Spam The SMS Spam Collection v.1 has
SMS labeled messages that were collected
for mobile phone spam research (Hidalgo
et al., 2012). Each of the 5574 messages is
labeled as spam or ham.

3 Identifying Generalizing Features

In this section, we explicate the source of fea-
tures, discuss the properties relevant to generaliza-
tion by focusing on one feature in isolation, and
present the overall feature selection method. The
overview in Figure 1 displays the order of opera-
tions: identify generalizing features based on the
training data (done once), and for each document
to be classified, convert it to a vector, where each
entry corresponds to a generalizing feature.

Figure 1: Shaded Region: We use Category Builder
data (Mahabal et al., 2018) and identify generalizing
features in training data, producing a vectorizer. This is
done once. Unshaded: Given a document, the vector-
izer produces a dense vector usable in deep networks.

Feature Prototypical Supports
allergen as X pollen, dander, dust mites, soy,

perfumes, milk, smoke, mildew
liter of X water, petrol, milk, fluid, beer

serve with X rice, sauce, salad, fries, milk
flour mixture butter mixture, rubber spat-

ula, dredged, creamed, medium
speed, sifted, milk

replacer colostrum, calves, whole milk,
inulin, pasteurized, weaning

Table 3: A few features (among hundreds) evoked by
milk, with top n-grams in their support. Above dashed
line (FS) fit in tidy categories (here, allergen, fluid, and
food are rough glosses). Below dashed line (FC) are
not describable by simple labels—the evoking terms
have different parts of speech and instead display sit-
uational coherence, e.g. association with the process
of mixing flour or with animal husbandry (a replacer is
milk formula for calves).

3.1 Category Builder

Our source of generalizing features is Category
Builder (CB) (Mahabal et al., 2018), which con-
structs a sparse vector space derived from parsed
corpora (Erk, 2012). CB constructs features for
n-grams (not just unigrams) that are the union of
syntactic context features FS and co-occurrence
features FC . Consider milk: an FS feature is
gallon

prep−−−→of
pobj−−→X and FC features include goat,

cow, drink, spill, etc. Table 3 provides other exam-
ples of features evoked by milk, along with other
n-grams which evoke them. For present purposes,
we can treat CB as a matrix with n-grams as rows
and features in FC and FS as columns. The en-
tries of CB are weights that give the association
strength between an n-gram and a feature; these
weights are an asymmetric variant of pointwise-
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mutual information (Mahabal et al., 2018).

3.2 Properties of Generalizing Features
Which features generalize well depends on the
granularity of classes in a task. Useful features for
generalization strike a balance between breadth
and specificity. A feature that is evoked by many
words provides generalization potential because
the feature’s overall support is likely to be dis-
tributed across both the training data and test data.
However, this risks over-generalization, so a fea-
ture should also be sufficiently specific to be a pre-
cise indicator of a particular class.

A key aspect of choosing good features based
on a limited training set is to resolve referential
ambiguity (Quine, 1960; Wittgenstein, 1953) to
the extent supported by the observed uses of the
words. To illustrate, consider the grains class in
the Reuters Newswire dataset. The word wheat
can evoke the features at different levels of the
taxonimical hierarchy: triticum (the wheat genus),
poaceae (grass family), spermatophyta (seeded
plants), plantae (plant kingdom), and living thing.
The first among these has low breadth and is
evoked only by wheat. The second is far more use-
ful: specific and yet with a large support, including
maize and sorghum. The final feature is too broad.
In general, the most useful features for generaliza-
tion are the intermediate features, also known as
Basic Level Categories (Rosch et al., 1976).

Another important aspect of generalization
comprises the facets of meaning. For example,
the word milk has facets relating it to other liquids
(e.g., oil, kerosene), foods (cheese, pasta), white
things (ivory), animal products (honey, eggs), and
allergens (pollen, ragweed). Along these axes,
generalization can be more or less conservative;
e.g., both cheese and tears of a phoenix are animal
products, but the former is semantically closer to
milk. Looking back at Table 3, the utility of indi-
vidual features evoked by milk for tasks involving
related topics varies; e.g., does the classification
problem pertain to food or animal husbandary?

3.3 Focus on a single feature
A single generalizing feature is associated with
many n-grams, each of which evokes it (with dif-
ferent strengths). Table 4 displays n-grams that
evoke the feature co-occurrence with Saturn V, as
discovered by unsupervised analysis of a large cor-
pus of web pages. The table further displays the
interaction of this unsupervised feature with super-

Training Testing
n-gram wt C C C C

apollo 8.93 1 1 5 1
launch pad 8.52 0 0 1 0

rocket 7.32 3 1 8 0
rockets 7.27 2 0 4 1
liftoff 6.92 1 0 1 0

space shuttle 6.27 0 0 4 0
space station 6.19 0 0 4 3

payload 4.23 0 0 5 0
shuttle 2.57 2 0 15 3

kennedy 2.30 1 0 1 4
capacity 1.95 0 1 0 4

Table 4: Some evoking n-grams associated with the
CB feature co-occurrence with Saturn V and pivoting
on the class sci.space. Counts for n-grams in train-
ing (sample size 320) and test data are shown, within
sci.space (C) and outside (C). Bolded n-grams are
not seen in training but occur in test, providing gen-
eralization. The dashed line represents a threshold;
higher scoring n-grams are more cohesive, and thresh-
olding can make a feature cleaner by decreasing seman-
tic drift.

vised data, specifically, with the label sci.space in
20NG, when using a size 320 training sample that
contain only 18 sci.space documents. Counts for
some evoking terms are shown within and outside
this class, for both training and test data.

Notation. We introduce some notation and ex-
plicate with Table 4. We have a labelled collec-
tion of training documents T . Tl is the training
examples with label l. The positive support set
Ψl(f, t) is the set of n-grams in Tl evoking feature
f with weight greater than t, here, {apollo, rocket,
. . . , shuttle} for t=2.3. The positive support size
Λl(f, 2.3)=|Ψl(f, 2.3)|=5 and the positive sup-
port weight λl(f, 2.3) is the sum of counts of sup-
ports of f in l with weight greater than 2.3, here
1+3+2+1+2=9. Analogously the negative sup-
port weight λl(f, 2.3) is the sum of counts from
outside Tl; here, 1+1=2 since {apollo, rocket}
were seen outside sci.space once each.

What makes this feature (words that have co-
occurred with Saturn V) well suited for sci.space
is that many evoking words here are associated
with the label sci.space. What confirms the bene-
fit is the limited amount of negative support. Cru-
cially, the bolded terms do not occur in the training
data, but do occur in the test data. (We stress that
we include these counts here only for this exam-
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ple; our methods do not access the test data for
feature selection in our experiments.)

That said, we must limit potential noise from
such features, so we seek thresholded features
〈f, t〉, as suggested by the dashed line in Table
4. Items below this line are prevented from evok-
ing f . We choose the highest threshold such that
dropped negative support exceeds dropped posi-
tive support. This is determined simply by go-
ing through all the supports of a feature, sorted by
ascending weight, and checking the positive and
negative support of all features with smaller ver-
sus greater weight given the class. The weight of
the feature at this cusp is used as the threshold of
the feature for this particular class. This 〈f, t〉 pair
then forms one element of the CB-vector used as
a feature for classification.

Given the labeled subsets of T and this feature
thresholding algorithm, we produce a vectorizer
that embeds documents. The values of a docu-
ment’s embedding are not directly associated with
any class. Such association happens during train-
ing. Although sci.space accounts for just 6% of
the documents, 75% of documents that contain an
n-gram evoking the Saturn V feature are in that
class. A classifier trained with such an embed-
ding should learn to associate this feature with
that class, and an unseen document containing
the unseen-in-training term space shuttle stands a
good chance to be classified as sci.space.

The feature displayed in Table 4 is useful for the
20NG problem because it contains a class related
to space travel. This feature has no utility in spam
classification or in sentiment classification, since,
for those problems, seeing rocket in one class does
not make it more likely that a document contain-
ing space station belongs to that same class. This
example illustrates why a generalization strategy
must incorporate both what we can learn from un-
supervised data as well as (limited) labeled train-
ing data.

3.4 Overall feature selection

We now describe how we use the training data T
to produce a set of features-and-threshold pairs;
each chosen feature-with-threshold 〈f, t〉 will be
one component in the CB-vectors provide to clas-
sifiers. Calculation of features for a single class is
a three step process: (i) for each feature f , choose
a threshold t (as discussed above) (ii) score the re-
sultant 〈f, t〉 (iii) filter useless or redundant 〈f, t〉.

Given a label l and a feature f , we implicitly
produce a table of supporting n-grams and their
distribution within and outside l (e.g. as in Table
4). This involves computing the precision of a fea-
ture at a given threshold value, comparing it to the
class probability and deciding whether to keep it.

Recall the positive support λl(f, t) and negative
support λf (f, t) defined previously. The preci-
sion of f at threshold t is µl(f, t) = λl(f,t)

λl(f,t)+λl(f,t)
,

(this is 9
11 in the example of Table 4, with t=2.3).

However, since we are often dealing with low
counts, we smooth the precision toward the em-
pirical class probability of l, p(l) = |Tl|

|Tl|+|Tl|
.

µ̃l(f, t) =
λl(f, t) + p(l)α

λl(f, t) + λl(f, t) + α

The score Sl(f, t) is reduction in error rate of
the smoothed precision relative to the base rate:

Sl(f, t) =
µ̃l(f, t)− p(l)

1− p(l)

We retain a thresholded feature if it is generalizing
(Λl(〈f, t〉) > 1), has better-than-chance precision
(we use Sl(〈f, t〉) > 0.01), and is not redundant
(i.e., its positive support has one or more terms not
present in positive supports of higher scoring fea-
tures).

3.5 Creating the CB-vector

Each vector dimension corresponds to some 〈f, t〉.
The evocation level of f is the sum of its evoca-
tion for the n-grams in the document d, ed(f) =∑

w∈dCB(w, f). The vector entry is ed(f)
t when

ed(f) >= t, and is clipped to 0 otherwise.

4 Models

As benchmarks, we use a standard CNN with pre-
trained embeddings (Kim, 2014) and BERT (De-
vlin et al., 2018).1 For CNN, we used 300 filters
each of sizes 2, 3, 4, 5, and 6, fed to a hidden layer
of 200 nodes after max pooling. Pretrained vectors
provided by Google were used.2 For BERT, we
used the run classifier script from GitHub
and used the BERT-large-uncased model.

We use the pre-computed vocab-to-context as-
sociation matrix provided as part of the open

1
https://github.com/google-research/bert

2
https://code.google.com/archive/p/word2vec
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source Categorial Builder repository.3 This con-
tains 194,051 co-occurrence features (FC) and
954,276 syntactic features (FS).

CBC model. The CB-vector containing the de-
rived features from the training dataset and Cate-
gory Builder can be exploited in various ways with
existing techniques. The simplest of these is to use
a feed-forward network over the CB-vector. This
model does not encode the tokens or any word or-
der information—information which is highly in-
formative in many classification tasks.

CBCNN model. Inspired by the combination
of standard features and deep networks in Wide-
and-Deep models (Cheng et al., 2016), we pair the
CBC model with a standard CNN, concatenating
their pre-prediction layers, and add an additional
layer before the softmax prediction. In early ex-
periments, this combined model performed worse
than the CNN on larger data sizes, as the network
above the CB-vector effectively stole useful signal
from the CNN. To ensure that the more complex
CNN side of the network had a chance to train, we
employed a block dropout strategy (Zhang et al.,
2018) with a schedule. During training, with some
probability, all weights in the CB-vector are set to
0.5. The probability of hiding decreases from 1 to
0 using a parameterized hyperbolic tangent func-
tion pk= 2

eCx+1
. Lower values of C lead to slower

convergence to zero. The effect is that the CBC
sub-network is introduced gradually, allowing the
CNN to train while eventually taking advantage of
the additional information.

The natural strategy of replacing with 0s (in-
stead of 0.5 as above) was tried and also works,
but less well, since the network has no way to dis-
tinguish between genuine absence of feature and
hiding. In CB-vector, non-zero values are at least
1, and thus 0.5 does not suffer from this problem.

5 Experiments

Our primary goal is to improve generalization for
low-data scenarios, but we also want our methods
to remain competitive on full data.

5.1 Experimental setup

We compare different models across learning
curves of increasing the training set sizes. We use
training data sizes of 40, 80, . . . , 5120 as well as
the entire available training data. For each train-
ing size, we produce three independent samples

3
https://github.com/google/categorybuilder

by uniformly sampling the training data and train-
ing each model three times at each size. The fi-
nal value reported is the average of all nine runs.
All models are implemented in Tensorflow. Batch
sizes are between 5 and 64 depending on training
size. Training stops after there is no macro-F1 im-
provement on development data for 1000 steps.

For evaluation, we focus primarily on macro-
F1 and recall of the rarest class. The recall on
the rarest class is especially important for imbal-
anced classification problems. For such problems,
a model can obtain high accuracy by strongly pre-
ferring the majority class, but we seek models that
effectively identify minority class labels. (This is
especially important for active learning scenarios,
where we expect the CB-vectors to help with in
future.)

5.2 Results: low data scenarios

Figure 2 shows learning curves giving macro-F1
scores and rarest class recall for all four datasets.
When very limited training data is available, the
simple CBC model generally outperforms the
CNN and BERT, except for the Spam dataset. The
more powerful models eventually surpass CBC;
however, the CBCNN model provides consistent
strong performance at all dataset sizes by combin-
ing the generalization of CBC with the general ef-
ficacy of CNNs. Importantly, CBCNN provides
massive error reductions with low data for 20NG
and R8 (tasks with many labels).

Table 5’s left half gives results for all mod-
els when using only 320 training examples. For
20NG, CNN’s macro-F1 is just 43.9, whereas
CBC and CBCNN achieve 61.7 and 62.4—the
same as CNN performance with four times as
much data. These models outperform CNN on R8
as well, reaching 83.7 vs CNN’s 74.1, and also on
the Wiki-attack dataset, achieving 80.6 vs CNNs
74.0. BERT fails to produce a solution for the
two datasets with >2 labels, but does produce the
best result for Spam—indicating an opportunity to
more fully explore BERT’s parameter settings for
low data scenarios and to fruitfully combine CBC
with BERT.

Rarest class recall is generally much better with
less data when exploiting CB-features. For ex-
ample, with 320 training examples for R8, CNNs
reach 36.2 whereas CBCNN scores 76.2. Predic-
tion quality with few training examples (especially
getting good balance across all labels) also inter-
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Figure 2: Left: F1 score by training size for 20NG, Reuters, SMS Spam, and Wiki-attack. Data is shown for
non-degenerate models, and hence CNN and BERT start at higher sizes (see Table 6). Right: Recall for the rarest
class for the same models.
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320 Training Examples Full Training Data
Data k CBC CNN CBCNN BERT CBC CNN CBCNN BERT

20NG 20 61.7 43.9 62.4 — 82.9 89.5 90.2 92.0
R8 8 82.3 74.2 83.6 — 89.2 93.1 93.4 94.4

Spam 2 80.3 87.1 90.8 95.7 93.7 96.1 96.3 97.8
Attack 2 80.7 74.0 79.6 70.5 83.8 86.2 84.5 88.2

Table 5: Macro-F1 scores on all data sets when using 320 training examples (left) and when using all available
training data (right). k is the number of classes. The CBCNN model provides the strongest overall performance
across all data sizes. (Note that BERT produces degenerate solutions for the>2 class problems with 320 examples.)

Model k CBC CNN CBCNN BERT
20NG 20 80 320 80 1280

R8 8 40 160 40 640
Spam 2 40 40 40 40
Attack 2 40 40 40 40

Table 6: Minimum training size at which a non-
degenerate model was produced in any of 9 runs. With
more classes, more data is needed by CNN and BERT
to produce acceptable models. k is number of classes.

acts with other strategies for dealing with limited
resources, such as active learning. For example,
Baldridge and Osborne (2008) obtained stronger
data utilization ratios with better base models and
uncertainty sampling for Reuters text classifica-
tion: better models pick better examples for an-
notation and thus require fewer new labeled data
points to achieve a given level of performance.

Importantly, the CBC and CBCNN models take
far less data to produce non-degenerate models
(defined as a model which produces all output
classes as predictions). CNN and BERT have a
large number of parameters, and using these pow-
erful tools with small training sets produces un-
stable results. Table 6 gives the minimum training
set sizes at which each model produces at least one
non-degenerate model. While it might be possible
to ameliorate the instability of CNN and BERT
with a wider parameter search and other strate-
gies, nothing special needs to be done for CBC.
It is likely that an approach which adaptively se-
lects CBC or CBCNN and BERT would obtain the
strongest result across all training set sizes.

For each dataset, among the 100 best features
chosen (for training size 640), the breakdown of
domain features (FC) versus type features (FS) is
revealing. As expected, domain features are more
important in a topical task such as 20NG (71%
are FC features), while the opposite is true for
Spam (19%) and a toxicity dataset like Wiki At-

tack (23%). Reuters shows a fairly even balance
between the two types of features (41%): it is use-
ful for R8 to be topically coherent and also to hone
in on fairly narrow groups of words that collec-
tively cover a Basic Level Category.

5.3 Results: full data scenarios

Table 5 provides macro-F1 scores for all models
when given all available training data. The CBC
model performs well, but its (intentional) igno-
rance of the actual tokens in a document takes
a toll when more labeled documents are avail-
able. The CNN benchmark, which exploits both
word order and the tokens themselves, is a strong
performer. The CBCNN model effectively keeps
pace with the CNN—improving on 20NG and
R8, though slipping on Wiki-Attack. BERT sim-
ply crushes all other models when there is suffi-
cient training data, showing the impact of struc-
tured pre-training and consistent with performance
across a wide range of tasks in Devlin et al. (2018).

6 Conclusion

We demonstrate an effective method for exploit-
ing syntactically derived features from large ex-
ternal corpora and selecting the most useful of
those given a small labeled text classification cor-
pus. We show how to do this with the map pro-
vided by Category Builder n-grams to features, but
other sources of well generalizing features have
been exploited for text classification. These in-
clude topic models (Blei et al., 2003), ontologies
such as WordNet (Bloehdorn and Hotho, 2004)
and Wikipedia Category structure (Gabrilovich
and Markovitch, 2009). It may be possible to use
these other sources exactly as we use CB. Some of
these sources have been manually curated, which
makes them high quality but limits the size and
facets. We have not yet explored their use be-
cause CB features seem to cover many of these
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sources’ strengths—for example, FC features are
like topics, and FS features like nodes in ontolo-
gies. Nonetheless, a combination may add value.

Our focus is on data scarce scenarios. However,
it would be ideal to derive utility at both the small
and large labeled data sizes. This will likely re-
quire models that can generalize with contextual
features while also exploiting implicit hierarchical
organization and order of the texts, e.g. as done by
CNNs and BERT. The CBCNN model is one ef-
fective way to do this and we expect there could be
similar benefits from combining CBC with BERT.
Furthermore, approaches like AutoML (Zoph and
Le, 2017) would likely be effective for exploring
the design space of network architectures for rep-
resenting and exploiting the information inherent
in both signals.

Finally, although we focus on multi-class prob-
lems here—each example belongs to a single
class—the general approach of selecting features
should work for multi-label problems. Our confi-
dence in this (unevaluated) claim stems from the
observation that we select features one class at a
time, treating that class and its complement as a
binary classification problem.
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A Appendix

Changes to the Category Builder Matrix
Category Builder uses two matrices: one mapping
items to features (MV→F ), the other mapping fea-
tures to items (MF→V ). Two are needed since the
relationship is asymmetric: the feature X is a star
sign is more strongly associated with the term can-
cer than vice versa, and the two matrices are thus
not exact transposes of each other, although they
almost are. For this current work, we just use one
matrix, MV→F . For syntactic features FS , we di-
rectly use the Category Builder rows. For FC fea-
tures, however, Category Builder replaced the cor-
responding submatrix in MV→F with an identity
matrix as described in (Mahabal et al., 2018). We
obtain that part of the matrix by copying the cor-
responding rows from (MF→V)T .

This new matrix will be made available as part
of the Category Builder project.
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Abstract

Text style transfer rephrases a text from a
source style (e.g., informal) to a target style
(e.g., formal) while keeping its original mean-
ing. Despite the success existing works have
achieved using a parallel corpus for the two
styles, transferring text style has proven sig-
nificantly more challenging when there is no
parallel training corpus. In this paper, we ad-
dress this challenge by using a reinforcement-
learning-based generator-evaluator architec-
ture. Our generator employs an attention-
based encoder-decoder to transfer a sentence
from the source style to the target style. Our
evaluator is an adversarially trained style dis-
criminator with semantic and syntactic con-
straints that score the generated sentence for
style, meaning preservation, and fluency. Ex-
perimental results on two different style trans-
fer tasks (sentiment transfer and formality
transfer) show that our model outperforms
state-of-the-art approaches. Furthermore, we
perform a manual evaluation that demonstrates
the effectiveness of the proposed method using
subjective metrics of generated text quality.

1 Introduction

Text style transfer is the task of rewriting a piece
of text to a particular style while retaining the
meaning of the original text. It is a challenging
task of natural language generation and is at the
heart of many recent NLP applications, such as
personalized responses in dialogue system (Zhou
et al., 2017), formalized texts (Rao and Tetreault,
2018), cyberspace purification by rewriting offen-
sive texts (Niu and Bansal, 2018; Santos et al.,
2018), and poetry generation (Yang et al., 2018).

Recent works on supervised style transfer with
a parallel corpus have demonstrated considerable
success (Jhamtani et al., 2017b; Rao and Tetreault,
2018). However, a parallel corpus may not al-
ways be available for a transfer task. This has

prompted studies on style transfer without paral-
lel corpora. These hinge on the common idea
of separating the content from the style of the
text (Shen et al., 2017; Fu et al., 2018; Santos
et al., 2018). This line of research first encodes
the context via a style-independent representation,
and then transfers sentences by combining the en-
coded content with style information. In addition,
an appropriate training loss is chosen to change
the style while preserving the content. However,
these approaches are limited by their use of loss
functions that must be differentiable with respect
to the model parameters, since they rely on gra-
dient descent to update the parameters. Further-
more, since focusing only on semantic and style
metrics in style transfer, they ignore other impor-
tant aspects of quality in text generation, such as
language fluency.

In this paper, we propose a system trained us-
ing reinforcement-learning (RL) that performs text
style transfer without accessing to a parallel cor-
pus. Our model has a generator-evaluator struc-
ture with one generator and one evaluator with
multiple modules. The generator takes a sentence
in a source style as input and transfers it to the
target style. It is an attention-based sequence-to-
sequence model, which is widely used in gener-
ation tasks such as machine translation (Luong
et al., 2015). More advanced model such as graph-
to-sequence model can also exploited for this gen-
eration task (Xu et al., 2018b). The evaluator con-
sists of a style module, a semantic module and a
language model for evaluating the transferred sen-
tences in terms of style, semantic content, and flu-
ency, respectively. Feedback from each evaluator
is sent to the generator so it can be updated to im-
prove the transfer quality.

Our style module is a style discriminator built
using a recurrent neural network, predicting the
likelihood that the given input is in the target style.
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We train the style module adversarially to be a tar-
get style classifier while regarding the transferred
sentences as adversarial samples. An adversar-
ial training renders style classification more ro-
bust and accurate. As for the semantic module,
we used word movers’ distance (WMD), a state-
of-the-art unsupervised algorithm for comparing
semantic similarity between two sentences (Kus-
ner et al., 2015; Wu et al., 2018b), to evaluate the
semantic similarity between input sentences in the
source style and the transferred sentences in the
target style. We also engaged a language model to
evaluate the fluency of the transferred sentences.

Unlike prior studies that separated content from
style to guarantee content preservation and trans-
fer strength, we impose explicit semantic, style
and fluency constraints on our transfer model.
Moreover, employing RL allows us to use other
evaluation metrics accounting for the quality of the
transferred sentences, including non-differentiable
ones.

We summarize our contributions below:
(1) We propose an RL framework for text style
transfer. It is versatile to include a diverse set of
evaluation metrics as the training objective in our
model.
(2) Our model does not rely on the availability of
a parallel training corpus, thus addressing the im-
portant challenge of lacking parallel data in many
transfer tasks.
(3) The proposed model achieves state-of-the-art
performance in terms of content preservation and
transfer strength in text style transfer.

The rest of our paper is organized as follows:
we discuss related works on style transfer in Sec-
tion 2. The proposed text style transfer model
and the reinforcement learning framework is in-
troduced in Section 3. Our system is empiri-
cally evaluated on sentiment and formality trans-
fer tasks in Section 4. We report and discuss the
results in Section 5 and Section 6. The paper is
concluded in Section 7.

2 Related Works

Text style transfer has been explored in the con-
text of a variety of natural language applications,
including sentiment modification (Zhang et al.,
2018b), text simplification (Zhang and Lapata,
2017), and personalized dialogue (Zhou et al.,
2017). Depending on whether the parallel cor-
pus is used for training, two broad classes of style

transfer methods have been proposed to transfer
the text from the source style to the target style.
We will introduce each line of research in the fol-
lowing subsections.

Style transfer with parallel corpus. Style trans-
fer with the help of a style parallel corpus can be
cast as a monolingual machine translation task.
For this, a sequence-to-sequence (seq2seq) neu-
ral network has been successfully applied in a su-
pervised setting. Jhamtani et al. transfer modern
English to Shakespearean English by enriching a
seq2seq model with a copy mechanism to replicate
the source segments in target sentences (Jhamtani
et al., 2017a).

Style transfer without parallel corpus. Scarce
parallel data in many transfer tasks has prompted
a recent interest in studying style transfer without
a parallel corpus (e.g., (Zhang et al., 2018a)). Li
et al. propose to delete words associated with the
source style and replace them with similar phrases
associated with the target style. Clearly, this ap-
proach is limited to transfers at the lexical level
and may not handle structural transfer. Most ex-
isting unsupervised approaches share a core idea
of disentangling content and style of texts. For a
given source sentence, a style-independent content
representation is firstly derived. Then, in combi-
nation with the target style, the content represen-
tation is used to generate the sentence following
the target style.

Approaches to extract the content include varia-
tional auto-encoders (VAE) and cycle consistency.
VAEs are commonly used to learn the hidden rep-
resentation of inputs for dimensionality reduction,
and have been found to be useful for representing
the content of the source (Hu et al., 2017; Mueller
et al., 2017; Shen et al., 2017; Fu et al., 2018).
Cycle consistency is an idea borrowed from image
style transfer for content preservation (Zhu et al.,
2017). It proposes to reconstruct the input sen-
tence from the content representation, by forcing
the model to keep the information of the source
sentence (Santos et al., 2018).

The transferred sentences are generated based
on the content representation and the target style.
One way to achieve this is with the use of a pre-
trained style classifier. The classifier scores the
transfer strength of the generated sentences and
guides the model to learn the target text style (San-
tos et al., 2018; Prabhumoye et al., 2018). Another
way is to learn the style embedding, which can
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be concatenated with the content embedding as
the representation of the target sentence (Fu et al.,
2018). The decoder then constructs the sentences
from their hidden representations.

We note that previous works rely on gradient
descent in their model training, and therefore their
training losses (e.g., content and style loss) were
limited to functions differentiable with respect to
model parameters. Also, very few works con-
sider other aspects of transfer quality beyond the
content and the style of the generated sentences.
This is in part due to their reliance on a differen-
tiable training objective. We propose an RL-based
style transfer system so that we can incorporate
more general evaluation metrics in addition to pre-
serving the semantic meaning of content and style
transfer strength.
Reinforcement learning. RL has recently been
applied to challenging NLP tasks (Yu et al., 2017).
RL has advantages over supervised learning in
that it supports non-differentiable training objec-
tives and does not need annotated training sam-
ples. Benefits of using RL have been demon-
strated in image captioning (Guo et al., 2018),
sentence simplification (Zhang and Lapata, 2017),
machine translation (Wu et al., 2018a) and essay
scoring (Wang et al., 2018). A recent work on the
task of sentiment transfer applied reinforcement
learning to handle its BLEU score-based train-
ing loss (a non-differentiable function) (Xu et al.,
2018a). Similar to the style transfer works dis-
cussed above, it also disentangled the semantics
and the sentiment of sentences using a neutraliza-
tion module and an emotionalization module re-
spectively. Our work is different from these re-
lated works in that the semantic preservation and
transfer strength are taken care of by the use of
discriminators without explicitly separating con-
tent and style. An additional aspect that we focus
here is the notion of fluency of the transferred sen-
tences, which has not been explored before.

3 Model

Our style transfer system consists of the following
modules: a generator, a style discriminator, a se-
mantic module and a language model as shown in
Fig. 1. We next describe the structure and function
of each component. A closer view of our system
is presented in Fig. 2.

Generator. The generator in our system takes
a sentence in the source style as input and trans-

Figure 1: Model overview: the generator transfers the
input source sentence to the generated target sentence.
The generated sentences are collectively evaluated by
the style discriminator, the semantic module and lan-
guage module respectively. The style discriminator
is adversarially trained with both human- and model-
generated sentences. These three modules evaluate the
generated sentences in terms of transfer strength, con-
tent preservation and fluency, and the rewards are sent
to train the generator.

fers it to the target style. For this, we use a recur-
rent encoder-decoder model combined with atten-
tion mechanism, which can handle variable-length
input and output sequences (Sutskever et al., 2014;
Cho et al., 2014). We could also leverage recently
proposed more advanced encoder-decoder models
(Xu et al., 2018b,c) to exploit rich syntactic in-
formation for this task, which we leave it as fu-
ture work. Both the encoder and the decoder are
recurrent neural layers with gated recurrent units
(GRU). The encoder takes one word from the in-
put at each time step, and outputs a hidden state
vector h̄s at time s. Similarly, the decoder outputs
a hidden representation ht at time t.

Suppose that the input sequence consists of
T words x = {x1, . . . , xT }, and the generated
target sentence y is also a sequence of words
{y1, . . . , yT ′}. We use vec(·) to denote the em-
bedding of a word.

The gated recurrent unit dynamically updates its
state ht based on its previous state ht−1 and cur-
rent input it. Its computation can be abstracted as
ht = GRU(ht−1, it). For the encoder, the input it
is the embedding of the t-th input source word,

h̄t = GRU(h̄t−1, vec(xt)). (1)

For the decoder, the input to the recurrent unit is
the embedding of the t-th generated target word.

ht = GRU(ht−1, vec(yt)). (2)

An attention mechanism is commonly adopted
in text generation, such as machine translation
(Bahdanau et al., 2015; Luong et al., 2015). We
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Figure 2: A detailed view of each component in the text style transfer system.

apply the attention mechanism to the decoding
step so that the decoder learns to attend to source
words and generates words. In this work, we use
the attention mechanism similar to that used in
(Luong et al., 2015). At the t-th decoding step, the
attention αt(s) is the weight of the s-th encoder
state h̄(s).

The encoder hidden states are linearly weighted
by the attention as the context vector at time t.

ct =
∑

αt(s)h̄s. (3)

Combining the attention over the source sentence,
the decoder produces a new hidden state h̃t,

h̃t = tanh(Wc[ct;ht]). (4)

The hidden vector h̃t is then used to predict the
likelihood of the next word in the target sentence
over the target vocabulary.

P(yt|y<t, x) = softmax(Wsh̃t). (5)

where Wc and Ws are decoder parameters.
Style discriminator. The style discriminator

evaluates how well the generated sentences are
transferred to the target style. It is a classifier built
on a bidirectional recurrent neural network with
attention mechanism. The style discriminator is
pre-trained to minimize the cross-entropy loss in
the style classification task. This style classifier
predicts the likelihood that an input sentence is in
the target style, and the likelihood is taken as the
style score of a sentence.

The pre-training does not guarantee that the
neural network model will learn robust style pat-
terns. So we resort to adversarial training as
done in generative adversarial networks (GAN)
(Yu et al., 2017; Wang and Lee, 2018). Accord-
ingly, the style discriminator is later adversarially

trained to distinguish the original (human-written)
sentences from the model-generated ones so that
the classifier learns to classify the text style well.

Semantic module. This evaluates how well the
content from the input is preserved in the gener-
ated sentences. We use word mover’s distance
(WMD), which is the state-of-the-art approach
(known for its robustness and efficiency) to mea-
sure the dissimilarity between the input and out-
put sentences based on word embeddings (Kus-
ner et al., 2015; Wu et al., 2018b). We take the
negative of the WMD distance and divide it by
the sequence length to yield the semantic score of
a generated sentence. Previous works have also
used cycle reconstruction loss to measure con-
tent preservation by reconstructing input sentences
from generated sentences (Santos et al., 2018).

Language model. The style and the semantic
modules do not guarantee the fluency of the trans-
ferred sentences. This fluency is achieved using a
language model. The language model we use is a
two-layer recurrent neural network pre-trained on
the corpus in the target style so as to maximize
the likelihood of the target sentences (Mikolov
et al., 2010; Jozefowicz et al., 2016). The language
model estimates the probability of input sentences.
We take the logarithm of the probability and divide
it by the sequence length as the fluency score.

3.1 Reinforcement Learning

The output sentences from the generator are sent
to the semantic, style and language model mod-
ules for evaluation. These modules give feedback
to the generator for the purpose of tuning it and
to improve the quality of the generated sentences.
We emphasize that despite the fact that our chosen
evaluation metrics are not differentiable with re-
spect to the generator parameters, they are still us-
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able here. This is made possible by our use of the
RL framework (the REINFORCE algorithm) to
update the parameters of the generator (Williams,
1992).

In the RL framework, we define the state and the
action for our style transfer task as follows. The
state st at time t is the input source sequence and
the first t − 1 words that are already generated in
the target sequence, i.e., st = (X,Y1:t−1). The
action at at time t is the t-th word to be gener-
ated in the output sequence, i.e., at = yt. Suppose
that the target vocabulary is V , and the maximum
length of the decoder is T ′. The generator G is
parameterized with a parameter set θ, and we de-
fine the expected reward of the current generator
as J(Gθ). The total expected reward is

J(Gθ) =
T ′∑

t=1

EY1:t−1∼Gθ [
∑

yt∈V
Pθ(yt|st)Q(st, yt)],

(6)

where Pθ(yt|st) is the likelihood of word yt given
the current state, and Q(st, yt) is the cumulative
rewards that evaluate the quality of the sentences
extended from Y1:t. Suppose that r(st, yt) is the
reward of word yt at state st. The total reward, Q,
is defined as the sum of the word rewards.

Q(st, yt) =
T ′∑

τ=t

γτ−tr(sτ , yτ ), (7)

where γ (0 < γ < 1), is a discounting factor so
that the future rewards have decreasing weights,
since their estimates are less accurate.

If we only consider one episode, i.e., Y1:t−1 has
been given for every yt, the reward J(Gθ) can be
written as

J(Gθ) =
T ′∑

t=1

∑

yt∈V
Pθ(yt|st)Q(st, yt). (8)

Sequence sampling. By design, the three eval-
uation modules in Fig. 1 only evaluate complete
sentences instead of single words or partial sen-
tences. This means that we cannot obtain r(st, yt)
directly from the evaluation modules at any time
instance before the end of the sentence. One
way around this problem is rolling out (Yu et al.,
2017), where the generator ‘rolls out’ the given
sub-sentence Y1:t at time step t to generate com-
plete sentences by sampling the remaining part of
the sentence {Y n

t+1:T ′}.

Previous works have adopted different sampling
strategies, including Monte Carlo search, multi-
nomial sampling and beam search. Starting from
the given segment Y1:t, Monte Carlo search ex-
plores the sub-sequence which leads to the best
complete sentence (Yu et al., 2017). This leads to
a good estimate of the sentence rewards but comes
at significant computational cost. In many applica-
tions, the other two sampling strategies have been
adopted for their efficiency. In multinomial sam-
pling, each word yτ (t < τ ≤ T ′) is sampled
from the vocabulary according to the likelihood
P(yτ |sτ ) predicted by the generator (ODonoghue
et al., 2016; Chatterjee and Cancedda, 2010). The
beam search process, on the other hand, keeps
track of the k (a user-specified parameter) most
likely words at each decoding step rather than just
one word (Wu et al., 2018a). While this yields
an accurate estimate of the reward for each action,
multinomial sampling allows us to explore the di-
versity of generated texts with a potentially higher
reward later on. This is the trade-off between ex-
ploitation and exploration in RL.

To balance the estimation accuracy and the gen-
eration diversity, we combine the ideas of beam
search and multinomial sampling. Given a source
sentence, we first generate a reference target sen-
tence Y ref

1:T using beam search. To estimate the
reward at each time step t, we draw samples of
complete sentences {Y l

1:T ′} by rolling out the sub-
sequence Y ref

1:t using multinomial sampling. The
evaluation scores of the sampled sentences are
used as reward r(yt, st). More details about the
sampling process are in Appendix.

Reward estimation. We estimate the reward
as follows. We draw N samples of complete sen-
tences starting from Y1:t: {Y (n)

1:T ′}Nn=1. The com-
plete sentences are then fed into the three evalu-
ation modules. Let fstyle be the style score given
by the style module, fsemantic be semantic score by
the semantic module, and flm be the fluency score
given by the language model.

We score the action yt at state st by the average
score of the complete sentences rolled out from
Y1:t. This action score is defined as the weighted
sum of the scores given by the three modules.

f(st, yt) =
1

N

N∑

n=1

( α · fstyle(Y
(n)
1:T ′)+

β · fsemantic(Y
(n)
1:T ′ , Y

real
1:T ′) + η · flm(Y

(n)
1:T ′) ) , (9)

where the hyperparameters α, β and η are positive.
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In our experiments, we set α = 1.0, β = 0.5 and
η = 0.5 heuristically.

Given the scores from the evaluation modules,
we define the reward r(sτ , yτ ) of word yτ at state
sτ as

r(sτ , yτ ) =

{
f(sτ , yτ )− f(sτ−1, yτ−1), τ > 1,

f(s1, y1), τ = 1.

(10)

We then obtain the discounted cumulative re-
ward Q(st, yt) from the rewards {r(sτ , yτ )}τ>t at
each time step using Eq. 7.

The total reward of J(Gθ) can be derived from
the cumulative rewards {Q(st, yt)} using Eq. 8.
We define the generator loss Lθ as the negative of
reward J(Gθ), LG(θ) = −J(Gθ).

According to Eq. 8, we can find the gradient
∇θLθ of the generator loss as,

∇θLG(θ) = −
T ′∑

t=1

∇θPθ(yt|st)Q(st, yt). (11)

3.2 Adversarial Training

The style discriminator is pre-trained on corpora
in the source and target styles, and is used to eval-
uate the strength of style transfer. We note that
this pre-training may not be sufficient for the style
classifier to learn robust patterns and to provide
accurate style evaluation. Indeed, in our exper-
iments we found that even though the generator
was trained to generate target sentences by maxi-
mizing the style rewards, the one-shot pre-training
was insufficient to render the sentences in the tar-
get style.

Borrowing the idea of adversarial training pro-
posed in GANs, we continuously trained the style
discriminator using the generated target sentences.
Toward this, we used a combination of a ran-
domly sampled set of human-written target sen-
tences {Y (k)

human} and model-generated sentences
{Y (k)

model}. Here the model-generated instances act
as adversarial training samples, using which, the
style discriminator was trained to distinguish the
model outputs from human-written sentences. Let
the discriminator D be parameterized by a param-
eter set φ. We define the prediction of the style
discriminator, D(Y ), as the likelihood that the
sentence Y is in the target style. The objective
of this adversarial training amounts to minimizing

the discriminator loss LD:

LD(φ) =
1

K
( −

K∑

k=1

log(1−Dφ(Y
(k)

model))

−
K∑

k=1

logDφ(Y
(k)

human) ) . (12)

4 Experiments

In this work, we considered two textual style trans-
fer tasks, that of sentiment transfer (ST, involv-
ing negative and positive sentiments) and formal-
ity transfer (FT, involving informal and formal
styles) using two curated datasets. We exper-
imented with both transfer directions: positive-
to-negative, negative-and-positive, informal-to-
formal and formal-to-informal.
Dataset. For our experiments with style transfer
we used a sentiment corpus and a formality corpus
described below.

Vocabulary Type Train Dev Test

Sentiment 9,640
Negative 176,878 25,278 50,278
Positive 267,314 38,205 76,392

Formality 21,129
Informal 50,711 1,019 1,327
Formal 50,711 1,019 1,019

Table 1: Data sizes of sentiment and formality transfer.

(1) Sentiment corpus. The sentiment corpus con-
sists of restaurant reviews collected from the Yelp
website (Shen et al., 2017). The reviews are clas-
sified as either negative or positive.
(2) Formality corpus. We use the Grammarly’s
Yahoo Answers Formality Corpus (GYAFC) (Rao
and Tetreault, 2018), which is a collection of sen-
tences posted in a question-answer forum (Yahoo
Answers) and written in an informal style. In ad-
dition, these sentences have been manually rewrit-
ten in a formal style. We used the data from the
section family and relationships. Note that even
though the corpus is parallel, we did not use the
parallel information.

Table 1 shows the train, dev and test data sizes
as well as the vocabulary sizes of the corpora used
in this work.
Model settings. The word embeddings used in
this work were of dimension 50. They were first
trained on the English WikiCorpus and then tuned
on the training dataset. The width of the beam
search (parameter k) was 8 during the RL and the
inference stage.
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Type Source sentence Transferred sentence

Negative-to-Positive
Crap fries , hard hamburger buns ,
burger tasted like crap !

Love you fries, burgers , always fun burger ,
authentic !

Positive-to-Negative I was very impressed with this location . I was very disappointed with this location .

Informal-to-Formal
It defenitely looks like he has feelings
for u do u show how u feel u should ! !

It is like he is interested in you you should
show how you feel .

Formal-to-Informal
I believe you ’re a good man most
likely she loves you quite a bit.

I think you ’re a good man she kinda loves you .

Table 2: Example transferred sentences.

Pre-training. We pre-trained the generator, the
style discriminator and the language model before
the reinforcement learning stage. We discuss each
of these steps below.
Generator pre-training. We pre-trained the gen-
erator to capture the target style from the respec-
tive target corpus. This pre-training occurred be-
fore setting up the reward from the evaluator to
update its parameters in reinforcement learning.
During pre-training, we used a set of target in-
stances with a given instance serving as the input
as well as the expected output. Using this set we
trained the generator in a supervised manner with
the cross-entropy loss as the training objective.
Pre-training offered two immediate benefits for the
generator: (1) the encoder and decoder learned to
capture the semantics and the target style from the
target corpus; (2) the generator had a good set of
initial parameters that led to faster model training.
This second aspect is a significant gain, consider-
ing that reinforcement learning is more time con-
suming than supervised learning.
Style discriminator pre-training. The style dis-
criminator in our work was built using a bidirec-
tional recurrent neural network. It was pre-trained
using training corpora consisting of sentences in
both the source and the target styles. We trained it
to classify the style of the input sentences with the
cross-entropy classification loss.
Language model pre-training. The language
model was a two-layer recurrent neural network.
Taking a target sentence y = {y1, . . . , yT ′} as
the input, the language model predicted the proba-
bility of the t-th word yt given the previous sub-
sequence y1:t−1. The language model was pre-
trained on the training corpus in target style to
maximize the probability of yt (1 ≤ t ≤ T ′).
Baselines. We considered two state-of-the-art
methods of unsupervised text style transfer that
use non-parallel training corpus.
(1) Cross alignment model (CA). The CA model
assumes that the text in the source and target style

share the same latent content space (Shen et al.,
2017). The style-independent content represen-
tation generated by its encoder is combined with
available style information to transfer the sen-
tences to the target style. We used their publicly
available model for ST, and trained the model for
FT separately with its default parameters.
(2) Multi-decoder seq2seq model (MDS). MDS
consists of one encoder and multiple decoders (Fu
et al., 2018). Similar to the cross alignment trans-
fer, its encoder learns style-independent represen-
tations of the source, and the style specific decoder
will rewrite sentences in the target style based on
the content representation. We trained the model
with its default parameters for both the tasks.

4.1 Evaluation

We used both automatic and human evaluation to
validate our system in terms of content preserva-
tion, transfer strength and fluency.

4.1.1 Automatic evaluation
Aligning with prior work, we used the automatic
metrics of content preservation, transfer and flu-
ency that have been found to be well correlated
with human judgments (Fu et al., 2018). For com-
parison, in Appendix, we also report our style and
semantic metrics as provided by the evaluator.
Content preservation. A key requirement of the
transfer process is that the original meaning be re-
tained. Here we measure this by an embedding
based sentence similarity metric ssem proposed by
(Fu et al., 2018). The embedding we used was
based on the word2vec (CBOW) model (Mikolov
et al., 2013). It was first trained on the English Wi-
kiCorpus and then tuned on the training dataset.
Previous works used pre-trained GloVe embed-
ding (Pennington et al., 2014), but we note that it
does not have embeddings for Internet slang com-
monly seen in sentiment and formality datasets.
Transfer strength. The transfer strength sstyle
captures the degree to which the style transfer was
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Sentiment Negative-to-Positive Positive-to-Negative
Metric Content Style Overall Perplexity Content Style Overall Perplexity

CA 0.894 0.836 0.432 103.11 0.905 0.836 0.435 185.35
MDS 0.783 0.988 0.437 98.89 0.756 0.860 0.402 156.98
RLS 0.868 0.98 0.460 119.24 0.856 0.992 0.459 174.02

Formality Informal-to-Formal Formal-to-Informal
Metric Content Style Overall Perplexity Content Style Overall Perplexity

CA 0.865 0.558 0.339 238.05 0.789 0.956 0.432 317.40
MDS 0.519 0.435 0.237 278.65 0.546 0.998 0.353 352.86
RLS 0.885 0.601 0.358 208.33 0.873 0.982 0.462 267.78

Table 3: Automatic evaluation of text style transfer systems on sentiment and formality transfer.

carried out and was quantified using a classifier.
An LSTM-based classifier was trained for style
classification on a training corpus (Fu et al., 2018).
The classifier predicts the style of the generated
sentences with a threshold of 0.5. The prediction
accuracy is defined as the percentage of generated
sentences that were classified to be in the target
style. The accuracy was used to evaluate transfer
strength, and the higher the accuracy is, the better
the generated sentences fit in target style.
Overall score. We would like to point out that
there is a trade-off between content preservation
and transfer strength. This is because the outputs
resulting from unchanged input sentences show
the best content preservation while having poor
transfer strength. Likewise, for given inputs, sen-
tences sampled from the target corpora have the
strongest transfer strength while barely preserving
any content if at all. To combine the evaluation
of semantics and style, we use the overall score
soverall, which is defined as a function of ssem and
sstyle: soverall =

ssem∗sstyle
ssem+sstyle

(Fu et al., 2018).
Fluency. This is usually evaluated with a lan-
guage model in many NLP applications (Peris and
Casacuberta, 2015; Tüske et al., 2018). We used
a two-layer recurrent neural network with gated
recurrent units as a language model, and trained
it on the target style part of the corpus. The
language model gives an estimation of perplexity
(PPL) over each generated sentence. Given a word
sequence of M words {w1, . . . , wM} and the se-
quence probability p(w1, . . . , wM ) estimated by
the language model, the perplexity is defined as:

PPL = p(w1, . . . , wM )−
1
M . (13)

The lower the perplexity on a sentence, the more
fluent the sentence is.

4.1.2 Human annotation
Noting the best overall score of our system in both
directions of the tasks considered (to be discussed

in the section that follows), we performed human
annotations for content, style and fluency to vali-
date the automatic scores. We chose a sample of
100 sentences generated by our system for each
transfer task and collected three human judgments
per sentence in each evaluation aspect. The anno-
tation guidelines were:
Content preservation. Following the annotation
scheme adopted by (Rao and Tetreault, 2018), we
asked annotators to rate the semantic similarity be-
tween the original and transferred sentence on a
scale from 1 to 6. Here “1” means completely
dissimilar, “2” means dissimilar but on the same
topic, “3” means dissimilar while sharing some
content, “4” means roughly similar, “5” means al-
most similar, and “6” means completely similar.
Transfer strength. Annotators were given pairs
of original and transferred sentences and were
asked to decide which one was more likely to be in
the target style. We define transfer strength to be
the percentage of transferred sentences that were
classified to be in the target style.
Fluency. Similar to the annotation of content, an-
notators scored sentences for fluency on a scale of
1(not fluent) to 6 (perfectly fluent).

5 Results

Some example sentences transferred by our sys-
tem are shown in Table 2. More transferred sen-
tences generated by our system and those by the
baseline methods can be found in the Appendix.
We first report the results of the automatic evalu-
ation of our proposed system (denoted as “RLS”)
and the two baselines–the cross alignment model
(CA) (Shen et al., 2017) and the multi-decoder
seq2seq model (MDS) (Fu et al., 2018)–in Table 3.
Sentiment transfer. We notice that CA was
the best in preserving content, MDS generated
the most fluent target sentences and our model
achieved the best trade-off between meaning and
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Metric Negative-to-positive Positive-to-negative Informal-to-formal Formal-to-informal
Content (1-6) 5.19 5.20 4.96 5.33
Style accuracy 0.90 0.91 0.83 0.86
Fluency (1-6) 5.51 5.61 5.33 5.21

Table 4: Human judgments of transferred sentences

style with the highest overall score. Looking at
the Overall score, it is notable that despite the dif-
ferences in performance between the models stud-
ied here, each one performs similarly in both di-
rections. This could be interpreted to mean that
with respect to difficulty of transfer, style transfer
is equivalent in both the directions for this task.
Formality transfer. For this task, we notice that
our model outperforms the baselines in terms of
content preservation, transfer strength and fluency
with the best Overall score and perplexity. This
suggests that our model is better at capturing for-
mality characteristics compared to the baselines.
We also note that the style strength of all mod-
els for informal-to-formal transfer is significantly
lower than that for formal-to-informal transfer.
This suggests that the informal-to-formal transfer
is harder than the reverse. A plausible explanation
is that informal sentences are more diverse and
thus easier to generate than formal sentences. For
example, informality can be achieved by multiple
ways, such as by using an abbreviation (e.g., “u”
used as “you”) and adding speech markers (e.g.,
“hey” and “ummm”), while formality is achieved
in a more restricted manner.

Another challenge for informal-to-formal trans-
fer is that informal data collected from online
users usually contain non-negligible spelling er-
rors such as “defenetely”, “htink” and “realy”.
Words being the smallest semantic units in all
the models considered here, these spelling errors
could affect the transfer performance.

For each direction of transfer, we average the
scores by annotators for each evaluation item, and
report the results in Table 4. Our transferred sen-
tences are shown to have good quality in content,
style and fluency in subjective evaluations.

6 Discussion

To gain insights into the ways in which our ap-
proach performs the intended style transfer, we
randomly sampled the generated sentences in the
informal-to-formal transfer task. We found that
the forms of rewriting can be broadly classified
as: lexical substitution, word removal, word inser-

tion and structural change. We show the following
examples to these forms of re-writing, where the
changed parts are highlighted.
(1) Lexical substitution. The informal sentence “I
do n’t know what u mean” was transferred to “I
do not know what you mean”;
(2) Word removal. The informal sentence “And I
dont know what I should do” was rewritten as “I
do not know what I should do”;
(3) Word insertion. In the example instance “de-
pends on the woman” that was changed to “It de-
pends on the woman”, we see that a subject was
added to generate a complete formal sentence.
(4) Structural change. A small number of in-
stances were also rewritten by making structural
changes. For example, the informal sentence
“Just tell them , what are they gonna do , slap
you ??” was transferred to a formal version as
“You should tell them , they can not slap you”.
Other ways of style transfer by incorporating eval-
uation metrics of structural diversity are left for
future work.

7 Conclusion

We proposed a reinforcement-learning-based text
style transfer system that can incorporate any eval-
uation metric to enforce semantic, stylistic and
fluency constraints on transferred sentences. We
demonstrated its efficacy via automatic and human
evaluations using curated datasets on two different
style transfer tasks. We will explore and incorpo-
rate other metrics to improve other aspects of gen-
erated texts such as the structural diversity in the
future work.
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Kavukcuoglu, and Volodymyr Mnih. 2016. Pgq:
Combining policy gradient and q. arXiv preprint
arXiv:1611.01626.

Jeffrey Pennington, Richard Socher, and Christo-
pher D. Manning. 2014. Glove: Global vectors for
word representation. In Proceedings of the 2014
Conference on Empirical Methods in Natural Lan-
guage Processing, EMNLP 2014, October 25-29,
2014, Doha, Qatar, A meeting of SIGDAT, a Special
Interest Group of the ACL, pages 1532–1543.
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A Appendices

A.1 Sequence Sampling in Reinforcement
Learning

The generator G transfers a source sentence X
into a sentence in target style. In this work, we
use beam search of width k to find a reference tar-
get sentence Y ref

1:T ′ . In RL, we need to estimate the
reward of each action yt in the reference sentence
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Figure 3: Sequence sampling: red words are sub-sequences in reference target sentence based on which the re-
maining sub-sequences are sampled. The sampled complete sentences are sent to the evaluator for scoring.

Y ref
1:T ′ . Fig. 3 shows the sampling and scoring pro-

cess.
Suppose that the reference target sentence Y ref

1:T ′

is “The service is good”. At the first time step,
i.e., when t = 1, we start from the sub-sequence
Y ref
1:1 , i.e., the sub-sentence ”The”. We use multi-

nomial sampling to roll out “The” to complete sen-
tences, which are “The service is bad”, “The ser-
vants are friendly” and “The waiters are nice” in
Fig. 3. These sampled sentences are then sent to
the evaluator for scoring in terms of style, con-
tent and fluency. Their scores are 0.2, 0.5 and
0.5 respectively, and we average them as the ac-
tion score f(y1, s1) of the first word y1 at its state
s1. The score f(y1, s1) = 0.4 is sent back to the
generator, which will be used to obtain the reward
r(y1, s1) as described in Eq. 10. Similarly when
t = 2, we sample three complete sentences based
on the sub-sentence “The service”: “The service
looks good”, “The service are nice” and “The ser-
vice is ok”.

A.2 Experiments

Automatic evaluation metrics. We reported the
automatic evaluation results of all text style trans-
fer systems in Table 3, where we used the evalua-
tion metrics adopted by previous works (Fu et al.,
2018; Santos et al., 2018). Here we report the
style and semantic scores given by the evaluator in
our system in Table 5. Recall that semantic score
given by our evaluator was the negative of word
movers’ distance between the generated sentence
and the source sentence divided by the sentence
length. The larger the semantic score was, the bet-
ter the content was preserved in the generated sen-
tence. As for the style evaluation, we used a bidi-
rectional recurrent neural network as style classi-
fier. It predicted the likelihood that an input sen-
tence was in target style, which was taken as the

style score of the generated sentences. Again, the
larger the style score was, the better the generated
sentence fitted in target style.

As shown in Table 5, the results given by the
semantic and style modules of our evaluator are
very similar to those given by Fu et al.. In sen-
timent transfer task, CA model does best in con-
tent preservation and MDS does best in trans-
fer strength. As for FT, our model outperforms
the two baselines in terms of semantic and style
scores.
Examples and Analysis. We list some example
transferred sentences given by our model and two
baseline systems in Table 6. In the first example
of negative-to-positive transfer, our model adheres
to the topic of food service while baselines change
to topic of food. Similarly in the first example of
positive-to-negative transfer, our model preserves
the topic of chicken while CA model talks about
pizza and MDS model talks about customer ser-
vice. Semantic similarity as explicit semantic con-
straints in our model is shown to be better at pre-
serving the topic of source sentences.

There is still space to improve content preser-
vation in all models. In the second example of
informal-to-formal transfer, all transferred sen-
tences miss the segment of “take a deep breathe”
in the source sentence. In the second example of
formal-to-informal transfer, the three transferred
sentences miss part of source information. The
source sentence is a rhetorical question, which
truly means “people hardly understand the mean-
ing behind their behavior”. This is a hard example,
and all models do not capture its semantic mean-
ing accurately.

FT task is more challenging compared with ST
given that the sentence structure is more compli-
cated with a larger vocabulary in the formality
dataset.
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Table 5: Semantic and style scores given by our evaluator on all systems.

Sentiment Formality
Negative-to-Positive Positive-to-Negative Informal-to-Formal Formal-to-Informal

Metric Semantic Style Semantic Style Semantic Style Semantic Style
CA -1.293 0.806 -1.346 0.818 -1.212 0.646 -1.281 0.851

MDS -1.412 0.855 -1.662 0.822 -1.508 0.568 -1.445 0.878
RLS -1.315 0.846 -1.458 0.847 -0.935 0.782 -0.903 0.872

Table 6: Example transferred sentences of all systems.

Type Transferred sentence

Negative-to-positive

Source: I ’ve noticed the food service sliding down hill quickly this year .
CA: I have enjoyed the food here and this place is perfect .
MDS: Food is the best staff .
RLS: I ’ve noticed the food service was perfect this time .
Source: The chicken tenders did n’t taste like chicken , wtf ?
CA: The food tastes good , just like spicy !
MDS: And the food is the food in the food in well .
RLS: . The chicken were like chicken, you can find what you want .

Positive-to-negative

Source: I recommend ordering the “ special chicken ” really good !
CA: I would give the pizza ... how they really really good ?
MDS: They are the worst customer service .
RLS: I would say chicken were very bad .
Source: My experience was brief , but very good .
CA: My experience was ok , but , very good .
MDS: Worst , i would never go to going back .
RLS: My experience was bad .

Informal-to-formal

Source: Well that is just the way it is i guess .
CA: It is the best thing i think that is not .
MDS: That is for the way .
RLS: It is the way I think .
Source: Like i said he already knows that you like him , so just take a
deep breathe and ask him .
CA: I think that she likes you , but perhaps you will get a relationship and
and ask her .
MDS: If you find him and i think that you have been in a relationship .
RLS: I believe he knows that you like him, so go to ask him .

Formal-to-informal

Source: Well, if you are really attracted to this guy, then smile and speak
nicely to him .
CA: If you to tell her the way that is you and get married .
MDS: The way of guys are not if you are not .
RLS: Well , if you really like this guy , then smile to him .
Source: Men are unintelligent! What person understands the meaning
behind their behavior ?
CA: Men are not of his meaning .
MDS: Men are understands all men are not ?
RLS: Men are stupid ! Why girl loves the mind ?
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Abstract
We present an adaptation of RNN sequence
models to the problem of multi-label classifi-
cation for text, where the target is a set of la-
bels, not a sequence. Previous such RNN mod-
els define probabilities for sequences but not
for sets; attempts to obtain a set probability are
after-thoughts of the network design, includ-
ing pre-specifying the label order, or relating
the sequence probability to the set probability
in ad hoc ways.

Our formulation is derived from a princi-
pled notion of set probability, as the sum of
probabilities of corresponding permutation se-
quences for the set. We provide a new training
objective that maximizes this set probability,
and a new prediction objective that finds the
most probable set on a test document. These
new objectives are theoretically appealing be-
cause they give the RNN model freedom to
discover the best label order, which often is the
natural one (but different among documents).

We develop efficient procedures to tackle the
computation difficulties involved in training
and prediction. Experiments on benchmark
datasets demonstrate that we outperform state-
of-the-art methods for this task.

1 Introduction

Multi-label text classification is an important ma-
chine learning task wherein one must predict a
set of labels to associate with a given document;
for example, a news article might be tagged with
labels sport, football, 2018 world cup,
and Russia. Formally, we are given a set of label
candidates L = {1, 2, ..., L}, and we aim to build
a classifier which maps a document x to a set of
labels y ⊂ L. The label set y is typically written
as a binary vector y ∈ {0, 1}L, with each bit y`
indicating the presence or absence of a label.

Naively, one could predict each label indepen-
dently without considering label dependencies.

This approach is called Binary Relevance (Boutell
et al., 2004; Tsoumakas and Katakis, 2007), and
is widely used due to its simplicity, but it of-
ten does not deliver good performance. Intu-
itively, knowing some labels—such as sport
and football—should make it easier to predict
2018 world cup and then Russia. There
are several methods that try to capture label de-
pendencies by building a joint probability esti-
mation over all labels p(y = (y1, y2, ..., yL)|x)
(Ghamrawi and McCallum, 2005; Read et al.,
2009; Dembczynski et al., 2010; Li et al., 2016).
The most popular approach, Probabilistic Clas-
sifier Chain (PCC) (Dembczynski et al., 2010)
learns labels one-by-one in a predefined fixed or-
der: for each label, it uses one classifier to estimate
the probability of that label given all previous la-
bels predictions, p(yl|y1, ..., yl−1, x). PCC’s well
known drawback is that errors in early probability
estimations tend to affect subsequent predictions,
and can become massive when the total number of
label candidates L is large.

Recurrent neural network (RNN) is originally
designed to output a sequential structure, such as a
sentence (Cho et al., 2014). Recently, RNNs have
also been applied to multi-label classification by
mapping the label set to a sequence (Wang et al.,
2016; Zhang et al., 2016; Jin and Nakayama, 2016;
Wang et al., 2017b,a; Chen et al., 2018; Yang et al.,
2018). In contrast to PCC where a binary deci-
sion is made for each label sequentially, RNN only
predicts the positive labels explicitly and therefore
its decision chain length is equal to the number of
positive labels, not the number of all labels. This
makes RNN suffer less from early estimation er-
rors than PCC.

Both PCC and RNN rely heavily on label orders
in training and prediction. In multi-label data, the
labels are given as sets, not necessarily with nat-
ural orders. RNN defines a sequence probability,
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while PCC defines set probability. Various ways
of arranging sets as sequences have been explored:
ordering alphabetically, by frequency, based on a
label hierarchy, or according to some label ranking
algorithm (Liu and Tsang, 2015). Previous experi-
mental results show that which order to choose can
have a significant impact on learning and predic-
tion (Vinyals et al., 2016; Nam et al., 2017; Chen
et al., 2018). In the above example, starting label
predictions sequence with Russia, while correct,
would make the other predictions very difficult.

Previous work has shown that it is possible to
train an RNN on multi-label data without spec-
ifying the label order in advance. With special
training objectives, RNN can explore different la-
bel orders and converge to some order automati-
cally (Vinyals et al., 2016). In this paper we fol-
low the same line of study: We consider how to
adapt RNN sequence model to multi-label set pre-
diction without specifying the label order. Specif-
ically, we make the following contributions:

1. We analyze existing RNN models proposed
for multi-label prediction, and show that ex-
isting training and prediction objectives are
not well justified mathematically and have
undesired consequences in practice.

2. We develop efficient approximate training
and prediction methods. We propose new
training and prediction objectives based on a
principled notion of set probability. Our new
formulation avoids the drawbacks of existing
ones and gives the RNN model freedom to
discover the best label order.

3. We crawl two new datasets for multi-label
prediction task, and apply our method to
them. We also test our method on two exist-
ing multi-label datasets. The experimental re-
sults show that our method outperforms state-
of-the-art methods on all datasets. We release
the datasets at http://www.ccis.neu.
edu/home/kechenqin.

2 Mapping Sequences to Sets

In this section, we describe how existing ap-
proaches map sequences to sets, by writing down
their objective functions using consistent nota-
tions. To review RNN designed for sequences,
let s = (s1, s2, ..., sT ) be an input sequence
of outcomes, in a particular order, where st ∈

{1, 2, ..., L}; the order is often critical to the dat-
apoint. An RNN model defines a probability dis-
tribution over all possible output sequences given
the input in the form p(s = (s1, s2, ..., sT )|x) =∏T
t=1 p(st|x, s1, s2, ..., st−1). To train the RNN

model, one maximizes the likelihood of the
ground truth sequence.

At prediction time, one seeks to find the
sequence with the highest probability s∗ =
arg maxs p(s|x), and this is usually implemented
approximately with a beam search procedure
(Lowerre, 1976) (we modified into Algorithm 1).
The sequence history is encoded with an inter-
nal memory vector ht which is updated over time.
RNN is also often equipped with the attention
mechanism (Bahdanau et al., 2014), which in
each timestep t puts different weights on differ-
ent words (features) and thus effectively attends
on a list of important words. The context vector
ct is computed as the weighted average over the
dense representation of important words to cap-
ture information from the document. The con-
text ct, the RNN memory ht at timestep t, and
the encoding of previous label st−1 are all con-
catenated and used to model the label probability
distribution at time t as p(st|x, s1, s2, ..., st−1) ∼
softmax(φ(ct, ht, st−1)), where φ is a non-linear
function, and softmax is the normalized exponen-
tial function.

To apply RNN to multi-label problems, one ap-
proach is to map the given set of labels y to a
sequence s = (s1, s2, ..., sT ), on training docu-
ments. This is usually obtained by writing the la-
bel set in a globally fixed order (e.g. by label fre-
quency), as in PCC. Once the mapping is done,
RNN is trained with the standard maximum likeli-
hood objective (Nam et al., 2017):

maximize
N∑

n=1

log p(s(n)|x(n)) (1)

where x(n) is the n-th document and N is the total
number of documents in the corpus.

Vinyals et al. (2016) proposes to dynamically
choose during training the sequence order deemed
as most probable by the current RNN model:

maximize
N∑

n=1

max
s∈π(y(n))

log p(s|x(n)) (2)

where the π(y(n)) stands for all permutations of
the label set y(n). This eliminates the need to man-
ually specify the label order. However, as noticed
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Methods Training objectives Prediction objectives
seq2seq-RNN maximize

∑N
n=1 log p(s(n)|x(n)) ŷ = set(s∗), s∗ = arg maxs p(s|x)

Vinyals-RNN-max maximize
∑N

n=1 maxs∈π(y(n)) log p(s|x(n)) ŷ = set(s∗), s∗ = arg maxs p(s|x)

Vinyals-RNN-uniform maximize
∑N

n=1

∑
s∈π(y(n)) log p(s|x(n)) ŷ = set(s∗), s∗ = arg maxs p(s|x)

Vinyals-RNN-sample maximize
∑N

n=1

∑
s∈π(y(n)) p(s|x(n)) log p(s|x(n)) ŷ = set(s∗), s∗ = arg maxs p(s|x)

set-RNN (ours) maximize
∑N

n=1 log
∑

s∈π(y(n)) p(s|x(n)) ŷ = arg maxy p(y|x)

Table 1: Comparison between previous and our set-RNN training and prediction objectives.

by the authors, this objective cannot be used in the
early training stages: the early order choice (of-
ten random) is reinforced by this objective and can
be stuck upon permanently. To address this issue,
Vinyals et al. (2016) also proposes two smoother
alternative objectives to initialize the model train-
ing:

The authors suggest that one first consider many
random orders for each label set in order to explore
the space:

maximize
N∑

n=1

∑

s∈π(y(n))

log p(s|x(n)) (3)

After that, one can sample sequences following
the model predictive distribution instead of uni-
form distribution:

maximize
N∑

n=1

∑

s∈π(y(n))

p(s|x(n)) log p(s|x(n))

(4)

In training, one needs to schedule the transi-
tion among these objectives, a rather tricky en-
deavor. At prediction time, one needs to find
the most probable set. This is done by (ap-
proximately) finding the most probable sequence
s∗ = arg maxs p(s|x) and treating it as a set
ŷ = set(s∗). With a large number of sequences, it
is quite possible that the argmax has actually a low
probability, which can lead to neglecting impor-
tant information when we ignore sequences other
than the top one.

3 Adapting RNN Sequence Prediction
Model to Multi-label Set Prediction

We propose a new way of adapting RNN to multi-
label set prediction, which we call set-RNN. We
appreciate the RNN model structure (Rumelhart
et al., 1988) (defines a probability distribution
over all possible sequences directly) and intro-
duce training and prediction objectives tailored

for sets that take advantage of it, while making a
clear distinction between the sequence probabil-
ity p(s|x) and the set probability p(y|x). We de-
fine the set probability as the sum of sequences
probabilities for all sequence permutations of the
set, namely p(y|x) =

∑
s∈π(y) p(s|x). Based

on this formulation, an RNN also defines a prob-
ability distribution over all possible sets indi-
rectly since

∑
y p(y|x) =

∑
y

∑
s∈π(y) p(s|x) =∑

s p(s|x) = 1. (For this equation to hold, in the-
ory, we should also consider permutations s with
repeated labels, such as (1, 2, 3, 1). But in prac-
tice, we find it very rare for RNN to actually gen-
erate sequences with repeated labels in our setup,
and whether allowing repetition or not does not
make much difference.)

In standard maximum likelihood training,
one wishes to maximize the likelihood of
given label sets, namely,

∏N
n=1 p(y

(n)|x(n)) =∏N
n=1

∑
s∈π(y(n)) p(s|x(n)), or equivalently,

maximize
N∑

n=1

log
∑

s∈π(y(n))

p(s|x(n)) (5)

3.1 How is our new formulation different?

This training objective (5) looks similar to the ob-
jective (3) considered in previous work (Vinyals
et al., 2016), but in fact they correspond to
very different transformations. Under the max-
imum likelihood framework, our objective (5)
corresponds to the transformation p(y|x) =∑

s∈π(y) p(s|x), while objective (3) corresponds
to the transformation p(y|x) =

∏
s∈π(y) p(s|x).

The latter transformation does not define a valid
probability distribution over y (i.e.,

∑
y p(y|x) 6=

1), and it has an undesired consequence in practi-
cal model training: because of the multiplication
operation, the RNN model has to assign equally
high probabilities to all sequence permutations of
the given label set in order to maximize the set
probability. If only some sequence permutations
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receive high probabilities while others receive low
probabilities, the set probability computed as the
product of sequence probabilities will still be low.
In other words, if for each document, RNN finds
one good way of ordering relevant labels (such as
hierarchically) and allocates most of the probabil-
ity mass to the sequence in that order, the model
still assigns low probabilities to the ground truth
label sets and will be penalized heavily. As a con-
sequence the model has little freedom in discover-
ing and concentrating on some natural label order.
In contrast, with our proposed training objective,
in which the multiplication operation is replaced
by the summation operation, it suffices to find only
one reasonable permutation of the labels for each
document. It is worth noting that different docu-
ments can have different label orders; thus our pro-
posed training objective gives the RNN model far
more freedom on label order. The other two objec-
tives (2) and (4) proposed in (Vinyals et al., 2016)
are less restrictive than (3), but they have to work
in conjunction with (3) because of the self rein-
forcement issue. Our proposed training objective
has a natural probabilistic interpretation, and does
not suffer from self reinforcement issue. Thus it
can serve as a stand alone training objective. Also,
using Jensen’s inequality, one can show that objec-
tive (3) is maximizing a lower bound on the log-
likelihood, while objective (5) is maximizing it di-
rectly.

3.2 Training by Maximizing Set Probability
Training an RNN model with the proposed objec-
tive (5) requires summing up sequence (permu-
tation) probabilities for a set y, where |y| is the
cardinality of the set. Thus evaluating this objec-
tive exactly can be intractable. We can approxi-
mate this sum by only considering the topK high-
est probability sequences produced by the RNN
model. We introduce a variant of beam search for
sets with width K and with the search candidates
in each step restricted to only labels in the set (see
Algorithm 1 with ALL = 1). This approximate
inference procedure is carried out repeatedly be-
fore each batch training step, in order to find high-
est probability sequences for all training instances
occurring in that batch. The overall training pro-
cedure is summarized in Algorithm 2.

3.3 Predicting the Most Probable Set
The transformation p(y|x) =

∑
s∈π(y) p(s|x)

also naturally leads to a prediction procedure,

Algorithm 1: Beam Search
Input : Instance x

Subset of labels considered G ⊂ L
Boolean flag ALL: 1 if sequences

must contain all G labels; 0 if partial
sequences are allowed
Output: A list of top sequences and the

associated probabilities
1 Let s1,s2,...,sK be the top K sequences found

so far. Initially, all K sequences are empty.
⊕ means concatenation.

2 while true do
3 // Step 1: Generate Candidate Sequences

from each existing sequence sk ∈ K and
all possible new labels l ∈ G:

4 Expand all non-stopped sequences:
5 C = {sk ⊕ l|l ∈ G,STOP /∈ sk}
6 Include stopped sequences:
7 C = C ∪ {sk|STOP ∈ sk}
8 Terminate non-stopped sequences:
9 if ALL == 0 then

10 C = C ∪ {sk ⊕STOP |STOP /∈ sk}
11 end
12 // Step 2: Select highest probabilities

sequences from candidate set C
13 K = topK-argmaxk{prob[sk]|sk ∈ C}
14 if all top K sequences end with STOP or

contain all labels in G then
15 Terminate the algorithm
16 end
17 end
18 return sequence list s1,s2,...,sK and the

associated probabilities

which is different from the previous standard of
directly using most probable sequence as a set.
We instead aim to find the most likely set ŷ =
arg maxy p(y|x), which involves summing up
probabilities for all of its permutations. To make it
tractable, we propose a two-level beam search pro-
cedure. First we run standard RNN beam search
(Algorithm 1 with ALL = 0) to generate a list
of highest probability sequences. We then con-
sider the label set associated with each label se-
quence. For each set, we evaluate its probabil-
ity using the same approximate summation pro-
cedure as the one used during model training (Al-
gorithm 1 with ALL = 1): we run our modified
beam search to find the top few highest probability
sequences associated with the set and sum up their

3184



Algorithm 2: Training method for set-RNN
Input : Multi-label dataset

(x(n),y(n)), n = 1, 2, ..., N
Output: Trained RNN model parameters

1 foreach batch do
2 foreach (xn,yn) in the batch do
3 Get top K sequences :
4 {sn1 , ..., snK , p(sn1 |xn), ..., p(snK |xn)}=

= Beam Search(xn,yn, ALL = 1)
5 end
6 Update model parameters by maximizing∑

(xn,yn)∈batch
log

∑
s∈{sn1 ,...,snK}

p(s|xn)

7 end

probabilities. Among these sets that we have eval-
uated, we choose the one with the highest proba-
bility as the prediction. The overall prediction pro-
cedure is summarized in Algorithm 3. As we shall
show in case study, the most probable set may not
correspond to the most probable sequence; these
are certainly cases where our method has an ad-
vantage.

Both our method and the competitor state-
of-the-art (Vinyals-RNNs) are at most K times
slower than a vanilla-RNN, due to the time spent
on dealing with K permutations per datapoint.
Our proposed method is about as fast as the
Vinyals-RNN methods, except for the Vinyals-
RNN-uniform which is a bit faster (by a factor of
1.5) because its epochs do not run the additional
forward pass.

4 Results and Analysis

4.1 Experimental Setup
We test our proposed set-RNN method on 4 real-
world datasets, RCV1-v2, Slashdot, TheGuardian,
and Arxiv Academic Paper Dataset (AAPD) (Yang
et al., 2018). We take the public RCV1-v2 re-
lease1 and randomly sample 50,000 documents.
We crawl Slashdot and TheGuardian documents
from their websites2 and treat the official editor
tags as ground truth. We also gather a list of user
tags3 for each document and treat them as ad-
ditional features. For AAPD dataset, we follow

1
http://www.ai.mit.edu/projects/jmlr/papers/

volume5/lewis04a/lyrl2004_rcv1v2_README.htm
2Slashdot: https://slashdot.org/ Note that there is another pub-

lic Slashdot multi-label dataset (Read et al., 2009) but we do not use that one
because it is quite small. TheGuardian: https://www.theguardian.
com

3
www.zubiaga.org/datasets/socialbm0311/

Algorithm 3: Prediction Method for set-RNN
Input : Instance x
Output: Predicted label set ŷ

1 Obtain K highest probability sequences :
2 {s1, ..., sK} = Beam Search(x,L, ALL = 0)
3 Map each sequence sk to the corresponding

set yk and remove duplicate sets (if any)
4 foreach yk do
5 Get K most probable sequences

associated with yk and their
probabilities :

6 {s′1, ..., s′K , p(s′1|x), ..., p(s′K |x)}=
7 = Beam Search(x,yk, ALL = 1)
8 Set probability is approx by summing up :

p(yk|x) ≈ ∑
s∈{s′1,...,s′K}

p(s|x)

9 end
10 ŷ = argmaxyk(p(yk|x))

the same train/test split as in (Yang et al., 2018).
Table 2 contains statistics of these four datasets.
Links to document, official editor tags, and user
tags are avaliable at http://www.ccis.neu.
edu/home/kechenqin.

Data #Train #Test Cardinality #Labels Doc length
Slashdot 19,258 4,814 4.15 291 64
RCV1-v2 40,000 10,000 3.17 101 121
TheGuardian 37,638 9,409 7.41 1,527 505
AAPD 53,840 1,000 2.41 54 163

Table 2: Statistics of the datasets.

To process documents, we filter out stopwords
and punctuations. Each document is truncated
to have maximum 500 words for TheGuardian
and AAPD, and 120 for Slashdot and RCV1-v2.
Zero padding is used if the document contains
less words than the maximum number. Num-
bers and out-of-vocabulary words are replaced
with special tokens. Words, user tags and labels
are all encoded as 300-dimensional vectors using
WORD2VEC (Mikolov et al., 2013).

We implement RNNs with attention using
TENSORFLOW-1.4.0 (Abadi et al., 2016). The dy-
namic function for RNNs is chosen to be Gated re-
current units (GRU) with 2 layers and at most 50
units in decoder. The size of the GRU unit is 300.
We set dropout rate to 0.3, and train the model
with Adam optimizer (Kingma and Ba, 2014) with
learning rate 0.0005. Beam size is set to be 12
at both training and inference stages. We adopt
label-F1 (average F1 over labels) and instance-F1
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Methods
Slashdot RCV1-v2 TheGuardian AAPD

label-F1 instance-F1 label-F1 instance-F1 label-F1 instance-F1 label-F1 instance-F1 hamming-loss micro-F1
BR .271 .484 .486 .802 .292 .572 .529 .654 .0230 .685
BR-support .247 .516 .486 .805 .296 .594 .545 .689 .0228 .696
PCC .279 .480 .595 .818 - - .541 .688 .0255 .682
seq2seq-RNN .270 .528 .561 .824 .331 .603 .510 .708 .0254 .701
Vinyals-RNN-uniform .279 .527 .578 .826 .313 .567 .532 .721 .0241 .711
Vinyals-RNN-sample .300 .531 .590 .828 .339 .597 .527 .706 .0259 .697
Vinyals-RNN-max .293 .530 .588 .829 .343 .599 .535 .709 .0256 .700
Vinyals-RNN-max-direct .226 .518 .539 .808 .313 .583 .490 .702 .0257 .694
SGM - - - - - - - - .0245 .710
set-RNN .310 .538 .607 .838 .361 .607 .548 .731 .0241 .720

Table 3: Comparison of different approaches. “-” means result not available. For hamming loss, the lower the
value is, the better the model performs. For all other measures, the higher the better.

Methods
Slashdot RCV1-v2 TheGuardian AAPD

label-F1 instance-F1 label-F1 instance-F1 label-F1 instance-F1 label-F1 instance-F1
seq2seq-RNN .270→.269 .528→.528 .561→.561 .824→.824 .331→.336 .603→.603 .510→.511 .708→.709
Vinyals-RNN-uniform .279→.288 .527→.537 .578→.587 .826→.833 .313→.336 .567→.585 .532→.542 .721→.724
Vinyals-RNN-sample .300→.303 .531→.537 .590→.597 .828→.833 .339→.351 .597→.602 .527→.530 .706→.708
Vinyals-RNN-max .293→.301 .530→.535 .588→.585 .829→.830 .343→.352 .599→.604 .535→.537 .709→.712
Vinyals-RNN-max-direct .226→.228 .518→.519 .539→.538 .808→.808 .313→.316 .583→.584 .490→.490 .702→.701
set-RNN .297→.310 .528→.538 .593→.607 .831→.838 .349→.361 .595→.607 .548→.548 .728→.731

Table 4: Predicting the most probable sequence vs. predicting the most probable set. Numbers before the arrow:
predicting the most probable sequence. Numbers after the arrow: predicting the most probable set. We highlight
scores which get significantly improved in bold (improvement is larger than 0.01).

(average F1 over instances) as our main evaluation
metrics, as defined below:

label-F1 =
1

L

L∑

`=1

2
∑N

n=1 y
(n)
` ŷ

(n)
`∑N

n=1 y
(n)
` +

∑N
n=1 ŷ

(n)
`

instance-F1 =
1

N

N∑

n=1

2
∑L

`=1 y
(n)
` ŷ

(n)
`∑L

`=1 y
(n)
` +

∑L
`=1 ŷ

(n)
`

where for each instance n, y(n)` = 1 if label ` is a
given label in ground truth; ŷ(n)` = 1 if label ` is a
predicted label.

We compare our method with the following
methods:

• Binary Relevance (BR) (Tsoumakas and
Katakis, 2007) with both independent train-
ing and prediction;

• Binary Relevance with support infer-
ence (BR-support) (Wang et al., 2018)
which trains binary classifiers independently
but imposes label constraints at predic-
tion time by only considering label sets
observed during training, namely ŷ =
arg maxobserved y

∏L
`=1 p(y`|x);

• Probabilistic Classifier Chain (PCC)
(Dembczynski et al., 2010) which transforms

the multi-label classification task into a chain
of binary classification problems. Predictions
are made with Beam Search.

• Sequence to Sequence RNN (seq2seq-
RNN) (Nam et al., 2017) which maps each
set to a sequence by decreasing label fre-
quency and solves the multi-label task with
an RNN designed for sequence prediction
(see Table 1).

• Vinyals-RNN-uniform, Vinyals-RNN-
sample, and Vinyals-RNN-max are three
variants of RNNs proposed by (Vinyals
et al., 2016). They are trained with differ-
ent objectives that correspond to different
transformations between sets and sequences.
See Table 1 for a summary of their training
objectives. Following the approach taken
by (Vinyals et al., 2016), Vinyals-RNN-
sample and Vinyals-RNN-max are initialized
by Vinyals-RNN-uniform. We have also
tested training Vinyals-RNN-max directly
without having Vinyals-RNN-uniform
as an initialization, and we name it as
Vinyals-RNN-max-direct.

• Sequence Generation Model (SGM) (Yang
et al., 2018) which trains the RNN model
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similar to seq2seq-RNN but uses a new de-
coder structure that computes a weighted
global embedding based on all labels as op-
posed to just the top one at each timestep.

In BR and PCC, logistic regressions with L1
and L2 regularizations are used as the underlying
binary classifiers. seq2seq-RNN, PCC, and SGM
rely on a particular label order. We adopt the de-
creasing label frequency order, which is the most
popular choice.

4.2 Experimental Results

Table 3 shows the performance of different meth-
ods in terms of label-F1 and instance-F1. The
SGM results are taken directly from (Yang et al.,
2018), and are originally reported only on AAPD
dataset in terms of hamming-loss and micro-F1.
Definitions of these two metrics can be found in
(Koyejo et al., 2015).

Our method performs the best in all metrics
on all datasets (except hamming loss on AAPD,
see table 3). In general, RNN based methods
perform better than traditional methods BR, BR-
support and PCC. Among the Vinyals-RNN vari-
ants, Vinyals-RNN-max and Vinyals-sample work
the best and have similar performance. How-
ever, they have to be initialized by Vinyals-RNN-
uniform. Otherwise, the training gets stuck in
early stage and the performance degrades signif-
icantly. One can see the clear degradation by com-
paring the Vinyals-RNN-max row (with initializa-
tion) with the Vinyals-RNN-max-direct row (with-
out initialization). By contrast, our training objec-
tive in set-RNN does not suffer from this issue and
can serve as a stable stand alone training objective.

On TheGuardian dataset, set-RNN performs
slightly better than seq2seq-RNN in terms of
instance-F1, but much better in terms of label-
F1. It is known that instance-F1 is basically deter-
mined by the popular labels’ performance while
label-F1 is also sensitive to the performance on
rare labels. Figure 1 shows that set-RNN predicts
rare labels better than seq2seq-RNN.

Next we analyze how much benefit our new
set prediction strategy brings in. For each RNN-
based method, we test two prediction strategies:
1) finding the sequence with the highest proba-
bility and outputting the corresponding set (this
is the default prediction strategy for all models
except set-RNN); 2) outputting the set with the
highest probability (this is the default prediction

Figure 1: Average F1 over rare labels with the same
frequency on TheGuardian dataset. Blue(∆)=set-RNN,
Red(·)=seq2seq-RNN.

strategy for set-RNN). Table 4 shows how each
method performs with these two prediction strate-
gies. One can see that Vinyals-RNN-uniform
and set-RNN benefit most from predicting the top
set, Vinyals-RNN-sample, Vinyals-RNN-max and
Vinyals-RNN-max-direct benefit less, and seq2seq
RNN does not benefit at all. Intuitively, for the
top-set prediction to be different from the top-
sequence prediction, the model has to spread prob-
ability mass across different sequence permuta-
tions of the same set.

4.3 Analysis: Sequence Probability
Dsitribution

Results in Table 4 motivates us to check how
sharply (or uniformly) distributed the probabili-
ties are over different sequence permutations of
the predicted set. We first normalize these se-
quence probabilities related to the predicted set
and then compute the entropy. To make predic-
tions with different set sizes (and hence differ-
ent number of sequence permutations) compara-
ble, we further divide the entropy by the logarithm
of number of sequences. Smaller entropy values
indicate a sharper distributions. The results are
shown in Figure 2.

seq2seq-RNN trained with fixed label order and
standard RNN objective (1) generates very sharp
sequence distributions. It basically only assigns
probability to one sequence in the given order.
The entropy is close to 0. In this case, predict-
ing the set is no different than predicting the top
sequence (see Table 4). On the other extreme
is Vinyals-RNN-uniform, trained with objective
(3), which spreads probabilities across many se-
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Figure 2: Entropy of sequence probability distribution
for each model. Blue(\)=Vinyals-RNN-uniform,
Orange(+)=set-RNN, Green(×)=Vinyals-RNN-max,
Red(·)=seq2seq-RNN.

quences, and leads to the highest entropy among
all models tested (the uniform distribution has the
max entropy of 1). From Table 4, we see that by
summing up sequence probabilities and predict-
ing the most probable set, Vinyals-RNN-uniform’s
performance improves. But as discussed earlier,
training with the objective (3) makes it impos-
sible for the model to discover and concentrate
on a particular natural label order (represented
by a sequence). Overall Vinyals-RNN-uniform is
not competitive even with the set-prediction en-
hancement. Between the above two extremes are
Vinyals-RNN-max and set-RNN (we have omit-
ted Vinyals-RNN-sample and Vinyals-RNN-max-
direct here as they are similar to Vinyals-RNN-
max). Both models are allowed to assign probabil-
ity mass to a subset of sequences. Vinyals-RNN-
max produces sharper sequence distributions than
set-RNN, because Vinyals-RNN-max has the in-
centive to allocate most of the probability mass to
the most probable sequence due to the max opera-
tor in its training objective (2). From Table 4, one
can see that set-RNN clearly benefits from sum-
ming up sequence probabilities and predicting the
most probable set while Vinyals-RNN-max does
not benefit much. Therefore, the sequence proba-
bility summation is best used in both training and
prediction, as in our proposed method.

Comparing 4 datasets in Table 4, we also see
that Slashdot and TheGuardian, which have larger
label cardinalities (therefore more permutations
for one set potentially), benefit more from predict-
ing the most probable set than RCV1 and AAPD,
which have smaller label cardinalities.

5 Case Analysis

We further demonstrate how set-RNN works with
two examples. In the first example from the
RCV1-v2 dataset, the most probable set predicted
by set-RNN (which is also the correct set in this
example) does not come from the most probable
sequence. Top sequences in decreasing probabil-
ity order are listed in Table 5. The correct label
set {forex, markets, equity, money markets, met-
als trading, commodity} has the maximum total
probability of 0.161, but does not match the top
sequence.

PROB SEQUENCE
0.0236 equity, markets, money markets, forex
0.0196 forex, markets, equity, money markets, metals trading, commodity
0.0194 equity, markets, forex, money markets, metals trading, commodity
0.0159 markets, equity, forex, money markets, metals trading, commodity
0.0157 forex, money markets, equity, metals trading, markets, commodity
0.0153 forex, money markets, markets, equity, metals trading, commodity
0.0148 markets, equity, money markets, forex
0.0143 money markets, equity, metals trading, commodity, forex, markets
0.0123 markets, money markets, equity, metals trading, commodity, forex
0.0110 markets, equity, forex, money markets, commodity, metals trading
0.0107 forex, markets, equity, money markets, commodity, metals trading
0.0094 forex, money markets, equity, markets, metals trading, commodity

Table 5: The set-RNN predicted set (also the correct
set) {forex, markets, equity, money markets, metals
trading, commodity} has the max total probability of
0.161, but does not match the top sequence. Sequences
for the correct set are in bold.

Next we demonstrate the issue with prescribing
the sequence order in seq2seq-RNN with a The-
Guardian example4. Figure 3 shows the predic-
tions made by seq2seq-RNN and our method. In
this particular example the top sequence agrees
with the top set in our method’s prediction so we
can just analyze the top sequence. seq2seq-RNN
predicts Tate Modern (incorrect but more pop-
ular label) while we predict Tate Britain
(correct but less popular label). The seq2seq pre-
dicted sequence is in the decreasing label fre-
quency order while our predicted sequence is
not. In the training data, Exhibition is
more frequent than Tate Britain and Tate
Modern. If we arrange labels by decreas-
ing frequency, Exhibition is immediately fol-
lowed by Tate Modern 19 times, and by Tate
Britain only 3 times. So it is far more likely
to have Tate Modern than Tate Britain
after Exhibition. However, at the set level,
Exhibition and Tate Modern co-occurs 22
times while Exhibition and Tate Britain

4This document can be viewed at http://www.guardian.
co.uk/artanddesign/jonathanjonesblog/2009/apr/08/
altermodernism-nicolas-bourriaud
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Figure 3: Top: best sequence by seq2seq-RNN; bot-
tom: best sequence by set-RNN. Above models, at each
time, we list the top unigrams selected by attention.

co-occurs 12 times, so the difference is not so dra-
matic. In this case, imposing the sequence order
biases the probability estimation and leads to in-
correct predictions.

6 Conclusion

In this work, we present an adaptation of RNN se-
quence models to the problem of multi-label clas-
sification for text. RNN only directly defines prob-
abilities for sequences, but not for sets. Different
from previous approaches, which either transform
a set to a sequence in some pre-specified order, or
relate the sequence probability to the set probabil-
ity in some ad hoc way, our formulation is derived
from a principled notion of set probability. We
define the set probability as the sum of all corre-
sponding sequence permutation probabilities. We
derive a new training objective that maximizes the
set probability and a new prediction objective that
finds the most probable set. These new objec-
tives are theoretically more appealing than exist-
ing ones, because they give the RNN model more
freedom to automatically discover and utilize the
best label orders.
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Eyke Hüllermeier. 2010. Bayes optimal mul-
tilabel classification via probabilistic classifier
chains. In Proceedings of the 27th International
Conference on Machine Learning (ICML-10),
June 21-24, 2010, Haifa, Israel, pages 279–286.

Nadia Ghamrawi and Andrew McCallum. 2005.
Collective multi-label classification. In Pro-
ceedings of the 14th ACM international con-

3189



ference on Information and knowledge manage-
ment, pages 195–200. ACM.

Jiren Jin and Hideki Nakayama. 2016. Annota-
tion order matters: Recurrent image annotator
for arbitrary length image tagging. In 23rd In-
ternational Conference on Pattern Recognition,
ICPR 2016, Cancún, Mexico, December 4-8,
2016, pages 2452–2457.

Diederik P. Kingma and Jimmy Ba. 2014. Adam:
A method for stochastic optimization. CoRR,
abs/1412.6980.

Oluwasanmi O Koyejo, Nagarajan Natarajan,
Pradeep K Ravikumar, and Inderjit S Dhillon.
2015. Consistent multilabel classification. In
Advances in Neural Information Processing
Systems, pages 3321–3329.

Cheng Li, Bingyu Wang, Virgil Pavlu, and Javed
Aslam. 2016. Conditional bernoulli mixtures
for multi-label classification. In International
Conference on Machine Learning, pages 2482–
2491.

Weiwei Liu and Ivor Tsang. 2015. On the opti-
mality of classifier chain for multi-label clas-
sification. In Advances in Neural Information
Processing Systems, pages 712–720.

Bruce T Lowerre. 1976. The harpy speech recog-
nition system. Technical report, CARNEGIE-
MELLON UNIV PITTSBURGH PA DEPT OF
COMPUTER SCIENCE.

Tomas Mikolov, Kai Chen, Greg Corrado, and
Jeffrey Dean. 2013. Efficient estimation of
word representations in vector space. CoRR,
abs/1301.3781.

Jinseok Nam, Eneldo Loza Mencı́a, Hyunwoo J.
Kim, and Johannes Fürnkranz. 2017. Maxi-
mizing subset accuracy with recurrent neural
networks in multi-label classification. In Ad-
vances in Neural Information Processing Sys-
tems 30: Annual Conference on Neural Infor-
mation Processing Systems 2017, 4-9 December
2017, Long Beach, CA, USA, pages 5419–5429.

Jesse Read, Bernhard Pfahringer, Geoff Holmes,
and Eibe Frank. 2009. Classifier chains for
multi-label classification. In Joint European
Conference on Machine Learning and Knowl-
edge Discovery in Databases, pages 254–269.
Springer.

David E Rumelhart, Geoffrey E Hinton, Ronald J
Williams, et al. 1988. Learning representations
by back-propagating errors. Cognitive model-
ing, 5(3):1.

Grigorios Tsoumakas and Ioannis Katakis. 2007.
Multi-label classification: An overview. Inter-
national Journal of Data Warehousing and Min-
ing (IJDWM), 3(3):1–13.

Oriol Vinyals, Samy Bengio, and Manjunath Kud-
lur. 2016. Order matters: Sequence to sequence
for sets. CoRR, abs/1511.06391.

Bingyu Wang, Cheng Li, Virgil Pavlu, and Jay
Aslam. 2018. A pipeline for optimizing f1-
measure in multi-label text classification. In
2018 17th IEEE International Conference on
Machine Learning and Applications (ICMLA),
pages 913–918. IEEE.

Jiang Wang, Yi Yang, Junhua Mao, Zhiheng
Huang, Chang Huang, and Wei Xu. 2016.
CNN-RNN: A unified framework for multi-
label image classification. In 2016 IEEE Con-
ference on Computer Vision and Pattern Recog-
nition, CVPR 2016, Las Vegas, NV, USA, June
27-30, 2016, pages 2285–2294.

Jingya Wang, Xiatian Zhu, Shaogang Gong, and
Wei Li. 2017a. Attribute recognition by joint
recurrent learning of context and correlation.
CoRR, abs/1709.08553.

Zhouxia Wang, Tianshui Chen, Guanbin Li, Ruijia
Xu, and Liang Lin. 2017b. Multi-label image
recognition by recurrently discovering atten-
tional regions. In IEEE International Confer-
ence on Computer Vision, ICCV 2017, Venice,
Italy, October 22-29, 2017, pages 464–472.

Pengcheng Yang, Xu Sun, Wei Li, Shuming Ma,
Wei Wu, and Houfeng Wang. 2018. SGM: se-
quence generation model for multi-label classi-
fication. CoRR, abs/1806.04822.

Junjie Zhang, Qi Wu, Chunhua Shen, Jian Zhang,
and Jianfeng Lu. 2016. Multi-label image clas-
sification with regional latent semantic depen-
dencies. CoRR, abs/1612.01082.

3190



Proceedings of NAACL-HLT 2019, pages 3191–3200
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Customizing Grapheme-to-Phoneme System for Non-Trivial
Transcription Problems in Bangla Language

Sudipta Saha Shubha1, Nafis Sadeq1, Shafayat Ahmed1,Md. Nahidul
Islam1,Muhammad Abdullah Adnan1,Md. Yasin Ali Khan2, and

Mohammad Zuberul Islam2

1Bangladesh University of Engineering and Technology (BUET)
2Samsung R&D Institute, Bangladesh

{sudipta,nafis,shafayat,nahid.rimon}@ra.cse.buet.ac.bd
adnan@cse.buet.ac.bd,{yasin.ali,m.zuberul}@samsung.com

Abstract

Grapheme to phoneme (G2P) conversion is an
integral part in various text and speech process-
ing systems, such as: Text to Speech system,
Speech Recognition system, etc. The existing
methodologies for G2P conversion in Bangla
language are mostly rule-based. However,
data-driven approaches have proved their su-
periority over rule-based approaches for large-
scale G2P conversion in other languages, such
as: English, German, etc. As the performance
of data-driven approaches for G2P conversion
depend largely on pronunciation lexicon on
which the system is trained, in this paper, we
investigate on developing an improved train-
ing lexicon by identifying and categorizing the
critical cases in Bangla language and include
those critical cases in training lexicon for de-
veloping a robust G2P conversion system in
Bangla language. Additionally, we have incor-
porated nasal vowels in our proposed phoneme
list. Our methodology outperforms other state-
of-the-art approaches for G2P conversion in
Bangla language.

1 Introduction

Grapheme to phoneme (G2P) conversion provides
a mapping between a word and its pronunciation.
Such mapping provides opportunity for a non-
native person to learn the correct pronunciation of
words of a foreign language. Moreover, in mod-
ern Text to Speech (TTS) and Automatic Speech
Recognition (ASR) systems, G2P conversion is an
integral task.
The task of G2P conversion is generally lan-

guage specific due to language specific conven-
tions, rules, pronunciation constraints, etc. In this
paper, we focus on Modern Standard Bangla. An
example of G2P conversion in Bangla language:
phonetic transcription of অনুশীলন (practice) is /o
n u sh i l O n/. (Please refer to Table 1 for our
phoneme symbols.)

The simplest means of G2P conversion is to
build up a lexicon or dictionary containing the
mapping from words to their corresponding pro-
nunciations. However, it fails to provide pronun-
ciations for unknownwords and inclusion of newer
words increases memory requirement. In another
approach (Mosaddeque et al., 2006), there are pre-
defined rules for the conversion of a word to its
pronunciation. Though such rule-based approach
can work for any word, the system becomes com-
plex when it tries to formulate rules for incorpo-
rating all irregularities of pronunciation in a lan-
guage.
Clearly, these approaches are not feasible for

large-scale G2P conversion which is necessary in
any modern TTS or ASR system. Data-driven ma-
chine learning approaches have great potential in
such large-scale G2P conversion (Rao et al., 2015).
In such an approach, a machine learning model
predicts the phoneme conversion of a grapheme,
being trained on a lexicon. A predominant work
following such approach in Bangla language is by
Google (Gutkin et al., 2016), where they train their
system using 37K words and achieve word-level
accuracy of 81.5%. However, a system trained
on their lexicon will face several shortcomings,
such as: কাদা(mud) andকাঁদা(to cry) are pronounced
differently but will have same phoneme represen-
tation in their system as: /k a d a/. Similarly,
পরী(fairy) and পিĖ(to read) are pronounced differ-
ently but will have same phoneme representation
in their system as: /p o r i/. Moreover, G2P sys-
tem trained on their lexicon performs poorly on
our identified critical cases from the most frequent
100K words (Table 3).
Being motivated to increase the accuracy of

grapheme to phoneme conversion in Bangla lan-
guage, which will also perform well for critical in-
puts, we have developed a customized and robust
G2P system for Bangla language.
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Our major contributions are as follows:

(i) We identify and categorize the critical cases
for grapheme to phoneme (G2P) conversion
in Bangla language by analyzing the most fre-
quent 100K words.

(ii) We enrich the training lexicon for develop-
ing a robust G2P conversion system in Bangla
language that performs much better for crit-
ical cases compared to other state-of-the-art
G2P systems.

(iii) We perform phonetic transcriptions consider-
ing nasal vowels as separate phonemes.

(iv) We perform extensive simulations on large-
scale dataset and show that our methodology
outperforms other state-of-the-art approaches
for G2P conversion in Bangla language by
providing word-level accuracy of 90.2%.

The rest of the paper is organized as follows:
we discuss the previous works in Section 2, our
phoneme list in Section 3, identification of critical
cases and categorization of errors in Section 4, de-
velopment of our system in Section 5, experimen-
tal results in Section 6, and conclusion and future
works in Section 7.

2 Previous Works

The research works for G2P in English are quite
extensive. Chen (2003) investigate machine learn-
ing based systems for G2P in English. They exper-
iment with joint maximum entropy n-gram model,
conditional maximum entropymodel, etc. Yao and
Zweig (2015) utilize bi-directional LSTM (Long
Short Term Memory) recurrent neural network for
G2P and achieve 5.45% PER on CMU dictionary
(air, 2015). Thu et al. (2016) show comparisons
among various machine learning algorithms for
G2P in Burmese language. Joint sequence n-gram
models aim to discover joint vocabulary consist-
ing of graphemes and phonemes through the align-
ment of graphemes and phonemes. Bisani and
Ney (2008) develop a joint-sequence model for
G2P. Novak (2012), Novak et al. (2013) are other
prominent works working on this model. Neu-
ral sequence to sequence models are popular for
G2P conversion. Some prominent works on such
models are: Caruana (1997), Jiampojamarn et al.
(2007), Sutskever et al. (2014), Yao and Zweig
(2015), Jiampojamarn et al. (2007), Rao et al.

(2015), Yao and Zweig (2015), Schnober et al.
(2016), Tsvetkov et al. (2016), He et al. (2016),
Wu et al. (2016), Johnson et al. (2016), Toshniwal
and Livescu (2016), and Vaswani et al. (2017).
Again, another line of research deals with G2P

conversion for more than one language. Such
works include: Mana et al. (2001), Kim and Sny-
der (2012), Deri and Knight (2016), and Milde
et al. (2017).
Most of the works related to G2P conversion

that are focused on Bangla language, follow rule-
based approach. Rule-based approach of Mosad-
deque et al. (2006) provides accuracy of 97.01%
on a previously seen corpus containing 736words,
but the system’s accuracy is 81.95% on an previ-
ously unobserved corpus containing 8399 words.
This work was extended by Alam et al. (2011) de-
scribing 3880 rules with an accuracy of 89.48% on
another corpus. Basu et al. (2009) discuss a rule-
based approach considering several information:
parts-of-speech, subsequent context, etc. Their
work describes only 21 rules and provides an accu-
racy of 91.48% on a corpus of 9294 words. Ghosh
et al. (2010) provide a heuristic for G2P that takes
into account parts-of-speech, orthographic, and
contextual information. Their work provides 70%
accuracy on a corpus containing of 755 words. A
prominent work for data driven G2P in Bangla lan-
guage is by Google (Gutkin et al. (2016)). They
develop a lexicon and achieve word-level accu-
racy of 81.5%. Chowdhury et al. (2017) use condi-
tional random field for G2P in Bangla. They report
14.88% phoneme error rate on Google lexicon.

3 Phoneme List

Our Phoneme symbols are provided in Table 1.
This table is a good reference for the 47 phoneme
symbols that we have followed in this paper and
their corresponding International Phonetic Alpha-
bet (IPA) symbols. Throughout the paper, we use
these 47 phoneme symbols, not the IPA symbols.
There is disagreement between linguists whether
nasal vowels should be considered as separate
phonemes (Barman, 2009). We added nasal vow-
els in our phoneme list to differentiate between a
word with its nasalized counterpart, such as the
word কাঁদা(to cry) and কাদা(mud). Here, /a/, /e/, /u/,
/i/, /o/, /O/, /E/, /an/, /en/, /un/, /in/, /on/, /On/, /En/
are normal vowels, /ew/, /ow/, /uw/, /iw/ are weak
vowels, and the rest are consonants.
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i i On O ̃ D ã m m
u u an ã Dh ãH r r
e e k k t t R ó
o o kh kh th th l l
E E g g d d h H
O O gh gH dh dH s s
a a c Ù p p sh S
in ĩ ch Ùh ph ph iw i

ˆun ũ j dZ b b ew e
ˆen ẽ jh dZH bh bH ow o
ˆon õ T ú N ŋ uw u
ˆEn æ̃ Th úh n n

Table 1: Our Phoneme Symbols with Their Corre-
sponding IPA Symbols

4 Identification and Categorization of
Non-Trivial Cases for Transcription

We envision of developing a robust G2P system
that will perform reasonably well on any word in
Bangla language. A G2P system that performs
well on the most frequent words, should also do
well on other words. With this motivation, we fo-
cus on increasing accuracy on the most frequent
words. Especially, we are concerned about those
words that are among the most frequent words
but non-trivial or critical for phonetic transcrip-
tion, i.e., current state-of-the-art methodologies
perform poorly on these critical words. We inves-
tigate on identifying and categorizing such non-
trivial or critical cases so that future researchworks
can give special focus on developing methods for
improving phonetic transcriptions of these critical
words.

4.1 Identifying the Most Frequent Words
To get a hold of contemporary usage of Bangla
language, we do extensive crawling. We crawled
42 websites of various Bangla newspapers, blogs,
e-book libraries, wikipedia, etc. covering vari-
ous domains such as: politics, economics, sports,
drama, novel, story, education, entertainment,
general knowledge, history, etc. After data clean-
ing and data normalization, we had about 10M
sentences. We counted how many times each of
the unique words appeared in those sentences. We
then consider the most frequent 100K words and

aim to identify the critical cases for phonetic tran-
scription among these most frequent words.

4.2 Identifying the Critical Cases for
Transcription

After changing the Google lexicon (of size 60K
(around)) according to our phoneme symbols (Ta-
ble 1), we prepare 4 versions of Google’s lexi-
con of size 12K, 24K, 40K, and 60K respec-
tively for identifying the critical cases for phonetic
transcription. Algorithm 1 shows prefix compar-
ing algorithm that we use for compressing a pho-
netic lexicon or dictionary of grapheme sequence
to phoneme sequence. The algorithm matches the
prefix of consecutive words (grapheme sequence)
of a sorted dictionary (sorted according to ascend-
ing order of grapheme sequence of a word) and
keeps a word (with its corresponding phoneme se-
quence) only if it does not share its prefix with any
other words. We run the algorithm successively 3
times, i.e., we use the destination dictionary of one
iteration as the source dictionary of next iteration.
Each iteration produces a minimized version of the
basic lexicon (Google lexicon). After 3 iterations,
the dictionary does not get any more compressed.
We find the phonetic transcriptions of each of the
100K most frequent words using models trained
on each of the 4 versions of Google’s lexicon (ba-
sic + 3minimized). So, from 4models (eachmodel
trained on a version of the basic Google lexicon),
we get 4 sets of transcriptions for the most frequent
100K words. For most of the words (around 70K
words), we observe that the phonetic transcriptions
are exactly same in each of the 4 set. However, for
the remaining 30K words (29105 words to be ex-
act), we observe that at least one set provides dif-
ferent transcription. We take these 30K words to
be the critical cases. Our intuition is that if two
G2P systems: one trained on a smaller version of
the basic lexicon, and another trained on a larger
version of the basic lexicon provide the same tran-
scription for a word, then the word is a trivial case
for phonetic transcription. We then manually ver-
ify the phonetic transcriptions of these 30K words
taking help from 3 linguists and following Chowd-
hury (2016), and consider these 30K words as crit-
ical cases for phonetic transcription.

4.3 Categorizing the Critical Cases
We categorize the critical cases into 7 categories
and observe the distribution of the critical tran-
scriptions into these 7 categories. These 7 cate-
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Algorithm 1Algorithm for Compressing a Dictio-
nary or Lexicon
1: sd← sorted sourceDictionary
2: dd← sorted destinationDictionary
3: a.grs← grapheme sequence of lexicon
4: entry a
5: add sd[0] to dd
6: i = 1
7: while i ̸= length(sd) do
8: pw = sd[i− 1]
9: cw = sd[i]
10: if length(pw.grs) ≥ 3 & pw.grs is

prefix of cw.grs then
11: continue
12: else
13: add cw to dd

14: i← i + 1

gories capture most of the errors. The categories
are:

• Open Close Vowel Confusion: G2P sys-
tem provides pronunciation as close vowel
that should be pronounced as open vowel ide-
ally, and vice-versa. For example, correct
phoneme of বĬাঙ (frog) is /b E n g/, but if G2P
system provides output /b e n g/, then it is
an error under this category as in the place of
open vowel (here, /E/), G2P system is giving
close vowel (here, /e/).

• Inherent Vowel Confusion: G2P system
does not provide inherent vowel as output
where there should be an inherent vowel ide-
ally. For example, correct phoneme of সকাল
(morning) is /sh O k a l/, but if G2P system
provides output /sh k a l/, then it is an error
under this category as the output of G2P does
not give inherent vowel (here, /O/).

• Diphthong Confusion: G2P system does
not provide falling diphthong in output where
there should be a falling diphthong ideally.
Or, system does not provide rising diphthong
in output where there should be a rising diph-
thong ideally. For example, correct phoneme
of সই (friend) is /sh o iw/, but if G2P system
provides output /sh o i/, then it is an error un-
der this category as the output of G2P does not
capture the falling diphthong (here, /o iw/).

• s or sh Confusion: G2P system provides /s/
in phonetic transcription, where there should

be /sh/, and vice-versa. For example, correct
phoneme sequence of সংগঠন (organization) is
/sh O N g O Th o n/, but if G2P system pro-
vides output /s O N g O Th o n/, then it is an
error under this category as the output of G2P
gives /s/ in place of /sh/.

• s or ch Confusion: G2P system provides /s/
in phonetic transcription, where there should
be /ch/, and vice-versa. For example, correct
phoneme sequence of
ছাতা (umbrella) is /ch a t a/, but if G2P system
provides output /s a t a/, then it is an error un-
der this category as the output of G2P gives
/s/ in place of /ch/.

• Nasal Confusion: G2P system does not pro-
vide any nasal vowel where there should be
a nasal vowel, and vice-versa. For example,
correct phoneme sequence of চাঁদ (moon) is /c
an d/, but if G2P system provides output /c a
d/, then it is an error under this category as the
output of G2P gives /a/ in place of /an/.

• Other Vowel Confusion: G2P system pro-
vides completely different vowel than the cor-
responding vowel that should ideally be in
that position of the phoneme sequence. Note
that, in the other error categories, for each po-
sition in the phoneme sequence, the gener-
ated and ideal phonemes were somehow re-
lated. But in this category, at a specific posi-
tion of the phoneme sequence, the generated
and ideal phonemes are completely different.
For example, correct phoneme sequence of
অধĬবসায় (perseverance) is /o d dh o b O sh
a ew/, but if G2P system provides output /o
d dh a b O sh a ew/, then it is an error under
this category as the output of G2P gives /a/ in
place of /o/ (fourth phoneme).

Algorithm 2 compares amachine-generated lex-
icon with a reference lexicon (manually verified),
where both the lexicons have same grapheme
sequences, but the corresponding phoneme se-
quences may be different. This algorithm counts
how many errors of each category are there in the
machine generated lexicon. The algorithm takes
each entry of the generated lexicon and increases
the count of the corresponding error category (if an
error is present there).
We train attention mechanism based Trans-

former model on each of the 4 lexicons and get
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Algorithm 2 Comparing a Generated Lexicon (gl)
with Reference Lexicon (rl)
1: N ← total number of entries in each lexicon
2: A,B, C, D, E, F, G are Open Close Vowel, s

or sh, s or ch, Nasal, Dipthong, Other Vowel,
and Inherent confusions, respectively, all ini-
tially zero

3: H denotes other errors not captured by the 7
categories, initially zero

4: vl and wl are lists of vowels and weak vowels
respectively

5: a.phs← phoneme sequence of lexicon
6: entry a
7: i← 0
8: while i ̸= N do
9: g = gl[i].phs
10: r = rl[i].phs
11: M = min(length(g), length(r))
12: j ← 0
13: while j ̸= M do
14: x = g[j]
15: y = r[j]
16: if x = y then
17: continue
18: (x, y)← sorted(x, y)
19: Total_error = Total_error + 1
20: if ocConfusion(x, y) then
21: A← A + 1
22: else if (x, y) = (‘‘s”, ‘‘sh”) then
23: B ← B + 1
24: else if (x, y) = (‘‘ch”, ‘‘s”) then
25: C ← C + 1
26: else if x + ‘‘n” = y then
27: D ← D + 1
28: else if x in wl or y in wl then
29: E ← E + 1
30: else if x in vl and y in vl then
31: F ← F + 1
32: else if removeV owel(g) =

removeV owel(r) then
33: G← G + 1
34: else
35: H ← H + 1

36: j ← j + 1

37: i← i + 1

4 G2P models. We find the phoneme representa-
tion of 30K critical cases using each of the 4 G2P
models. Using Algorithm 2, we count the errors of
each category for each of the 4 models. We report

Algorithm 3 Procedure: ocConfusion (x, y)
(Checks if open close vowel confusion)
1: ocSet← [(‘‘O”, ‘‘o”), (‘‘E”, ‘‘e”),
2: (‘‘On”, ‘‘on”), (‘‘En”, ‘‘en”)]
3: if (x, y) in ocSet then
4: return True
5: else
6: return False

Algorithm 4 Procedure: removeVowel
(phoneme_sequence)
1: return phoneme_sequence removing all vow-

els from it

the results in Table 2 and Figure 1. Here, other er-
ror denotes the errors that are not captured by these
7 categories. We see from these results that most
of the errors are under Open Close vowel, s or sh,
Diphthong, and Inherent Vowel confusions.

5 Developing an Improved G2P System
for Bangla Language

We develop an improved lexicon and use two ma-
chine learning based models trained on our lexicon
to develop an improved G2P system for Bangla
language.

5.1 Developing an Improved Lexicon

For developing an improved lexicon, we include
with Google’s lexicon the manually verified 30K
non-trivial or critical entries. Also, we include the
70K entries in which all of the 4 models (trained
on each of the 4 versions of Google lexicon) unan-
imously agreed. After removing the repeated en-
tries with same grapheme sequence, our lexicon
consists of around 90K entries. In case of repeated
entries having same grapheme sequence, we care-
fully keep only the entry that has been manually
verified.

5.2 G2P Models

We use Neural Sequence to Sequence models. In
these models, a conditional distribution of a se-
quence (here, phoneme sequence) is learned con-
ditioned on another sequence (here, grapheme se-
quence). We train two following Sequence to Se-
quence models on our lexicon for G2P conversion:
LSTM-RNN: This is a plain Sequence to Se-

quence model that incorporates an encoder and
decoder mechanism. Recurrent Neural Network
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Figure 1: Categorization of errors in critical cases, here each of the 60K, 40K, 24K, and 12K denotes the model
trained on that particular lexicon.

(RNN) is usually utilized in encoder and decoder
design. For addressing vanishing gradient prob-
lem in RNN, Long-Short Term Memory (LSTM)
(Hochreiter and Schmidhuber, 1997) is used. We
follow Yao and Zweig (2015) for implementation.
Transformer Model: Transformer Model uses

attention mechanism. Attention mechanism pro-
vides improvement upon plain Sequence to Se-
quence by easing the flow of information from
source sequence to destination sequence. We fol-
low Vaswani et al. (2017) for implementation.
We show the performance of both of these

models in Section 6. We observe that Trans-
former Model provides higher token-level accu-
racy (lower Word Error Rate) than LSTM-RNN.

6 Experimental Results

We run extensive simulations and use two mea-
sures for evaluating the performances of the sys-
tems:
Word Error Rate (WER): For calculating

Word Error Rate (WER), we use the following for-
mula:

WER =
E

T

where E denotes the number of words that have
disagreement in their generated phoneme sequence
and reference phoneme sequence, and T denotes

the total number of words.
Phoneme Error Rate (PER): For calculating

Phoneme Error Rate (PER), we use the following
formula:

PER =
I + S + D

T

where I , S, D denote respectively the total num-
ber of insertion, substitution, and deletion opera-
tions needed for all thewords to align the generated
phoneme sequence with the reference phoneme se-
quence for each word. T denotes the total number
of phonemes present in all the words.
Our best performing model is Transformer

Model. We use batch size of 4096. Our neural
network has 3 hidden layers, each containing 256
nodes. We use a computer having 8GB RAM, In-
tel Core i7 CPU, and Nvidia Geforce 1050 GPU
for running all of the simulations. For each model,
we run the simulations for around 110K iterations
taking around 5 hours.

6.1 Performance on Critical Cases
We report the experiment results of Google’s lex-
icon on critical cases in Table 3. We do not re-
port our lexicon here as critical cases are already
included in our lexicon.

6.2 Performance Comparison In General
For comparing the performances of models trained
on our lexicon and Google’s lexicon, we randomly
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Error Type 60K 40K 24K 12K
total error 6415 7222 8087 10400
Open Close
Confusion (%)

32.0 30.7 34.8 23.6

Inherent Vowel
Confusion (%)

28.4 36.7 32.0 40.1

s or sh confusion
(%)

14.6 15.3 14.2 12.8

Dipthong confu-
sion (%)

11.6 9.8 7.6 9.4

Other Vowel
Confusion (%)

2.1 1.3 4.2 3.1

s or ch confusion
(%)

0.8 0.7 0.2 0.5

Nasal Confusion
(%)

0.2 0.1 0 0

Other Error (%) 10.4 5.4 7.1 10.6

Table 2: Error classification of 30K critical cases, here
each of the four rightmost columns denotes the model
trained on that particular lexicon.

Lexicon Model WER
(%)

PER
(%)

Google LSTM-RNN 25.7 3.26
Transformer
Model

23.6 2.71

Table 3: Performance on Critical Cases

take 9000 entries from our manually verified 30K
critical cases as test set. We use this test set for
evaluating all the models. Though our actual lex-
icon contains these 9000 entries, we do not keep
them in our lexicon while doing the experiments
to fairly evaluate the performances of the lexicons.
For both lexicons, we keep 90% of the lexicon in
train set and remaining 10% in validation set. Ta-
ble 4 shows the result. Models trained on our lexi-
con outperforms those trained on Google’s lexicon
by a significant margin. Moreover, Transformer
Model performs better than LSTM-RNN.
Figure 2 and Table 5 categorize the errors of

systems trained on 3 types of lexicons (Roman-
ized version of our lexicon is discussed in section
6.3) by using Algorithm 2. Here, we report the
results of Transformer Model only as it has been
better performing that LSTM-RNN in our experi-
ments. We observe most of the errors are related to
Open Close vowel, s or sh, Diphthong, and Inher-
ent Vowel confusions - this finding also conforms
to Figure 1 and Table 2, which were error catego-

Lexicon Model WER
(%)

PER
(%)

Google LSTM-RNN 17.1 2.32
Transformer
Model

14.8 1.88

Our Lexicon LSTM-RNN 10.5 1.42
Transformer
Model

9.8 1.33

Table 4: Performance Comparison In General

Error Type Our
Lexi-
con

Roma-
nized
Lexi-
con

Google
Lexi-
con

Total Error 1337 1406 2961
Inherent Vowel
Confusion (%)

35.6 34.5 33.8

Open Close Con-
fusion (%)

30.1 30.4 27.9

s or sh confusion
(%)

13.3 13.0 12.1

Diphthong
confusion (%)

10.7 9.8 13.1

Other Vowel
Confusion (%)

1.9 4.3 2.7

s or ch confusion
(%)

0.3 0.2 0.2

Nasal Confusion
(%)

0.2 0.43 0.6

Other Error (%) 7.9 7.4 9.7

Table 5: Performance comparison on different error
categories. Here each of the three rightmost columns
denotes the model trained on that particular lexicon.

rization of critical cases.

6.3 Effect of Romanization
For doing experiments on the effect of roman-
ization on G2P conversion, we romanized all
grapheme sequences in our lexicon to prepare ro-
manized counterpart of our lexicon. During ro-
manization, each grapheme symbol in Bangla is
replaced with a single English letter except that if
a consonant grapheme is not followed by a vowel
grapheme, “O” was added after the romanized
symbol of that consonant as the roman symbol for
``অ'', which is usually inherently pronounced in
such cases. All the symbols used for romanization
were completely disjoint to avoid any ambiguity
in the lexicon. Figure 3 shows the WER and PER
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Figure 2: Performance Comparison on Different Error Categories

Figure 3: Comparison in terms of WER and PER

of systems trained on 3 types of lexicons. Here,
we report the results of Transformer Model only
as it has been better performing than LSTM-RNN
in our experiments. Both versions of our lexicon
perform better (lower WER and lower PER) than
Google’s lexicon. Also romanization does not sig-
nificantly increase or decrease the performance.
Figures 4 and 5 show respectively the Word

Recognition Accuracy (1−WER) and Phoneme
Recognition Accuracy (1−PER) with respect to
number of iterations run during simulation. Both
versions of our lexicon perform better (higher
Word Recognition Accuracy and higher Phoneme
Recognition Accuracy) than Google’s lexicon.
Figure 6 shows Negative Log Perplexity vs num-
ber of iterations. Both versions of our lexicon pro-
vide higher negative log perplexity than Google’s
lexicon.

Figure 4: Word Recognition Accuracy vs Iteration

6.4 Effectiveness of Our Identified Critical
Cases

In this section, we want to establish that the im-
proved performance of our lexicon comes not only
from the increase in number of training samples,
but also due to the fact that the critical cases identi-
fied by our novel methodology have been added as
training samples. For this, we prepare a new train-
ing lexicon by combining a portion of the Google
lexicon with a portion of our identified critical
cases. As we have kept 9K entries from the crit-
ical cases as our test set, we take the remaining
21K critical cases and combine them with the ran-
domly taken 39K entries from Google lexicon to
prepare a new lexicon of size 60K. While taking
entries from Google lexicon, we ensure that we do
not take any repeated entry that has already been
in the critical cases and added to the new lexicon.
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Figure 5: Phoneme Recognition Accuracy vs Iteration

Figure 6: Negative Log Perplexity vs Iteration

Lexicon Model WER
(%)

PER
(%)

Google LSTM-RNN 17.1 2.32
Transformer
Model

14.8 1.88

New Lexicon LSTM-RNN 12.6 1.54
Transformer
Model

11.2 1.49

Table 6: Effectiveness of critical cases. Both lexicons
are of size 60K. New Lexicon consists of 21K critical
cases and 39K entries from Google lexicon.

We then compare the performance of this new lex-
icon with the Google lexicon, both of which are of
same size (60K), on our test set. The results are in
Table 6. The results clearly show that even in the
case of same sized lexicons, our identified critical
cases can significantly improve the performance as
evidenced by the lower WER and lower PER than
those for the Google lexicon.

7 Conclusion and Future Works

In this paper, we have identified the critical cases,
categorized the errors, and increased the current
state-of-the-art accuracy in G2P conversion for
Bangla language by developing an improved lex-
icon. In future, we will do classification of errors

using unsupervised clustering approaches. Tables
2 and 5 both show that most of the errors occur in
Open Close Vowel, s or sh, Diphthong, and Inher-
ent Vowel confusion categories. In future, we will
focus on each category to devise novel methodol-
ogy for mitigating the errors of that category and
in turn further increase the accuracy of G2P system
in Bangla.
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Abstract

Knowledge Bases (KBs) require constant up-
dating to reflect changes to the world they rep-
resent. For general purpose KBs, this is of-
ten done through Relation Extraction (RE), the
task of predicting KB relations expressed in
text mentioning entities known to the KB. One
way to improve RE is to use KB Embeddings
(KBE) for link prediction. However, despite
clear connections between RE and KBE, lit-
tle has been done toward properly unifying
these models systematically. We help close the
gap with a framework that unifies the learning
of RE and KBE models leading to significant
improvements over the state-of-the-art in RE.
The code is available at https://github.
com/billy-inn/HRERE.

1 Introduction

Knowledge Bases (KBs) contain structured infor-
mation about the world and are used in support
of many natural language processing applications
such as semantic search and question answering.
Building KBs is a never-ending challenge because,
as the world changes, new knowledge needs to
be harvested while old knowledge needs to be re-
vised. This motivates the work on the Relation Ex-
traction (RE) task, whose goal is to assign a KB
relation to a phrase connecting a pair of entities,
which in turn can be used for updating the KB.
The state-of-the-art in RE builds on neural mod-
els using distant (a.k.a. weak) supervision (Mintz
et al., 2009) on large-scale corpora for training.

A task related to RE is that of Knowledge Base
Embedding (KBE), which is concerned with rep-
resenting KB entities and relations in a vector
space for predicting missing links in the graph.
Aiming to leverage the similarities between these
tasks, Weston et al. (2013) were the first to show
that combining predictions from RE and KBE
models was beneficial for RE. However, the way

in which they combine RE and KBE predictions
is rather naive (namely, by adding those scores).
To the best of our knowledge, there have been no
systematic attempts to further unify RE and KBE,
particularly during model training.

We seek to close this gap with HRERE (Het-
erogeneous REpresentations for neural Relation
Extraction), a novel neural RE framework that
learns language and knowledge representations
jointly. Figure 1 gives an overview. HRERE’s
backbone is a bi-directional long short term mem-
ory (LSTM) network with multiple levels of atten-
tion to learn representations of text expressing re-
lations. The knowledge representation machinery,
borrowed from ComplEx (Trouillon et al., 2016),
nudges the language model to agree with facts in
the KB. Joint learning is guided by three loss func-
tions: one for the language representation, another
for the knowledge representation, and a third one
to ensure these representations do not diverge. In
effect, this contributes to HRERE’s generalization
power by preventing over-fitting by either model.

We build on state-of-the-art methods for learn-
ing the separate RE and KBE representations and
on learning tools that allow us to scale to a mod-
erately large training corpus. (We use a subset of
Freebase with 3M entities as our KB.) We vali-
date our approach on an established benchmark
against state-of-the-art methods for RE, observ-
ing not only that our base model significantly
outperforms previous methods, but also the fact
that jointly learning the heterogeneous representa-
tions consistently brings in improvements. To the
best of our knowledge, ours is the first principled
framework to combine and jointly learn hetero-
geneous representations from both language and
knowledge for the RE task.

Contributions. This paper describes and evalu-
ates a novel neural framework for jointly learning
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Figure 1: Workflow of the proposed framework.

representations for RE and KBE tasks that uses a
cross-entropy loss function to ensure both repre-
sentations are learned together, resulting in signif-
icant improvements over the current state-of-the-
art for the RE task.

2 Related Work

Recent neural models have been shown superior
to approaches using hand-crafted features for the
RE task. Among the pioneers, Zeng et al. (2015)
proposed a piecewise convolutional network with
multi-instance learning to handle weakly labeled
text mentions. Recurrent neural networks (RNN)
are another popular architecture (Wu et al., 2017).
Similar fast progress has been seen for the KBE
task for representing entities and relations in KBs
with vectors or matrices. Bordes et al. (2013) in-
troduced the influential translation-based embed-
dings (TransE), while Yang et al. (2014) lever-
aged latent matrix factorization in their DistMult
method. We build on ComplEx (Trouillon et al.,
2016), which extends DistMult into the complex
space and has been shown significantly better on
several benchmarks.

Weston et al. (2013) were the first to connect
RE and KBE models for the RE task. Their sim-
ple idea was to train the two models independently
and only combine them at inference time. While
they showed that combining the two models is bet-
ter than using the RE model alone, newer and bet-
ter models since then have obviated the net gains
of such a simple strategy (Xu and Barbosa, 2018).
We propose a much tighter integration of RE and
KBE models: we not only use them for predic-
tion, but also train them together, thus mutually
reinforcing one another.

Recently, many methods have been proposed to
use information from KBs to facilitate relation ex-
traction. Sorokin and Gurevych (2017) consid-

ered other relations in the sentential context while
predicting the target relation. Vashishth et al.
(2018) utilized additional side information from
KBs for improved RE. However, these methods
didn’t leverage KBE method to unify RE and KBE
in a principled way. Han et al. (2018) used a mu-
tual attention between KBs and text to perform
better on both RE and KBE, but their method was
still based on TransE (Bordes et al., 2013) which
can not fully exploit the advantage of the informa-
tion from KBs.

3 Background and Problem

The goal in the task of Relation Extraction is to
predict a KB relation that holds for a pair of enti-
ties given a set of sentences mentioning them (or
NA if no such relation exists). The input is a KB
Ψ with relation set RΨ, a set of relations of in-
terest R, R ⊆ RΨ, and an automatically la-
belled training dataset D obtained via distant su-
pervision. Given a sentence mentioning entities
h, t, the output is a relation r ∈ R that holds for
h, t or the catch-all relation NA if no such r exists.

Knowledge Base and Distant Supervision. As
customary, we denote a KB Ψ with relation
scheme RΨ as a set of triples TΨ = {(h, r, t) ∈
EΨ × RΨ × EΨ}, where EΨ is the set of enti-
ties of interest. Distant supervision exploits the
KB to automatically annotate sentences in a cor-
pus containing mentions of entities with the re-
lations they participate in. Formally, a labeled
dataset for relation extraction consists of fact
triples {(hi, ri, ti)}Ni=1 and a multi-set of extracted
sentences for each triple {Si}Ni=1, such that each
sentence s ∈ Si mentions both the head entity hi
and the tail entity ti.

Problem Statement. Given an entity pair (h, t)
and a set of sentences S mentioning them, the RE
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task is to estimate the probability of each relation
in R ∪ {NA}. Formally, for each relation r, we
want to predict P (r | h, t,S).

In practice, the input set of sentences S can have
arbitrary size. For the sake of computational effi-
ciency, we normalize the set size to a fixed number
T by splitting large sets and oversampling small
ones. We also restrict the length of each sentence
in the set by a constant L by truncating long sen-
tences and padding short ones.

4 Methodology

We now go over the details of our framework out-
lined in Figure 1 for unifying the learning of the
language and the knowledge representations used
for relation extraction. In a nutshell, we use LSTM
with attention mechanisms for language represen-
tation and we follow the approach of Trouillon
et al. (2016) for KB embedding.

4.1 Language Representation

Input Representation. For each word token, we
use pretrained word embeddings and randomly
initialized position embeddings (Zeng et al., 2014)
to project it into (dw + dp)-dimensional space,
where dw is the size of word embedding and dp
is the size of position embedding.
Sentence Encoder. For each sentence si, we ap-
ply a non-linear transformation to the vector rep-
resentation of si to derive a feature vector zi =
f(si; θ) given a set of parameters θ. In this paper,
we adopt bidirectional LSTM with ds hidden units
as f(si; θ) (Zhou et al., 2016).
Multi-level Attention Mechanisms. We em-
ploy attention mechanisms at both word-level and
sentence-level to allow the model to softly select
the most informative words and sentences dur-
ing training (Zhou et al., 2016; Lin et al., 2016).
With the learned language representation sL, the
conditional probability p(r|S; Θ(L)) is computed
through a softmax layer, where Θ(L) is the parame-
ters of the model to learn language representation.

4.2 Knowledge Representation

Following the score function φ and training pro-
cedure of Trouillon et al. (2016), we can get
the knowledge representations eh, wr, et ∈ Cdk .
With the knowledge representations and the scor-
ing function, we can obtain the conditional proba-

bility p(r|(h, t); Θ(G)) for each relation r:

p(r|(h, t); Θ(G)) =
eφ(eh,wr,et)

∑
r′∈R∪{NA} e

φ(eh,wr′ ,et)

where Θ(G) corresponds to the knowledge repre-
sentations eh, wr, et ∈ Cdk . Since NA /∈ RΨ, we
use a randomized complex vector as wNA.

4.3 Connecting the Pieces
As stated, this paper seeks an elegant way of con-
necting language and knowledge representations
for the RE task. In order to achieve that, we use
separate loss functions (recall Figure 1) to guide
the language and knowledge representation learn-
ing and a third loss function that ties the predic-
tions of these models thus nudging the parameters
towards agreement.

The cross-entropy losses based on the language
and knowledge representations are defined as:

JL = − 1

N

N∑

i=1

log p(ri|Si; Θ(L)) (1)

JG = − 1

N

N∑

i=1

log p(ri|(hi, ti); Θ(G)) (2)

where N denotes the size of the training set. Fi-
nally, we use a cross-entropy loss to measure the
dissimilarity between two distributions, thus con-
necting them, and formulate model learning as
minimizing JD:

JD = − 1

N

N∑

i=1

log p(r∗i |Si; Θ(L)) (3)

where r∗i = arg maxr∈R∪{NA} p(r|(hi, ti); Θ(G)).

4.4 Model Learning
Based on Eq. 1, 2, 3, we form the joint optimiza-
tion problem for model parameters as

min
Θ
J = JL + JG + JD + λ‖Θ‖22 (4)

where Θ = Θ(L) ∪ Θ(G). The knowledge rep-
resentations are first trained on the whole KB in-
dependently and then used as the initialization for
the joint learning. We adopt the stochastic gradi-
ent descent with mini-batches and Adam (Kingma
and Ba, 2014) to update Θ, employing different
learning rates lr1 and lr2 on Θ(L) and Θ(G) re-
spectively
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4.5 Relation Inference
In order to get the conditional probability
p(r|(h, t),S; Θ), we use the weighed average to
combine the two distribution p(r|S; Θ(L)) and
p(r|(h, t); Θ(G)):

p(r|(h, t),S; Θ) = α ∗ p(r|S; Θ(L))

+(1− α) ∗ p(r|(h, t); Θ(G)).
(5)

where α is the combining weight of the weighted
average. Then, the predicted relation r̂ is

r̂ = argmax
r∈R∪{NA}

p(r|(h, t),S; Θ). (6)

5 Experiments

Datasets. We evaluate our model on the widely
used NYT dataset (Riedel et al., 2010) by align-
ing Freebase relations mentioned in the New York
Times Corpus. Articles from years 2005-2006 are
used for training while articles from 2007 are used
for testing. As our KB, we used a Freebase sub-
set with the 3M entities with highest degree (i.e.,
participating in most relations). Moreover, to pre-
vent the knowledge representation from memoriz-
ing the true relations for entity pairs in the test set,
we removed all entity pairs present in the NYT.
Evaluation Protocol: Following previous work
(Mintz et al., 2009), we evaluate our model us-
ing held-out evaluation which approximately mea-
sures the precision without time-consuming man-
ual evaluation. We report both Precision/Recall
curves and Precision@N (P@N) in our experi-
ments, ignoring the probability predicted for the
NA relation. Moreover, to evaluate each sentence
in the test set as in previous methods, we append
T copies of each sentence into S for each testing
sample.
Word Embeddings: In this paper, we used
the freely available 300-dimensional pre-trained
word embeddings distributed by Pennington et al.
(2014) to help the model generalize to words not
appearing in the training set.
Hyperparameter Settings: For hyperparameter
tuning, we randonly sampled 10% of the training
set as a development set. All the hyperparameters
were obtained by evaluating the model on the de-
velopment set. With the well-tuned hyperparam-
eter setting, we run each model five times on the
whole training set and report the average P@N.
For Precision/Recall curves, we just select the re-
sults from the first run of each model. For training,

learning rate on Θ(L) lr1 5× 10−4

learning rate on Θ(K) lr2 1× 10−5

size of word position embedding dp 25
state size for LSTM layers ds 320
input dropout keep probability pi 0.9
output dropout keep probability po 0.7
L2 regularization parameter λ 0.0003
combining weight parameter α 0.6

Table 1: Hyperparameter setting

we set the iteration number over all the training
data as 30. Values of the hyperparameters used in
the experiments can be found in Table 1.

Figure 2: The Precision/Recall curves of previous
state-of-the-art methods and our proposed framework.

P@N(%) 10% 30% 50%

Weston 79.3 68.6 60.9
HRERE-base 81.8 70.1 60.7
HRERE-naive 83.6 74.4 65.7
HRERE-full 86.1 76.6 68.1

Table 2: P@N of Weston and variants of our proposed
framework.

Methods Evaluated. We study three variants of
our framework: (1) HRERE-base: basic neural
model with local loss JL only; (2) HRERE-naive:
neural model with both local loss JL and global
loss JG but without the dissimilarities JD; (3)
HRERE-full: neural model with both local and
global loss along with their dissimilarities. We
compare against two previous state-of-the-art neu-
ral models, CNN+ATT and PCNN+ATT (Lin
et al., 2016). We also implement a baseline We-
ston based on the strategy following Weston et al.
(2013), namely to combine the scores computed
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Relation Textual Mention base naive full
contains Much of the middle east tension stems from the sense that shiite

power is growing, led by Iran.
0.311 0.864 0.884

place of birth Sometimes I rattle off the names of movie stars from Omaha:
Fred Astaire, Henry Fonda, Nick Nolte . . .

0.109 0.605 0.646

country Spokesmen for Germany and Italy in Washington said yester-
day that they would reserve comment until the report is formally
released at a news conference in Berlin today.

0.237 0.200 0.880

Table 3: Some examples in NYT corpus and the predicted probabilities of the true relations.

with the methods stated in this paper directly with-
out joint learning.

Analysis. Figure 2 shows the Precision/Recall
curves for all the above methods. As one can
see, HRERE-base significantly outperforms pre-
vious state-of-the-art neural models and Weston
over the entire range of recall. However, HRERE-
base performs worst compared to all other vari-
ants, while HRERE-full always performs best as
shown in Figure 2 and Table 2. This suggests that
introducing knowledge representation consistently
results in improvements, which validates our mo-
tivating hypothesis. HRERE-naive simply opti-
mizes both local and global loss at the same time
without attempting to connect them. We can see
that HRERE-full is not only consistently superior
but also more stable than HRERE-naive when the
recall is less than 0.1. One possible reason for
the instability is that the results may be dominated
by one of the representations and biased toward
it. This suggests that (1) jointly learning the het-
erogeneous representations bring mutual benefits
which are out of reach of previous methods that
learn each independently; (2) connecting hetero-
geneous representations can increase the robust-
ness of the framework.

Case Study. Table 3 shows two examples in the
testing data. For each example, we show the re-
lation, the sentence along with entity mentions
and the corresponding probabilities predicted by
HRERE-base and HRERE-full. The entity pairs in
the sentence are highlighted with bold formatting.

From the table, we have the following observa-
tions: (1) The predicted probabilities of three vari-
ants of our model in the table match the observa-
tions and corroborate our analysis. (2) From the
text of the two sentences, we can easily infer that
middle east contains Iran and Henry Fonda was
born in Omaha. However, HRERE-base fails to
detect these relations, suggesting that it is hard for
models based on language representations alone

to detect implicit relations, which is reasonable to
expect. With the help of KBE, the model can ef-
fectively identify implicit relations present in the
text. (3) It may happen that the relation cannot be
inferred by the text as shown in the last example.
It’s a common wrong labeled case caused by dis-
tant supervision. It is a case of an incorrectly la-
beled instance, a typical occurrence in distant su-
pervision. However, the fact is obviously true in
the KBs. As a result, HRERE-full gives the un-
derlying relation according to the KBs. This ob-
servation may point to one direction of de-noising
weakly labeled textual mentions generated by dis-
tant supervision.

6 Conclusion

This paper describes an elegant neural framework
for jointly learning heterogeneous representations
from text and from facts in an existing knowledge
base. Contrary to previous work that learn the two
disparate representations independently and use
simple schemes to integrate predictions from each
model, we introduce a novel framework using an
elegant loss function that allows the proper con-
nection between the the heterogeneous represen-
tations to be learned seamlessly during training.
Experimental results demonstrate that the pro-
posed framework outperforms previous strategies
to combine heterogeneous representations and the
state-of-the-art for the RE task. A closer inspec-
tion of our results show that our framework en-
ables both independent models to enhance each
other.
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Abstract

We propose a new type of representation learn-
ing method that models words, phrases and
sentences seamlessly. Our method does not
depend on word segmentation and any human-
annotated resources (e.g., word dictionaries),
yet it is very effective for noisy corpora writ-
ten in unsegmented languages such as Chinese
and Japanese. The main idea of our method
is to ignore word boundaries completely (i.e.,
segmentation-free), and construct representa-
tions for all character n-grams in a raw cor-
pus with embeddings of compositional sub-n-
grams. Although the idea is simple, our exper-
iments on various benchmarks and real-world
datasets show the efficacy of our proposal.

1 Introduction

Most existing word embedding models (Mikolov
et al., 2013; Pennington et al., 2014; Bojanowski
et al., 2017) take a sequence of words as their in-
put. Therefore, the conventional models are de-
pendent on word segmentation (Yang et al., 2017;
Shao et al., 2018), which is a process of convert-
ing a raw corpus (i.e., a sequence of characters)
into a sequence of segmented character n-grams.
After the segmentation, the segmented charac-
ter n-grams are assumed to be words, and each
word’s representation is constructed from distri-
bution of neighbour words that co-occur together
across the estimated word boundaries. However,
in practice, this kind of approach has several prob-
lems. First, word segmentation is difficult espe-
cially when texts in a corpus are noisy or unseg-
mented (Saito et al., 2014; Kim et al., 2018). For
example, word segmentation on social network
service (SNS) corpora, such as Twitter, is a chal-
lenging task since it tends to include many mis-
spellings, informal words, neologisms, and even
emoticons. This problem becomes more severe
in unsegmented languages, such as Chinese and

Japanese, whose word boundaries are not explic-
itly indicated. Second, word segmentation has am-
biguities (Luo et al., 2002; Li et al., 2003). For
example, a compound word 線形代数学 (linear
algebra) can be seen as a single word or sequence
of words, such as線形|代数学 (linear | algebra).

Word segmentation errors negatively influence
subsequent processes (Xu et al., 2004). For exam-
ple, we may lose some words in training corpora,
leading to a larger Out-Of-Vocabulary (OOV)
rate (Sun et al., 2005). Moreover, segmentation
errors, such as segmentingきのう (yesterday) as
き|のう (tree | brain), produce false co-occurrence
information. This problem is crucial for most ex-
isting word embedding methods as they are based
on distributional hypothesis (Harris, 1954), which
can be summarized as: “a word is characterized
by the company it keeps” (Firth, 1957).

To enhance word segmentation, some recent
works (Junyi, 2013; Sato, 2015; Jeon, 2016) made
rich resources publicly available. However, main-
taining them up-to-date is difficult and it is infea-
sible for them to cover all types of words. To
avoid the negative impacts of word segmentation
errors, Oshikiri (2017) proposed a word embed-
ding method called segmentation-free word em-
bedding (sembei). The key idea of sembei is
to directly embed frequent character n-grams from
a raw corpus without conducting word segmenta-
tion. However, most of the frequent n-grams are
non-words (Kim et al., 2018), and hence sembei
still suffers from the OOV problems. The fun-
damental problem also lies in its extension (Kim
et al., 2018), although it uses external resources to
reduce the number of OOV. To handle OOV prob-
lems, Bojanowski et al. (2017) proposed a novel
compositional word embedding method with sub-
word modeling, called subword-information skip-
gram (sisg). The key idea of sisg is to ex-
tend the notion of vocabulary to include subwords,
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Figure 1: A Japanese tweet with manual segmenta-
tion. (a) is the segmentation result of a widely-used
word segmenter which conventional word embedding
methods are dependent on. (b) and (c) show the em-
bedding targets and their co-occurrence information to
be considered in our proposed method scne on the
boundaries of 数|学 and 学|勉. Unlike conventional
word embedding methods, scne considers all possible
character n-grams on all boundaries (e.g.,線|形,形|代,
代|数, · · · ) in the raw corpus without segmentation.

namely, substrings of words, for enriching the rep-
resentations of words by the embeddings of its
subwords. In sisg, the embeddings of OOV (or
unseen) words are computed from the embedings
of their subwords. However, sisg requires word
segmentation as a prepossessing step, and the way
of collecting co-occurrence information is depen-
dent on the results of explicit word segmentation.

For solving the issues of word segmentation and
OOV, we propose a simple but effective unsuper-
vised representation learning method for words,
phrases and sentences, called segmentation-free
compositional n-gram embedding (scne). The
key idea of scne is to train embeddings of char-
acter n-grams to compose representations of all
character n-grams in a raw corpus, and it enables
treating all words, phrases and sentences seam-
lessly (see Figure 1 for an illustrative explanation).
Our experimental results on a range of datasets
suggest that scne can compute high-quality rep-
resentations for words and sentences although it
does not consider any word boundaries and is not
dependent on any human annotated resources.

2 Segmentation-free Compositional
n-gram Embedding (scne)

Our method scne successfully combines a sub-
word model (Zhang et al., 2015; Wieting et al.,
2016; Bojanowski et al., 2017; Zhao et al., 2018)
with an idea of character n-gram embedding (Os-

xi�nleft
, · · · , xi�2, xi�1, xi, xi+1, · · · , xj�1, xj , xj+1, xj+2, · · · , xj+nright

Target n-gramContext n-gram Context n-gram

xi, xi+1, xi+2, xi+3, · · · , xj�3, xj�2, xj�1, xj

Sub-n-grams 2 S(x (i:j)) ⇢ V
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Figure 2: A graphical illustration of the proposed
model trying to compute a representation for a char-
acter n-gram x(i,j). The co-occurrence of x(i,j) and
its neighbouring context n-grams are used to train em-
beddings of compositional n-grams.

hikiri, 2017; Kim et al., 2018). In scne, the vec-
tor representation of a target character n-gram is
defined as follows. Let x1x2 · · ·xN be a raw un-
segmented corpus of N characters. For a range
i, i + 1, . . . , j specified by index t = (i, j), 1 ≤
i ≤ j ≤ N , we denote the substring xixi+1 · · ·xj
as x(i,j) or xt. In a training phase, scne first
counts frequency of character n-grams in the raw
corpus to construct n-gram set V by collectingM -
most frequent n-grams with n ≤ nmax, where
M and nmax are hyperparameters. For any target
character n-gram x(i,j) = xixi+1 · · ·xj in the cor-
pus, scne constructs its representation vx(i,j)

∈
Rd by summing the embeddings of its sub-n-
grams as follows:

vx(i,j)
=

∑

s∈S(x(i,j))

zs,

where S(x(i,j)) = {x(i′,j′) ∈ V | i ≤ i′ ≤ j′ ≤
j} consists of all sub-n-grams of target x(i,j), and
the embeddings of sub-n-grams zs ∈ Rd, s ∈ V
are model parameters to be learned. The objective
of scne is similar to that of Mikolov et al. (2013),

∑

t∈D




∑

c∈C(t)
log σ

(
v>xtuxc

)
+

k∑

s̃∼Pneg

log σ
(
−v>xtus̃

)


,

where σ(x) = 1
1+exp(−x) , D = {(i, j) | 1 ≤ i ≤

j ≤ N, j − i + 1 ≤ ntarget}, and C((i, j)) =
{(i′, j′) | x(i′,j′) ∈ V, j′ = i− 1 or i′ = j+1}. D
is the set of indexes of all possible target n-grams
in the raw corpus with n ≤ ntarget, where ntarget
is a hyperparameter. C(t) is the set of indexes of
contexts of the target xt, that is, all character n-
grams in V that are adjacent to the target (see Fig-
ures 1 and 2). The negative sampling distribution
Pneg of s̃ ∈ V is proportional to its frequency in
the corpus. The model parameters zs, us̃ ∈ Rd,
s, s̃ ∈ V , are learned by maximizing the objective.
We set ntarget = nmax in our experiments.
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Figure 3: An example of a frequent n-gram lattice.

Although we examine frequent n-grams for
simplicity, incorporating supervised word bound-
ary information or byte pair encoding into the con-
struction of compositional n-gram set would be an
interesting future work (Kim et al., 2018; Sennrich
et al., 2016; Heinzerling and Strube, 2018).

2.1 Comparison to Oshikiri (2017)

To avoid the problems of word segmentation,
Oshikiri (2017) proposed segmentation-free word
embedding (sembei) (Oshikiri, 2017) that con-
siders the M -most frequent character n-grams as
individual words. Then, a frequent n-gram lat-
tice is constructed, which is similar to a word
lattice used in morphological analysis (see Fig-
ure 3). Finally, the pairs of adjacent n-grams in
the lattice are considered as target-context pairs
and they are fed to existing word embedding meth-
ods, e.g., skipgram (Mikolov et al., 2013). Al-
though sembei is simple, the frequent n-gram
vocabulary tends to include a vast amount of non-
words (Kim et al., 2018). Furthermore, its vocab-
ulary size is limited toM , hence, sembei can not
avoid the undesirable issue of OOV. The proposed
scne avoids these problems by taking all possi-
ble character n-grams as embedding targets. Note
that the target-context pairs of sembei are fully
contained in those of scne (see Figure 1).

2.2 Comparison to Kim et al. (2018)

To overcome the problem of OOV in sembei,
Kim et al. (2018) proposed an extension of
sembei called word-like n-gram embedding
(wne). In wne, the n-gram vocabulary is fil-
tered to have more vaild words by taking advan-
tage of a supervised probabilistic word segmenter.
Although wne reduce the number of non-words,
there is still the problem of OOV since its vocabu-
lary size is limited. In addition, wne is dependent
on word segmenter while scne does not.

2.3 Comparison to Bojanowski et al. (2017)
To deal with OOV words as well as rare words,
Bojanowski et al. (2017) proposed subword infor-
mation skip-gram (sisg) that enriches word em-
beddings with the representations of its subwords,
i.e., sub-character n-grams of words. In sisg, a
vector representation of a target word is encoded
as the sum of the embeddings of its subwords.
For instance, subwords of length n = 3 of the
word where are extracted as <wh, whe, her,
ere, re>, where “<”,“>” are special symbols
added to the original word to represent its left and
right word boundaries. Then, a vector representa-
tion of where is encoded as the sum of the embed-
dings of these subwords and that of the special se-
quence <where>, which corresponds to the orig-
inal word itself. Although sisg is powerful, it
requires the information of word boundaries as its
input, that is, semantic units need to be specified
when encoding targets. Therefore, it cannot be di-
rectly applied to unsegmented languages. Unlike
sisg, scne does not require such information.
The proposed scne is much simpler, but due to its
simpleness, the embedding target of scne should
contains many non-words, which seems to be a
problem (see Figure 1). However, our experimen-
tal results show that scne successfully captures
the semantics of words and even sentences for un-
segmented languages without using any knowl-
edge of word boundaries (see Section 3).

3 Experiments

In this section, we perform two intrinsic and two
extrinsic tasks at both word and sentence level,
focusing on unsegmented languages. The imple-
mentation of our method is available on GitHub1.

3.1 Common Settings
Baselines: We use skipgram (Mikolov et al.,
2013), sisg (Bojanowski et al., 2017) and
sembei (Oshikiri, 2017) as word embedding
baselines. For sentence embedding, we first test
simple baselines obtained by averaging the word
vectors over a word-segmented sentence. In ad-
dition, we examine several recent successful sen-
tence embedding methods, pv-dbow, pv-dm (Le
and Mikolov, 2014) and sent2vec (Pagliardini
et al., 2018) in an extrinsic task. Note that both
scne and sembei have embeddings of frequent
character n-grams as their model parameters, but

1www.github.com/kdrl/SCNE
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Figure 4: Word (left) and sentence (right) similarity
tasks on portions of Chinese Wikipedia corpus.

the differences come from training strategies, such
as embedding targets and the way of collecting co-
occurrence information (see Section 2.1 for more
details). For contrasting scne with sembei, we
also propose a variant of sembei (denoted by
sembei-sum) as one of baselines, which com-
poses word and sentence embeddings by simply
summing up the embeddings of their sub-n-grams
which are learned by sembei.
Hyperparameters Tuning: To see the effect
of rich resources for the segmentation-dependent
baselines, we employ widely-used word seg-
menter with two settings: Using only a basic dic-
tionary (basic) or using a rich dictionary together
(rich). The dimension of embeddings is 200, the
number of epochs is 10 and the number of nega-
tive samples is 10 for all the methods. The n-gram
vocabulary size M = 2 × 106 is used for sisg,
sembei and scne. The other hyperparameters,
such as learning rate and nmax, are carefully ad-
justed via a grid search in the validation set. In
the word similarity task, 2-fold cross validation
is used for evaluation. In the sentence similarity
task, we use the provided validation set. In the
downstream tasks, vector representations are com-
bined with a supervised logistic regression classi-
fier. We repeat training and testing of the classifier
10 times, while the prepared dataset is randomly
split into train (60%) and test (40%) sets at each
time, and the hyperparameters are tuned by 3-fold
cross validation in the train set. We adopt mean ac-
curacy as the evaluation metric. See Appendix A.1
for more experimental details.

3.2 Word and Sentence Similarity

We measure the ability of models to capture se-
mantic similarity for words and sentences in Chi-
nese; see Appendix A.2 for the experiment in

skipgramrich sisgrich sembei sembei-sum scne

Wiki. 51.0 59.2 49.0 48.6 62.2
SNS 41.3 47.0 38.9 41.5 60.0

Diff. -9.7 -12.2 -10.1 -7.1 -2.2

Table 1: Spearman rank correlations of the word sim-
ilarity task on two different Chinese corpora. Best
scores are boldface and 2nd best scores are underlined.

Japanese. Given a set of word pairs, or sen-
tence pairs, and their human annotated similarity
scores, we calculated Spearman’s rank correlation
between the cosine similarities of the embeddings
and the scores. We use the dataset of Jin and Wu
(2012) and Wang et al. (2017) for Chinese word
and sentence similarity respectively. Note that the
conventional models, such as skipgram, cannot
provide the embeddings for OOV words, while the
compositional models, such as sisg and scne,
can compute the embeddings by using their sub-
word modeling. In order to show comparable re-
sults, we use the null vector for these OOV words
following Bojanowski et al. (2017).
Results: To see the effect of training corpus size,
we train all models on portions of Wikipedia2.
The results are shown in Figure 4. As it can be
seen, the proposed scne is competitive with or
outperforms the baselines for both word and sen-
tence similarity tasks. Moreover, it is worth noting
that scne provides high-quality representations
even when the size of training corpus is small,
which is crucial for practical real-world settings
where rich data is not available. For a next ex-
periment to see the effect of noisiness of train-
ing corpus, we test both noisy SNS corpus and
the Wikipedia corpus3 of the same size. The re-
sults are reported in Table 1. As it can be seen,
the performance of segmentation-dependent meth-
ods (skipgram, sisg) are decreased greatly by
the noisiness of the corpus, while scne degrades
only marginally. The other two segmentation-free
methods (sembei, sembei-sum) performed
poorly. This shows the efficacy of our method in
the noisy texts. On the other hand, in preliminary
experiments on English (not shown), scne did not
get better results than our segmentation-dependent
baselines and it will be a future work to incorpo-
rate easily obtainable word boundary information
into scne for segmented languages.

2We use 10, 50, 100, 300MB of Wikipedia from the head.
3We use 100MB of Sina Weibo posts for Chinese SNS

corpus and 100MB of Chinese Wikipedia corpus.
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Wikipedia corpora Noisy SNS corpora

Chinese Japanese Korean Chinese Japanese Korean

All Intersec. All Intersec. All Intersec. All Intersec. All Intersec. All Intersec.

skipgrambasic 8.9 (11) 81.0 7.8 (10) 75.7 11.5 (15) 77.1 2.9 (5) 58.2 2.9 (7) 41.4 2.4 (7) 35.4
skipgramrich 9.5 (12) 81.0 16.7 (20) 75.8 11.9 (15) 76.9 3.0 (5) 58.2 4.1 (9) 40.9 2.5 (7) 34.2
sisgbasic 79.2 (100) 82.3 72.2 (100) 75.7 72.2 (100) 76.2 71.0 (100) 64.8 67.1 (100) 46.9 63.4 (100) 39.8
sisgrich 79.5 (100) 82.2 73.3 (100) 74.7 72.4 (100) 76.6 70.8 (100) 64.9 67.5 (100) 46.0 63.3 (100) 37.7
sembei 21.8 (25) 79.0 18.2 (23) 70.1 14.2 (19) 41.8 4.5 (7) 59.6 4.9 (10) 41.9 5.0 (13) 33.7
sembei-sum 76.8 (100) 74.2 69.9 (100) 61.3 66.3 (100) 56.0 72.3 (100) 56.4 66.3 (100) 40.7 64.3 (100) 34.8
scne (Proposed) 79.8 (100) 81.5 73.9 (100) 74.0 73.2 (100) 73.9 74.9 (100) 65.0 68.1 (100) 47.6 65.3 (100) 38.2

Table 2: Noun category prediction accuracies (higher is better) and coverages [%] (in parentheses, higher is better).

Segmentation-free Chinese Japanese Korean

pv-dbowbasic 82.84 85.24 84.16
pv-dbowrich 83.47 85.55 84.80
pv-dmbasic 76.96 80.67 66.35
pv-dmrich 77.94 81.37 67.32
sent2vecbasic 85.09 87.12 82.31
sent2vecrich 85.39 87.20 82.34
skipgrambasic 85.79 86.76 84.06
skipgramrich 85.77 87.16 84.48
sisgbasic 85.67 87.22 84.34
sisgrich 85.04 87.25 84.35
sembei-sum X 83.41 80.80 74.98
scnenmax=8 X 87.07 87.42 84.15
scnenmax=16 X 87.76 88.03 86.74

Table 3: Sentiment classification accuracies [%].

3.3 Noun Category Prediction

As a word-level downstream task, we conduct a
noun category prediction on Chinese, Japanese
and Korean4. Most settings are the same as those
of Oshikiri (2017). Noun words and their semantic
categories are extracted from Wikidata (Vrandečić
and Krötzsch, 2014) with a predetermined seman-
tic category set5, and the classifier is trained to
predict the semantic category of words from the
learned word representations, where unseen words
are skipped in training and treated as errors in test-
ing. To see the effect of the noisiness of corpora,
both noisy SNS corpus and Wikipedia corpus of
the same size are examined as training corpora6.
Results: The results are reported in Table 2. Since
the set of covered nouns (i.e., non-OOV words)
depends on the methods, we calculate accuracies
in two ways for a fair comparison: Using all the
nouns and using the intersection of the covered
nouns. scne achieved the highest accuracies in
all the settings when using all the nouns, and also

4Although Korean has spacing, word boundaries are not
obviously determined by space.

5{food, song, music band name, manga, fictional charac-
ter name, television series, drama, chemical compound, dis-
ease, taxon, city, island, country, year, business enterprise,
public company, profession, university, language, book}

6For each language, we use 100MB of Wikipedia and
SNS data as training corpora. For the SNS data, we use Sina
Weibo for Chinese and Twitter for the rest.

performed well when using the intersection of the
covered nouns, especially for the noisy corpora.

3.4 Sentiment Analysis

As a sentence-level evaluation, we perform senti-
ment analysis on movie review data. We use 101k,
56k and 200k movie reviews and their scores re-
spectively from Chinese, Japanese and Korean
movie review websites (see Appendix A.1.6 for
more details). Each review is labeled as positive
or negative by its rating score. Sentence embed-
ding models are trained using the whole movie re-
views as training corpus. Among the reviews, 5k
positive and 5k negative reviews are randomly se-
lected, and the selected reviews are used to train
and test the classifiers as explained in Section 3.1.
Results: The results are reported in Table 3. The
accuracies show that scne is also very effective in
the sentence-level application. In this experiment,
we observe that the larger nmax contributes to the
performance improvement in sentence-level appli-
cation by allowing our model to capture composed
representations for longer phrases or sentences.

4 Conclusion

We proposed a simple yet effective unsupervised
method to acquire general-purpose vector repre-
sentations of words, phrases and sentences seam-
lessly, which is especially useful for languages
whose word boundaries are not obvious, i.e., un-
segmented languages. Although our method does
not rely on any manually annotated resources or
word segmenter, our extensive experiments show
that our method outperforms the conventional ap-
proaches that depend on such resources.
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A Appendices

A.1 Experimental Details
A.1.1 Hyperparameters Tuning
For skipgram, we performed a grid search over
(h, γ) ∈ {1, 5, 10}×{0.01, 0.025}, where h is the
size of context window and γ is the initial learning
rate. For sisg, we performed a grid search over
(h, γ, nmin, nmax) ∈ {1, 5, 10}× {0.01, 0.025}×
{1, 3} × {4, 8, 12}, where h is the size of con-
text window, γ is the initial learning rate, nmin
is the minimum length of character n-gram and
nmax is the maximum length of character n-gram.
For pv-dbow, pv-dm and sent2vec, we per-
formed a grid search over (h, γ) ∈ {5, 10} ×
{0.01, 0.05, 0.1, 0.2, 0.5}, where h is the size of

context window and γ is the initial learning rate.
For sembei and scne, we used the initial learn-
ing rate 0.01 and nmin = 1. The maximum length
of n-gram to consider nmax is grid searched over
{4, 6, 8} in the word and sentence similarity tasks.
In the noun category prediction task, we used
nmax = 8 for sembei and the nmax of scne is
grid searched over {4, 6, 8}. For sentiment analy-
sis task, we tested both nmax = 8 and nmax = 16
for sembei and scne to see the effect of large
nmax. After carefully monitoring the loss curve
and the performance in the word and sentence
similarity tasks, we set the number of epochs 10
for all methods. In preliminary experiments, we
also tested the number of epochs 20 for the word-
segmentation-dependent baselines but there were
no significant differences. In the two supervised
downstream tasks, the learned vector representa-
tions are combined with the logistic regression
classifier. The parameterC, which is the inverse of
regularization strength of the classifier, is adjusted
via a grid search over C ∈ {0.1, 0.5, 1, 5, 10}.
Again, as explained in the main paper, the hyper-
paramters are grid searched on the determined val-
idation set for all experiments.

A.1.2 Implementations

Here we provide the list of implementations
of baselines which are used in our experi-
ments. For skipgram7, sisg8, sembei9, and
sent2vec10, we use the official implementa-
tions provided by the authors. Meanwhile, as for
pv-dbow and pv-dm, we employ a widely-used
implementation of Gensim library11.

A.1.3 Word Segmenters and Word
Dictionaries for Unsegmented
Languages

Below we list the word segmentation tools and
word dictionaries which are used in our experi-
ments. We employed a widely-used word segmen-
tation tool for each language.

For Chinese language, we used jieba12 with its

7https://code.google.com/archive/p/
word2vec/

8https://github.com/facebookresearch/
fastText

9https://github.com/oshikiri/
w2v-sembei

10https://github.com/epfml/sent2vec
11https://radimrehurek.com/gensim/

models/doc2vec.html
12https://github.com/fxsjy/jieba
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default dictionary13 or with an extended dictio-
nary14, which fully supports both traditional and
simplified Chinese characters.

For Japanese, we used MeCab15 with its default
dictionary called IPADIC15 along with specially
designed neologisms-extended dictionary called
mecab-ipadic-NEologd16. Note that, because
this extended dictionary mecab-ipadic-NEologd is
specially designed to include many neologisms,
there is a significant word coverage improvement
by using this word dictionary as it can be seen in
the Japanese noun category prediction task in the
main paper.

For Korean, we used mecab-ko17 with its de-
fault dictionary called mecab-ko-dic18 along with
another extended dictionary called NIADic19.

A.1.4 Training Corpora

We prepared Wikipedia corpora and SNS corpora
for Chinese, Japanese and Korean for our exper-
iments. For the Wikipedia corpora, we used the
first 10, 50, 100, 200 and 300MB of texts from the
publicly available Wikipedia dumps20. The texts
are extracted by using WikiExtractor tool21. For
Chinese SNS corpus, we used 100MB of Leiden
Weibo Corpus (van Esch, 2012) from the head.
For Japanese and Korean SNS corpora, we col-
lected Japanese and Korean tweets using Twitter
Streaming API. We removed usernames and URLs
from the SNS corpora. There were many informal
words, emoticons and misspellings in the SNS cor-
pora. We preserved them without preprocessing to
see the effect of the noisiness of training corpora
in our experiments.

A.1.5 Preprocess of Wikidata

For the noun category prediction task, we ex-
tracted noun words and their semantic categories
from Wikidata (Vrandečić and Krötzsch, 2014)

13https://github.com/fxsjy/jieba/blob/
master/jieba/dict.txt

14https://github.com/fxsjy/jieba/blob/
master/extra_dict/dict.txt.big

15http://taku910.github.io/mecab/
16https://github.com/neologd/

mecab-ipadic-neologd
17https://bitbucket.org/eunjeon/

mecab-ko
18https://bitbucket.org/eunjeon/

mecab-ko-dic
19https://github.com/haven-jeon/NIADic
20https://dumps.wikimedia.org/
21https://github.com/attardi/

wikiextractor

skipgramrich sisgrich sembei sembei-sum scne

Wiki. 8.3 15.4 4.0 9.3 24.1
SNS 5.3 12.7 2.8 9.3 23.0

Diff. -3.0 -2.7 -1.2 -0.0 -1.1

Table 4: Spearman rank correlations of the word simi-
larity task on two different Japanese corpora.

following Oshikiri (2017). We determined the se-
mantic category set used in our experiments as
follows: First, we collected Wikidata objects that
have Chinese, Japanese, Korean and English la-
bels. Next, we sorted the categories by the number
of noun words, and removed categories (e.g., Wiki-
media category or Wikimedia template) that do not
represent any semantic category. We also removed
out several categories that contain too many noun
words (e.g., human) or too few noun words (e.g.,
academic discipline). Since there were several du-
plicated labels for different Wikidata objects, the
number of nouns for each language is slightly dif-
ferent. Each category has at least 0.1k words and
no more than 5k words. The numbers of extracted
noun words that are used in our experiments were
22,468, 22,396 and 22,298 for Chinese, Japanese
and Korean, respectively.

A.1.6 Movie Review Datasets
In the main paper, three movie review datasets
are used to evaluate the quality of sentence
embeddings. We used 101,114, 55,837 and
200,000 movie reviews and their rating scores
from Yahoo奇摩電影22, Yahoo!映画23 and Naver
Movies24 for Chinese, Japanese and Korean, re-
spectively.

A.2 Additional Experiment on Japanese

In this section, we show the results of Japanese
word similarity experiments. We use the datasets
of Sakaizawa and Komachi (2018). It con-
tains 4427 pairs of words with human similarity
scores. We omit sentence similarity task since
there is no public widely-used benchmark dataset
for Japanese yet. Following the main paper, given
a set of word pairs and their human annotated sim-
ilarity scores, we calculated Spearman’s rank cor-
relation between the cosine similarities of the em-
beddings and the human scores. We use 2-fold

22https://github.com/fychao/
ChineseMovieReviews

23https://github.com/dennybritz/
sentiment-analysis/tree/master/data

24https://github.com/e9t/nsmc
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cross validation for hyperparameters tuning. The
same grid search is performed as explained in Sec-
tion A.1.1. To see the effect of the noisiness of
training corpora, we use two Japanese corpora,
100MB of Wikipedia corpus and 100MB of noisy
SNS corpus (Twitter), which are also used in the
Japanese noun category prediction task in the main
paper. As seen in Table 4, the experiment results
for Japanese are similar to those of Chinese in the
main paper.
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Abstract
Distant supervision has obtained great
progress on relation classification task.
However, it still suffers from noisy labeling
problem. Different from previous works
that underutilize noisy data which inherently
characterize the property of classification,
in this paper, we propose RCEND, a novel
framework to enhance Relation Classification
by Exploiting Noisy Data. First, an instance
discriminator with reinforcement learning is
designed to split the noisy data into correctly
labeled data and incorrectly labeled data.
Second, we learn a robust relation classifier
in semi-supervised learning way, whereby
the correctly and incorrectly labeled data are
treated as labeled and unlabeled data respec-
tively. The experimental results show that
our method outperforms the state-of-the-art
models.

1 Introduction

Relation classification plays a crucial role in natu-
ral language processing (NLP) tasks, such as ques-
tion answering and knowledge base completion
(Xu et al., 2016; Han et al., 2018a). The goal of
relation classification is to predict relations of the
target entity pair given a plain text. Traditional su-
pervised learning methods (Zelenko et al., 2002;
Bunescu and Mooney, 2005; Zhou et al., 2005)
heavily rely on large scale annotated data which is
time and labor consuming. Mintz et al. (2009) pro-
posed distant supervision (DS) to automatically
generate training data for relation classification
based on the assumption that if two target entities
have a relation in knowledge base (KB), sentences
containing this entity pair might express the re-
lation. For example, if a relational fact <Apple,
founder, Steve Jobs> exists in KB, distant super-
vision will assign founder as the label of all sen-
tences that contain “Apple” and “Steve Jobs” to-
gether.

Sentence DS Gold
S1:Al Gore was waiting to board
a commercial flight from Nashville
to Miami...

LivedIn NA

S2:There were also performers
who were born in Louisiana , in-
cluding Lucinda Williams...

LivedIn BornIn

S3:Boggs was married, had three
young children and lived in Brew-
ster

NA LivedIn

Table 1: Examples of noisy labeling problem in dis-
tant supervision relation classification. S1 and S2 are
heuristically labeled as LivedIn by DS, but neither
of them mention the relation while S2 mentions the
BornIn relation. S3 expresses the LivedIn relation but it
is mislabeled as NA since no relation of the entity pair
exist in KB.

However, it suffers from noisy labeling problem
due to the irrelevance of aligned text and incom-
pleteness of KB, which consists of false positives
and false negatives. The false positives means that
not all sentences containing two entities mention
the relation in KB, such as S1 and S2 in Table 1.
And the false negatives are sentences are misla-
beled as no relation (NA) due to the absence of
relational fact in KB even though they express the
target relation, such as S3 in Table 1.

In order to reduce the impact of noisy data, pre-
vious works (Riedel et al., 2010; Hoffmann et al.,
2011; Surdeanu et al., 2012; Zeng et al., 2015;
Lin et al., 2016; Han et al., 2018b) adopt Multi-
Instance Learning (MIL) for relation classifica-
tion. Recent studies (Feng et al., 2018; Qin et al.,
2018b,a) introduce reinforcement learning (RL)
and adversarial learning to filter out incorrectly la-
beled sentences and achieve significant improve-
ments. However, there are two remaining chal-
lenges of noisy labeling problem.

• Most of these approaches focus on solving
the false positives but overlook false nega-
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DS true positive data

DS false positive data

DS true negative data

DS false negative data

Figure 1: Illustration of false positive and false negative
cases

tives. As illustrated in Figure 1, they con-
centrate on discovering the false positive in-
stances1 which are suppressed or removed at
last and obtain a better decision boundary
(green dashed line) than without considera-
tion of false positive instances. Nevertheless,
there are still a lot of false negative instances
expressing similar semantic information with
positive data. These instances also provide
evidence for the target relation. The incor-
rect labels will weaken the discriminative ca-
pability of available features and confuse the
model if they stay the same. However, when
we remedy the label correctly, we indeed pos-
sess the optimal decision boundary (red solid
line).

• There lacks an effective method to fully uti-
lize noisy data of distant supervision. (Xu
et al., 2013; Liu et al., 2017) apply meth-
ods such as pseudo-labels to directly correct
the label of noisy data and Luo et al. (2017)
design a dynamic transition matrix to model
noise patterns. They still suffer from the
drawback of error propagation during train-
ing.

To tackle the above challenges, we propose
a novel framework exploiting noisy data to en-
hance distant supervision relation classification.
We design an instance discriminator with rein-
forcement learning to recognize both false positive
and false negative instances simultaneously, and
further split the noisy dataset into two sets, rep-
resenting correctly labeled and incorrectly labeled
data respectively. Additionally, we learn a ro-
bust relation classifier applying a semi-supervised
learning method, whereby the correctly and incor-
rectly labeled data are regarded as labeled and un-
labeled data. On the one hand, we mitigate the

1In this paper, instance is the same as sentence

side effect of incorrectly labeled data by recog-
nizing them and treating them as unlabeled data.
On the other hand, taking full advantage of the in-
correctly labeled data in semi-supervised learning
way facilitates robust property of model and im-
proves generalization performance. Our contribu-
tions in this work are three-fold:

• We propose a deep reinforcement learning
framework to discriminate both false-positive
and false-negative instances simultaneously.

• We introduce a semi-supervised learning
method to fully exploit the noisy data in dis-
tant supervision relation classification.

• We conduct experiments on a widely used
benchmark dataset and the results show that
our method achieves significant improve-
ments as compared with strong baselines.

2 Related work

Many efforts based on supervised learning (Ze-
lenko et al., 2002; Bunescu and Mooney, 2005;
Zhou et al., 2005) have been devoted to relation
classification. As is well-known, achieving a good
performance while applying supervised learning
paradigm requires a large amount of high-quality
annotated data. To address the issue of data spar-
sity, Mintz et al. (2009) propose distant supervi-
sion to automatically annotate large scale train-
ing data, which inevitably results in noisy labeling
problem.

To tolerate noisy instances in positive ex-
amples, most early approaches employ multi-
instance learning framework, including multi-
instance single-label learning (Riedel et al., 2010)
and multi-instance multi-label learning (Hoff-
mann et al., 2011; Surdeanu et al., 2012). Re-
cently, deep learning has also been introduced to
propose an end-to-end convolutional neural net-
work for relation classification (Zeng et al., 2014).
In the sentences bag of one entity pair, Zeng
et al. (2015) select the most reliable sentence,
and Lin et al. (2016) propose attention schemes
to de-emphasize unreliable sentences. Han et al.
(2018b) incorporate hierarchical information of
relations to enhance the attention scheme. But
they fail to handle the issue where all sentences
in one bag are mislabeled.

Feng et al. (2018); Qin et al. (2018b,a) fur-
ther achieve improvement by using reinforcement
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Instance Discriminator with Reinforcement Learning Relation Classifier with Semi-Supervised Learning

PosAgent

FN FPTP

NegAgent

DL

DNA
DPOS

TN

DU

Instance

State

Agent

Classifier

xu

Encoder

z

Decoder

Encoder

Decoder

Uloss

yu xl yl

z

xu’ xl’

ypred

Lloss

Closs

reward

Figure 2: The framework of train process. Instance discriminator, consisting of PosAgent and NegAgent, aims
to recognize false-positive (FP) and false-negative (FN) instances from positive dataset (DPOS) and NA dataset
(DNA) respectively. Afterward, true-positive (TP) and true-negative (TN) instances are split into labeled data (Dl)
while FP and FN instances are split into unlabeled data (Du). We adopt SemiVAE, which consists of an encoder, a
decoder and a classifier, to train a robust relation classifier with semi-supervised learning utilizing the above data
Dl,Du. More details are introduced in Section 3.2 and 3.3.

learning and adversarial learning to explicitly re-
move incorrectly labeled sentences. However,
they neglect the useful inherent information of
those sentences which should be replaced cor-
rectly. In other words, they remove the noise rather
than utilize it in the right way.

Furthermore, Xu et al. (2013) correct false neg-
ative instances by using pseudo-relevance feed-
back to expand the origin knowledge base. Liu
et al. (2017) apply a dynamic soft-label instead of
the immutable hard label produced by DS during
the training process. Luo et al. (2017) design a
transition matrix which characterizes the underly-
ing noise pattern to correct noisy labels. They uti-
lize the noisy data and address the false negative
problem to some extent, but they still suffer from
the drawback that errors may be propagated be-
cause the model is unable to correct its own mis-
takes.

In this work, we propose a unified framework
for learning a discriminator to recognize both
false-positive and false-negative instances with re-
inforcement learning, and utilizing the incorrectly
labeled data as unlabeled data in semi-supervised
learning way.

3 Methodology

In this section, we introduce our framework and
the details of instance discriminator and relation
classifier as follows.

3.1 Framework

In MIL paradigm, the entire instances are split
into multiple entity-pair bags {Bhi,ti}ki=1. The
sentences in Bh,t mention both head entity h and
tail entity t. Here we denote dataset as D =
{(xi, yi)}ni=1, where xi is a sentence associated
with the corresponding entity pair, yi is a noisy re-
lation label produced by distant supervision and n
is the total number of sentences contained in each
bag. As mentioned above, NA is a special relation
which indicates the sentence does not express any
relations in the KB. We define other relations in
the KB as positive relations. Accordingly, we split
the dataset into DPOS and DNA.

In the scenario of distant supervision, an ideal
model is not only capable of capturing valid su-
pervision information about correctly labeled data
with less noise, but also leveraging information
contained in incorrectly labeled data by correcting
the noisy label implicitly.

As a result, we solve the task of distant super-
vision relation classification in two steps. As de-
picted in Figure 2, we design an instance discrim-
inator to heuristically recognize false positive and
false negative instances from the noisy distantly-
supervised dataset with reinforcement learning.
The correctly labeled instances discovered by the
discriminator are split into labeled data while the
incorrectly labeled ones are split into unlabeled
data. The details of the instance discriminator
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will be introduced in Section 3.2. After scanning
the entire noisy dataset, we train a robust classi-
fier with semi-supervised learning utilizing above
labeled data and unlabeled data. The details of
the relation classifier will be introduced in Section
3.3. Meanwhile, the relation classifier provides re-
wards to the instance discriminator for updating
parameters of its policy function.

3.2 Instance discriminator

We regard recognizing incorrectly labeled in-
stances as a reinforcement learning problem. The
instance discriminator acts as an agent interacting
with the environment that consists of a noisy
dataset and a relation classifier. The agent is
parameterized with a policy network π(a|s; θ)
which gives the probability distribution of action
a at each state s and receives reward r from the
relation classifier to update parameters θ. Note
that NA indicates that there is no relation between
two entities or that the relation is of no interest.
The relation NA is very ambiguous since instances
have no unified pattern. Thus we cannot decide
whether a sentence belongs to NA only by the fact
that it does not express any other positive relation.
Under this consideration, we adopt two agents,
PosAgent and NegAgent, to recognize false
positive and false negative instances respectively.
The definitions of the components in RL are
introduced as follows.

State The state includes the semantic and
syntactic information of current sentence and the
relation label given by DS. We use a piecewise
convolutional neural network (PCNN) (Zeng
et al., 2015) to convert each sentence into real-
valued vector x and build a class representation
matrix M to represent each relation type. As we
decide whether the current sentence is correctly
labeled according to the similarity between the
semantic meanings of sentence and relation, we
only take the current sentence into consideration
without sentences in early states. For PosAgent,
state sp is the concatenation of the current
sentence vector x and corresponding relation
embedding. For NegAgent, we represent state sn
by the vector of relational scores based on the
representation of the current sentence x.

sp = [x;M [y]]

sn = Mx+ b
(1)

where y is relation label of the current sentence.
b ∈ Rnr is a bias vector and nr is the number of
class.

Action We desire the agent to distinguish
whether the current sentence is mislabeled or not.
Therefore, the action of our agent is defined as
ai ∈ {0, 1}, where 0 indicates the sentence is
incorrectly labeled and 1 indicates the sentence is
correctly labeled.

Reward The reward function can reflect the
advantage of redistributing the noisy data. As
previously mentioned, the actions of our agent
redistribute noisy data into labeled data and
unlabeled data, corresponding to correctly labeled
and incorrectly labeled instances. Therefore, the
average likelihood of labeled data will be larger
than unlabeled data when the agent makes correct
actions. We define the difference of likelihood
between them as the reward to evaluate the
performance of our policy. Consequently, the
reward is defined as follows:

r = λ(
1

|L|
∑

x∈L
pφ(y|x)− 1

|U |
∑

x∈U
pφ(y|x)) (2)

where L and U is the subset of labeled data and
unlabeled data respectively, and y is the relation
label given by DS. pφ(y|x) is calculated by the re-
lation classifier from the semi-supervised learning
framework. λ is used to scale the difference to a
rational numeric range.

Training the Policy-based Agent
The objective of the agent is to maximize the
expected reward of the actions sampled from
the probability distribution. Given a mini-batch
data B, following the policy, our agent pro-
duces a set of probability distributions of ac-
tions π(ai|si; θ). Based on the actions, the agent
achieves a performance-driven reward r. We use
a policy gradient strategy to compute the gradient
and update our agent referring to the policy gra-
dient theorem (Sutton et al., 1999) and the REIN-
FORCE algorithm (Williams, 1992). The param-
eters of the policy network are updated according
to the following gradient:

θ ← θ + α

|B|∑

i=1

5θr log π(ai|si; θ) (3)

As the goal of our agent is to determine whether
an annotated sentence expresses target relation
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with weak supervision, we need a relation clas-
sifier to compute the reward for updating the pol-
icy network. We first pre-train our classifier on
the entire dataset with supervised learning until
rough convergence. Then we pre-train the pol-
icy network by receiving rewards from the pre-
trained classifier with the parameters frozen. The
pre-training strategy is necessary as it saves time
that would otherwise be spent training the model
by trial and error. It is also widely used by other
related works (Silver et al., 2016; Bahdanau et al.,
2016). The training procedure for instance dis-
criminator is summarized in Algorithm 1.

3.3 Relation Classifier

In order to reach the maximum utilization of noisy
data, we train our relation classifier with semi-
supervised learning. Below, we introduce PCNN
and SemiVAE, the method we adopt for semi-
supervised learning.

PCNN

We take the widely used CNN architecture
(PCNN) (Zeng et al., 2015; Lin et al., 2016) to en-
code input sentences into low-dimensional vectors
and predict their corresponding relation labels.

Given a sentence containing an entity pair, we
represent the i-th word as vi by concatenating its
word embedding wi and position embedding pi
which encodes the relative distances from it to two
entities (vi ∈ Rd, wi ∈ Rdw , pi ∈ Rdp , d = dw +
dp).

Afterward, the convolution layer applies a ker-
nel of the window size l to slide over the in-
put sequence {v1,v2, ...,vm} and output the dh-
dimensional hidden embeddings h, where h ∈
Rm×dc and dc is the number of feature maps.

Then, piecewise max-pooling is used to di-
vide the hidden embeddings into three parts
{h1,h2,h3} by the position of head and tail enti-
ties. We perform max-pooling on each part respec-
tively and get final embedding x by concatenating
the pooling results, where x ∈ Rds(ds = dc× 3) .

x = [max(h1);max(h2);max(h3)] (4)

Finally, we formalize the probability of predict-
ing y given sentence x as follows:

o = Mx+ b,

pφ(y|x) = exp (oy)∑nr
k=1 exp (ok)

(5)

where M ∈ Rnr×ds is the class embeddings of
each relation and b ∈ Rnr is a bias vector.

Semi-supervised VAE
SemiVAE, a semi-supervised learning method
based on variational inference, is introduced and
developed by (Kingma et al., 2014; Xu et al.,
2017). The inference model consists of three
components as follows. An encoder network
pϕ(z|x, y) encodes data x and label y into a la-
tent variable z. The decoder network pψ(x|z, y)
is used to estimate the probability of generating
x given z and categorical label y. Finally, classi-
fier pφ(y|x) predict the corresponding label y of
x. We model both encoder and decoder by mul-
tilayer perceptron (MLP) and employ the PCNN
model as the classifier in SemiVAE.

For the case of labeled data (xl, yl), the evi-
dence lower bound is:

log pψ(xl, yl)≥Epϕ(z|xl,yl)[log pψ(x
′
l|yl, z)]

+log pψ(yl)−DKL(pϕ(z|xl, yl)||p(z))
=−L(xl, yl)

(6)

where first term represent the expectation of the
conditional log-likelihood on latent variable z and
the last term is Kullabck-Leibler divergence be-
tween the prior distribution p(z) and the latent
posterior pφ(z|xl, yl).

For the case of unlabeled data xu, the unob-
served label yu is obtained from the classifier in
the inference model. The variational lower bound
is:

log pψ(xu)≥
∑

y

pφ(yu|xu)(−L(xu, yu))+H(pφ(yu|xu))

= −U(xu)
(7)

whereH denotes the entropy of pφ(yu|xu).
Since the classifier pφ(y|x) is unable to learn

directly from labeled data, a classification loss is
introduced as:

C = E(x,y)∈Dl
[− log pφ(y|x)] (8)

To maximize the evidence lower bound of both
labeled data and unlabeled data and minimize the
classification loss, the objective is defined as:

J =
∑

(x,y)∈Dl

L(x, y) +
∑

x∈Du

U(x) + βC (9)

where Dl and Du are labeled and unlabeled data
respectively, β is a factor used to scale the classi-
fication loss of labeled data.
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Algorithm 1 Reinforcement Learning Algorithm
for Instance Discriminator.
Input: Origin dataset DPOS = {(xi, yi)}ni=1.

( To be clear, we demonstrate the training pro-
cedure of PosAgent. NegAgent is trained in
the same way. )

Output: Labeled data Dl , unlabeled data Du.
1: Initialize parameters of policy network as θ.
2: for step t = 1→ T do
3: Partition DPOS into minibatches of size bs
4: for minibatch B ⊂ DPOS do
5: B = {(xj , yj)}bsj=1

6: Sample actions for each sentence in B:
aj ∼ π(aj |sj ; θ)

7: if aj == 0 then
8: Add xj to Du
9: else

10: Add (xj , yj) to Dl
11: end if
12: Calculate reward r by Eq.(2)
13: Update θ by Eq.(3)
14: end for
15: end for

Algorithm 2 Semi-supervised Learning Algo-
rithm for Relation Classifier.
Input: Labeled data Dl, unlabeled data Du.
1: Initialize parameters of relation classifier as φ.
2: for epoch i = 1→ N do
3: Sample m data pair (xl, yl) from Dl
4: Sample m data xu from Du and predict

their corresponding unobserved label yu via
pφ(y|x)

5: Update φ by Eq.(9)
6: end for

After our reinforcement learning process, we
obtain an instance discriminator which possesses
the capability of recognizing incorrectly labeled
instances from the noisy dataset. Additionally, the
entire DS dataset D is split into labeled data Dl
and unlabeled data Du. Therefore, we utilize the
above data to train SemiVAE model and obtain
a robust relation classifier which explicitly learns
from correctly labeled data and correct incorrectly
labeled data implicitly. The training procedure for
relation classifier is summarized in Algorithm 2.

4 Experiment

4.1 Datasets and Evaluation

We evaluate our model on a widely used dataset
that is generated by aligning entity pairs from

Batch size bs 160
Word Dimension dw 50
Position Dimension dp 5×2
Convolution Filter Dimension dc 230
Convolution Window Size l 3
Latent Variable Dimension dz 100
Dropout p 0.5
Regulator λ, β 100, 2

Table 2: Hyperparameter settings

Freebase with New York Times corpus(NYT)2 and
developed by (Riedel et al., 2010). Entity men-
tions are recognized by the Stanford named entity
recognizer (Finkel et al., 2005). The relation facts
in Freebase are divided into two parts for train-
ing and testing respectively. The sentences from
the corpus of the years 2005-2006 are used as the
training instances, and sentences from 2007 are
used as the testing instances. There are 52 posi-
tive relations and a special relation NA.

Following previous works, we evaluate our
model on the held-out evaluation, which compares
relation facts extracted from the test corpus with
those in Freebase. We adopt aggregated preci-
sion/recall curves and precision@N (P@N) to il-
lustrate the performance of our model.

4.2 Parameter Settings

We adopt the Adam (Kingma and Ba, 2014) opti-
mizer to optimize our instance discriminator and
relation classifier with learning rate 0.0001 and
0.001 respectively. We also apply dropout to pre-
vent overfitting. More detailed hyperparameter
settings are presented in Table 2.

4.3 Overall Evaluations Results

We adopt the following baselines with which we
compare our model:

• Mintz (Mintz et al., 2009) is the original dis-
tantly supervised model. MultiR (Hoffmann
et al., 2011) and MIML(Surdeanu et al.,
2012) handle overlapping relation problem
with graphical model in multi-instance and
multi-instance multi-label framework. All
above models are based on handcrafted fea-
ture.

• PCNN+ONE (Zeng et al., 2015) and
PCNN+ATT (Lin et al., 2016) are both ro-
bust models to solve noisy labeling problem

2http://iesl.cs.umass.edu/riedel/ecml/
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Figure 3: Precision-recall curves of our model and
baselines.

P@N 100 200 300 Mean
PCNN+ONE 72.3 69.7 64.1 68.7
PCNN+ATT 76.2 73.1 67.4 72.2
PCNN+ONE+SL 84.0 81.0 74.0 79.7
PCNN+ATT+SL 87.0 84.5 77.0 82.8
PCNN+HATT 88.0 79.5 75.3 80.9
RCEND 95.0 87.5 84.4 88.9

Table 3: Top-N precision (P@N) of our model and
baselines

based on the at-least-one assumption and se-
lective attention. PCNN+HATT (Han et al.,
2018b) is a attention-based method which
employs hierarchical attention to exploit cor-
relations among relations.

• PCNN+ONE+SL and PCNN+ATT+SL(Liu
et al., 2017) use a soft-label method to allevi-
ate the negative impact of the noisy labeling
problem.

We compare our model with aforementioned
baselines and the results are shown in Figure 3.
From the overall result we can see that: (1) All
feature-based models preform poorly as their fea-
tures are derived from NLP tools, which will gen-
erate errors that propagate through in model. (2)
PCNN+ONE and PCNN+ATT boost the perfor-
mance because they reduce noise in the bag of
entity pair by selecting the most confident sen-
tence or de-emphasize the incorrectly labeled sen-
tences with an attention mechanism. (3) When
PCNN+ONE and PCNN+ATT use soft labels,
they achieve an improvement. This indicates cor-
recting the noisy label is helpful to relation classi-
fication in MIL scheme. (4) PCNN+HATT further
enhances the performance as it incorporates hier-
archical information of relations to improve the
attention mechanism. (5) Our method RCEND
achieves the best precision over the entire recall
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Figure 4: Precision-recall curves of our model with dif-
ferent settings.

P@N 100 200 300 Mean
RCEND 95.0 87.5 84.4 88.9
RCEND w/o Semi 90.0 84.6 79.1 84.6
RCEND(P) 87.1 82.1 80.1 83.3
RCEND(N) 89.1 85.1 81.1 85.1

Table 4: Top-N precision (P@N) of our model with
different settings.

range compared with all baselines. The perfor-
mance achieves further improvement when we re-
gard the incorrectly labeled sentences as unlabeled
data and adopt a semi-supervised learning method
to train our model. It shows that exploiting noisy
data with our method is beneficial to promote dis-
tant supervision relation classification.

We also report the result of Precisions@N (100,
200, 300) in Table 3. We can see that our method
outperforms the baselines on the precision values
of top N triples extracted.

4.4 Impact of Unlabeled Data

To further verify the impact of the unlabeled data,
we conduct experiments with both utilization and
non-utilization of unlabeled data. The results are
presented in Figure 4. Note that, the method
RCEND w/o Semi is similar to the method pro-
posed by (Feng et al., 2018), which only removes
the incorrectly labeled sentences but does not fully
utilize them. We can see that it achieves higher
precision over the entire level of recall compared
to PCNN+HATT, the best noise-tolerate method
in MIL scheme, which shows that removing noise
is better than dealing with them with soft atten-
tion weights. However, it is still unable to sur-
pass our method. In Table 4, our method also
shows notable improvement over RCEND w/o
Semi. This demonstrates that fully utilizing noisy
data is more advantageous than reducing them.
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Type Sentence Predict DS
C1: [Oliver O’Grady] is now a silver-haired , twinkly-eyed resident of [Ireland] ,
where Ms. Berg often films him in parks ...

Nationality NA

FN C2: ... said [John Allison] , editor of [Opera] magazine , based in London. EmployedBy NA
C3: [Jean-Pierre Bacri] is a famous writer , who is too self-centered to care about
his lonely , overweight , 20-year-old daughter , [Lolita Marilou Berry]...

ChildrenOf NA

C4: they wanted to interview [Bill Cosby] after they met with a former Temple
University employee who has accused him of groping her in his home in suburban
[Philadelphia]

LivedIn BornIn

FP C5: “Without the fog , [London] wouldn’t be a beautiful city.”the French painter
Claude Monet wrote to his wife , Alice , during one of his long visits to [England]
from France.

NA Capital

C6: MTV Goes to Africa MTV opened its first local music channel in Africa this
week , a step touted by the singer [Lebo Mathosa] , above , at an MTV event in
[Johannesburg].

NA DieIn

Table 5: Examples for case study. The first three sentences are examples of false negative case and the final three
are examples of false positive case.

This can be partially explained due to the label
rectification of the incorrectly labeled data dur-
ing semi-supervised learning with correctly la-
beled data which improves the generalization per-
formance.

4.5 Impact of False Positives and False
Negatives

The goal of this experiment is to inspect whether
the relation classifier is enhanced more through the
utilization of false negatives or through the uti-
lization of false positives. As depicted in Figure
5, RCEND(P) only recognizes the false positive
sentences in DPOS by PosAgent and regards them
as unlabeled data. Likewise, RCEND(N) only
discovers and utilizes false negative sentences.
RCEND(P) and RCEND(N) behave similarly and
achieve further improvement when utilizing both
false-positive and false-negative sentences, which
implies that both of them are important and pro-
mote the ability of our relation classifier. And the
results in Table 4 also show utilizing false negative
data performs slightly better than false positives
since false negative data might be predicted as pos-
itive relation and increase samples of the target re-
lation to learn a more accurate decision boundary.

4.6 Case Study

We sample some examples of incorrectly labeled
data which are regarded as unlabeled data during
training. In Table 5, it can be seen that our dis-
criminator recognizes both false positive and false
negative instances. For example, though the fact
(John Allison, EmployedBy, Opera) is absent in
the KB due to the incompleteness of the KB, C2
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Figure 5: Precision-recall curves of our model with dif-
ferent settings.

expresses EmployedBy relation and provides evi-
dence of target relation. Additionally, C4 is mis-
labeled as BornIn due to the relational fact (Bill
Cosby, BornIn, Philadelphia), even though it men-
tions LivedIn relation. Further more, they are all
predicted correctly by our relation classifier in the
end which shows that our model indeed captures
the valid information of noisy data and exploits
them to enhance its ability.

5 Conclusion

In this paper, we proposed RCEND to fully exploit
valid information of the noisy data in distant su-
pervision relation classification. The instance dis-
criminator is trained with reinforcement learning,
which aims to recognize the instances mislabeled
by distant supervision. We treat the correctly la-
beled instances as labeled data and incorrectly la-
beled ones as unlabeled data. Afterward, we adopt
a semi-supervised learning method to learn a ro-
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bust relation classifier to utilize the data. In this
way, not only can our model reduce the side effect
of noisy labels, but also adequately take advantage
of valid information contained in noisy data. Ex-
periments demonstrate that our model outperforms
state-of-the-art baselines.
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Abstract

In this paper we present a method to
learn word embeddings that are resilient to
misspellings. Existing word embeddings
have limited applicability to malformed texts,
which contain a non-negligible amount of out-
of-vocabulary words. We propose a method
combining FastText with subwords and a su-
pervised task of learning misspelling patterns.
In our method, misspellings of each word are
embedded close to their correct variants. We
train these embeddings on a new dataset we are
releasing publicly. Finally, we experimentally
show the advantages of this approach on both
intrinsic and extrinsic NLP tasks using public
test sets.

1 Introduction

Word embeddings constitute a building block of
many practical applications across NLP and re-
lated disciplines. Techniques such as Word2Vec
(Mikolov et al., 2013a,b) and GloVe (Pennington
et al., 2014) have been extensively used in prac-
tice. One of their drawbacks, however, is that they
cannot provide embeddings for words that have
not been observed at training time, i.e. Out-Of-
Vocabulary (OOV) words. In real-world tasks,
the input text is often generated by people and
misspellings, a common source of OOV words,
are frequent (e.g. (Cucerzan and Brill, 2004) re-
port that misspellings appear in up to 15% of web
search queries). As a consequence, the quality of
downstream applications of word embeddings in
real-world scenarios diminishes.

Simply allowing the inclusion of misspellings
into corpora and vocabularies in existing method-
ologies might not provide satisfactory results. The
sparsity of misspellings would most likely prevent

∗ This work was carried out when the author was work-
ing as an employee at Facebook London.

their embeddings from demonstrating any inter-
esting properties. Trying to balance the represen-
tation of misspellings with the representation of
correctly spelled variants in training data by arti-
ficially introducing misspelled variants for every
word in the corpus would on the other hand cause
up to an exponential growth in the size of the train-
ing data, making training of the models infeasible.

To address this deficiency, we propose Mis-
spelling Oblivious (word) Embeddings (MOE), a
new model combining FastText (Bojanowski et al.,
2017) with a supervised task which embeds mis-
spellings close to their correct variants. We carry
out experiments on well established tasks and on
their variants adapted to the misspellings prob-
lem. We also propose new methods of evaluating
embeddings specifically designed to capture their
quality on misspelled words. We train MOE em-
beddings on a new dataset we are releasing pub-
licly. Finally, we experimentally show the advan-
tages of this approach on both intrinsic and extrin-
sic NLP tasks using public test sets. Summarizing,
we propose the following contributions:

• a novel problem and a non-trivial solution to
building word embeddings resistant to mis-
spellings;
• a novel evaluation method specifically suit-

able for evaluating the effectiveness of MOE;
• a dataset of misspellings 1 to train MOE.

The reminder of this paper is structured as fol-
lows. Section 2 gives an overview of the word em-
beddings literature. In Section 3.1 we introduce
Word2Vec and FastText models. We introduce the
MOE model in Section 3.2. Section 4 contains the
descriptions of datasets we trained on and section
5 contains the description of experiments we con-
ducted and their results. In Section 6 we present
our conclusions and plans for further research.

1https://bitbucket.org/bedizel/moe
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2 Related Work

One of the first works to introduce the concept
of a distributed representation for symbolic data
was (Hinton, 1986). Later, the Information Re-
trieval community proposed techniques of embed-
ding words into a vector space. Latent Seman-
tic Indexing (Deerwester et al., 1990) was one of
the most influential works in this area. (Bengio
et al., 2003) introduced the first neural language
model which jointly learned word embeddings.
Although such a language model was outperform-
ing the baselines, it was not practical because of
long training time requirements. (Collobert and
Weston, 2008) proposed new neural architectures
for word embeddings and showed that pre-trained
word embeddings can be very valuable for some
downstream NLP tasks. Word2Vec (Mikolov
et al., 2013b,a) got very popular both because of its
effectiveness and its ability to train models on very
large text corpora efficiently. (Levy and Gold-
berg, 2014) showed that Word2Vec’s skip-gram
with negative sampling model (SGNS) is implic-
itly equivalent to word co-occurrence matrix fac-
torization. Besides neural approaches, (Penning-
ton et al., 2014) proposed an SVD based archi-
tecture which gained a lot of attention because it
allowed to effectively consider the popularity of
each word in the model definition.

FastText (Bojanowski et al., 2017) is a popu-
lar, recent proposal in the area of word embed-
dings. FastText introduces subword-level features
to the Word2Vec framework which enables build-
ing embeddings for OOV words (see details in
Section 3.1). An alternative approach, also ca-
pable of yielding representations for OOV words,
is MIMIK (Pinter et al., 2017). MIMICK learns
a function from input words to embeddings by
minimizing the distance between embeddings pro-
duced by a char-based approach and the pre-
trained embeddings. As opposed to MOE, MIM-
ICK does not support misspellings explicitly and it
requires a set of pre-trained embeddings as input.
We consider MIMICK to be a viable alternative to
FastText which deserves future work exploring its
performance on misspelled text.

3 Misspelling Oblivious Embeddings

3.1 The FastText Model

Our current work can be viewed as a generaliza-
tion of FastText, which, in turn, extends the the

skip-gram with negative sampling (SGNS) archi-
tecture, proposed as a part of the Word2Vec frame-
work. In this section we will briefly discuss major
additions to SGNS introduded by FastText.

Let V be a vocabulary of words and T =
w1, w2, . . . , w|T | be a text corpus, represented
as a sequence of words from V . We define
the context of a word wi ∈ V as Ci =
{wi−l, . . . , wi−1, wi+1, . . . , wi+l} for some l set
as a hyperparameter. In the SGNS model, a word
wi is represented by a single embedding vector vi
equivalent to the input vector of a simple feed-
forward neural network, trained by optimizing the
following loss function:

LW2V :=

|T |∑

i=1

∑

wc∈Ci
[`(s(wi, wc))+

∑

wn∈Ni,c
`(−s(wi, wn))]

(1)

where ` denotes the logistic loss function `(x) =
log(1 + e−x) and Ni,c is a set of negative samples
drawn for the current wordwi and its contextwc ∈
Ci. s is the scoring function, which for SGNS is
defined as the the dot product vTi uc, where uc is
an output vector associated with the word wc and
vi is an input vector associated with the word wi.
Therefore, s (wi, wc) = vTi uc.

In FastText, we additionally embed subwords
(also referred to as character n-grams) and use
them to construct the final representation of
wi. Formally, given hyperparameters m and M
denoting a minimum and a maximum length of an
n-gram respectively, the FastText model embeds
all possible character n-grams of the word such
that m ≤ n ≤ M . E.g. given m = 3, M = 5 and
the word banana, the set of n-grams we consider is
ban, ana, nan, bana, anan, nana, banan, anana.
Now, let Gwi denote the set of all n-grams of a
word wi ∈ V plus the word itself (e.g. Gbanana
is the set defined in the example above plus the
word banana itself). Given Gwi , FastText scoring
function for a word wi and a context wc is defined
as follows:

sFT (wi, wc) :=
∑

vg ,g∈Gwi

vg
Tuc (2)

Therefore, the representation of wi is expressed
through the sum of the representations of each of
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the n-grams derived from wi plus the representa-
tion of wi itself. FastText optimizes the loss func-
tion in Eq.1, but uses the scoring function sFT de-
fined in Eq.2. An extensive experimentation has
shown that FastText improves over the original
Word2Vec skip-gram model. The loss function of
FastText will be referred to as LFT throughout the
rest of this work.

3.2 The MOE Model
As was shown empirically in the FastText paper,
the n-grams which impact the final representa-
tion of a word the most in FastText correspond
to morphemes. Based on this observation, we hy-
pothesize that although FastText can capture mor-
phological aspects of text, it may not be partic-
ularly resistant to misspellings which can occur
also withing the dominant morphemes. In this
section, we present the architecture of our model
- MOE or Misspelling Oblivious (word) Embed-
dings. MOE holds the fundamental properties of
FastText and Word2Vec while giving explicit im-
portance to misspelled words.

Loss Function. The loss function of MOE is
a weighted sum of two loss functions: LFT and
LSC . LFT is the loss function of FastText which
captures semantic relationships between words.
LSC or the spell correction loss aims to map em-
beddings of misspelled words close to the embed-
dings of their correctly spelled variants in the vec-
tor space. We define LSC as follows:

LSC :=
∑

(wm,we)∈M
[`(ŝ(wm, we)) +

∑

wn∈Nm,e
`(−ŝ(wm, wn))]

(3)

where M is a set of pairs of words (wm, we) such
that we ∈ V is the expected (correctly spelled)
word and wm is its misspelling. Nm,e is a set
of random negative samples from V \ {wm, we}.
LSC makes use of the logistic function `(x) =
log(1 + e−x) introduced in Section 3.1. The scor-
ing function ŝ is defined as follows:

ŝ(wm, we) =
∑

vg ,g∈Ĝwm

vg
Tve (4)

where Ĝwm := Gwm \ {wm}. Therefore, the scor-
ing function is defined as the dot product between
the sum of input vectors of the subwords of wm

and the input vector of we. Formally, the term
`(ŝ(wm, we)) enforces predictability of we given
wm. Intuitively, optimizing LSC pushes the repre-
sentation of a misspelling wm closer to the repre-
sentation of the expected word we. It is also worth
mentioning that embeddings for wm and we share
the same parameters set. The complete loss func-
tion of MOE, LMOE , is defined as follows:

LMOE := (1− α)LFT + α
|T |
|M |LSC (5)

Optimizing the loss functions LFT and LSC
concurrently is not a straightforward task. This
is because two different loss functions iterate over
two different datasets: the text corpus T , and the
misspellings dataset M . The optimization process
should be agnostic to the sizes of T and M in or-
der to prevent results from being severely affected
by those sizes. Therefore, we scale LSC with the
coefficient |T |/|M |. This way the importance of a
single Stochastic Gradient Descent (SGD) update
for LFT becomes equivalent to a single SGD up-
date for LSC . Moreover, α is the hyperparameter
which sets the importance of the spell correction
loss LSC with respect to LFT thus making MOE
a generalization of FastText.

4 Data

As mentioned in Section 3.2, MOE jointly opti-
mizes two loss functions, each of which iterates
over a separate dataset - a corpus of text for the
FastText loss LFT and a set of pairs (misspelling,
correction) for the spell correction loss LSC . In
this section, we will briefly discuss how we obtain
each of these datasets.

4.1 English text corpus
We use an English Wikipedia dump2 as the text
corpus T to optimize LFT . The baseline FastText
model is also trained on this dataset. Matt Ma-
honey’s perl script3 is used for pre-processing the
raw Wikipedia dump. After pre-processing, the
training corpus consists of |T |= 4, 341, 233, 424
words. When generating the vocabulary V based
on the corpus, we apply a frequency threshold of 5.
After deduplication and thresholding, the size of
the vocabulary for our corpus is |V |= 2, 746, 061
words. We also apply progressive subsampling of

2dumps.wikimedia.org
3http://mattmahoney.net/dc/textdata
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frequent words in order to not assign too much im-
portance to highly frequent words.

4.2 Misspelled data generation

The misspellings dataset M consists of a set of
pairs (wm, we), where we ∈ V represents a (pre-
sumably correctly spelled) word from the vocab-
ulary and wm is a misspelling of we. Given the
size of V , we opt for generating misspellings in an
automated fashion, using an in-house misspellings
generation script. The script is based on a simple
error model, which captures the probability of typ-
ing a character pm when a character pe is expected
(note that it’s possible to have pm == pe), given a
context of previously typed characters. The script
is capable of generating misspellings of targeted
edit distance for an input word wi. In the reminder
of this section, we’ll discuss details of the script
implementation.

Error model. In order to create the error model,
we first mine query logs of a popular search en-
gine4 and identify cases where a query was manu-
ally corrected by a searcher. We then pivot on the
modified character and for each such modification
we save a triplet (c, pm, pe), where pm is the pivot
character before modification, pe is the the target
character after modification and c represents up
to 3 characters preceding the pivot in the original
query. E.g. given a query hello worjd corrected
to hello world, we would generate four triplets:
[(wor, j, l), (or, j, l), (r, j, l), (ε, j, l))], where ε
represents an empty word. Similarly, we create
triplets by pivoting on characters which have not
been modified. After processing all available logs,
we count each unique triplet. For each unique pair
(c, pm) of a context and a pivot, we then create a
target list consisting of all possible targets pe, each
associated with its probability calculated based on
counts. We then sort each target list in the order of
decreasing probability.

Injecting misspellings. Let’s consider a word
wi ∈ V that we want to misspell. For each char-
acter p ∈ wi, we take it’s longest possible con-
text c (up to 3 characters) and we look up the tar-
get list corresponding to (c, p). We then proceed
along the target list, summing up the probabili-
ties of subsequent targets until the sum is greater
or equal to a randomly selected target probability
tp ∈ [0.0, 1.0]. We then choose the corresponding

4https://www.facebook.com

target t as a replacement for p (note that in the ma-
jority of the cases t == p). We repeat this process
for every word from V .

In order to respect real distributions of words
in the text corpus T , we set the number of
misspellings generated for each word wi ∈ V
to be equal to the square root of the number
of appearances of wi in T . The total size of
misspellings dataset generated in this fashion is
|M |= 20, 068, 964 pairs. We make the dataset
of misspellings publicly available at https://
bitbucket.org/bedizel/moe.

5 Experiments

In this section, we describe the experimental set up
used for training our models and the experiments
we conducted.

5.1 Experimental setup

We use FastText5 as a baseline for comparison
since it can generate embeddings for OOV words
which makes it potentially suitable for dealing
with misspellings. We train the baseline model
using the default hyperparameters provided by
the authors. We consider character n-grams of
lengths between m = 3 and M = 6, and we
use 5 negative samples for each positive sample.
Training MOE requires optimizing two loss
functions LFT and LSC jointly. For optimizing
LFT , we use the same parameters as in the
baseline. Additionally, to optimize LSC , we
experiment with 5 negative samples per positive
sample. We sweep over a range of values for
the coefficient combining the two losses: α ∈
{0.01, 0.05, 0.1, 0.5, 0.25, 0.5, 0.75, 0.95, 0.99}.
Both FastText and MOE are trained using
Stochastic Gradient Descent with a linearly
decaying learning rate for 5 epochs to learn
vectors with 300 dimensions. We evaluate the
performance of MOE on the following tasks:
(intrinsic) Word Similarity, Word Analogy and
Neighborhood Validity; (extrinsic) POS Tagging
of English sentences.

We report the overlap between the misspellings
seen at training time and misspellings present in
tests in Table 1.

5.2 Intrisic Evaluation

We evaluate MOE on two classic intrinsic tasks,
namely Word Similarity and Word Analogy and

5https://fasttext.cc/
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Test set % of unseen
WS353 r = 0.125 25.05
WS353 r = 0.250 57.06
WS353 r = 0.375 64.37

RareWord r = 0.125 44.67
RareWord r = 0.250 70.18
RareWord r = 0.375 78.84

Word Analogies 50.71
Neighborhood Similarity 69.1

Table 1: Percentages of test misspellings unobserved
at training time per test set. The r parameter indicates
variants of respective word similarity test sets.

on a novel intrinsic task evaluating the distance be-
tween vector embeddings of misspellings and their
correctly spelled variants.

Word Similarity. In the word similarity task, we
evaluate how well embeddings generated by MOE
can capture the semantic similarity between two
words. For this purpose, we use two datasets:
(i) WS353 (Finkelstein et al., 2001), and (ii) Rare
Words (RW) (Luong et al., 2013). Both datasets
contain pairs of words wa, and wb annotated with
a real value in the range [0, 10] representing the de-
gree of similarity between wa and wb as perceived
by human judges.

In order to evaluate how resilient our method is
to spelling errors, for each pair of words (wa, wb)
in the dataset, we provide a respective pair of mis-
spellings (ma,mb). The misspellings are mined
from search query logs of a real-world online
search service. When desired misspellings are
not available in the logs, we synthetically gener-
ate them using the same script we used to gen-
erate the set M (see Section 4 for details). We
create 3 misspelled variants of both WS353 and
RW datasets. In each variant we limit the ra-
tio between the edit distance (Levenshtein, 1966)
of the word and the misspelling de(wi,mi) and
the length of the word by a constant r, where
r ∈ {0.125, 0.250, 0.375}, with r = 0 represent-
ing the original dataset. More precisely for each r
we look for a misspelling which satisfies the fol-
lowing condition de(wi,mi) = br ∗ len(wi)c. Ef-
fectively, if a word is too short to satisfy the condi-
tion, we preserve the original word (thenwi =mi).
Histograms in Figure 1 show the actual distribu-
tion of edit distances and lengths of words. As ex-
pected, edit distance increases steeply with the in-
crease of r value. Edit distances are higher for the
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Figure 1: Distribution of edit distances de(wi,mi) and
lenghts of words len(wi) for WS353 variants (Top) and
RW variants (Bottom).

RW dataset since in average the length of words in
RW is higher than on average length of words in
WS353. Also, we observe that for r = 0.125, a
significant portion of the words is not changed.

We conduct experiments for different values of
the hyperparameter α which sets the trade-off be-
tween LFT and LSC , i.e. the importance assigned
to semantic loss and misspelling loss. In the exper-
iments, results corresponding to α = 0 represents
our baseline, FastText, since for α = 0 the loss
LMOE is equal to LFT .

We measure the Spearman’s rank correlation
(Spearman, 1904) between the distance of an input
pair of words and the human judgment score both
for the original and the misspelled pair. Figure 2
demonstrates the results of the word similarity task
on the WS353 dataset. We observe that MOE is
improving over FastText for WS353 variants with
r = 0.25, and r = 0.375, and degrading perfor-
mance when r = 0, and r = 0.125, where the
majority of the words is not changed (see Figure 1
for the edit distance distribution). As we expected,
larger values of α, corresponding to more attention
given to misspellings during training, result in im-
provements for highly misspelled datasets.

For the RW dataset (Figure 2), we observe that
for all the values of r, MOE improves over the
FastText baseline when we set α = 0.05. More
specifically, when r ∈ {0, 0.125} and when α <≈
0.1, the proposed method improves over the base-
line. When the amount of misspellings is higher,
i.e., r ∈ {0.25, 0.375}, MOE improves the results
over the baseline for all of the α values. These re-
sults suggest that FastText may be a good baseline
for dealing with low edit distance misspellings,
however our model is better at capturing semantic
relationships on higher edit distance misspellings.
This is in line with our hypothesis presented in
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Figure 2: Experimental results for word similarity task for WS353 (Left) and RW (Right). α = 0 values represent
our baseline, FastText.
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Figure 3: Experimental results for word analogy task, Semantic (Left) and Syntactic (Right). α = 0 values
represent our baseline, FastText.

Section 3.2.

Word Analogy. In addition to the word sim-
ilarity, we also test the performance of MOE
on the popular word analogy task introduced by
(Mikolov et al., 2013a). This task attempts to mea-
sure how good the embeddings model is at pre-
serving relationships between words. A single test
sample from the word analogy dataset consists of
four words A,B,C,D, forming two pairs - A,B
and C,D, remaining in analogous relationships
("A is toB likeC is toD"). There are two types of
relationships: (i) syntactic, related to the structure
of words; and (ii) semantic, related to their mean-
ings. banana, bananas, cat, cats is an example of a
syntactic test sample. In both pairs the fact that the
second word is a plural version of the first consti-
tutes a relationship between them. Athens, Greece,
Berlin, Germany is an example of a semantic test
sample. The relationship which is being tested in
this case is that between the capital of a country
and the country itself.

In addition to analyzing the canonical variant of
the word analogies test, we also introduce a mod-

ification which is suitable specifically to the mis-
spellings use-case. Given a line A,B,C,D from
the original analogies dataset, we misspell the first
pair of words, obtaining a lineA′, B′, C,D, where
A′ is a misspelling of A and B′ is a misspelling of
B. We want to test if the misspelled pair A′, B′

preserves the relationship of the pair C,D. When
generating misspellings we use a procedure simi-
lar to the one used for word similarities. We create
one variant of the misspelled dataset, constraining
the edit distance to r = 0.25.

Experimental results for the canonical version
of the word analogy task, presented in Figure 3,
show that MOE performs worse than FastText on
the semantic analogy task. On the other hand,
MOE performs better than the baseline on the
syntactic analogies task. The results for the mis-
spelled variant of the task show that, the over-
all performance of both the baseline and MOE is
worse than on the canonical variant. For low val-
ues of α ∈ {0.01, 0.05}, MOE outperforms the
baseline on the semantic task, achieving an over
67% better score than FastText for α = 0.01.
MOE outperforms the baseline on the syntactic
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task for all tested values of α, improving by over
80% for α = 0.75. For α = 0.01, which achieved
the best semantic result, the improvement on the
syntactic task is over 33%.

The trends that we observe both in the canoni-
cal and the misspelled variant of the word analo-
gies task seem to validate our choice of the loss
function for the MOE model. It is clear that
the FastText component of the loss is indispens-
able to learn the semantic relationships between
words. In fact, it is the only component of the
loss function which attempts to learn these rela-
tionships. Therefore, decreasing it’s importance
(by increasing the value of α) is reflected by a de-
cay in the semantic analogies score. The spell-
correction component of the loss function, on the
other hand, leverages the relationship between cor-
rectly spelled words and their misspellings. As
a side effect, it also adds additional subword in-
formation into the model. This explains our good
performance on the syntactic analogies task. As
our results on the misspelled variant of the task
show, we improve over the baseline in understand-
ing analogies on the misspelled words, which was
one of the design principles for MOE.

Neighborhood Validity. One of the explicit ob-
jectives of MOE is to embed misspellings close to
their correct variants in the vector space. In or-
der to validate this hypothesis, we check where
in the neighborhood of a misspelling the correct
word is situated. Formally, for a pair (wm, we) of
a misspelling and its correction, we pick k nearest
neighbors of the misspelling wm in the embedding
space using cosine similarity as a distance metric.
We then evaluate the position of the correct word
we within the neighborhood of wm using two met-
rics:

• We use MRR (Voorhees et al., 1999) to score
the neighborhood of the embeddings of mis-
spellings (we assign a score of 0 if the correct
word is not present).
• We also compute the neighborhood coverage

defined as the percentage of misspellings for
which the neighborhood contains the correct
version.

The test set contains 5, 910 pairs (wm, we) sam-
pled from a collection of data coming from a real-
world online service6. Figure 4 shows experimen-

6www.facebook.com

tal results for Neighbor Validity task. We remind
that α = 0 denotes the FastText baseline.

The test results confirm our hypothesis. We ob-
serve that MRR increases when more importance
is given to the LSC component of the loss for any
size of the neighborhood k ∈ {5, 10, 50, 100}. A
similar trend can be observed for the neighbor-
hood coverage task. We conclude that, on average,
we’re more likely to surface the correction using
MOE than with FastText. What is more, when-
ever we are able to surface the correct version of
a misspelled word, its position in the ranking is
higher for MOE than for the FastText baseline.

5.3 Extrinsic Evaluation

POS Tagging. Finally, we evaluate MOE on a
Part-of-Speech (POS) tagging task7. To assess
the impact of misspellings we artificially inject
misspellings in the dataset. We train MOE on
three different dataset variants: a non-misspelled
dataset, to verify that MOE does not jeopardize
the performance on correct words; a dataset where
10% of words contain a misspelling, to simulate a
realistic environment where some of the words are
misspelled; and finally on a dataset where 100% of
words contain misspellings, to simulate a highly
distorted environment. We use a state-of-the-art
POS tagger (Ma and Hovy, 2016) consisting of a
Conditional Random Fields (CRF) model where
embeddings of the words in a sentence constitute
observations and the tags to assign constitute the
latent variables. This model adds a dependency
on both layers of a Bi-LSTM component to the
tag variables in the CRF. We evaluate the F1 score
of the system for the three dataset variants we de-
scribe above. We test two different representations
as input to the CRF: FastText (our baseline), and
MOE embeddings. Our results are reported in Ta-
ble 2.

We make the following observations based on
the results of our experiments. Firstly, in the two
extreme cases of the 100% misspelled test and cor-
rect training and the correct test and 100% mis-
spelled training, MOE improves the F1 by 2 and
3.5 points respectively with respect to the FastText
baseline. When the test data is 100% misspelled,
MOE always beats the baseline by up to 2.3 points
of F1. Also, in this case the loss in F1 with respect
to the case where both the training and the test are

7http://universaldependencies.org/
conll17/data.html
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Test Data 100% Misspelled Original
Training Data Original 100% Miss. 10% Miss. Original 100% Miss. 10% Miss.

FastText, α = 0.0 30.47 79.71 65.70 94.33 57.16 94.14
MOE, α = 0.01 29.04 80.66 67.94 94.55 59.11 94.21
MOE, α = 0.05 28.52 81.17 68.92 94.25 58.95 93.92
MOE, α = 0.1 30.94 80.97 67.30 94.45 58.88 94.29
MOE, α = 0.25 29.00 80.13 67.63 94.37 58.67 94.01
MOE, α = 0.5 29.19 80.43 66.76 94.27 57.29 93.94
MOE, α = 0.75 30.94 78.65 64.53 94.18 57.67 93.81
MOE, α = 0.95 32.40 75.28 62.29 93.09 60.21 92.52
MOE, α = 0.99 32.57 73.36 61.36 90.91 60.62 90.53

Table 2: Performance on POS tagging task for UPOS tags using CRF. The models were trained on 100 epochs
with an early stop (small difference on validation error) mechanism enabled. Considering F1 score, we evaluate
on 2 variants of test data: Original (correctly spelled) on the right hand side of the table and 100% misspelled on
the left hand side.
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Figure 4: Experimental results for the Neighborhood Validity task. α = 0 values represent our baseline, FastText.
On the left hand side we present the resulting MRR scores. On the right hand size we present the results for the
neighborhood coverage.

correct is much less then when the training data
does not contain misspellings. To be remarked is
the F1 score difference in the more realistic case
consisting of training data that is 10% misspelled.
In this case MOE attains a sensitive improvement
of 2.3% points of F1. Finally, MOE does not
reduce the effectiveness of the CRF POS Tagger
with respect to the FastText baseline when neither
the training nor the test set are misspelled. All in
all, we have shown that MOE does not affect the
effectiveness of the POS Tagger in the case of cor-
rectly misspelled words and improves sensitively
the quality of the POS tagger on misspellings.

6 Conclusion and Future Work

One of the most urgent issues of word embed-
dings is that they are often unable to deal with
malformed words which is a big limitation in the
real-world applications. In this work, we proposed
a novel model called MOE, which aims to solve

a long-standing problem: generating high quality,
semantically valid embeddings for misspellings.

In the experiments section, in the neighborhood
validity task, we show that MOE maps embed-
dings of misspellings close to embedding of the
corresponding correctly spelled word. Moreover,
we show that MOE is performing significantly
better than the FastText baseline for the word sim-
ilarity task when misspellings are involved. For
the canonical versions of the word similarity tasks,
where misspellings are not involved, we show that
MOE doesn’t worsen the quality significantly for
the WS353 dataset and improves over baseline for
the RW dataset. In the word analogy task, MOE is
able to preserve the quality of the semantic analo-
gies similar to the baseline, while improving on
the syntactic analogies. In the variant of the test
where misspellings are involved, MOE outper-
forms the baseline on both semantic and syntactic
questions. Finally, we have shown that MOE does
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not affect the effectiveness of the POS Tagger in
the case of correctly spelled words and improves
sensitively the quality of the POS tagger on mis-
spellings.

In the future, we will test different ways of train-
ing embeddings for misspellings including the ex-
tension of the same technique to multi-lingual em-
beddings. We are going to test deep architectures
to combine the n-grams in misspellings to better
capture various interdependencies of n-grams and
correct versions of words. Finally, we will assess
the robustness of both character-based (Kim et al.,
2016) and context-dependent embeddings (Devlin
et al., 2018), (Peters et al., 2018) with respect to
misspellings.
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Abstract

We address relation extraction as an analogy
problem by proposing a novel approach to
learn representations of relations expressed by
their textual mentions. In our assumption, if
two pairs of entities belong to the same rela-
tion, then those two pairs are analogous. Fol-
lowing this idea, we collect a large set of anal-
ogous pairs by matching triples in knowledge
bases with web-scale corpora through distant
supervision. We leverage this dataset to train a
hierarchical siamese network in order to learn
entity-entity embeddings which encode rela-
tional information through the different lin-
guistic paraphrasing expressing the same re-
lation. We evaluate our model in a one-shot
learning task by showing a promising gen-
eralization capability in order to classify un-
seen relation types, which makes this approach
suitable to perform automatic knowledge base
population with minimal supervision. More-
over, the model can be used to generate pre-
trained embeddings which provide a valuable
signal when integrated into an existing neural-
based model by outperforming the state-of-
the-art methods on a downstream relation ex-
traction task.

1 Introduction

The task of identifying semantic relationships be-
tween entities in unstructured textual corpora,
namely Relation Extraction (RE), is often a pre-
requisite for many other natural language under-
standing tasks, e.g. automatic knowledge base
population, question answering, etc. RE is com-
monly addressed as a classification task (Bunescu
et al., 2005), where a model is trained to classify
relation mentions in text among a predefined set
of relation types. For instance, given the sentence
“Robert Plant is the singer of the band Led Zep-
pelin”, an effective RE system might extract the
triple memberOf(ROBERT PLANT, LED ZEP-

PELIN), where memberOf is a relation label ex-
pressed by the linguistic context “is the singer of
the band”.

Since a given relation can be expressed us-
ing different textual patterns surrounding entities,
the state-of-the-art RE models which follow this
approach need a considerable amount of exam-
ples for each relation to reach satisfactory perfor-
mance. Distant supervision (Mintz et al., 2009)
instead uses training examples from a knowl-
edge base, guaranteeing a large amount of (pop-
ular) relation examples without human interven-
tion, which can be used effectively by neural net-
works (Lin et al., 2016; Glass et al., 2018). How-
ever, even with this technique, approaching RE as
a classification task presents several limitations:
(1) distant supervision models are not accurate in
extracting relations with a long-tailed distribution,
because they typically have a small set of instances
in knowledge bases; (2) in most domains, relation
types are very specific and only a few examples of
each relation are available; (3) these models can-
not be applied to recognize new relation types not
observed during training.

In this paper, we address RE from a different
perspective by reducing it to an analogy problem.
Our assumption states that if two pairs of entities,
(A,B) and (C,D), have at least one relation in
common r, then those two pairs are analogous.
Viceversa, solving proportional analogies, such as
A : B = C : D, consists of identifying the im-
plicit relations shared between two pairs of enti-
ties. For example, ROME:ITALY=PARIS:FRANCE

is a valid analogy because capitalOf is a rela-
tion in common.

Based on this idea, we propose an end-to-end
neural model able to measure the degree of ana-
logical similarity between two entity pairs, instead
of predicting a confidence score for each relation
type. An entity pair is represented through its
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mentions in a textual corpus, sequences of sen-
tences where entities in the pair co-occur. If a
mention represents a specific relation type, then
this relationship is expressed by the linguistic con-
text surrounding the two entities. E.g., “Rome is
the capital of Italy” or “The capital of France is
Paris” referring to the example above. Thus, given
two analogous entity pairs represented by their
textual mentions sets as input, the model is trained
to minimize the difference between the represen-
tations of relations having the same linguistic pat-
terns. In other words, the model learns the differ-
ent paraphrases expressing the same relation. In
our research hypothesis, a model trained in such
way is able to recognize analogies between unseen
entity pairs belonging to new unseen relation types
by: (1) generalizing over the sequence of words in
the mentions; (2) projecting the sequence of words
in the mentions into a vector space representing
relational semantics. This approach poses several
research questions: (RQ1) How to collect and or-
ganize a dataset for training? (RQ2) What kinds
of models are effective for this task? (RQ3) How
should the model be evaluated?

Knowledge bases, such as Wikidata or
DBpedia, consist of large relational data
sources organized in the form of triples,
predicate(SUBJECT, OBJECT). We ex-
ploit this information to build a reliable set of
analogous facts used as ground truth. Then, we
adopt distant supervision to retrieve relation men-
tions in web-scale textual corpora by matching
the subject-object entities which co-occur in the
same sentences (Riedel et al., 2010; ElSahar et al.,
2018; Glass and Gliozzo, 2018a). Through this
technique we can train our model on millions of
analogy examples without human supervision.

Since our goal is to train a model able to com-
pute the relational similarity given two sets of
textual mentions, we use siamese networks to
learn discriminative features between those two
instances (Hadsell et al., 2006). This kind of neu-
ral network has been used in both computer vi-
sion (Koch et al., 2015) and natural language pro-
cessing (Mueller and Thyagarajan, 2016; Necu-
loiu et al., 2016) in order to map two similar in-
stances close in a feature space. However, in our
setting each instance consists of a set of mentions,
therefore it is inherently a multi-instance learning
task1. We propose a hierarchical siamese network

1Due to the weak supervision, the whole set of mentions

with an attention mechanism at both word level
(Yang et al., 2016) and at the set level (Ilse et al.,
2018) in order to select the textual mention which
better describes the relation. To the best of our
knowledge, this is the first application of a siamese
network by pairing sets of instances, so it can be
considered a novelty of this work.

We evaluate the generalization capability of
our model in recognizing unseen relation types
through an one-shot relational classification task
introduced in this paper. We train the parameters
of the model on a subset of most frequent rela-
tions of one of three different distantly supervised
datasets used in our experiments. Then, we eval-
uate it on the long-tailed relations of each dataset.
During the test phase, only a single example for
each unseen relation is provided. This example is
not used to update the parameters of the model as
in a classification task, but rather to produce the
vector representation of the relation itself. Entity
pairs having mention sets close to this representa-
tion are more likely to be analogous. The experi-
ments show promising results of our approach on
this task, compared with the recent deep models
commonly used for encoding textual representa-
tions (Conneau et al., 2017). However, when the
number of the unseen relation types increases, the
performance of our model become far from the re-
sults obtained in the one-shot image classification
(Koch et al., 2015), opening an interesting chal-
lenge for future work.

Finally, our model shows a transfer capability in
other tasks through the use of its pre-trained vec-
tors. Indeed, a branch of the hierarchical siamese
network can be used to generate entity-entity rep-
resentations given sets of mentions as input, that
we call analogy embeddings. In our experiments,
we integrate those representations into an exist-
ing end-to-end model based on convolutional net-
works (Glass and Gliozzo, 2018b), outperfoming
the state-of-the-art systems on two shared datasets
commonly used for distantly supervised relation
extraction.

2 Related Work

Relation Extraction Several approaches have
been proposed in the literature to address the prob-
lem of extracting relations from text with minimal
supervision.

The bootstrapping method (Agichtein and Gra-

is labeled, but each individual mention in the set is unlabeled.
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vano, 2000) collects the textual patterns between a
few example pairs of entities iteratively, and uses
them to retrieve other pairs of entities from a cor-
pus. This method is limited by the semantic drift
issue since wrong patterns might be collected.

OpenIE (Mausam et al., 2012) is an unsu-
pervised method for extracting triples from text,
where the relations are linguistic phrases. The
lack of a canonical form for the extracted rela-
tions makes this approach not suitable to populate
knowledge bases with a fixed schema.

Universal schema (Riedel et al., 2013) ad-
dresses RE by combining the OpenIE and knowl-
edge base relations through a matrix factoriza-
tion technique typically adopted in the collabo-
rative filtering approach of recommendation sys-
tems. The column-less (Toutanova et al., 2015)
and row-less (Verga and McCallum, 2016) exten-
sions of this method can handle unseen entity pairs
and textual relations when combined (Verga et al.,
2017).

The one-shot RE has been addressed by (Yuan
et al., 2017), who adopt a siamese network to ex-
tract fine-grained relations which typically have
few training examples. This model has two main
limitations. Firstly, it works only by pairing two
single mentions and is not able to handle a whole
set of mentions referring to a relation instance.
Our hierarchical siamese network overcomes this
issue by using an attention mechanism at both
word and mention level. Moreover, their one-shot
evaluation mainly focuses on extracting the same
relation types seen during training. Instead, the
goal of our one-shot task is to evaluate the trans-
fer capability in extracting unseen relation types
across domains using a single pre-trained model.

Recently, (Levy et al., 2017) propose to reduce
RE slot-filling to a question answering problem.
The main idea is to build a set of question-answer
pairs for the relations in knowledge bases and train
a reading comprehension model using this dataset.
This approach shows promising zero-shot capabil-
ity in extracting unseen relation types. However,
the schema querification phase requires a crowd-
sourcing effort. Our method uses distant supervi-
sion, so it does not need any kind of manual anno-
tations.

Word Analogy The analogy problem, from a
computational linguistic perspective, was origi-
nally addressed by (Turney, 2006) who investi-
gate several similarity measures for solving word

analogy questions in the Scholastic Aptitude Test
dataset. The authors provide an interesting argu-
ment regarding the different types of similarities,
attributional and relational, and their use in solv-
ing word analogies. Attributional similarity, typi-
cal of the word vector space models, is useful for
synonym detection, word sense disambiguation
and so on. Instead, relational similarity is suitable
for understanding analogies between two pairs of
words. Our neural-based analogy approach is in-
spired by this finding.

Recently, word analogies, namely the propor-
tional analogy between two word pairs such as
a : b = c : d, have been used by (Mikolov et al.,
2013; Pennington et al., 2014) to show the capabil-
ity of word embeddings to discover linguistic reg-
ularities in word contexts using vector offsets (e.g.
king − man + woman = queen). The works
in (Gladkova et al., 2016; Vylomova et al., 2016)
explore the use of word vectors to model the se-
mantic relations. The proportional analogy is also
adopted by (Liu et al., 2017) as analogical infer-
ence in order to learn multi-relational embeddings
which are evaluated on knowledge base comple-
tion benchmarks.

However, in order to apply word embedding
models to proportional analogy, the model must
have seen the words during training. This ap-
proach is unsuitable for computing the analogy
between out-of-vocabulary words. Our approach
overcomes this limitation, since it works by con-
sidering the contexts where the entities occur.

3 Learning Relations by Analogy

Given two pairs of entities, (A,B) and (C,D),
their semantic relations can be expressed by their
mentions in text, (A,B) = {Si} and (C,D) =
{Sj}. Specifically, {Si} and {Sj} are the sets
of sentences where (A,B) and (C,D) co-occur
in the same set. Two pairs of entities are analo-
gous, A : B = C : D, iff their mentions sets, or
part of them, express the same relation r. Knowl-
edge bases, such as Wikidata, contain millions of
trusted facts in form of triples, r(A,B), namely
pairs of entities in known relationships. We lever-
age these relational data sources as ground truth in
order to collect a set of proportional analogy state-
ments. Then, we build a dataset through the distant
supervision technique by retrieving the mentions
sets from web-scale corpora.

Our idea is to train a neural network to solve
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Figure 1: Learning relations by analogy through matching the facts from knowledge bases with textual corpora.

the analogy problem between any two entity pairs
in this dataset, as long as they are described by
the textual contexts where they co-occur. In other
words, this task is reduced to a binary classifica-
tion of determining whether the relational similar-
ity between the representations of two sets of men-
tions exceeds a threshold. The network is trained
by feeding two sets of mentions related to two dif-
ferent pairs, and it is optimized to return a positive
label if the two entity pairs are analogous, namely
they share at least one relation, or a negative label
otherwise.

Figure 1 provides an example of this pro-
cess. For the relation memberOf, the entity pairs
(ROBERT PLANT, LED ZEPPELIN) and (DAVID

GILMOUR , PINK FLOYD) are sampled. The two
entity pairs are converted into their respectively
mentions sets gathered from a textual corpus, such
as Wikipedia. Since these two entity pairs are
analogous, the network is optimized to learn the
representations of the two textual contexts to be
close into the feature space. In fact, the first sen-
tences of both pairs represent the concept of mem-
bership of a band, even if they are expressed using
different words. Based on our assumption, the aim
is to learn how to encode the relational representa-
tions through the different paraphrases of the same
relation. However, the model also needs negative
examples during the training phase. We randomly
select an entity pair from a different relation for
each positive example, such as (ROBERT PLANT,
LED ZEPPELIN) and (PARIS, FRANCE). Since we
cast the problem as a binary classification task, we
create a balanced dataset of positive and negative
examples.

Siamese neural networks (Bromley et al., 1993)
are well suited to this task because they are specif-
ically designed to compute the similarity between
two instances. A siamese network has symmetric
twin sub-networks which share the same param-
eters, but are joined by an energy function at the
head. Weight sharing forces the two similar in-
stances to be mapped to very close locations in
feature space because both of the sub-networks
are optimized using the same function. In com-
puter vision, siamese architectures based on con-
volutional neural networks (Hadsell et al., 2006;
Koch et al., 2015; Vinyals et al., 2016) have shown
promising performance in learning highly discrim-
inative features by pairing images that belong to
the same class. Likewise, our hypothesis is that a
siamese network trained by matching two distinct
mentions sets that share the same relation is able to
learn how to map patterns of words across the sen-
tences containing the two pairs of entities so as to
capture the semantics of the relation. For instance,
given the example in Figure 1 an effective siamese
network should determine that the patterns for “is
the lead singer” and “was the guitarist” express
the same relation, memberOf.

To train a siamese network based on our ap-
proach, we have to face the following challenges:
(1) the language may be highly variable and the
same relation expressed in a multitude of differ-
ent ways; (2) the mentions set of an entity pair
consists of several sentences, each of which might
express different relations, hence this is a multi-
instance learning problem; (3) distant supervision
could provide a wrong labeling, namely sentences
which do not express any specific relations.
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Figure 2: Hierarchical siamese network.

4 Hierarchical Siamese Network

To face these challenges, we propose a Hierarchi-
cal Siamese Network (HSN) architecture as shown
in Figure 2. In the following paragraphs, we de-
scribe the details of each component.

Input Representation The HSN takes as input
two entity pairs represented by their mentions sets.
Since the twin sub-networks of the HSN are the
same, we focus only on one of these. Given a
triple r(A,B) from a knowledge base, the rela-
tion r can be expressed through the set of sen-
tences in a textual corpus where the the two en-
tities co-occur: r(A,B) = {S1, S2, . . . , Sn}, with
Si = {wi1, wi2, . . . , wik}, where wij represents
the j-th word in the sentences Si, ∀i ∈ 1 ≤ i ≤ n
and ∀j ∈ 1 ≤ i ≤ k. The purpose of a sub-
network is to learn a low-rank vector representa-
tion rA,B for the relation r expressed by the pair
(A,B). This is done by hierarchically composing
the word and sentence representations.

Gated Recurrent Unit for Sentence Encoder
Given a sentence Si = {wi1, wi2, . . . , wik}, we
map each one-hot word representation of wij into
its word embedding xij = Ewij , where Ed,|V |

is a matrix of real-valued vectors of size d, and
V is a (fixed) vocabulary. Word embeddings are
designed to encode syntactic and semantic fea-
tures of words and can be randomly initialized or
pre-trained on large corpora. We use pre-trained
GloVe (Pennington et al., 2014) embeddings for
our purposes. We encode the whole sentence Si
into a low-rank representation by composing its
constituent word embeddings. An effective way to
perform such an encoding is using recurrent neural

networks (RNN) which are able to compose word
embeddings by taking into account their positions
in the sentence conditioned on the previous words.
For our model, this capability is critical in order
to detect sequences of words which express a par-
ticular relation, such as “is the capital of”. We
use a bidirectional GRU (Bahdanau et al., 2014)
to gather the information from both directions for
words. Formally, given

−→
hij =

−−−→
GRU(xij) and←−

hij =
←−−−
GRU(xij), the hidden state hij = [

−→
hij ,
←−
hij ]

is a new dense representation of wij which en-
codes also the information of the whole sentence.

Word Attention with Context Vector How-
ever, only certain words in a sentence express
the semantics of a relation, therefore we need a
strategy to automatically identify them during the
training. For example, the words “singer” and
“guitarist” at both sides of Figure 1 are good
candidates to express the relation member. We
use the attention mechanism with a context vec-
tor proposed in (Yang et al., 2016) to reward
such words which are important to the mean-
ing of a relation and then aggregate their infor-
mation in the sentence representation. In detail,

si =
∑

k αikhik, where αij =
exp(uTijuw)∑
k exp(u

T
ikuw)

, and

uij = tanh(Wwhij + bw). The vector si rep-
resents the sentence Si and is computed as the
weighted sum of the GRU-based word vectors hij
using the normalized attention weights αij . The
parameters for the attention mechanism are the
weights and biases Ww, bw and uw, the context
vector, a global fixed vector which, independently
from a specific word, represents a kind of query
which helps to inform what is the most informa-
tive word for each analogy. The context vector
uw essentially works like a memory mechanism,
as described in (Sukhbaatar et al., 2015; Kumar
et al., 2016).

Attention for Multi-instance Relation Repre-
sentation Once all sentences in the mentions set
are encoded, the aim of the last layer of a sub-
network is to produce the vector rA,B which repre-
sents the pair (A,B). However, while weak super-
vision guarantees a large amount of training data
without any human intervention, wrongly labeled
sentences inevitably occur. For instance, the S2 of
the pair on the right side in the Figure 1 does not
express the relation member precisely, therefore
a wrong bias could propagate during the training
phase. This issue is typically addressed through
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a multi-instance setting, where a model should
identify the correct instance(s) from a bag. Re-
cently, end-to-end neural architectures have been
proposed to address this multi-instance classifica-
tion problem (Wang et al., 2018; Feng and Zhou,
2017) by proposing several ways to aggregate the
unlabeled instances, such as taking their average.
Our goal is to have a model which is able to prop-
erly select the most relevant sentences by ascribing
different weights to the encoded sentences. For
this purpose, we adopt an attention mechanism at
the sentence level. It is important to point out that
the sentences in the mentions set do not have any
temporal relationship, therefore we adapt the stan-
dard attention strategies as described in (Ilse et al.,
2018). In detail, rA,B =

∑
i αisi is the embed-

ding of the relation r given the pair (A,B), with

αi =
exp(uTi us)∑
k exp(u

T
k us)

, ui = tanh(Wssi + bs), where
Ws and us are parameters.

Merging Layer and Training Strategy There
are several ways to merge the output of the two
sub-networks in order to learn the analogical sim-
ilarity between them. For instance, (Hadsell et al.,
2006) propose a contrastive loss with the aim of
decreasing the distance between two instance rep-
resentations. However, we adopt the strategy pro-
posed in (Koch et al., 2015), in which the met-
ric distance is induced by a fully-connected layer
with a sigmoidal output unit on the absolute differ-
ence between the representations output by twin
networks. Thus, given rA,B and rC,D the two re-
lation embeddings which encode the whole men-
tions sets of the two entity pairs, we can com-
pute the degree of analogy between them with
p = σ(Wr(|rA,B − rC,D|)), where the parame-
ters Wr measure the importance of each element
of the difference vector, and they are learned in a
end-to-end fashion, together with the relation rep-
resentations. We build a training set by pairing
the mentions sets of the entity-entity pairs from
a KB, following the idea discussed in the next
section. Thus, we can reduce the analogy task
to a binary classification problem, so that p =
P ((A,B), (C,D); Θ) is equal to 1 if A : B = C :
D, 0 otherwise. We learn Θ (all the parameters of
HSN) using a gradient-based method which min-
imizes a cross-entropy loss function with the L2
regularization.

NYT-FB CC-DBP T-REX
Knowledge Base Freebase DBpedia Wikidata

Corpus New York Times Common Crawl Wikipedia
# words 239,877 8,445,417 4,062,498

# entity pairs 375,846 6,876,913 6,413,452
# relations 57 298 685

avg. mentions 1.9 3.8 3.2
avg. sent. length 41 37 25

Table 1: Statistics of the distantly supervised datasets.

5 Experiments

Once the analogy model is trained, it has two dif-
ferent capabilities. First, the whole HSN architec-
ture can be used as a binary classifier in order to in-
fer if two entity pairs, expressed by their mentions
sets, are analogous. Second, we can use its sub-
network before the merge layer as a feature ex-
tractor to generate entity-entity vectors given sets
of sentences as input which can be used as pre-
trained analogy embeddings in other tasks. We
evaluate our model on the one-shot relational clas-
sification and distantly supervised relation extrac-
tion benchmarks.

5.1 Datasets

In the entire experimental protocol we exploit
three different datasets (see the supplemental ma-
terial for details). T-REX (ElSahar et al., 2018) is
a large scale alignment dataset between Wikipedia
abstracts and Wikidata triples, having 685 unique
relations. NYT-FB (Riedel et al., 2010) is a stan-
dard benchmark for distantly supervised relation
extraction. The text of New York Times was pro-
cessed with a named entity recognizer and the
identified entities linked by name to Freebase.
CC-DBP (Glass and Gliozzo, 2018a) is a web-
scale KB population benchmark. It combines the
text of Common Crawl with the entity-relation-
entity triples from 298 frequent relations in DB-
pedia. Mentions of DBpedia entities are located
in text by matching the preferred label. This task
is similar to NYT-FB, but it has a much larger
number of relations, triples and textual contexts.
The statistics of the three datasets are summa-
rized in Table 1. Aside from the difference in
size and KB adopted, it worth noting also the dif-
ference in terms of corpus style of these datasets.
For instance, T-REX has well-written textual men-
tions, because the sentences are extracted from
Wikipedia. Conversely, CC-DBP and NYT-FB
contain dirtier sentences which mean a high prob-
ability of incurring wrong labeling.

3240



5.2 Training and Implementation Details

For both benchmarks, we use the same analogy
model trained only once on a subset of the rela-
tions in T-REX. In detail, we discard all relations
having less than 20 entity pairs, collecting 482 re-
lations. We sort the relations by the number of
instances, and we took the most frequent 60% of
them to train the HSN. We use the remaining 20%
of the relations for validation and the least frequent
20% as a corpus to implement one of the three one-
shot classification tasks. For the validation and test
partitions we randomly select only 20 entity pairs
for each relation. This becomes a useful test set
for the one-shot validation. To train the HSN, we
select a balanced number of positive and negative
examples out of the training split based on these
rules: (1) for each relation, we randomly extract a
set of 20 entity pairs; (2) out of this set, we gen-
erated all possibile combinations,

(
20
2

)
= 190, as

positive pairing examples; (3) for each combina-
tion, we create a negative example by randomly
selecting an entity pair from another relation. Af-
ter these steps, we collect a bucket of 109,820 pro-
portional analogy training examples.

We iterate this process throughout the training
phase by selecting a different buckets at each iter-
ation to prevent overfitting. The training is mon-
itored by computing the binary accuracy over a
fixed validation set, consisting of 36,480 analogy
examples, built by adopting the same criteria de-
scribed above. We initialize our word embedding
layer with the pre-trained GloVe vectors consist-
ing of 6B tokens with 50 dimensions. The word
embedding weights are not updated during train-
ing. The number of mentions for each entity pair
is fixed to 3, based on their average on T-REX (see
Table 1).

5.3 One-shot Relational Classification

Task Given an unseen entity pair (At, Bt) and
its mentions set 〈At, Bt〉, the one-shot relation
classification task is to categorize this test pair
(At, Bt) into one of N relation types, with the
restriction that for each relation type ri,∀i ∈ N ,
we are given only one entity pair (Ai, Bi) together
with its mentions set 〈Ai, Bi〉 as training. We can
cast the one-shot classification in terms of a rela-
tional similarity as follows:

ri = arg max
i

simM (〈At, Bt〉, 〈Ai, Bi〉) (1)

where simM is a similarity score, using the
method M , which measures the analogy between
the train and test entity pairs through their men-
tions sets. We implemented simHSN using the
HSN trained as described above. The two men-
tions sets are given as input to the network and
their similarity is computed using the sigmoidal
output of the last layer.

Baselines A method M should be robust in fac-
ing the unseen entity pairs used for testing. Train-
ing a standard RE model using just one example
cannot provide a suitable baseline. Furthermore,
since the two new entities that we want to clas-
sify might not be present in an existing knowledge
graph, we could not apply relational embeddings
(Bordes et al., 2013) as well. Thus, the use of the
contexts surrounding the two entities in the men-
tions sets to compute the relational similarity score
is needed. In other words, we cast the task of one-
shot relational classification to a problem of mea-
suring textual (i.e. mentions) similarity with the
aim to prove that our pre-trained siamese model is
able to grasp the semantics of relations better than
the other pre-trained text representation models.

We implemented five baselines commonly used
to encode textual representations. First, we use
the pre-trained Word2Vec (Mikolov et al., 2013)
and GloVe (Pennington et al., 2014) embeddings.
The score is given by the cosine similarity between
the bag-of-means for the two entity pairs, aver-
aging the word vectors in the mentions sets. We
also adopt Doc2Vec (Le and Mikolov, 2014) to de-
rive entity pair vectors, and comparing them using
cosine similarity. For each entity pair, a pseudo-
document embedding is created by concatenating
its mentions sets. Finally, we compare HSM with
the pre-trained Skip-Thought (Kiros et al., 2015)
and InferSent (Conneau et al., 2017) sentence en-
coders, which are the state-of-the-art in computing
textual similarity. An entity pair vector is obtained
by averaging the embeddings of each sentence in
the mentions set.

One-shot trials We follow the experimental
setup described in (Koch et al., 2015) to create
our one-shot benchmark. For each dataset, we
select the 20% of less frequent relations sorted
by the number of entity pairs, having at least 20
instances. Therefore, we collect three different
one-shot test sets of 92, 55 and 11 unseen re-
lation types for T-REX, CC-DBP and NYT-FB,
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(a) T-REX (b) CC-DBP (c) NYT-FB

Figure 3: One-shot relational classification results for N-way unseen relation types.

respectively. The reason behind this criteria is
to prevent the overlap of the semantic relation
types between the train data and the different one-
shot test sets. In fact, frequent relations, such
as location or birthPlace, are common in
all three datasets, and they are used to train our
HSN. Moreover, using the long-tailed relations,
such as portOfRegistry, we emulate a sce-
nario where only a small set of relation exam-
ples are available, making more challenging the
task. To evaluate the one-shot capabilities on N -
way classes: (1) N different relation types are se-
lected; (2) we sample one(shot) entity pair exam-
ple for each of the selected N relation types; (3)
we choose another entity pair used as test example
from one of the N relation types. All the selec-
tions in these three steps are random. If the re-
lation type returned by the Eq. 1 is equal to the
relation type of the selected test example, then the
one-shot trial is correct, otherwise it is incorrect.
We repeated this operation k times for N from 2
to 10, for each of the three datasets. We choose k
equal to 10,000, so that the random baseline con-
verges to 100/N , in order to create an unbiased
testbed.

Results and Discussion The results are reported
in Figure 3. Our model outperforms all the base-
lines on the test split of T-REX, reaching an ac-
curacy range from 95.87% to 65.33% for N-way
one-shot trials. This behavior remains constant
also for the other two datasets, showing the so-
lidity of HSN even though it has been trained on
a different corpus using relations from an another
ontology. This result confirms that our model is
able to generalize on the linguistic contexts ex-
pressing relations, as well as the capability to learn
how to transfer this information to other relations
not observed before. The supplemental file reports
some one-shot trial examples.

The lower accuracy on CC-DBP and NYT-FB

might be caused by the different style of the cor-
pora (Wikipedia vs. Web pages). Indeed, the test
set of T-REX is build using the same corpus which
HSN is trained on. The Wikipedia abstracts con-
sist of well-written contents, typically the defini-
tion of one of the two entities in the pairs. Thus,
T-REX can be considered an easier dataset com-
pared with the other two.

Surprisingly, the average vectors using
Word2Vec and GloVe obtain remarkable per-
formance compared to state-of-the-art sentence
encoders. This might be due to the way how
these sentence models are trained. For instance,
InferSent is trained using a natural language
inference dataset, which might be not suitable to
learn representations which represent relations
in text. Instead, HSN is trained and optimized
to learn and encode relational representations.
However, this aspect deserves to be dealt with
more deeply, as does the comparison of HSN
on the shared textual similarity benchmarks; we
think this is a clear path for future research.

5.4 Transfer Learning in Relation Extraction

We also evaluate the ability of the analogy model
to provide low-rank representations for entity pairs
which are useful for more traditional relation ex-
traction tasks, where a corpus of text has to be
processed and relevant relations in a predefined
schema have to be recognized.

Figure 4: Precision-Recall curves on NYT-FB.
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Relation / Score Entity pair / Best mention Entity pair / Best mention
doctoralStudent VICTOR WEISSKOPF : MURRAY GELL-MANN JOHN BARDEEN : NICK HOLONYAK

0.95 Murray Gell-Mann, one of the principal discoverers of the
quarks, is one of the distinguished pupils of Victor Weisskopf.

Professor Nick Holonyak jr. was the first phd student of Nobel
Prize winner John Bardeen.

approvedBy HUNDRED HORSE CHESTNUT : GUINNESS WORLD RECORDS NCSA OPEN SOURCE LICENSE : OPEN SOURCE INITIATIVE

0.83 Guinness World Records has listed Hundred Horse Chestnut
for the record of “greatest tree girth eve”.

NCSA was formally certified as an open-source license during a
March 28, 2002 board meeting of the Open Source Initiative.

architecturalStyle ROCKEFELLER CENTER : ART DECO ST. MARK BASILICA : BYZANTINE ARCHITECTURE

0.63 Art Deco mural “wisdom” hangs over the entrance to the Rocke-
feller Center and was designed and sculpted by artist Lee Lawrie.

St. Mark’s Basilica, the cathedral of Venice, is one of the best
known examples of Byzantine architecture.

Table 2: Three examples of relational similarity between two pairs of entities computed by our HSN. For each
example, we report the unseen relation type, the mentions related to each pair, and the similarity score. We
report only the mention having the highest attention weight. The examples show the ability of the analogy model
in providing a high score to two mentions which represent the same relation, even if they are expressed using
different textual contexts.

To this aim, we use the sub-network of our HSN
before the merge layer, and we feed the mentions
set of each entity pair of instances as found in
the corpus to generate an analogy embedding as
a vector of features. In detail, given a set of men-
tions referring to an entity pair (A,B) as input,
the pre-trained HSN generates an embedding rA,B
(see Figure 2) which represents the relation be-
tween those two entities. Then, we concatenate
these embeddings to the penultimate layer of a
relation extraction model, PCNN-KI (Glass and
Gliozzo, 2018b), based on a convolutional neu-
ral network, which is the state-of-the-art for this
benchmark. The final fully-connected layer uses
the representation from HSN in combination with
its own learned multi-instanced vector representa-
tion to predict a confidence score for each relation.
During the training of this joint model, PCNN-
KI+ANALOGY, we freeze our analogy embed-
dings in order to avoid the loose the knowledge
transfer capability.

As for the one-shot setting described before, we
use the same pre-trained the HSN on the T-REX
and we used it as a feature extractor for entity pairs
in both train-test standard splits of NYT-FB, as
used in (Zeng et al., 2015; Lin et al., 2016). Fig-
ure 4 reports the results of our evaluation. The
model which uses the features generated by HSN
largely improve the performances of PCNN-KI,
despite the HSN is trained on a different corpus
and using a different KB. In the same chart, we
also report a compared evaluation for other ap-
proaches proposed in the literature for the NYT-
FB benchmark: PCNN+ATT (Lin et al., 2016),
CNN+ATT (Zeng et al., 2015), MIML-RE (Sur-
deanu et al., 2012), HOFFMANN (Hoffmann et al.,
2011), MINTZ (Mintz et al., 2009).

We run the evaluation also on CC-DBP, a larger

dataset for distantly supervised RE, using the same
train-test setting adopted in (Glass and Gliozzo,
2018b). As done for the NYT-FB dataset, we in-
corporate the analogy embeddings generated by
the same HSN trained on the T-REX. The results
confirm the improvements obtained by PCNN-KI
model if it integrates our pre-trained embeddings
(Table 3).

AUC F1
PCNN-KI 0.437 0.468
PCNN-KI+ANALOGY 0.500 0.504

Table 3: AUC and F1 results on CC-DBP.

6 Conclusion and Future Work

In this paper, we proposed a novel approach to
learn representations of relations in text. Align-
ments between knowledge bases and textual cor-
pora are used as ground truth in order to collect a
set of analogies between entity pairs. We designed
a hierarchical siamese network trained to recog-
nize those analogies. The experiments showed
the two main advantages of our approach. First,
the model can generalize on new unseen rela-
tion types, obtaining promising results in one-shot
learning compared with the state-of-the-art sen-
tence encoders. Second, the model can generate
low-rank representations can help existing neural-
based models designed for other tasks. As future
work, we plan to continue our investigation by ex-
tending the method with other ideas. For instance,
the use of positional embeddings, as well as the
use of placeholders replacing the entities in the
textual mentions are promising future directions.
Finally, we plan also to explore the use of anal-
ogy embeddings in other tasks, such as question
answering and knowledge base population.
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Abstract
Because large, human-annotated datasets suf-
fer from labeling errors, it is crucial to be
able to train deep neural networks in the pres-
ence of label noise. While training image
classification models with label noise have re-
ceived much attention, training text classifica-
tion models have not. In this paper, we pro-
pose an approach to training deep networks
that is robust to label noise. This approach in-
troduces a non-linear processing layer (noise
model) that models the statistics of the la-
bel noise into a convolutional neural network
(CNN) architecture. The noise model and the
CNN weights are learned jointly from noisy
training data, which prevents the model from
overfitting to erroneous labels. Through ex-
tensive experiments on several text classifica-
tion datasets, we show that this approach en-
ables the CNN to learn better sentence repre-
sentations and is robust even to extreme label
noise. We find that proper initialization and
regularization of this noise model is critical.
Further, by contrast to results focusing on large
batch sizes for mitigating label noise for image
classification, we find that altering the batch
size does not have much effect on classifica-
tion performance.

1 Introduction

Deep Neural Networks (DNNs) have led to sig-
nificant advances in the fields of computer vi-
sion (He et al., 2016), speech processing (Graves
et al., 2013) and natural language processing
(Kim, 2014; Young et al., 2018; Devlin et al.,
2018). To be effective, supervised DNNs rely on
large amounts of carefully labeled training data.
However, it is not always realistic to assume that
example labels are clean. Humans make mistakes
and, depending on the complexity of the task,
there may be disagreement even among expert la-
belers. Further, samples drawn from the class con-
ditional densities with overlapping supports gives

rise to the label noise in training datasets. To sup-
port noisy labels in data, we need new training
methods that can be used to train DNNs directly
from the corrupted labels to significantly reduce
human labeling efforts. Zhu and Wu (2004) per-
form an extensive study on the effect of label noise
on classification performance of a classifier and
find that noise in input features is less important
than noise in training labels.

In this work, we add a noise model layer on
top of our target model to account for label noise
in the training set, following (Jindal et al., 2016;
Sukhbaatar et al., 2014). We provide extensive
experiments on several text classification datasets
with artificially injected label noise. We study the
effect of two different types of label noise; Uni-
form label flipping (Uni), where a clean label is
swapped with another label sampled uniformly at
random; and Random label flipping (Rand) where
a clean label is swapped with another label from
the given number of labels sampled randomly over
a unit simplex.

We also study the effect of different initializa-
tion, regularization, and batch sizes when training
with noisy labels. We observe that proper initial-
ization and regularization helps the noise model
learn to be robust to even extreme amounts of
noise. Finally, we use low-dimensional projec-
tions of the features of the training examples to
understand the effectiveness of the noise model.

The rest of the paper is organized as follows.
Section 2 discusses the various approaches in lit-
erature to handle label noise. In Section 3, we
describe the problem statement along with the
proposed approach. We describe the experimen-
tal setup and datasets in Section 4. We empiri-
cally evaluate the performance of the proposed ap-
proach along with the discussion in Section 5 and
finally conclude our work in Section 6.
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2 Related Work

Learning from label noise is a widely studied
problem in the classical machine learning set-
ting. Earlier works (Brodley and Friedl, 1999;
Rebbapragada and Brodley, 2007; Manwani and
Sastry, 2013) consider learning from noisy labels
for a wide range of classifiers including SVMs
(Natarajan et al., 2013) and fisher discriminants
(Lawrence, 2001). Traditional approaches handle
label noise by detecting and eliminating the cor-
rupted labels. More details about these approaches
can be found in (Frénay and Verleysen, 2014).

Recently, DNNs have made huge gains in
performance over traditional methods on large
datasets with very clean labels. However large
real-world datasets often contain label errors. A
number of works have attempted to address this
problem of learning from corrupted labels for
DNNs. These approaches can be divided into two
categories; attempts to mitigate the effect of label
noise using auxiliary clean data, and attempts to
learn directly from the noisy labels.

Presence of auxiliary clean data: This line
of research exploits a small, clean dataset to cor-
rect the corrupted labels. For instance, Li et al.
(2017) learn a teacher network with clean data to
re-weight a noisy label with a soft label in the loss
function. Similarly, Veit et al. (2017) use the clean
data as a label correction network. One can use
this auxiliary source of information to do infer-
ence over latent clean labels (Vahdat, 2017). Fur-
ther, Yao et al. (2018) models the auxiliary trust-
worthiness of noisy image labels to alleviate the
effect of label noise. Though these methods show
very promising results, the absence of clean data
in some situations might hinder the applicability
of these methods.

Learning directly from noisy labels: This re-
search directly learns from the noisy labels by
designing a robust loss function, or by model-
ing the latent labels. For instance, Reed et al.
(2014), apply bootstrapping to the loss function
to have consistent label prediction for similar im-
ages. Similarly, Joulin et al. (2016) alleviate the
label noise effect by adequately weighting the loss
function using the sample number. Jiang et al.
(2017) propose a sequential meta-learning model
that takes in a sequence of loss values and outputs
the weights for the labels. Ghosh et al. (2017) fur-
ther explores the conditions on loss functions such
that the loss function is noise tolerant.

A number of approaches learn the transition
from latent labels to the noisy labels. For example,
Mnih and Hinton (2012) propose a noise adapta-
tion framework for symmetric label noise. Based
on this work, several other works (Sukhbaatar
et al., 2014; Jindal et al., 2016; Patrini et al., 2017;
Han et al., 2018) account for the label noise by
learning a noisy layer on top of a DNN where the
learned transition matrix represents the label flip
probabilities. Similarly, Xiao et al. (2015) propose
a probabilistic image conditioned noise model.
Azadi et al. (2015) proposed an image regulariza-
tion technique to detect and discard the noisy la-
beled images. Other approaches include building
two parallel classifiers (Misra et al., 2016) where
one classifier deals with image recognition and the
other classifier models humans reporting bias.

All of these approaches have targeted image
classification. In this work, we propose a frame-
work for learning from noisy labels for text clas-
sification using a DNN architecture. Similar to
(Sukhbaatar et al., 2014; Jindal et al., 2016; Patrini
et al., 2017), we append a non-linear processing
layer on top of this architecture to model the la-
bel noise. This layer helps the base architecture to
learn better representations, even in the presence
of label noise. We empirically show that, for bet-
ter classification performance, the knowledge of
noise transition matrix is not needed. Instead, the
process forces the DNN to learn better sentence
representations.

3 Problem Statement

In a supervised text classification setting where
xi ∈ Rd is a d-dimensional word embedding of
the ith word in a sentence of length l (padded
wherever necessary), we represent the sample as
a temporal embedding matrix X ∈ Rd×l which
belongs to one of the K classes. Let the noise-free
training set be denoted by

D = {(X1, y1), (X2, y2), · · · , (Xn, yn)},

where yi ∈ {1, . . . ,K} represents the category of
ith sample, n is the total number of training sam-
ples, and there is an unknown joint distribution
p(X, y) on the sample/label pairs. This temporal
representation of a sample X is fed as input to a
classifier on the training set D with sample cat-
egories y. However, as mentioned in Section 2,
we cannot access the true noise-free samples la-
bels and instead, observe noisy labels corrupted
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by an unknown noise distribution. Let this noisy
training set be denoted by

D′ = {(X1, y
′
1), (X2, y

′
2), · · · , (Xn, y

′
n)},

where y′i represents the corrupted label for the sen-
tence Xi. In this work, we suppose the label noise
is class-conditional, where the noisy label y′i de-
pends only on the true label yi, but not on the input
Xi or any other labels yj or y′j . Under this model,
the label noise is characterized by the conditional
distribution

p(y′ = i|y = j) = Φij ,

which we describe via the K × K column-
stochastic matrix Φij , parameterized by a matrix
Q = {Φij}.

In our experiments, we artificially inject label
noise into the training and validation sets. We
fix the noise distribution Φij and, for a training
sample, we generate a noisy label by drawing i.i.d
from this noise distribution Φij . However, we do
not alter the test labels.

Though the proposed approach works for any
noise distribution, for this study, we focus on two
different types of label flip distributions. We use
a noise model parameterized by the overall proba-
bility of a label error, denoted by 0 ≤ p ≤ 1. For a
noise level p, we set the noise distribution matrix

Φ = (1− p)I +
p

K
IIK , (1)

and we call it Uniform label flip noise model.
Here, I represents the identity matrix and II de-
notes the all-ones matrix. Similarly, we describe
the random label flip noise model as

Φ = (1− p)I + p∆, (2)

where I is the identity matrix, and ∆ is a matrix
with zeros along the diagonal and remaining en-
tries of each column are drawn uniformly and in-
dependently from theK−1-dimensional unit sim-
plex. The label error probability for each class is
p, while the probability distribution within the er-
roneous classes is drawn uniformly at random.

Our objective is to train a classifier on the noisy
labeled sample categories on the training set D′
such that it jointly makes accurate predictions of
the true label y and learns the noise transition ma-
trix simultaneously, given X. For the noisy dataset
D′, it is straightforward to train a classifier that

predicts the noisy labels using conditional distri-
bution for the noisy labeled input sentence X:

p(y′ = ŷ′|X) =
∑

i

(
p(y′ = ŷ′|y = ŷi)

p(y = ŷi|X)
)
. (3)

One can learn the classifier associated with p(y′ =
ŷ′|x) via standard training on the noisy set D′. To
predict the clean labels by learning the conditional
distribution p(y = ŷi|x) requires more effort, as
we cannot extract the “clean” classifier from the
noisy classifier when the label noise distribution is
unknown.

3.1 Proposed Framework

We refer to the DNN model without the final layer
as the base model or network without noise model
(WoNM). This model, along with the non-linear
layer, is trained via back-propagation on the noisy
training dataset. The non-linear processing layer
in the noise model transforms the base model out-
puts to match the noisy labels during the forward
pass better and presents the denoised labels to
the base model during the backward pass. The
noise layer is parameterized by a square matrix
Ψ ∈ RK×K). At test time, we remove this learned
noise model and use the output of the base model
as final predictions.

We refer to the base model parameters as Θ.
The base model outputs a probability distribu-
tion over the number of K categories denoted as
p (y = ŷi|X; Θ)∀i ∈ {1, 2, · · · ,K}. During the
forward pass the noise model transforms this out-
put to obtain the noisy labels as

p
(
y′|X; Θ,Ψ

)
= σ (Ψ× p (y|X; Θ)) , (4)

where σ(·) represents the usual softmax operator.
Note that both the equations (3) and (4) compute
the probability distribution over noisy labels – our
noise model does not learn a noise transition ma-
trix. However, we assert that the knowledge of ex-
act noise statistics is neither necessary nor suffi-
cient for the better prediction results.

We learn the base model parameters Θ and the
noise model parameters Ψ by maximizing the log
likelihood (4) over all of the training samples,
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minimizing the cross-entropy loss:

L(Θ,Ψ;D′) = − 1

n

n∑

i=1

log
[
p
(
y′|Xi; Θ,Ψ

)]

= − 1

n

n∑

i=1

log [σ (Ψ× p (y|Xi; Θ))]yi

(5)

Similar to (Sukhbaatar et al., 2014), we initial-
ize the noise model weights to the identity ma-
trix. Since DNNs have high capacity, we may
encounter the situation when the base model it-
self absorbs all the label noise and, thus, the noise
model does not learn anything at all. In order to
avoid this situation, and to prevent overfitting, we
apply l2 regularization to the noise model. How-
ever, we want the noise model to overfit the la-
bel noise. In the experiment section, we observe
that with proper regularization and weight initial-
ization the noise model absorbs most of the label
noise. Finally, we train the entire network accord-
ing to the following loss function:

L = − 1

n

n∑

i=1

log [σ (Ψ× p (y|Xi; Θ))]yi

+
1

2
λ||Ψ||22. (6)

Here, λ is a tuning parameter and we validate
the value of λ by repeating the experiment mul-
tiple times with multiple λ values over different
datasets and choose the one with better classifica-
tion performance on the validation set for the re-
spective datasets. A value of λ = 0.01 works best.

4 Datasets and Experimental Setup

In this section, we empirically evaluate the per-
formance of the proposed approach for text clas-
sification and compare our results with the other
methods.

4.1 General Setting
In all the experiments, we use a publicly-
available deep learning library Baseline – a fast
model development tool for NLP tasks (Pres-
sel et al., 2018). For all the different datasets,
we choose a commonly-used, high-performance
model from (Kim, 2014) as a base model. To
examine the robustness of the proposed ap-
proach, we intentionally flip the class labels
with 0% to 70% label noise, in other words:

Te
xt

D
at

a

Dataset K L N T Type
SST-2 2 19 76961 1821 Balanced
TREC 6 10 5000 500 Not Balanced
AG-News 4 38 110K 10K Balanced
DBpedia 14 29 504K 70K Balanced

Table 1: Summary of text classification datasets; K:
denotes the number of classes, L: represents the aver-
age length of sentence, N: denotes the number of train-
ing samples, T: represents the number of test samples,
Type: describes whether the dataset is balanced.

p ∈ {0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7}, and
observe the effect of different types of label flip-
ping, such as uniform (Uni) and random (Rand)
label flipping, along with instance-dependent la-
bel noise. For all the experiments, we use early
stopping based on validation set accuracy where
the class labels in validation are also corrupted.

We indicate the performance of a standard deep
network Without Noise model (WoNM) on the
noisy label dataset. We also plot the results for
the stacked Noise Model Without Regularization
(NMWoRegu) and stacked Noise Model With Reg-
ularization (NMwRegu). Unless otherwise stated,
in all the deep networks with the stacked noise
model, we initialize the noise layer parameters as
an identity matrix. We further analyze the effect of
the noise layer initialization on the overall perfor-
mance. We define TDwRegu as the stacked noise
model with regularization, initialized with true in-
jected noise distribution and RandwRegu as the
stacked noise model with regularization, initial-
ized randomly. We run all experiments five times
and report the mean accuracy.

4.2 Datasets
Here, we describe all the text classification
datasets used to evaluate the performance of the
proposed approach. The base model architecture
is the same for all datasets. For each set, we tune
the number of filter windows and filter lengths us-
ing the development set. Along with the descrip-
tion, we also provide the hyper-parameters we se-
lected for each. Table 1 summarizes the basic
statistic of the datasets.

1. SST-21 (Socher et al., 2011): Stanford Sen-
timent Treebank dataset for predicting the
sentiment of movie reviews. The classifica-
tion task involves detecting positive or neg-
ative reviews. Using the base model with

1http://nlp.stanford.edu/sentiment/
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Batch Size 50 100
Label Flips Random Random

Noise% Clean Labels 10 20 30 40 45 47 50 0 10 20 30 40 45 47 50
WoNM 87.27% 83.29% 79.08% 73.42% 64.03% 58.1% 54.73% 49.7% 86.53% 81.44% 75.58% 71.88% 63.39% 57.12% 55.81% 52.32%
TDwRegu01 86.88% 85.37% 84.92% 83.29% 78.53% 74.01% 51.95% 49.5% 86.88% 84.88% 85.08% 82.41% 76.09% 70.10% 58.98% 49.86%
NMWoRegu 87.28% 86.2% 84.07% 81.29% 70.42% 62.27% 55.76% 48.42% 86.66% 84.72% 83.03% 78.2% 66.65% 61.32% 57.11% 52.24%
NMwRegu001 86.08% 85.01% 83.82% 81.97% 73.18% 62.18% 55.63% 48.87% 86.51% 85.26% 84.37% 81.05% 69.54% 60.89% 56.8% 51.6%
NMwRegu01 87.78% 86.04% 85.04% 82.7% 77.43% 66.96% 61.5% 49.08% 86.33% 85.17% 85.10% 81.9% 76.2% 65.47% 58.92% 52.46%

T
R

E
C

Batch Size 10
Label Flips Uniform Random

Noise% Clean data 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
WoNM 92.8% 87.6% 83.6% 75.87% 67.27% 57.4% 46.27% 42.8% 92.8% 85.93% 82.2% 74.0% 68.4% 53.53% 48.2% 31.47%
TDwRegu01 50.87% 45.33% 45.4% 36.33% 25.87% 28.33% 16.87% 16.87% 50.87% 56.4% 36.8% 24.0% 25.47% 22.6% 18.8% 22.6%
NMWoRegu 92.33% 88.07% 84.67% 76.4% 68.47% 58.4% 50.07% 41.33% 92.07% 85.87% 84.27% 72.47% 66.53% 50.13% 44.6% 33.0%
NMwRegu001 92.47% 90.53% 88.07% 81.6% 73.47% 64.07% 55.87% 43.67% 92.4% 88.53% 86.4% 77.2% 67.67% 54.67% 47.93% 34.87%
NMwRegu01 92.73% 90.8% 89.53% 88.67% 84.93% 79.67% 69.67% 52.4% 92.7% 90.33% 90.6% 86.47% 83.07% 70.93% 65.2% 33.4%

Batch Size 50
Label Flips Uniform Random

Noise% Clean Labels 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
WoNM 92.8% 87.27% 83.07% 75.00% 69.13% 61.53% 50.13% 39.8% 92.8% 86.00% 81.2% 76.2% 64.07% 52.4% 47.4% 34.13%
TDwRegu01 55.73% 50.4% 44.73% 39.6% 22.27% 25.67% 14.93% 21.00% 55.73% 45% 44.93% 27.73% 27.87% 22.6% 17.87% 22.6%
NMWoRegu 92.6% 87.73% 83.33% 76.33% 70.67% 56.8% 48.2% 39.67% 92.60% 85.27% 83.00% 73.6% 65.8% 50.4% 45.93% 30.73%
NMwRegu001 92.53% 90.73% 87.20% 82.53% 73.93% 65.07% 52.87% 44.60% 92.53% 88.% 87.2% 79.07% 71.2% 51.67% 49.00% 33.40%
NMwRegu01 92.53% 91.33% 90.27% 88.47% 83.87% 77.87% 68.73% 55.67% 92.53% 90.00% 90.2% 85.93% 82.6% 71.4% 67.33% 37.53%

A
G

-N
ew

s

Batch Size 100
Label Flips Uniform Random

Noise% Clean Labels 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
WoNM 92.31% 89.96% 87.42% 84.55% 79.96% 75.42% 68.78% 59.94% 92.31% 89.71% 86.11% 79.05% 76.04% 65.09% 45.79% 38.12%
TDwRegu01 92.47% 92.25% 92.15% 92.04% 84.87% 77.56% 63.13% 47.83% 92.68% 92.09% 91.99% 61.81% 62.44% 70.26% 24.99% 38.12%
NMWoRegu 91.94% 91.89% 91.21% 90.51% 89.29% 88.02% 86.25% 79.88% 91.97% 91.79% 91.00% 90.04% 88.82% 86.49% 77.66% 43.01%
NMwRegu001 92.47% 92.21% 91.82% 91.21% 90.71% 89.61% 88.43% 85.32% 92.62% 92.14% 91.5% 91.07% 90.2% 88.68% 64.01% 55.11%
NMwRegu01 92.55% 92.23% 92.2% 91.98% 91.7% 91.23% 90.54% 89.78% 92.57% 92.23% 91.96% 91.69% 91.13% 90.77% 76.64% 62.04%

Batch Size 1024
Label Flips Uniform Random

Noise% Clean Labels 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
WoNM 92.42% 89.77% 87.04% 84.07% 79.77% 74.54% 67.59% 59.41% 92.29% 89.47% 85.78% 80.51% 75.99% 65.55% 45.50% 39.75%
TDwRegu01 92.61% 92.37% 92.18% 92.07% 84.92% 62.74% 63.43% 47.59% 92.54% 92.34% 91.82% 53.81% 69.04% 48.88% 25.05% 46.9%
NMWoRegu 92.16% 91.51% 90.80% 89.58% 85.58% 79.96% 70.79% 62.89% 92.22% 91.61% 90.33% 86.92% 82.61% 71.49% 48.96% 39.96%
NMwRegu001 92.4% 92.13% 91.88% 91.46% 90.14% 89.07% 86.96% 80.94% 92.54% 91.87% 91.38% 90.42% 99.18% 86.78% 75.74% 50.11%
NMwRegu01 92.66% 92.2% 92.29% 92.09% 91.7% 91.24% 90.72% 89.88% 92.57% 92.11% 91.99% 91.57% 91.2% 90.5% 77.93% 61.12%

D
B

pe
di

a

Batch Size 512
Label Flips Uniform Random

Noise% Clean Labels 30 50 70 75 80 85 90 0 30 50 70 75 80 85 90
WoNM 99.01% 95.19% 89.59% 74.01% 67.73% 57.87% 47.48% 34.01% 99.01% 94.72% 86.08% 62.87% 53.13% 40.78% 26.6% 12.42%
NMWoRegu 98.93% 95.07% 90.2% 78.32% 73.65% 66.24% 54.24% 40.9% 98.93% 93.55% 84.53% 25.96% 54.84% 42.96% 29.25% 12.97%
NMwRegu001 99.04% 98.94% 98.81% 98.61% 98.52% 98.33% 98.13% 97.53% 99.04% 98.93% 98.82% 98.62% 98.48% 98.33% 89.00% 11.36%
NMwRegu01 99.01% 98.89% 98.71% 98.45% 98.32% 98.10% 97.76% 97.15% 98.92% 99.01% 98.88% 98.72% 98.10% 97.67% 38.62% 16.27%

Batch Size 1024
Label Flips Uniform Random

Noise% Clean Labels 30 50 70 75 80 85 90 0 30 50 70 75 80 85 90
WoNM 98.96% 97.93% 96.47% 90.49% 68.07% 59.78% 48.06% 55.29% 98.96% 94.75% 86.36% 63.75% 53.39% 40.87% 26.18% 11.9%
NMWoRegu 98.87% 97.37% 95.71% 89.54% 72.79% 66.49% 55.27 60.7% 98.87% 93.96% 85.6% 44.85% 54.32% 42.21% 28.63% 12.51%
NMwRegu001 98.97% 98.9% 98.79% 98.53% 98.50% 98.32% 98.19% 97.27% 98.97% 98.83% 98.51% 98.1% 98.49% 98.32% 83.79% 10.51%
NMwRegu01 98.92% 98.79% 98.58% 98.26% 98.32% 98.09% 97.79% 96.54% 98.92% 98.88% 98.72% 98.35% 98.12% 97.72% 33.10% 15.94%

Table 2: Test performance for different text classification datasets

clean labels we obtain classification accuracy
of 87.27%. For this dataset, the base model
network architecture consists of an input and
embedding layer + [3, 4, 5] feature windows
with 100 feature maps each and dropout rate
0.5 with batch size 50.

2. TREC2 (Voorhees and Tice, 1999): A ques-
tion classification dataset consisting of fact
based questions divided into broad seman-
tic categories. We use a six-class version
of TREC dataset. For this dataset, the base
model network architecture consists of an in-
put and embedding layer + [3] one feature
windows with 100 feature maps and dropout
rate 0.5 with batch size 10.

2http://cogcomp.cs.illinois.edu/Data/
QA/QC/

3. Ag-News3 (Zhang et al., 2015): A large-
scale, four-class topic classification dataset.
It contains approx 110K training samples.
For this dataset, the base model network ar-
chitecture consists of Input layer + Embed-
ding layer + [3, 4, 5] feature windows with
200 feature maps and dropout rate 0.5 with
batch size 100.

4. DBpedia3 (Zhang et al., 2015): A large scale
14-class topic classification dataset contain-
ing 36K training samples per category. For
this dataset, the base model network archi-
tecture consists of Input layer + Embedding
layer + [1, 2, 3, 4, 5, 7] feature windows with
400 feature maps each and dropout rate 0.5
with batch size 1024.

3http://www.di.unipi.it/˜gulli/AG_
corpus_of_news_articles.html
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For all the datasets, we use Rectified Linear
Units (ReLU) and fix the base model architec-
ture. We use early stopping on dev. sets for
all the datasets. We run all the experiments 5
times and report the average classification accu-
racy in Table 2. We train all the networks end-
to-end via stochastic gradient descent over shuf-
fled mini-batches with the Adadelta update rule
(Zeiler, 2012) except for the DBpedia, where we
use SGD. In order to improve base model per-
formance, we initialize the word embedding layer
with the publicly available word2vec word vectors
(Mikolov et al., 2013) for all the datasets except
for DBpedia, where we use GloVe embeddings
(Pennington et al., 2014).

(a) (b)

(c) (d)

(e) (f)

Figure 1: AG-News Dataset: a) Input random label
noise; (b-f) learned weight matrix learned by different
noise models.

5 Results and Discussion

We evaluate the performance of our model in Ta-
ble 2 for each datasets in the presence of uniform
and random label noise and compare the perfor-
mance with the base model (WoNM) as our base-
line. For all datasets, the proposed approach is sig-
nificantly better than the baseline for both random
and uniform label noise. For all datasets, we ob-
serve a gain of approximately 30% w.r.t the base-
line in the presence of extreme label noise. We
do observe a drop in classification accuracy as we

increase the percentage of label noise but even at
the extreme label noise our method outperformed
the baseline method. Interestingly, if we assume
an oracle to determine prior knowledge of true
noise distribution (TDwRegu01), it does not nec-
essarily improve classification performance, espe-
cially for multi-class classification problems. For
binary classification, using the SST-2 dataset, we
did observe that the noise model initialized with
the true noise distribution works better than all the
other models. In addition to this, we also observe a
slight performance gain for the proposed approach
over the baseline with clean labels – perhaps due
to label noise inherent in the datasets.

5.1 Effect of Different Regularizers

The NMwRegu01 performs better in all cases for
both types of label noise. We plot the weight ma-
trix learned by all the noise models in all the noise
regimes. For brevity, we only plot the weight ma-
trix for AG-News datasets with 30% label noise
in Fig.1. We find that l2 regularization diffuses
the diagonal weight elements and learns more
smoothed off-diagonal elements which resemble
the corresponding input label noise distribution in
Fig. 1d. This also means that, without regulariza-
tion, the noise model has less ability to diffuse the
diagonal elements which leads to poor classifica-
tion performance. Therefore, we use a regularizer
(l2) to diffuse the diagonal entries.

In some cases, especially for low label noise,
we find the l2 regularization with a small penalty
works better than a large penalty since, for low la-
bel noise, learning a less diffuse noise is beneficial.
The proposed approach scales to a large number of
label categories, as evident from the experiments
on DBpedia dataset in the last row of Table .2.

(a) Classification accuracy (b) Noise model norm

Figure 2: Effect of noise model initialization scaling on
the classification performance
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(a) TREC [Uniform] (b) AG-News [Uniform] (c) DBpedia [Uniform]

(d) TREC [Random] (e) AG-News [Random] (f) DBpedia [Random]

Figure 3: Effect of batch size on label noise classification for different datasets. [Best viewed in color]

5.2 Effect of Different Scaling Factors on
Noise Layer Initialization

We initialize the noise model weights as identity
matrices with gain equal to the number of classes
(gain = K) for all experiments. We observe the
effect of different gain values on the overall per-
formance of the proposed network in Fig. 2 where
on x-axis we vary the scaling factor – a function
of number of classes in the dataset. We plot the
classification performance for the DBpedia dataset
with 50% random noise. For each noise model
in Fig. 2a, we find that setting the gain to K
works best and any other gain results in poor per-
formance.

In Fig. 2b we plot the Frobenius norm of the
learned noise model weights with respect to the
different gain values. We find that, using the high
gain initialization, the model learns a high noise
model norm, resulting in poor classification per-
formance. This finding provides support to the
claim in (Liao et al., 2018) that “higher layer norm
leads to highest test errors.”

5.3 Effect of Batch Size

We also observe the effect of different batch sizes
on performance as described in (Rolnick et al.,
2017). For all datasets, we do observe small per-
formance gains for highly non-uniform noisy la-
bels, for instance 70%, in Fig. 3 row 2. However,
for uniform label flips, we do not observe perfor-

TRB TRPr
Data(N%) WoNM Noisy True NMwRegu01 Noisy True
SST2 (40%) 70.24 70.95 79.24 82.32 73.90 83.25
AG (70%) 59.70 52.44 79.18 90.33 86.27 89.4
AG (60%) 83.25 68.8 88.28 90.45 87.77 90.78
TREC (40%) 66.80 63.4 79.0 73.40 69.6 83.2
TREC (20%) 83.6 80.0 86.0 87.40 83.6 90.0

Table 3: SVM Classification

mance gains with increasing batch size.

5.4 Instance Dependent Label Noise

We further investigate the performance of the pro-
posed approach on instance-dependent label noise
by flipping each class labels with different noise
percentages as shown in Fig. 4a. For brevity, we
present results on AG-News dataset in Fig. 4. On
this type of label noise, the performance of the
proposed approach is far better than the baseline
with a performance improvement of ∼ 6%. The
noise model learned by the proposed approach is
shown in Fig. 4b and we show the normalized
weight matrix in Fig. 4c. We observe that the
learned noise model is able to capture the input
label noise statistics and is highly correlated to the
input noise distribution with Pearson Correlation
Coefficient 0.988.

5.5 Understanding Noise Model

In order to further understand the noise model,
we first train the base model and the proposed
model on noisy labels. Afterward, we collect
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(a) (b) (c)

Figure 4: AG-News Dataset: a) input instance dependent label noise; b) learned weight matrix by proposed ap-
proach; c) column normalization of (b).

Iteration 0 Iteration 5 Iteration 10 Iteration 18

(a) Proposed model

Iteration 0 Iteration 5 Iteration 10 Iteration 18

(b) No noise model stacked

Figure 5: t-SNE visualization of the last layer activations of a base network before softmax for TREC Dataset with
50% corrupted labels; First row in (a) when the corresponding true labels are superimposed on the t-SNE data
points; Second row in (a) when the noisy labels are superimposed onto the t-SNE data points. [Best viewed in
color]

the last fully-connected layer’s activations for all
the training samples and treat them as the learned
feature representation of the input sentence. We
get two different sets of feature representations,
one corresponding to the base model (TRB), and
the other corresponding to the proposed model
(TRPr). Given these learned feature representa-

tions – the artificially injected noisy labels and the
true labels of the training data – we learn two dif-
ferent SVMs for each model, with and without
noise. For the base model, for both SVMs, we
use TRB representation as inputs and train the first
SVM with the true labels as targets and the second
SVM with the unreliable labels as targets. Simi-
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larly, we train two SVMs for the proposed model.
After training, we evaluate the performance of all
the learned SVMs on clean test data in Table 3,
where the 1st column represents the corresponding
model performance, “Noisy” and “True” column
represents the SVM performance when trained on
noisy and clean labels, respectively. We run these
experiments for different datasets with different
label noise.

The SVM, trained on TRB and noisy labels, is
very close to the base model performance (3). This
suggests that the base model is just fitting the noisy
labels. On the other hand, when we train an SVM
on the TRPr representations with true labels as tar-
gets, the SVM achieves the proposed model per-
formance. This means that the proposed approach
helps the base model to learn better feature repre-
sentations even with the noisy targets, which sug-
gest that this noise model is learning a label de-
noising operator.

We analyze the representation of training sam-
ples in feature domain by plotting the t-SNE em-
beddings (Van Der Maaten, 2014) of the TRB and
TRPr. For brevity, we plot the t-SNE visualiza-
tions for TREC dataset with 50% label noise in
Fig. 5 .

For each network, we show two different t-SNE
plots. For example in Fig. 5a we plot two rows of
t-SNE embeddings for the proposed model. In the
first row of Fig. 5a, each training sample is rep-
resented by its corresponding true label, while in
the second row (the noisy label plot) each training
sample is represented by its corresponding noisy
label. We observe that, as the learning process pro-
gresses, the noise model helps the base model to
cluster the training samples in the feature domain.
With each iteration, we can see the formation of
clusters in Row 1. However, in Row 2, when the
noisy labels are superimposed, the clusters are not
well separated. This means that the noise model
denoises the labels and presents the true labels to
the base network to learn.

In Fig. 5b, we plot two rows of t-SNE embed-
dings of the TRB representations. It seems that
the network directly learns the noisy labels. This
provides further evidence to support (Zhang et al.,
2016)’s finding that the deep network memorizes
data without knowing of true labels. In Row 2 of
Fig. 5b, we can observe that the network learns
noisy features representations which can be well
clustered according to given noisy labels.

6 Conclusion

In this work, we propose a framework to enable
a DNN to learn better sentence representations in
the presence of label noise for text classification
tasks. To model the label noise, we append a non-
linear noise model on top of the standard DNN ar-
chitecture. With proper initialization and regular-
ization, the noise model is able to absorb most of
the label noise and helps the base model to learn
better sentence representations.
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Abstract

Research has shown that neural models im-
plicitly encode linguistic features, but there
has been no research showing how these en-
codings arise as the models are trained. We
present the first study on the learning dy-
namics of neural language models, using a
simple and flexible analysis method called
Singular Vector Canonical Correlation Anal-
ysis (SVCCA), which enables us to compare
learned representations across time and across
models, without the need to evaluate directly
on annotated data. We probe the evolution of
syntactic, semantic, and topic representations
and find that part-of-speech is learned earlier
than topic; that recurrent layers become more
similar to those of a tagger during training;
and embedding layers less similar. Our results
and methods could inform better learning al-
gorithms for NLP models, possibly to incor-
porate linguistic information more effectively.

1 Introduction

Large neural networks have a notorious capacity
to memorize training data (Zhang et al., 2016),
but their high accuracy on many NLP tasks shows
that they nonetheless generalize. One apparent ex-
planation for their performance is that they learn
linguistic generalizations even without explicit su-
pervision for those generalizations—for example,
that subject and verb number agree in English
(Linzen et al., 2016); that derivational suffixes at-
tach to only specific parts of speech (Kementched-
jhieva and Lopez, 2018); and that short segments
of speech form natural clusters corresponding to
phonemes (Alishahi et al., 2017). These studies
tell us that neural models learn to implicitly rep-
resent linguistic categories and their interactions.
But how do they learn these representations?

One clue comes from the inspection of multi-
layer models, which seem to encode lexical cate-

gories in lower layers, and more contextual cate-
gories in higher layers. For example, Blevins et al.
(2018) found that a word’s part of speech (POS) is
encoded by lower layers, and the POS of its syn-
tactic parent is encoded by higher layers; while
Belinkov et al. (2018) found that POS is encoded
by lower layers and semantic category is encoded
by higher layers. More generally, the most useful
layer for an arbitrary NLP task seems to depend on
how “high-level” the task is (Peters et al., 2018).
Since we know that lower layers in a multi-layer
model converge to their final representations more
quickly than higher layers (Raghu et al., 2017), it
is likely that models learn local lexical categories
like POS earlier than they learn higher-level lin-
guistic categories like semantic class.

How and when do neural representations come
to encode specific linguistic categories? Answers
could explain why neural models work and help us
improve learning algorithms. We investigate how
representations of linguistic structure are learned
over time in neural language models (LMs), which
are central to NLP: on their own, they are used
to produce contextual representations of words for
many tasks (e.g. Peters et al., 2018); while con-
ditional LMs power machine translation, speech
recognition, and dialogue systems. We use a sim-
ple and flexible method, Singular Vector Canon-
ical Correlation Analysis (SVCCA; Raghu et al.,
2017), which allows us to compare representa-
tions from our LM at each epoch of training with
representations of other models trained to predict
specific linguistic categories. We discover that
lower layers initially discover features shared by
all predictive models, but lose these features as the
LM explores more specific clusters. We demon-
strate that different aspects of linguistic structure
are learned at different rates within a single recur-
rent layer, acquiring POS tags early but continuing
to learn global topic information later in training.
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2 Methods

Our experiments require a LM, tagging models,
and a method to inspect the models: SVCCA.

2.1 Language model
We model the probability distribution over a se-
quence of tokens x1 . . . x|x| with a conventional
two-layer LSTM LM. The pipeline from input xt
at time step t to a distribution over xt+1 is de-
scribed in Formulae (1)–(4). At time step t, input
word xt is embedded as (1) het , which is input to
a two-layer LSTM, producing outputs (2) h1t and
(3) h2t at these layers, along with cell states c1t and
c2t . A softmax layer converts h2t to a distribution
from which (4) x̂t+1 is sampled.

het = embedding(xt) (1)

h1t , c
1
t = LSTM1(h

e
t , h

1
t−1, c

1
t−1) (2)

h2t , c
2
t = LSTM2(h

1
t , h

2
t−1, c

2
t−1) (3)

x̂t+1 ∼ softmax(h2t ) (4)

Each function can be thought of as a representa-
tion or embedding of its discrete input; hence het is
a representation of xt, and—due to the recursion
in (2)—h1t is a representation of x1 . . . xt.

2.2 Tagging models
To inspect our language model for learned linguis-
tic categories, we will use a collection of tagging
models, designed to mimic the behavior of our lan-
guage model but predicting the next tag rather than
the next word. Given x1 . . . x|x|, we model a corre-
sponding sequence of tags y1 . . . y|x| using a one-
layer LSTM. (Our limited labeled data made this
more accurate on topic tagging than another two-
layer LSTM, so this architecture does not directly
parallel the LM.)

het
′ = embedding′(xt) (5)

h1t
′, c1t

′ = LSTM′(het
′, h1t−1

′, c1t−1
′) (6)

ŷt+1 ∼ softmax′(h1t
′) (7)

We will also discuss input taggers, which share
this architecture but instead sample yt, the tag of
the most recently observed word.

2.3 SVCCA
SVCCA is a general method to compare the cor-
relation of two vector representations. Let dA and
dB be their dimensions. ForN data points we have
two distinct views, given by matricesA ∈ RN×dA

and B ∈ RN×dB . We project these views onto a
shared subspace in two steps:

1. Use Singular Value Decomposition (SVD) to
reduce matrices A and B to lower dimen-
sional matrices A′ and B′, respectively. This
is necessary because many dimensions in the
representations are noisy, and in fact cancel
each other out (Frankle and Carbin, 2018).
SVD removes dimensions that were likely to
be less important in the original representa-
tions from A and B, and in keeping with
Raghu et al. (2017), we retain enough dimen-
sions to keep 99% of the variance in the data.

2. Use Canonical Correlation Analysis (CCA)
to project A′ and B′ onto a shared sub-
space, maximizing the correlation of the pro-
jections. Formally, CCA identifies vectors
w, v to maximize ρ = <w>A′,v>B′>

‖w>A′‖‖v>B′‖ . We
treat these w, v as new basis vectors, comput-
ing the top dC (a hyperparameter) such ba-
sis vectors to form projection matrices W ∈
RdC×dA′ , V ∈ RdC×dA′ . The resulting pro-
jections WA′ and V B′ map onto a shared
subspace where the representations of each
datapoint from A′ and B′ are maximally cor-
related.

Intuitively, the correlation ρ will be high if both
representations encode the same information, and
low if they encode unrelated information. Figure 1
illustrates how we use SVCCA to compare repre-
sentation h2t of our language model with the recur-
rent representation of a tagger, h1t

′. In practice, we
run over all time steps in a test corpus, rather than
a single time step as illustrated.

3 Experimental Setup

We trained our LM on a corpus of tok-
enized, lowercased English Wikipedia (70/10/20
train/dev/test split). To reduce the number of
unique words in the corpus, we excluded any sen-
tence with a word type appearing fewer than 100
times. Words appearing fewer than 100 times in
the resulting training set are replaced with an un-
known token. The resulting training set has over
227 million tokens of 20K types.

We train for 50 epochs to maximize cross-
entropy, using a batch size of 40, dropout ratio
of 0.2, and sequence length of 35. The optimizer
is standard SGD with clipped gradients at 0.25,
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Figure 1: SVCCA used to compare the layer h2 of a language model and layer h1′ of a tagger.

Tag These cats live in that house .
UDP POS DET NOUN VERB ADP DET NOUN SYM
PTB POS DT NNS VBP IN DT NN .

SEM (coarse) DEM ENT EVE ATT DEM ENT LOG
SEM (fine) PRX CON ENS REL DST CON NIL

topic pets pets pets pets pets pets pets

Table 1: An annotated example sentence from the article pets, based on an example from Bjerva et al. (2016).

Figure 2: Test performance of the LM. Vertical dotted
lines indicate when the optimizer rescales the step size.

with the learning rate quartered when validation
loss increases. The result of training is shown in
Figure 2, which illustrates the dips in loss when
learning rate changes. All experiments on the LM
throughout training are conducted by running the
model at the end of each epoch in inference mode
over the test corpus.

3.1 Taggers

To understand the representations learned by our
LM, we compare them with the internal represen-
tations of tagging models, using SVCCA. Where
possible, we use coarse-grained and fine-grained
tagsets to account for effects from the size of the
tagset. Table 1 illustrates our tagsets.

POS tagging For syntactic categories, we use
POS tags, as in Belinkov et al. (2017). As a
coarse-grained tagset, we use silver Universal De-
pendency Parse (UDP) POS tags automatically
added to our Wikipedia corpus with spacy.1 We
also use a corpus of fine-grained human anno-
tated Penn Treebank POS tags from the Groningen
Meaning Bank (GMB; Bos et al., 2017).

Semantic tagging We follow Belinkov et al.
(2018) in representing word-level semantic infor-
mation with silver SEM tags (Bjerva et al., 2016).
SEM tags disambiguate POS tags in ways that are
relevant to multilingual settings. For example, the
comma is not assigned a single tag as punctua-
tion, but has distinct tags according to its function:
conjunction, disjunction, or apposition. The 66
fine-grained SEM tag classes fall under 13 coarse-
grained tags, and an ‘unknown’ tag.

Global topic For topic, we classify each word
of the sequence by its source Wikipedia article;
for example, every word in the wikipedia article
on Trains is labeled “Trains”. This task assesses
whether the network encodes the global topic of
the sentence.

1https://spacy.io/
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Figure 3: SVCCA score between representations at
each epoch and from the final trained LM.

UDP silver POS and topic information use the
same corpus, taken from the 100 longest articles
in Wikipedia randomly partitioned in a 70/10/20
train/dev/test split. Each token is tagged with POS
and with the ID of the source article. The corpus
is taken from the LM training data, which may in-
crease the similarity between the tag model and
LM. Because both tag predictors are trained and
tested on the same domain as the LM, they can
be easily compared in terms of their similarity to
the LM representation. Though the SEM corpus
and the PTB corpus are different domains from
the Wikipedia training data, we compare their ac-
tivations on the same 191K-token 100-article test
corpus.

Table 2 describes the training and validation
corpus statistics for each tagging task. Note that
topic and UDP POS both apply to the same en-
wikipedia corpus, but PTB POS and SEM use two
different unaligned sets from the GMB corpus.

4 Experiments, Results, and Analysis

A benefit of SVCCA is its flexibility: it can com-
pute the correlation of a hidden representation to
any other vector. Raghu et al. (2017) used it
to understand learning dynamics by comparing a
learned representation to snapshots of the same
representation at different epochs during training.
We use a similar experiment to establish the basic
learning dynamics of our model. In our shallow
2-level model, activations at h1 converge slightly
after h2 (Figure 3). This differs from the results
of Raghu et al. (2017), who found that a 5-layer
stacked LSTM LM exhibits faster convergence at
lower layers, but this difference may be attributed
to our much larger training data, which gives our
model sufficient training data at early epochs.

Figure 4: SVCCA score between the LM at each epoch
and a LM with different initialization.

Empirical upper bounds. Our main experi-
ments will test the rate at which different linguis-
tic categories are learned by different layers, but
to interpret the results, we need to understand the
behaviour of SVCCA for these models. In the-
ory, SVCCA scores can vary from 0 for no corre-
lation to 1 for perfect correlation. But in practice,
these extreme cases will not occur. To establish
an empirical upper bound on correlation, we com-
pared the similarity at each epoch of training to the
frozen final state of a LM with identical architec-
ture but different initialization, trained on the same
data (Figure 4).2 The correlations increase over
time as expected, but to a maximum near 0.64;
we don’t expect correlations between our LM and
other models to exceed this value. We explore cor-
responding lower bounds in our main experiments
below.

Correlations between different layers. Next
we examine the correlation between different lay-
ers of the same model over time (Figure 5). We ob-
serve that, while over time correlation increases, in
general closer layers are more similar, and they are
less correlated than they are with the same layer of
a differently initialized model. This supports the
idea that we should compare recurrent layers with
recurrent layers because their representations play
similar roles within their respective architectures.

SVCCA vs. Diagnostic classifiers A popular
method to analyze learned representations is to use
a diagnostic classifier (Belinkov et al., 2017; Hup-
kes et al., 2018) or probe (Conneau et al., 2018), a
separate model that is trained to predict a linguistic
category of interest, yt, from an arbitrary hidden
layer ht. Diagnostic classifiers are widely used
(Belinkov et al., 2018; Giulianelli et al., 2018).

2This experiment is similar to the comparisons of ran-
domly initialized models by Morcos et al. (2018).

3260



number token count label t+ 1 label t randomized
tag corpus of classes train dev acc ppl acc ppl acc ppl
UDP POS wiki 17 665K 97K 50 4.3 93 1.2 21 8.9
PTB POS GMB 36 943K 136K 51 4.7 95 1.18 14 18.0
SEM (coarse) GMB 14 937K 132K 55 3.5 91 1.3 22 9.0
SEM (fine) GMB 67 937K 132K 50 5.6 88 1.45 17 21.5
topic wiki 100 665K 97K 36 19.1 37 16.3 5 81.6

Table 2: Tag predictor and tagger statistics. Accuracy and perplexity on t + 1 are from the target tag predictor,
on t are from the input tagger. Metrics obtained when training on randomly shuffled labels are provided as a low
baseline. Accuracy is on the test set from the training domain (GMB or Wikipedia).

Figure 5: SVCCA score between different layers of the
LM at each epoch. For example, ρ(h2, h1) compares
the activations h2 with the activations h1.

But if a diagnostic classifier is trained on enough
examples, then random embeddings as input rep-
resentations often outperform any pretrained inter-
mediate representation (Wieting and Kiela, 2019;
Zhang and Bowman, 2018). This suggests that
diagnostic classifiers may work simply by mem-
orizing the association between an embedding and
the most frequent output category associated with
that embedding; since for many words their cate-
gory is (empirically) unambiguous, this may give
an inflated view of just how much a model “under-
stands” about that category.

Our use of SVCCA below will differ from the
use of diagnostic classifiers in an important way.
Diagnostic classifiers use the intermediate repre-
sentations of the LM as inputs to a tagger. A repre-
sentation is claimed to encode, for example, POS
if the classifier accurately predicts it—in other
words, whether it can decode it from the repre-
sentation. We will instead evaluate the similarity
between the representations in an LM and in an
independently-trained tagger. The intuition behind
this is that, if the representation of our LM encodes
a particular category, then it must be similar to the
representation of model that is specifically trained
to predict that category. A benefit of the approach
is that similarity can be evaluated on any dataset,
not only one that has been labeled with the linguis-

Figure 6: Learning dynamics interpreted with diagnos-
tic classifiers labeling input word tag yt.

tic categories of interest.
Another distinction from the typical use of diag-

nostic classifiers is that probes are usually used to
decode tag information about the context or most
recent input from the hidden state at the current
step. Because the hidden representation at time
t is meant to encode predictive information about
the target word at time t+1, we treat it as encoding
a prediction about the tag of the target word.

To understand the empirical strengths and
weaknesses of these approaches, we compare the
use of SVCCA and diagnostic classifiers in under-
standing learning dynamics. In other words, we
ask: is our first conceptual shift (to SVCCA) nec-
essary? To test this, we use the same model as Be-
linkov et al. (2017), which classifies an arbitrary
representation using a ReLU followed by a soft-
max layer. To be consistent with Belinkov et al.
(2017), we use yt as their target label. We repeat
their method in this manner (Figure 6) as well as
applying our second modification, in which we in-
stead target the label yt+1 (Figure 7).

We found the correlations to be relatively stable
over the course of training. This is at odds with
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Figure 7: Learning dynamics interpreted with diagnos-
tic classifiers labeling target word tag yt+1.

the results in Figures 2 and 3, which suggest that
representations change substantially during train-
ing in ways that materially affect the accuracy of
the LM. This suggests that diagnostic classifiers
are not illustrating improvements in word repre-
sentations throughout training, and we conclude
that they are ineffective for understanding learning
dynamics. Our remaining experiments use only
SVCCA.

4.1 SVCCA on Output Tag Prediction

We applied SVCCA to each layer of our LM with
the corresponding layer of each tag predictor in
order to find the correlation between the LM rep-
resentation and the tag model representation at
each level (Figure 8). To establish empirical lower
bounds on correlation, we also trained our taggers
on the same data with randomly shuffled labels,
as in Zhang et al. (2016). These latter experi-
ments, denoted by the dotted lines of Figure 8,
show how much of the similarity between mod-
els is caused by their ability to memorize arbi-
trary associations. Note that the resulting scores
are nonzero, likely because the linguistic structure
of the input shapes representations even when the
output is random, due to the memorization phase
of training (Shwartz-Ziv and Tishby, 2017).

The strongest similarity at recurrent layers be-
longs to the most local property, the UDP POS
tag. Both coarse- and fine-grained semantic tags,
which rely on longer range dependencies, fall be-
low UDP POS consistently. Topic, which is global
to an entire document, is the least captured and the
slowest to stabilize. Indeed, correlation with true

Figure 8: SVCCA correlation scores between the LM
predicting xt+1 and the tag model predicting yt+1. At
the end of each epoch, we compare the current LM with
the final tag model. Dotted lines use shuffled tags. Gray
vertical lines mark when the step size is rescaled.
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topic falls consistently below the score for a model
trained on randomized topic tags, implying that
early in training the model has removed the con-
text necessary to identify topic (below even the in-
adequate contextual information memorized by a
model with random labels), which depends on the
general vocabulary in a sentence rather than a local
sequence. Over time correlation rises, possibly be-
cause the model permits more long-distance con-
text to be encoded. Khandelwal et al. (2018) found
that LSTMs remember content words like nouns
for more time steps than they remember function
words like prepositions and articles. We hypothe-
size that the LM’s slower stabilization on topic is
related to this phenomenon, since it must depend
on content words, and its ability to remember them
increases throughout training.

The encoder layer exhibits very different pat-
terns. Because the representation produced by the
encoder layer is local to the word, the nuances
that determine how a word is tagged in context
cannot be learned. The encoder layers are all
highly similar to each other, which suggests that
the unigram representations produced by the en-
coder are less dependent on the particular end task
of the neural network. Similarity between the en-
coders declines over time as they become more
specialized towards the language modeling task.
This decline points to some simple patterns which
are learned for all language tasks, but which are
gradually replaced by representations more use-
ful for language modeling. This process may even
be considered a naturally occurring analog to the
common practice of initializing the encoder layer
as word embeddings pretrained an unrelated task
such as skipgram or CBOW (Mikolov et al., 2013).
It seems that the ‘easy’ word properties, which
immediately improve performance, are similar re-
gardless of the particular language task.

At h1, the correlation shows a clear initial de-
cline in similarity for all tasks. This seems to point
to an initial representation that relies on simple
shared properties, which in the first stage of train-
ing is gradually dissolved before the layer begins
to converge on a structure shared with each tag
predictor. It may also be linked to the information
bottleneck learning phases explored by Shwartz-
Ziv and Tishby (2017). They suggest that neu-
ral networks learn by first maximizing the mutual
information between the input and internal rep-
resentation, then minimizing the mutual informa-

tion between the internal representation and out-
put. The network thus initially learns to effectively
represent the input, then compresses this represen-
tation, keeping only the elements relevant to the
output.3 If the LM begins by maximizing mutual
information with input, because the input is identi-
cal for the LM and tag models it may lead to these
similar initial representations, followed by a de-
cline in similarity as the compression narrows to
properties specific to each task.

4.2 SVCCA on Input Tagging

Our second conceptual shift is to focus on out-
put tag prediction—asking what a representation
encodes about the next output word, rather than
what it has encoded about words it has already ob-
served in the input. What effect does this have?
Since we already studied output tags in the pre-
vious set of experiments, here we consider input
tags, in the style of most diagnostic classifier anal-
ysis (Figure 9). The learning dynamics are similar
to those for tag prediction, but the UDP POS tag-
ger decreases dramatically in all correlations while
the GMB-trained taggers4 often increase slightly.
While the shapes of the lines are similar, UDP
POS no longer consistently dominates the other
tasks in recurrent layer correlation. Instead, we
find the more granular PTB POS tags lead to the
most similar representations.

5 Discussion and Conclusions

We find clear patterns in the encoding of linguistic
structure with SVCCA, in contrast to the weaker
results from a less responsive diagnostic classifier.
Because SVCCA proves so much more sensitive
than the diagnostic classifiers currently in use, we
believe that future work on measuring the encod-
ing of linguistic structure should use the similarity
of individual modules from independently trained
tag predictors rather than the performance of tag
predictors trained on a particular representation.

This system should also be of interest because
it is efficient. To train a diagnostic classifier, we
must run a forward pass of the LM for each for-
ward pass of the auxiliary model, while SVCCA
only requires the LM to run on the test set. A fur-

3This memorization–compression learning pattern paral-
lels the memorization–generalization of the first half of the
U-shaped curve exhibited by human children learning irreg-
ular word forms. Kirov and Cotterell (2018) observe similar
patterns when artificially modeling inflection.

4PTB POS, SEM (fine), and SEM (coarse)

3263



Figure 9: SVCCA correlation scores between LM ac-
tivations when predicting xt+1 and tagger activations
when labeling yt. Dotted lines use shuffled tags. Gray
vertical lines mark when the step size is rescaled.

ther efficiency gain is particular to studying learn-
ing dynamics: we train only one tagger and com-
pare it to different versions of the LM over train-
ing, but for standard probing, we must train a
new version of each layer’s tagger at each epoch.
Our SVCCA experiments in Figure 8 ran in hours,
while the diagnostic classifier experiments in Fig-
ure 7 ran for days.

Our method holds another, more subtle advan-
tage. Our analysis provides an alternative view of
what it means for a model to encode some lin-
guistic trait. The literature on analyzing neural
networks includes a broad spectrum of interpreta-
tions about what it means to encode a property. At
one end of the spectrum lies the purely informa-
tional view (e.g., mutual information; Noshad and
Hero III, 2018). Mutual information is a very flex-
ible view, but it requires us to compute theoretical
information content, which in practice can only be
estimated. Furthermore, information can be rep-
resented without being used, as shown by Van-
massenhove et al. (2017), who found that NMT
systems often predicted tense according to a di-
agnostic classifier but did not produce the cor-
rect tense as output. The other end of the spec-
trum is focused on the structure of the represen-
tation space (e.g., the features and the property
in question are linearly similar; Alishahi et al.,
2017). Analyzing structural similarity should rem-
edy the shortcomings of the informational view,
but most intermediate representations are not tar-
geted to extract the property in question through
a linear transformation, and failing to be inter-
pretable through such simple extraction should not
be equated to a failure to encode that property.

Most of the literature on analyzing representa-
tions, by probing with a more complex architec-
ture, seeks the flexibility of mutual information
with the concreteness and tractability of the struc-
tural view – but instead obscures the strict infor-
mation view without offering interpretable infor-
mation about the structure, because the architec-
ture of a diagnostic classifier affects its perfor-
mance. It should not be surprising that represen-
tational quality as measured by such systems is
a poor indicator of translation quality (Cífka and
Bojar, 2018). SVCCA, in contrast, is a structural
view that does not directly compare an activation
that targets word prediction with a particular tag,
but instead compares that activation with one tar-
geting the prediction of the tag.
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Let us consider a specific common probing
method. What do we learn about the LM when a
feedforward network cannot extract tag informa-
tion directly from the embedding layer, but can
from a recurrent layer? It may be tempting to con-
clude that tag information relies heavily on con-
text, but consider some alternative explanations.
If the embedding encodes the tag to be interpreted
by a recurrent layer, a feedforward network may
not be capable of representing the function to ex-
tract that tag because it does not have access to a
context vector for aiding interpretation of the hid-
den layer. Perhaps its activation functions cover a
different range of outputs. By directly comparing
LSTM layers to LSTM layers and embedding lay-
ers to embedding layers, we respect the shape of
their outputs and the role of each module within
the network in our analysis.

The results of our analysis imply that early in
training, representing part of speech is the natu-
ral way to get initial high performance. However,
as training progresses, it increasingly benefits the
model to represent categories with longer-range
dependencies, such as topic.

6 Future Work

One direction for future work is exploring how
generalization interacts with the correlations be-
tween LMs and tag predictors. It may be that a
faithful encoding of a property like POS tag in-
dicates that the LM is relying more on linguistic
structure than on memorizing specific phrases, and
therefore is associated with a more general model.

If these measurements of structure encoding are
associated with more general models, we might in-
troduce regularizers or other modifications that ex-
plicitly encourage correlation with a tagging task.

Combes et al. (2018) identified the phenomenon
of gradient starvation, meaning that while fre-
quent and unambiguous features are learned
quickly in training, they slow down the learning
of rarer features. For example, artificially bright-
ening images according to their class leads to a
delay in learning to represent the more complex
natural class features. Although it is tempting to
claim that semantic structure is learned using syn-
tactic structure as natural scaffolding, it is possible
that the simple predictive power of POS is acting
as an attractor and starving semantic features that
are rarer and more ambiguous. A possible direc-
tion for future work would be to explore which of

these explanations is true, possibly by decorrelat-
ing particular aspects of linguistic structure from
language modeling representations.

The techniques in this paper could be applied to
better understand the high performance of a sys-
tem like ELMo (Peters et al., 2018). Different lay-
ers in such a system are useful for different tasks,
and this effect could be understood in terms of the
gradual divergence between the layers and their re-
spective convergence to representations geared to-
ward a single task.
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A Performance Out Of Domain

Because SEM tags and PTB POS tags were
both trained on the GMB corpus, we present the
SVCCA similarities on an in-domain GMB test
corpus as well as the Wikipedia test corpus used
elsewhere in the paper. The results are in Fig-
ures 10-11. In general correlations are higher us-
ing the original tagging domain, but not enough to
contradict our earlier analysis. The shapes of the
curves remain similar.
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Figure 10: SVCCA correlation scores between LM and
yt+1 tag predictor. Dotted lines use models trained on
randomly shuffled the data. Dashed lines use GMB do-
main test data.

Figure 11: SVCCA correlation scores between LM and
yt tagger. Dotted lines use models trained on randomly
shuffled the data. Dashed lines use GMB domain test
data.
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Abstract

Recurrent neural network language models
(RNNLM) form a valuable foundation for
many NLP systems, but training the models
can be computationally expensive, and may
take days to train on a large corpus. We ex-
plore a technique that uses large corpus n-gram
statistics as a regularizer for training a neural
network LM on a smaller corpus. In experi-
ments with the Billion-Word and Wikitext cor-
pora, we show that the technique is effective,
and more time-efficient than simply training
on a larger sequential corpus. We also intro-
duce new strategies for selecting the most in-
formative n-grams, and show that these boost
efficiency.

1 Introduction

Recurrent neural network models of language
(RNNLMs) form a foundation for many natural
language processing systems. However, the net-
works can be expensive to train: training a single
model over several million tokens can take hours,
and searching through the large hyperparameter
space of RNNLMs often entails training and test-
ing hundreds of different models. This makes it
burdensome to experiment with new RNNLM ar-
chitectures on large corpora, or to train RNNLMs
for new textual domains.

RNNLMs are typically trained on sequential
text. In this paper, we investigate how to effi-
ciently augment the training of RNNLMs by reg-
ularizing the models to match n-gram statistics
taken from a much larger corpus. The motivation
is that large-corpus n-gram statistics may be in-
formative to an RNNLM trained on a smaller se-
quential corpus, but unlike RNNLM training, n-
gram statistics are inexpensive to compute even
over large corpora. Moreover, the statistics only
need to be computed once and can be re-used for
training many different smaller-corpus RNNLMs.

Naively, regularizing an RNNLM to match a

given set of n-gram statistics is non-trivial, be-
cause the marginal probabilities that n-gram statis-
tics represent are not parameters of the RNNLM.
In recent work, Noraset et al. (2018) showed that
it was possible to regularize an RNNLM to match
given n-gram statistics by training the network,
when started from a zero state, to match each n-
gram probability. However, the regularization ap-
proach in that work had tractability limitations—
the time cost of the regularization was sufficiently
high that using it was inferior to simply training
the RNNLM on more sequential text.

In this paper, we present an efficient n-gram reg-
ularization technique and show that the technique
can improve RNNLM training. Our method has
three distinctions from previous work that provide
efficiency. First, we prioritize regularizing only
the n-grams that are most likely to improve the
model, by focusing on cases where the RNNLM’s
sequential training corpus diverges significantly
from the n-gram statistics. Secondly, we regular-
ize the entire output softmax of the RNN to match
given conditional n-gram statistics, which means
we can impose a large number of statistical con-
straints using only one softmax evaluation. Fi-
nally, we use an ensemble of multiple loss func-
tions in our regularizer, which provides an addi-
tional boost. In experiments, we show how n-gram
regularization with these enhancements results in
better models using the same amount of training
time, compared to standard sequential training.
We also plan to release our code base and to the
research community.1

2 Methods

RNNLMs are trained to optimize a loss function
Ld, which is defined as the average negative log-
likelihood of a training corpus. We regularize the
RNNLM to match n-gram statistics by introduc-

1https://github.com/yangyiben/
Conditional-N-gram-Regularization
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ing another penalty term Lp to the loss function
that captures how well the model matches n-gram
statistics, giving a combined loss L:

L = Ld + αLp,

where α is a hyperparameter to control the regu-
larization strength. We use the term large corpus
to refer to the text utilized to compute the n-gram
statistics. We expect the large corpus to be multi-
ple orders of magnitude larger than the small cor-
pus utilized for computing the RNN’s sequential
loss Ld. In the rest of this section, we first de-
fine what we mean by conditional n-gram statis-
tics, and then present our regularization methods.

2.1 Conditional N-gram Statistics

An order-N n-gram is a sequence ofN words. For
a given corpus c, we denote the kth distinct order-
N n-gram wk1, wk2, ..., wkN as wN

k , and denote
the corresponding order N − 1 n-gram formed by
the first N − 1 words as wN−1

k . Here, in order to
eliminate ambiguity, the notation N − 1 is exclu-
sively used to represent the prefix. For instance,
w3
k is the k-th trigram, while w4−1

k is the trigram
prefix of the k-th 4-gram. We define conditional n-
gram statistics as the empirical conditional proba-
bilities of observing each next wordwkN given the
previous N − 1 gram wN−1

k for all ks :

P̂ (wkN |wN−1
k ) =

count(wN
k )

count(wN−1
k )

, ∀wN
k ∈ Ω(c),

where wkN and wN−1
k are the N th word and the

corresponding previous N − 1 gram of wN
k re-

spectively, and Ω(c) is the set of all unique wN
k s

contained in the corpus c. For a given RNNLM,
the model conditional probability for some n-gram
wN
k is defined as:

Pθ(wkN |wN−1
k ) = Eh(Pθ(wkN |wN−1

k , h)),

where h is the model’s hidden state prior to en-
countering the N -gram. However, it is difficult
to express that expectation in terms of the model
parameters, so we adopt the approach from No-
raset et al. (2018), which has shown preliminary
evidence of forming an effective regularizer:

Eh(Pθ(wkN |wN−1
k , h)) ≈ Pθ(wkN |wN−1

k , h0),

where h0 is a zero hidden state.

2.2 Conditional N-gram Regularization

We propose three forms of regularization loss
functions that penalize the divergence of the
model’s conditional probabilities from the condi-
tional n-gram statistics.

2.2.1 Mean Squared Log Probability Ratio
We denote our first penalty as Lsqp , defined as:

Lsqp =
1

‖R‖
∑

wN
k ∈R

(
log

P̂ (wkN |wN−1
k )

Pθ(wkN |wN−1
k )

)2

,

where R is a set of n-grams wN
k to regularize,

and P̂ and Pθ are conditional n-gram statistics and
model conditional probabilities as defined in Sec-
tion 2.1. This penalty is similar to that of (No-
raset et al., 2018). However, instead of computing
the loss with multiple forward passes for differ-
ent wN

k s that have the same wN−1
k , we propose

to only perform one forward pass for each wN−1
k ,

and regularize all subsequent N th words. This
makes our loss much more computationally effi-
cient. As this penalty only accounts differences
in point-wise probabilities for specific words wN ,
it can be used for partially specified distributions
where we only know the desired probabilities for
some N th words in a given context, but not the
entire distribution.

2.2.2 Mean Kullback–Leibler Divergence
We denote our second penalty as LKLp , defined as:

PwN−1
k

= P̂ (w|wN−1
k ), QwN−1

k
= Pθ(w|wN−1

k )

LKLp =
1

‖R‖
∑

wN−1
k ∈R

DKL(PwN−1
k
||QwN−1

k
),

where here R is a set of prefixes wN−1
k to regu-

larize. This penalty regularizes all possible sub-
sequent words wN , thus it only works for fully-
specified reference distributions.

2.2.3 Combined Penalty
Because the above two penalty functions differ, we
hypothesize that they may be complementary and
propose a combined penalty Lcp = Lsqp + LKLp .

2.3 N-gram Selection Strategy

Note that we do one forward pass for each unique
wN−1
k , so only the number of distinct prefixes

wN−1
k will significantly affect the computational
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cost of our regularization methods. Naively regu-
larizing all unique prefixes in a large corpus usu-
ally requires a large number of forward passes,
which could be expensive. We hypothesize that
some prefixes are more useful than others, so
we attempt to select the ones that will improve
the model the most. We propose to select pre-
fixes wN−1

k that maximize the Expected Log-
likelihood Change (ELC), defined as:

ELC(wN−1
k ) =

∑
P̂ (wN

k )log
P̂ (wkN |wN−1

k )

Pθ(wkN |wN−1
k )

.

Ideally, Pθ would reflect the statistics of the
RNNLM, updated during training, but these are
expensive to obtain. Thus we propose to train a
inexpensive n-gram model (Chen and Goodman,
1999) on the sequential corpus to serve as Pθ, and
we use that to select a fixed set of n-grams to reg-
ularize.

3 Experiments

We now present our experiments measuring the ef-
fectiveness of conditional n-gram regularization.

3.1 Data and Settings

We experiment on a medium-size (2 layers
with 650 hidden states) LSTM language model
(Zaremba et al., 2014) over two corpora: Wiki-
text (Merity et al., 2016) and Google Billion-Word
(Chelba et al., 2013) (1B). We adopt weight ty-
ing (Inan et al., 2016) and variational dropout (Gal
and Ghahramani, 2016). All models are trained by
SGD for 30 epochs with batch size 64 and trun-
cated backpropagation (Mikolov et al., 2011) with
35 time steps. The learning rate starts at 20 and
then is reduced to 5 at epoch 20. For the 1B
corpus, we follow the same procedure in Yang
et al. (2017) to generate training, validation and
test sets, except that we use only the top 50K vo-
cabulary terms. For the Wikitext corpus, we adopt
the Wikitext-2 vocabulary. All of the RNNLM
sequential training sets are small subsets sampled
from the Wikitext-103 and 1B training corpora.

For each dataset, we use the whole training set
as the large corpus for building our reference con-
ditional n-gram statistics. In this study, we only
consider conditional trigram regularization for all
experiments. The regularization takes additional
time during training. To enable a fair experiment,
we equalize the training time between regularized

models and the baselines, by providing the base-
lines with more sequential training data than the
regularized models. The three proposed penalties
are almost equally fast, thus they can be compared
against the same baseline. Unlike RNNs, there
are no hyperparameter settings or decisions in-
volved in computing the n-gram counts, so this can
be done once and re-used across the many RNN
training runs that adequate hyperparameter search
for RNNs often entails. Moreover, counting n-
grams is fast. We approximate that it takes about
one minute to obtain n-gram statistics from the
Wikitext-103 training corpus, for example. Thus,
we set up our experiments to equalize neural net-
work training time, and we ignore the small one-
time cost of computing n-gram statistics.

We fix the number of bigrams per batch to be
500, and employ the proposed strategy to select
the top X most informative bigrams (X depends
on the number of batches in sequential data). Fi-
nally, instead of tuning the regularization strength
hyperparameter α for each setting, we fix α to be
1.0, 0.75 and 0.5 for the three sequential data sizes
based on the heuristic that larger sequential data
may need less regularization. More carefully tun-
ing the regularization strength might yield some-
what better results for our methods. Also, using
different regularization strengths in the combined
penalty might further improve results.

3.2 Results

In Table 1, we compare the performance of our
proposed methods against equal-time controlled
baselines under different token sizes for both the
Wikitext and 1B data sets. In the table, the num-
bers in the column headings indicate the token
count of the sequential corpus used to train the
regularized methods. The baselines train on larger
corpora, to ensure an equal-time setting as de-
scribed above. All regularized models outper-
form their baseline counterparts for all token sizes.
Among them, the models regularized by the com-
bined penalty consistently perform best. This il-
lustrates that conditional n-gram regularization is
effective at incorporating large-corpus statistics to
improve an RNNLM trained on a relatively small
corpus. Performing regularization using the com-
bined selection strategy yields more accurate mod-
els compared to simply training on a larger se-
quential corpus.

In Figure 1, we plot validation perplexities after
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each training epoch for models trained on the 5M-
token 1B corpus, against an equal-time baseline.
The plot shows that the relative performance of the
methods remains similar across training epochs.

Methods Wikitext Google 1B
500K 1M 2M 2.5M 5M 10M

baseline 161 110 76 110 90 81
sq log 122 91 72 98 86 80
KL 137 100 77 100 86 78
combined 112 86 69 94 83 77

Table 1: Test perplexities of different methods and se-
quential training token sizes. sq log: mean squared log
probability ratio penalty. KL: mean Kullback-Leibler
divergence penalty. Models with the combined penalty
achieve the lowest perplexities.

Figure 1: Validation Perplexities on the 5M-token 1B
Dataset. The combined penalty performs best.

3.3 Analysis

In Table 2, we demonstrate how the number of reg-
ularized bigrams affects the performance. Here,
the regularized models always train on wikitext-
2 as a sequential corpus, and the baseline trains
on larger corpora as the fractions of bigrams in-
creases. The regularized model achieves 66 test
perplexity on Wikitext-2 corpus, which is about
2.7 points worse than a state of the art mixture of
softmax model (Yang et al., 2017) even though our
model has fewer parameters (25M vs. 35M). In-
cluding more bigrams helps lower the perplexity,
while it also demands extra computational time.
ELC performs best when using less than 20% of
the bigrams. Regularizing randomly selected n-
grams does not outperform the equal-time base-
line, indicating that not all n-grams are equally
useful. In order to be time efficient, it is impor-
tant to select informative n-grams, and ELC is an

% of total bigrams baseline random ELC
0% 86 86 86
5% 76 83 69
10% 71 77 67
20% 66 71 67
40% 61 68 66

Table 2: Test perplexities of RNNLMs trained on
Wikitext-2 regularized with different numbers of bi-
grams using the combined penalty. Baseline indicates
an equal-time controlled baseline, random is a regular-
ized model with bigrams selected randomly, and ELC
indicates our proposed strategy.

effective measure of informativeness.
In Table 3, we consider ensembling a standard

RNN with a KN-smoothed trigram model. This
achieves a ppl of 65, but requires 51M more pa-
rameters, whereas our regularization with the n-
grams achieves most of the perplexity improve-
ment at the cost of zero additional parameters.
Further, somewhat surprisingly we find that an en-
semble of our regularized RNNLM with the n-
gram model achieves much better perplexity of 59.

Models Test PPL
Unregularized RNNLM 86
Unregularized RNNLM + Trigram KN 65
Regularized RNNLM 67
Regularized RNNLM + Trigram KN 59

Table 3: Test perplexities of RNN-LMs trained with
and without regularization on the Wikitext-2 corpus,
ensembled with a KN-smoothed trigram model trained
on the Wikitext-103 corpus.

Another possible way of efficiently utilizing a
large corpus would involve training a Word2vec
model on the large corpus, and using the pre-
trained embeddings within a RNNLM trained on
a small corpus. This approach can utilize larger
corpora since training a Word2vec model is much
faster than training a RNNLM. However, in our
preliminary experiments with this approach, we
did not observe any improvement when using
word embeddings trained on a large corpus. Fur-
ther experiments with variants of this approach are
an item of future work.

4 Related Work

Chelba et al. (2017) trained large-order n-gram
models using a recurrent neural network trained
over limited context to produce the conditional
probability estimates. Our regularizer is trained
in a similar way, but by contrast we are focused
on how the regularizer can be used in concert with
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standard sequential RNNLM training to improve
the training procedure. We introduce n-gram se-
lection techniques and distinct loss functions that
increase the effectiveness of the combined train-
ing. Ganchev et al. (2010) presents a posterior
regularization method for restricting posterior dis-
tributions of probabilistic models with latent vari-
ables to obey predefined constraints using the EM
algorithm. This approach shares our goal of im-
posing constraints on probabilistic models, but we
focus on RNNLMs, which do not estimate dis-
tributions over latent state variables and are not
trained using EM. Finally, Mikolov et al. (2011),
Józefowicz et al. (2016) and Chelba et al. (2013)
trained ensembles of RNNLMs and KN-smoothed
n-gram models, and showed that one can obtain
a better model when ensembling RNNLMs with
n-gram models. Our experiments show that com-
pared to ensemble methods, conditional n-gram
regularization achieves similar results at the cost
of zero additional parameters, and can perform
even better when combined with ensembling.

5 Conclusion and Future Work

In this paper, we have proposed methods to utilize
using large corpus n-gram statistics to regularize
RNNLMs trained on a smaller corpus. Our ex-
periments demonstrate that the proposed regular-
ization penalties are effective in improving model
performance, and can be more time efficient than
training RNNLMs on a larger sequential corpus.
Selecting informative n-grams is shown to be im-
portant. In future work, we would like to obtain
a better theoretical understanding of why starting
the RNNLM from a zero state forms an effective
n-gram regularizer. We would also like to extend
our regularization approach to BiLSTMs (Peters
et al., 2017) and Transformers (Alec Radford and
Sutskever, 2018; Devlin et al., 2018).
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Abstract

Distributed representations of sentences have
become ubiquitous in natural language pro-
cessing tasks. In this paper, we consider a
continual learning scenario for sentence rep-
resentations: Given a sequence of corpora, we
aim to optimize the sentence encoder with re-
spect to the new corpus while maintaining its
accuracy on the old corpora. To address this
problem, we propose to initialize sentence en-
coders with the help of corpus-independent
features, and then sequentially update sentence
encoders using Boolean operations of concep-
tor matrices to learn corpus-dependent fea-
tures. We evaluate our approach on semantic
textual similarity tasks and show that our pro-
posed sentence encoder can continually learn
features from new corpora while retaining its
competence on previously encountered cor-
pora.

1 Introduction

Distributed representations of sentences are essen-
tial for a wide variety of natural language pro-
cessing (NLP) tasks. Although recently proposed
sentence encoders have achieved remarkable re-
sults (e.g., (Yin and Schütze, 2015; Arora et al.,
2017; Cer et al., 2018; Pagliardini et al., 2018)),
most, if not all, of them are trained on a priori
fixed corpora. However, in open-domain NLP sys-
tems such as conversational agents, oftentimes we
are facing a dynamic environment, where train-
ing data are accumulated sequentially over time
and the distributions of training data vary with
respect to external input (Lee, 2017; Mathur and
Singh, 2018). To effectively use sentence encoders
in such systems, we propose to consider the fol-
lowing continual sentence representation learn-
ing task: Given a sequence of corpora, we aim to
train sentence encoders such that they can continu-
ally learn features from new corpora while retain-

ing strong performance on previously encountered
corpora.

Toward addressing the continual sentence rep-
resentation learning task, we propose a simple
sentence encoder that is based on the summation
and linear transform of a sequence of word vec-
tors aided by matrix conceptors. Conceptors have
their origin in reservoir computing (Jaeger, 2014)
and recently have been used to perform continual
learning in deep neural networks (He and Jaeger,
2018). Here we employ Boolean operations of
conceptor matrices to update sentence encoders
over time to meet the following desiderata:

1. Zero-shot learning. The initialized sentence
encoder (no training corpus used) can effec-
tively produce sentence embeddings.

2. Resistant to catastrophic forgetting. When
the sentence encoder is adapted on a new
training corpus, it retains strong perfor-
mances on old ones.

The rest of the paper is organized as follows.
We first briefly review a family of linear sentence
encoders. Then we explain how to build upon such
sentence encoders for continual sentence represen-
tation learning tasks, which lead to our proposed
algorithm. Finally, we demonstrate the effective-
ness of the proposed method using semantic tex-
tual similarity tasks.1

Notation We assume each word w from a vo-
cabulary set V has a real-valued word vector vw ∈
Rn. Let p(w) be the monogram probability of
a word w. A corpus D is a collection of sen-
tences, where each sentence s ∈ D is a multiset
of words (word order is ignored here). For a col-
lection of vectors Y = {yi}i∈I , where yi ∈ Rl

1Our codes are available on GitHub https://
github.com/liutianlin0121/contSentEmbed
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for i in an index set I with cardinality |I|, we let
[yi]i∈I ∈ Rl×|I| be a matrix whose columns are
vectors y1, · · · , y|I|. An identity matrix is denoted
by I.

2 Linear sentence encoders

We briefly overview “linear sentence encoders”
that are based on linear algebraic operations over
a sequence of word vectors. Among different lin-
ear sentence encoders, the smoothed inverse fre-
quency (SIF) approach (Arora et al., 2017) is a
prominent example – it outperforms many neural-
network based sentence encoders on a battery of
NLP tasks (Arora et al., 2017).

Derived from a generative model for sentences,
the SIF encoder (presented in Algorithm 1) trans-
forms a sequence of word vectors into a sentence
vector with three steps. First, for each sentence
in the training corpus, SIF computes a weighted
average of word vectors (line 1-3 of Algorithm
1); next, it estimates a “common discourse direc-
tion” of the training corpus (line 4 of Algorithm
1); thirdly, for each sentence in the testing cor-
pus, it calculates the weighted average of the word
vectors and projects the averaged result away from
the learned common discourse direction (line 5-8
of Algorithm 1). Note that this 3-step paradigm
is slightly more general than the original one pre-
sented in (Arora et al., 2017), where the training
and the testing corpus is assumed to be the same.

Algorithm 1: SIF sentence encoder.
Input : A training corpus D; a testing

corpus G; parameter a, monogram
probabilities {p(w)}w∈V of words

1 for sentence s ∈ D do
2 qs ← 1

|s|
∑
w∈s

a
p(w)+avw

3 end
4 Let u be the first singular vector of [qs]s∈D.
5 for sentence s ∈ G do
6 qs ← 1

|s|
∑
w∈s

a
p(w)+avw

7 fSIF
s ← qs − uu>qs.

8 end
Output: {fSIF

s }s∈G

Building upon SIF, recent studies have pro-
posed further improved sentence encoders (Kho-
dak et al., 2018; Pagliardini et al., 2018; Yang
et al., 2018). These algorithms roughly share the
core procedures of SIF, albeit using more refined

methods (e.g., softly remove more than one com-
mon discourse direction).

3 Continual learning for linear sentence
encoders

In this section, we consider how to design a lin-
ear sentence encoder for continual sentence repre-
sentation learning. We observe that common dis-
course directions used by SIF-like encoders are
estimated from the training corpus. However, in-
crementally estimating common discourse direc-
tions in continual sentence representation learning
tasks might not be optimal. For example, consider
that we are sequentially given training corpora of
tweets and news article. When the first
tweets corpus is presented, we can train a SIF
sentence encoder using tweets. When the sec-
ond news article corpus is given, however,
we will face a problem on how to exploit the newly
given corpus for improving the trained sentence
encoder. A straightforward solution is to first com-
bine the tweets and news article corpora
and then train a new encoder from scratch using
the combined corpus. However, this paradigm is
not efficient or effective. It is not efficient in the
sense that we will need to re-train the encoder
from scratch every time a new corpus is added.
Furthermore, it is not effective in the sense that the
common direction estimated from scratch reflects
a compromise between tweets and news articles,
which might not be optimal for either of the stand-
alone corpus. Indeed, it is possible that larger cor-
pora will swamp smaller ones.

To make the common discourse learned from
one corpus more generalizable to another, we pro-
pose to use the conceptor matrix (Jaeger, 2017)
to characterize and update the common discourse
features in a sequence of training corpora.

3.1 Matrix conceptors
In this section, we briefly introduce matrix con-
ceptors, drawing heavily on (Jaeger, 2017; He and
Jaeger, 2018; Liu et al., 2019). Consider a set
of vectors {x1, · · · , xn}, xi ∈ RN for all i ∈
{1, · · · , n}. A conceptor matrix is a regularized
identity map that minimizes

1

n

n∑

i=1

‖xi − Cxi‖22 + α−2‖C‖2F. (1)

where ‖ · ‖F is the Frobenius norm and α−2 is a
scalar parameter called aperture. It can be shown
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that C has a closed form solution:

C =
1

n
XX>(

1

n
XX> + α−2I)−1, (2)

where X = [xi]i∈{1,··· ,n} is a data collec-
tion matrix whose columns are vectors from
{x1, · · · , xn}. In intuitive terms, C is a soft pro-
jection matrix on the linear subspace where the
typical components of xi samples lie. For conve-
nience in notation, we may writeC(X,α) to stress
the dependence on X and α.

Conceptors are subject to most laws of Boolean
logic such as NOT ¬, AND ∧ and OR ∨. For two
conceptors C and B, we define the following op-
erations:

¬C := I−C, (3)

C ∧B :=(C−1 +B−1 − I)−1 (4)

C ∨B :=¬(¬C ∧ ¬B) (5)

Among these Boolean operations, the OR oper-
ation ∨ is particularly relevant for our continual
sentence representation learning task. It can be
shown that C ∨B is the conceptor computed from
the union of the two sets of sample points from
which C and B are computed. Note that, how-
ever, to calculate C ∨ B, we only need to know
two matrices C and B and do not have to access
to the two sets of sample points from which C and
B are computed.

3.2 Using conceptors to continually learn
sentence representations

We now show how to sequentially characterize
and update the common discourse of corpora us-
ing the Boolean operation of conceptors. Sup-
pose that we are sequentially given M training
corporaD1, · · · , DM , presented one after another.
Without using any training corpus, we first initial-
ize a conceptor which characterizes the corpus-
independent common discourse features. More
concretely, we compute C0 := C([vw]w∈Z , α),
where [vw]w∈Z is a matrix of column-wisely
stacked word vectors of words from a stop word
list Z and α is a hyper-parameter. After initial-
ization, for each new training corpus Di (i =
1, · · · ,M ) coming in, we compute a new concep-
tor C temp := C([qs]s∈Di , α) to characterize the
common discourse features of corpus Di, where
those qs are defined in the SIF Algorithm 1. We
can then use Boolean operations of conceptors to

compute Ci := C temp ∨ Ci−1, which character-
izes common discourse features from the new cor-
pus as well as the old corpora. After all M cor-
pora are presented, we follow the SIF paradigm
and useCM to remove common discourse features
from (potentially unseen) sentences. The above
outlined conceptor-aided (CA) continual sentence
representation learning method is presented in Al-
gorithm 2.

Algorithm 2: CA sentence encoder.
Input : A sequence of M training corpora

D = {D1, · · · , DM}; a testing
corpus G; hyper-parameters a and α;
word probabilities {p(w)}w∈V ; stop
word list Z.

1 C0 ← C([vw]w∈Z , α) .
2 for corpus index i = 1, · · · ,M do
3 for sentence s ∈ Di do
4 qs ← 1

|s|
∑
w∈s

a
p(w)+avw

5 end
6 C temp ← C([qs]s∈Di , α)
7 Ci ← C temp ∨ Ci−1
8 end
9 for s ∈ G do

10 qs ← 1
|s|
∑
w∈s

a
p(w)+avw

11 fCA
s ← qs − CMqs

12 end
Output: {fCA

s }s∈G

A simple modification of Algorithm 2 yields
a “zero-shot” sentence encoder that requires only
pre-trained word embeddings and no training cor-
pus: we can simply skip those corpus-dependent
steps (line 2-8) and use C0 in place of CM in
line 11 in Algorithm 2 to embed sentences. This
method will be referred to as “zero-shot CA.”

4 Experiment

We evaluated our approach for continual sen-
tence representation learning using semantic tex-
tual similarity (STS) datasets (Agirre et al., 2012,
2013, 2014, 2015, 2016). The evaluation crite-
rion for such datasets is the Pearson correlation
coefficient (PCC) between the predicted sentence
similarities and the ground-truth sentence simi-
larities. We split these datasets into five cor-
pora by their genre: news, captions, wordnet, fo-
rums, tweets (for details see appendix). Through-
out this section, we use publicly available 300-
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Figure 1: PCC results of STS datasets. Each panel shows the PCC results of a testing corpus (specified as a subtitle)
as a function of increasing numbers of training corpora used. The setup of this experiment mimics (Zenke et al.,
2017, section 5.1).

News Captions WordNet Forums Tweets

av. train-from-scratch SIF 66.5 79.7 80.3 55.5 74.2
zero-shot CA 65.6 79.8 82.5 61.5 75.2

av. CA 69.7 83.8 83.2 62.5 76.2

Table 1: Time-course averaged PCC of train-from-scratch SIF and conceptor-aided (CA) methods, together with
the result of zero-shot CA. Best results are in boldface and the second best results are underscored.

dimensional GloVe vectors (trained on the 840
billion token Common Crawl) (Pennington et al.,
2014). Additional experiments with Word2Vec
(Mikolov et al., 2013), Fasttext (Bojanowski et al.,
2017), Paragram-SL-999 (Wieting et al., 2015) are
in the appendix.

We use a standard continual learning experi-
ment setup (cf. (Zenke et al., 2017, section 5.1)) as
follows. We sequentially present the five training
datasets in the order2 of news, captions, wordnet,
forums, and tweets, to train sentence encoders.
Whenever a new training corpus is presented, we
train a SIF encoder from scratch3 (by combining
all available training corpora which have been al-
ready presented) and then test it on each corpus.
At the same time, we incrementally adapt a CA en-
coder4 using the newly presented corpus and test
it on each corpus. The lines of each panel of Fig-
ure 1 show the test results of SIF and CA on each
testing corpus (specified as the panel subtitle) as
a function of the number of training corpora used
(the first n corpora of news, captions, wordnet, fo-
rums, and tweets for this experiment). To give a
concrete example, consider the blue line in the first

2The order can be arbitrary. Here we ordered the corpora
from the one with the largest size (news) to the smallest size
(tweets). The results from reversely ordered corpora are re-
ported in the appendix.

3We use a = 0.001 as in (Arora et al., 2017). The word
frequencies are available at the GitHub repository of SIF.

4We used hyper-parameter α = 1. Other parameters are
set to be the same as SIF.

panel of Figure 1. This line shows the test PCC
scores (y-axis) of SIF encoder on the news corpus
when the number of training corpora increases (x-
axis). Specifically, the left-most blue dot indicates
the test result of SIF encoder on news corpus when
trained on news corpus itself (that is, the first train-
ing corpus is used); the second point indicates the
test results of SIF encoder on news corpus when
trained on news and captions corpora (i.e., the first
two training corpora are used); the third point in-
dicates the test results of SIF encoder on news cor-
pus when trained on news, captions, and wordnet
corpora (that is, the first three training corpora are
used), so on and so forth. The dash-lines in pan-
els show the results of a corpus-specialized SIF,
which is trained and tested on the same corpus,
i.e., as done in (Arora et al., 2017, section 4.1). We
see that the PCC results of CA are better and more
“forgetting-resistant” than train-from-scratch SIF
throughout the time course where more training
data are incorporated. Consider, for example, the
test result of news corpus (first panel) again. As
more and more training corpora are used, the per-
formance of train-from-scratch SIF drops with a
noticeable slope; by contrast, the performance CA
drops only slightly.

As remarked in the section 3.2, with a sim-
ple modification of CA, we can perform zero-shot
sentence representation learning without using any
training corpus. The zero-shot learning results are
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presented in Table 1, together with the time-course
averaged results of CA and train-from-scratch SIF
(i.e., the averaged values of those CA or SIF scores
in each panel of Figure 1). We see that the aver-
aged results of our CA method performs the best
among these three methods. Somewhat surpris-
ingly, the results yielded by zero-shot CA are bet-
ter than the averaged results of train-from-scratch
SIF in most of the cases.

We defer additional experiments to the ap-
pendix, where we compared CA against more
baseline methods and use different word vectors
other than GloVe to carry out the experiments.

5 Conclusions and future work

In this paper, we formulated a continual sentence
representation learning task: Given a consecutive
sequence of corpora presented in a time-course
manner, how can we extract useful sentence-level
features from new corpora while retaining those
from previously seen corpora? We identified that
the existing linear sentence encoders usually fall
short at solving this task as they leverage on “com-
mon discourse” statistics estimated based on a pri-
ori fixed corpora. We proposed two sentence en-
coders (CA encoder and zero-shot CA encoder)
and demonstrate their the effectiveness at the con-
tinual sentence representation learning task using
STS datasets.

As the first paper considering continual sen-
tence representation learning task, this work has
been limited in a few ways – it remains for fu-
ture work to address these limitations. First, it is
worthwhile to incorporate more benchmarks such
as GLUE (Wang et al., 2019) and SentEval (Con-
neau and Kiela, 2018) into the continual sentence
representation task. Second, this work only con-
siders the case of linear sentence encoder, but fu-
ture research can attempt to devise (potentially
more powerful) non-linear sentence encoders to
address the same task. Thirdly, the proposed CA
encoder operates at a corpus level, which might
be a limitation if boundaries of training corpora
are ill-defined. As a future direction, we expect to
lift this assumption, for example, by updating the
common direction statistics at a sentence level us-
ing Autoconceptors (Jaeger, 2014, section 3.14).
Finally, the continual learning based sentence en-
coders should be applied to downstream applica-
tions in areas such as open domain NLP systems.
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Abstract
Unsupervised relation discovery aims to dis-
cover new relations from a given text cor-
pus without annotated data. However, it does
not consider existing human annotated knowl-
edge bases even when they are relevant to
the relations to be discovered. In this pa-
per, we study the problem of how to use out-
of-relation knowledge bases to supervise the
discovery of unseen relations, where out-of-
relation means that relations to discover from
the text corpus and those in knowledge bases
are not overlapped. We construct a set of
constraints between entity pairs based on the
knowledge base embedding and then incor-
porate constraints into the relation discovery
by a variational auto-encoder based algorithm.
Experiments show that our new approach can
improve the state-of-the-art relation discovery
performance by a large margin.

1 Introduction

Relation extraction has been widely used for many
applications, such as knowledge graph construc-
tion (Dong et al., 2014), information retrieval (Liu
et al., 2014), and question answering (Ravichan-
dran and Hovy, 2002). Traditional supervised ap-
proaches require direct annotation on sentences
with a relatively small number of relations (Roth
and Yih, 2002; Kambhatla, 2004).1 With the de-
velopment of large-scale knowledge bases (KBs)
such as Freebase (Bollacker et al., 2008), rela-
tion extraction has been extended to larger scales
comparable to KBs using the distant supervi-
sion (Mintz et al., 2009). However, when the train-
ing corpus does not support the annotated relations
showing in the KB, such approach could fail to
find sufficient training examples. Distant super-
vision assumption can be violated by up to 31%

1We distinguish a relation (e.g., a predicate in a knowl-
edge base) from the relation expression (e.g., the text surface
between entities in a sentence) throughout the paper.

for some relations when aligning to NYT corpus
(Riedel et al., 2010). More importantly, either
traditional supervised learning or distantly super-
vised learning cannot discover new relations un-
seen in the training phase.

Unsupervised relation discovery tries to over-
come the shortcomings of supervised or distantly
supervised learning approaches. Existing ap-
proaches either extract surface or syntactic pat-
terns from sentences and use relation expressions
as predicates (which result in many noisy rela-
tions) (Etzioni et al., 2004; Banko et al., 2007),
or cluster the relation expressions based on the ex-
tracted triplets to form relation clusters (Yao et al.,
2011, 2012; Marcheggiani and Titov, 2016). How-
ever, these approaches do not use existing high-
quality and large-scale KBs when they are relevant
to the relations to be discovered.

In this paper, we consider a new relation dis-
covery problem where both the training corpus for
relation clustering and a KB are available, but the
relations in the training corpus and those in the KB
are not overlapped. As shown in Figure 1, in the
KB, we have entities Pink Floyd, Animals,
etc., with some existing relations notable work
and has member in the KB. However, when do-
ing relation discovery, we can only get support-
ing sentences that suggest new relations based on
and influenced by. This is a common and practical
problem since predicates in KBs are limited to the
annotator defined relations while the real relations
in the world are always open and creative.

It is challenging when there is no overlapped re-
lation between target relation clusters and the KB
because in this case the KB is not a direct super-
vision. But if target relation clusters and the KB
share some entities, we can use the shared entities
as a bridge to introduce indirect supervision for the
relation discovery problem. Specifically, we build
constraints between pairs of tuples based on the

3280



Pink Floyd

Roger
Waters

Animals

Amused
to Death

Amusing
Ourselves
to Death

Animal
Farm

George
Orwell

Neil
Postman

Amused to Death was inspried by Neil Postman’s book Amusing Ourselves to Death.

Loosely based on George Orwell’s Animal Farm, Animals describe various classes in society
as different kinds of animals

Postman distinguishes the Orwellian vision of the future, from that offered by Aldous Huxley
in Brave New World.

has
member notable

work

notable
work

notable
work

notable
work

based on

based on

influenced
by

Figure 1: An illustration of our new relation discovery setting. The konwledge base contains relations notable work
and has member. However, the training corpus to perform relation discovery only contains new relations based on
and influenced by.

KB. For example, in Figure 1, when we cluster the
based on relation, we can evaluate the similarity
between the tuple (Animals, Animal Farm)
and the tuple (Amused to Death, Amusing
Ourselves to Death) based on the KB. If
the KB tells us these two pairs of tuples are close
to each other, then we put a constraint to force
our relation clustering algorithm to group them to-
gether.

We use the discrete-state variational autoen-
coder (DVAE) framework (Marcheggiani and
Titov, 2016) as our base relation discovery model
since this framework is flexible to incorporate dif-
ferent features and currently the state-of-the-art.
We use KB embedding (Bordes et al., 2013) to ob-
tain entity embeddings in the KB and use entity
embeddings to evaluate the similarity between a
pair of tuples. Then constraints are constructed
and incorporated into the DVAE framework in
a way inspired by the must-link and cannot-link
based constrained clustering (Basu et al., 2004).
We show that with no overlapped relations be-
tween the KB and the training corpus, we can im-
prove the relation discovery by a large margin.

Our contributions are summarized as follows.

• We study a new prevalent but challenging
task of relation discovery where the training
corpus and the KB have no overlapped rela-
tion.

• We propose a new kind of indirect supervi-
sion to relation discovery which is built based

on pairwise constraints between two tuples.

• We show promising results using existing re-
lation discovery datasets to demonstrate the
effectiveness of our proposed learning algo-
rithm for the new relation discovery task.

The code we used to train and evaluate our
models is available at https://github.com/
HKUST-KnowComp/RE-RegDVAE.

2 Problem Definition

We use X to denote the set of all training sen-
tences. V is the set of named entities that are rec-
ognized by an NER system in X , and (e1, e2) is
the pair of first and second entities in a given sen-
tence x ∈ X . RX is the set of relation labels for
X . In addition, there exists an external knowledge
base G(EG , TG), consisting of a set of entities EG
and relations RG and triplets TG where a triplet
consists of two entities with their relation.

Our model is a relation extractor to predict the
underlying semantic relation r ∈ RX given sen-
tences X , with the help of G(EG , TG). In partic-
ular, we focus on the challenging scenario where
RX ∩RG = ∅.

3 Model

In this section, we first review the discrete-state
variational autoencoder (DVAE) in §3.1. Then we
introduce our new framework in §3.2.
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3.1 DVAE for Relation Discovery
Assuming that we perform generative modeling,
where each latent relation r follows a uniform
prior distribution pu(r), we follow (Marcheggiani
and Titov, 2016) to optimize a pseudo-likelihood:

L(θ) = log
∑

r∈RX
p(ei, e−i|r, θ)pu(r) (1)

≈
2∑

i=1

log
∑

r∈RX
p(ei|e−i, r, θ)pu(r), (2)

where ei and e−i are entities, i ∈ {1, 2} and
e−i denotes the complement {e1, e2} \ {ei}.
p(ei|e−i, r, θ) is the probability of one entity given
another entity as well as the relation, where θ de-
notes the set of parameters. Note that this proba-
bility p is defined on the triplet (e1, r, e2) which is
universal across different sentences containing the
two entities.

The pseudo-likelihood L(θ) can be lower-
bounded based on Jensen’s inequality through a
variational posterior q(r|x, ψ):

L(θ, ψ) =
2∑

i=1

∑

r∈RT
q(r|x, ψ) log p(ei|e−i, r, θ)

+ αH [q(r|x, ψ)] ,

(3)

where q(r|x, ψ) predicts the relation based on the
whole sentence x as an input andψ as the set of pa-
rameters. H is the entropy to regularize the proba-
bility distribution q, and α is the hyper-parameter
to balance the regularization strength.

This model consists of two components, an
encoder q(r|x, ψ) which encodes sentence fea-
tures into a relation distribution, and a decoder
p(ei|r, e−i, θ) which predicts an entity given the
relation cluster and another entity. Both are mod-
eled by softmax functions:

q(r|x, ψ) =
exp (wᵀrg(x))∑

r′∈RX exp
(
wᵀr′g(x)

) , (4)

p(ei|e−i, r, θ) =
exp (φ(ei, e−i, r, θ))∑
e′i∈V exp (φ(e′i, e−i, r, θ))

,

(5)

where ψ = {wr|r ∈ RX } and g(x) is a
vector representation of sentence x, which can
be high-dimensional one-hot feature encodings
or low-dimensional sentence embeddings encoded
by deep neural networks. φ(e1, e2, r, θ) can be

a general scoring function defined over triplets.
We use the instantiation with the best performance
shown by (Marcheggiani and Titov, 2016), which
is a combination of bilinear model and selectional
preference model:

φ(e1, e2, r, θ) = eᵀ1Cre2 + [e1, e2]
ᵀ r (6)

where θ = {Cr, r, ei|r ∈ RT , ei ∈ V}, Cr is a
matrix, r is a vector for the relation r, e1 and e2 are
the vectors for head and tail entities respectively,
and [e1, e2] is the concatenation of the vector rep-
resentations of the two entities.

The DVAE model directly optimizes the vari-
ational lower bound by doing gradient ascent for
θ and ψ jointly. Both encoder q(r|x, ψ) and de-
coder p(ei|r, e−i, θ) are implemented as neural
networks. Standard training techniques and tricks
can be applied.

3.2 Knowledge Base Constraint
Our KB constraint framework can be summarized
as a two-step procedure: KB constraints construc-
tion and regularization for the learning model. In
the constraints construction step, a set of sentences
is formed as a query to KB and retrieves a set of
constraints back. Then in the regularization step,
we apply the constraint to regularize posterior dis-
tributions of the relation extractor.

Conceptually, given a set of sentences X , we
want to bias the learning result: After the entities
are linked to the KB, if KB inference indicates that
some pairs should be in a relation based on a set of
rules Υ, then the extractor should be constrained
to output it. This constraint can be encoded into a
feature function Q(X ) = “entity pairs in the same
relation based on Υ” and put into the posterior reg-
ularization framework (Gillenwater et al., 2011).
However, the computational complexity of the fea-
ture function is exponential since we need to tra-
verse the KB to find Υ. We instead consider the
must-link and cannot-link constraints (Basu et al.,
2004), indicating respectively that a pair of sen-
tences should be or should not be labeled as the
same relation. For each pairwise constraint, the
model assigns an associated cost of violating that
constraint for the model regularization.

3.2.1 KB Constraints Construction
From the perspective of KB, a must-link constraint
on sentences (x1, x2) exists if two pairs of enti-
ties (p1, p2) = [(e1,1, e1,2), (e2,1, e2,2)] are similar
given the KB, where (ei,1, ei,2) is the entity pair
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Euclidean L2 distance dEuc (q1(r), q2(r)) =
√∑

r |q1(r)− q2(r)|
2

Kullback-Leibler (KL) divergence dKL(q1(r), q2(r)) =
∑
r q1(r) log

(
q1(r)
q2(r)

)

Jensen-Shannon (JS) divergence dJS(q1(r), q2(r)) =
1
2

∑
r q1(r) log

(
2q1(r)

q1(r)+q2(r)

)
+ 1

2

∑
r q2(r) log

(
2q2(r)

q1(r)+q2(r)

)

Table 1: Cluster regularization with different distance or divergences.

belongs to sentence xi. This motivates us to de-
fine a similarity score for a pair of entity pairs. In-
stead of modeling the common relation paths or
logic rules, which is computationally infeasible,
we compare them in the latent embedding space.
In particular, we model the KB using the TransE
(Bordes et al., 2013) model, where a relation is in-
terpreted as a translation from the head entity to
the tail entity, with a score function, e1 + r = e2
for each gold triplet (e1, r, e2) in the KB. This op-
eration is fast and the latent embeddings are ex-
pressive in many cases. Then we can reason the
latent relation representation of a particular pair
in vector space by ri = ei,2 − ei,1, without the
need for extra parameters. Here ri is not neces-
sarily a real relation between two entities in the
KB but just reflects the geometric property. The
penalty for violating a must-link constraint be-
tween a pair of sentences with a high KB score
should be higher than those with low KB scores.
This further inspires us to define a soft constraint
penalty based on the similarity of latent KB rela-
tions.

Here, we use the adjusted cosine similarity (Sar-
war et al., 2001) between two latent relations as a
must-link confidence score

s+(x1, x2) = [cos(e1,2 − e1,1, e2,2 − e2,1)]
+
γ+

(7)

where [x]+
γ+

= x if x > γ+ otherwise 0, γ+ ∈
[0, 1] is a threshold we defined to control the must-
link scope, ei,j is named entity in xi and ei,j is its
embedding. The similarity between e1,2−e1,1 and
e2,2 − e2,1 evaluates whether two sentences indi-
cate similar relations according to the KB embed-
ding.

We also define the cannot-link in a similar way,
where two sentences cannot be in the same cluster
with a confidence

s−(x1, x2) = [cos(e1,2 − e1,1, e2,2 − e2,1)]
−
γ−

(8)

where [x]−
γ− = x if x < −γ− otherwise 0, and

γ− ∈ [0, 1] is a threshold we defined to control the
cannot-link scope. We simply set γ+ = γ− = γ.

3.2.2 Clustering Regularization

For each pair of sentences (x1, x2), the rela-
tion extractor will predict a clustering posterior
qi(r|xi, ψ), i = 1, 2, which can be computed
based on Eq. (4). We regularize the clustering
result on the probability distance between sen-
tence pairs, using either Euclidean L2 distance,
Kullback-Leibler (KL) divergence, or Jensen-
Shannon (JS) divergence. The computation of the
distance or divergences can be found in Table 1.

Then the soft constraints introduced in §3.2.1
are applied on the corresponding distance to cal-
culate the regularization terms:

D+(x1, x2) = −d∗ (q1(r), q2(r)) s
+(x1, x2),

(9)

D−(x1, x2) = d∗ (q1(r), q2(r)) |s−(x1, x2)|,
(10)

for must and cannot links respectively, where d∗
can be dEuc, dKL, or dJS . Taking must-link
constraint as an example, if the posterior distri-
butions q1(r|x1, ψ) and q2(r|x2, ψ) are different
from each other but KB suggests that these two
sentences should be in the same cluster where
s+(x1, x2) is large, then d∗ (q1(r), q2(r)) being
large means there is a large cost when q1 and q2 be-
ing different. Then in the training phase, we want
to reduce this cost given the constraint.

The constraints above are defined in a |X |×|X |
space. It is almost impossible to enumerate all of
the constraints. To make it trainable, we instead
gather the constraints within a mini-batch. Since
in different training epochs we randomly permute
the training samples, it is possible to touch many
pairs of sentences in practice.

3.3 Learning

The model parameters only exist in original au-
toencoder components (i.e., ψ and θ), which can
be jointly optimized by maximizing the following
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objective function with L2 regularization:

L(θ, ψ) =
∑

x∈X

2∑

i=1

∑

r∈RT
q(r|x, ψ) log p(ei|e−i, r, θ)

+
∑

x∈X
αH [q(r|x, ψ)]

+
∑

Xi∼X

∑

(x1,x2)∈Xi
βD(x1, x2)

+ λ‖(ψ, θ)‖2,
(11)

where α, β, γ, and λ are hyper-parameters to con-
trol the regularization strength. D can be D+ or
D− depending on the cosine similarity between
pairs. In practice, we apply annealing method over
α in an exponential way:

αt = α0 exp(−ηt) and η =
log(α0/αT )

T
,

where α0 is the initial value, and αT is the final
value, t and T are the current and total training
steps respectively. This method enables the extrac-
tor to explore more possibilities first and finally
converge to a stable distribution.

It is difficult to directly compute the partition
function in Eq. (5), as it requires to sum over
|V|. We use the same negative sampling method
as (Marcheggiani and Titov, 2016) to substitute
log p(ei|e−i, r, θ) in Eq. (11) with:

log p(ei|e−i, r, θ) ≈ log σ(φ(ei, e−i, r, θ))

+
∑

eneg∈N
log σ (−φ(eneg, ei, r, θ)) ,

whereN is the set of randomly sampled entities in
V and σ is the sigmoid function.

4 Experiments

In this section, we show the experimental results.

4.1 Dataset and Preprocessing
We evaluate our model in the context of unsu-
pervised relation discovery and compare to the
baseline model, DVAE (Marcheggiani and Titov,
2016) which is the current state-of-the-art of rela-
tion discovery. Distant supervision assumes that
the relations should be aligned between the KB
and the training text corpus, which is not available
in our setting.

We tested our model on three different subsets
of New York Times corpus (NYT) (Sandhaus and
Evan, 2008).

Data NYT122 NYT71 NYT27

Text

# sentences 67,123 14,210 87,144
# facts 9,207 2,274 8,559
# entity pairs 20,939 3,539 36,714
# entities 5,865 2,489 4,803
# relations 122 71 27

KB

# triplets 401,490 456,146 439,507
# entity pairs 331,008 373,875 354,960
# entities 14,907 14,933 14,911
# relations 705 1,009 1,031

Table 2: Statistics of datasets. # facts in the text corpus
is the number of sentences with relation labels.

• The first one is widely used in unsupervised
settings, which was developed by Yao et al.
(2011) and has also been used by Marcheg-
giani and Titov (2016). This dataset contains
articles 2000 to 2007, with named entities
annotated and features processed (POS tag-
ging, NER, and syntactic parsing). We use
this dataset to compare with previous work
directly (Marcheggiani and Titov, 2016).

• The second and third ones are usually applied
by supervised models. So when they gener-
ated the data, they tended to focus on rela-
tions with more supporting sentences. The
second one was developed by Zeng et al.
(2017). The data is built by aligning Wikidata
(Vrandečić, 2012) relations with NYT cor-
pus, as a result of 99 possible relations. It is
built to contain more updated facts and richer
structures of relations, e.g., a larger number
of relation/relation paths. We use this dataset
to amplify the effects coming from relation
paths in KB, as the data was used to train a
path-based relation extraction model.

• The third one was developed by Riedel et al.
(2010) and has also been used by Lin et al.
(2016). This dataset was generated by align-
ing Freebase (Bollacker et al., 2008) relations
with NYT in 2005-2007, and with 52 possi-
ble relations. We use this data to test the clus-
tering result with a narrow relation domain.

We align these datasets against FB15K, which is
a randomly sampled subset of Freebase developed
by Bordes et al. (2013). For each of the datasets
above, we hold out the triplets in FB15K that con-
tains relations in corresponding text data, so that
we ensure that KB cannot give any direct supervi-
sion on any relation labels. We then discard named
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Model Metrics
Prediction based on encoder Prediction based on decoder

F1 NMI F1 NMI
Mean Std Mean Std Mean Std Mean Std

DVAE 0.417 0.011 0.339 0.009 0.419 0.011 0.337 0.014

RegDVAE (Euclidean at encoder) 0.469 0.014 0.430 0.020 0.448 0.020 0.384 0.020
RegDVAE (KL at encoder) 0.375 0.009 0.359 0.014 0.380 0.011 0.355 0.014
RegDVAE (JS at encoder) 0.435 0.038 0.370 0.042 0.409 0.012 0.336 0.005

RegDVAE (Euclidean at decoder) 0.416 0.019 0.329 0.017 0.350 0.012 0.201 0.054

Table 3: Comparison results on NYT122 with different prediction and regularization strategies (using encoder or
decoder).

entities in text corpus if they are not shown in KB,
so that we can directly test the influence of our
KB constraint model. Finally, we only keep a sin-
gle label for each sentence, and e1, e2 follow the
occurrence order in the sentence. The resulting
datasets contain 122, 71, and 27 relation labels re-
spectively, so we name them as NYT122, NYT71,
and NYT27. The statistics of the three datasets
are shown in Table 2. For NYT71 and NYT27, we
perform the same feature extraction as NYT122
shown in (Marcheggiani and Titov, 2016).

4.2 Implementation Details

All the model parameters are initialized randomly.
The number of negative samples is set to 5, mini-
batch size is set to 100 with 80 epochs. We
optimize all the models using AdaGrad (Duchi
et al., 2011) with initial learning rate at 0.5. For
NYT122, we induce 40 relations clusters, with
α0 = 4, αT = 10−5, β = 0.6, and γ = 0.9.
For NYT71, we induce 30 relations clusters, with
α0 = 2, αT = 10−4, β = 0.8, and γ = 0.95 .
For NYT27, we induce 20 relations clusters, with
α0 = 2, αT = 10−4, β = 0.8, and γ = 0.3. We
train TransE as our KB embedding model with 50
dimensions and 1,000 epochs.

We report the average and standard deviation
based on five different runs. We randomly split
the data into validation:test=4:6. All the model se-
lections were based on validation sets, and final
evaluation results will be only based on test sets.

4.3 Evaluation and Discussion

As the scoring function, we use the B3F1 (Bagga
and Baldwin, 1998) which has also been used by
our baseline (Marcheggiani and Titov, 2016), and
Normalized Mutual Information (NMI) (Strehl
and Ghosh, 2002) metrics. Both are standard mea-
sures for evaluating clustering tasks.

Regularization and Prediction Strategies. We
first report our results on NYT122 using differ-
ent regularization and prediction settings, as this
dataset was used by our baseline model DVAE.

Note that both encoder and decoder components
can make relation predictions. In fact, the way
of using encoder q(r|x, ψ) for each sentence is
straightforward. Then based on the encoder, we
predict relation on the basis of single occurrence
of entity pair. When using the decoder, we need
to re-normalize p(ei|r, e−i, θ) as p(r|e1, e2, θ) to
make predictions. Based on the decoder, we make
predictions for each unique entity pair. As a con-
sequence, our constraints can be imposed on both
encoder and decoder. The way of computing de-
coder probability distribution is the same as mak-
ing predictions. So in this experiment, we report
both results.

The results are shown in Table 3. From the ta-
ble, we can see that regularization with Euclidean
distance performs the best compared to KL and JS.
Moreover, the regularization over encoder is better
than the regularization over decoder. This may be
because the way that we put constraints only over
sampled sentences in a batch may hurt the regu-
larization of decoder, since sampled unique pairs
may be less than sample sentences. If we look at
results comparing original DVAE prediction based
on the encoder and the decoder, both result in sim-
ilar F1 and NMI numbers. Thus, we can only con-
clude that currently in the way we do sampling,
constraining over encoder is a better choice.

Comparison on Different Datasets. We also
compare our algorithm on the three datasets with
different baseline settings. In order to evaluate
our model rigorously, besides the original DVAE
model, we compare two additional augmented
baseline models with the same hyper-parameter
setting: DVAE with TransE embeddings appended
to encoder input features (DVAE+E) and DVAE
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Model NYT122 NYT71 NYT27
F1 NMI F1 NMI F1 NMI

Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std

Majority 0.355 - 0 - 0.121 - 0 - 0.549 - 0 -
DVAE 0.417 0.011 0.339 0.009 0.325 0.011 0.375 0.023 0.433 0.018 0.384 0.021
DVAE+E 0.385 0.021 0.341 0.043 0.339 0.021 0.418 0.022 0.396 0.034 0.381 0.039
DVAE+D 0.452 0.033 0.438 0.022 0.352 0.038 0.339 0.009 0.499 0.040 0.469 0.027
RegDVAE 0.469 0.014 0.430 0.020 0.377 0.020 0.466 0.036 0.587 0.005 0.451 0.005
RegDVAE+D 0.499 0.022 0.497 0.013 0.432 0.028 0.589 0.071 0.665 0.022 0.562 0.038

Table 4: Comparison of prediction results based on encoder using NYT122, NYT71, and NYT27 datasets with
different KB regularization strategies.
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Figure 2: Comparison results on NYT122 with different parameters and relation overlaps. The predictions are
based on either the encoder or the decoder.

with decoder entity vectors replaced by pre-trained
KB embeddings (DVAE+D). For our method, we
report RegDVAE with the best setting where we
use Euclidean distance based constraints to regu-
larize the encoder. Moreover, we report a setting
with fixed embeddings in the decoder as the ones
obtained from TransE (RegDVAE+D). This also
makes sense since even though the TransE embed-
dings are not trained with the observation of the
same relations as the text corpus, the embeddings
already contain much semantic information about
entities. Then by fixing the embeddings of enti-
ties in the decoder, we can significantly reduce the
number of parameters that need to be trained. The
results are shown in Table 4. As we can see that,
RegDVAE+D can outperform the original DVAE
by 8∼23 points on F1. DVAE+D is also good but
may fail when there are a lot of out-of-sample en-
tities in the training corpus.

Hyper-parameter Sensitivity. We have three
hyper-parameters in our algorithm: α0 for the reg-
ularization of encoder entropy, β for the regular-
ization with our constraints, and γ for the thresh-
old of KB based cosine similarities. Here, we test
β and γ, since the sensitivity result of α0 is the
same as the original DVAE work (Marcheggiani
and Titov, 2016). The sensitivity of β is shown in
Figure 2(a). The results are good in a wide range

from β = 0.5 to β = 2. The sensitivity of γ is
shown in Figure 2(b). It reveals some interesting
patterns. At the beginning when γ is small, it hurts
the performance. After γ getting greater than 0.7,
it improves the performance, which means that
only very similar relations indicated by KB em-
beddings are useful relations as constraints. In ad-
dition, γ = 1 (meaning only finding identical re-
lations) is worse than γ = 0.9, which means we
indeed find some relations in our KB so that dif-
ferent triplets will be constrained.

KB Relation Overlap. Although we assume
that there is no overlapped relation between the
KB and the training text corpus, in practice, we
may find a lot of applications that the relations
are partially observed in KB. Thus, we also test
a setting when the KB has different proportions of
overlapped relations with training text corpus. In
this case, we train different KB embeddings for
different percentages of overlapped relations, and
then apply the embeddings into the constraints.
The results are shown in Figure 2(c). As we can
see, in general, more overlapped relations will re-
sult in better performance. The best number can
be better than the number without overlapped re-
lation by about two points. This again verifies that
the KB embedding is very robust and represent the
semantic meanings of entities even with part of the

3286



Contextual Sentence Cluster Similarity

. . . Spain will become the third
country in Europe. . .

12 0.926

Portugal, with all that talent,
goes home to Europe. . .

12

Brazil, Latin America ’s
largest economy . . .

12 0.916

. . . Argentina was perhaps
the most expensive country in
Latin America for tourists.. . .

12

Table 5: Examples for relation: /location/contained by.

relations observed (Bordes et al., 2013).

Case Study. We also show some examples of
entity pair similarities in Table 5. From the
Table we can see that our target relation clus-
ter is /location/contained by. In the first exam-
ple, the similarity between entity pairs (Spain,
Europe) and (Portugal, Europe) are high,
which indicates the same cluster of pairs of sen-
tences. The same constraint is applied in the sec-
ond example, although there’s no direct connec-
tion between (Brazil, Latin America),
(Argentina, Latin America).

5 Related Work
Supervised and Distantly Supervised Relation
Extraction. Traditional supervised relation ex-
traction focuses on a limited number of rela-
tions (Roth and Yih, 2002; Kambhatla, 2004; Chan
and Roth, 2010). Distant supervision uses KBs to
obtain a lot of automatically annotated data (Mintz
et al., 2009; Riedel et al., 2010; Hoffmann et al.,
2011; Surdeanu et al., 2012; Xu et al., 2013a;
Zhang et al.; Zeng et al., 2015; Lin et al., 2016;
Zeng et al., 2017). There are two important as-
sumptions behind these models, namely multi-
instance learning (Riedel et al., 2010) and multi-
instance multi-label learning (Hoffmann et al.,
2011; Surdeanu et al., 2012). Our setting is simi-
lar to multi-instance learning but we assume there
is no overlapped relation between KB and training
text corpus. Universal schema (Riedel et al., 2013;
Verga et al., 2016; Toutanova et al., 2015; McCal-
lum et al., 2017) can also exploit KB to help ex-
tract relations. It needs a lot of entity pairs in text
to co-occur with KB triplets, which is under the
same setting with distant supervision. Those sur-
face patterns are pre-extracted and shown in the
training phase, which makes it also a weakly su-
pervised learning method.

Unsupervised Relation Extraction. Open Do-
main Information Extraction (Open-IE) assumes

that every relation expression can represent a
unique relation (Etzioni et al., 2004; Banko et al.,
2007; Fader et al., 2011; Mausam et al., 2012;
Xu et al., 2013b; Angeli et al., 2015). On
the other hand, relation clustering approaches
group all the related relation expressions to rep-
resent a relation (Lin and Pantel, 2001; Mohamed
et al., 2011; Takamatsu et al., 2011; Yao et al.,
2011, 2012; Nakashole et al., 2012a,b; Marcheg-
giani and Titov, 2016). Our setting is based on
(Marcheggiani and Titov, 2016) but we also intro-
duce KB as a different kind of weak and indirect
supervision.

Knowledge Base Representation. Embedding
based knowledge base representation learning
methods (Bordes et al., 2013; Wang et al., 2014;
Lin et al., 2015; Trouillon et al., 2016) represent
entities and relations as vectors, denoted as e and
Cr respectively such that for a distances function
f , the value f(e1,Cr, e2) is maximized for all
(e1, r, e2) facts. Among all these methods, TransE
model has a favorable property that the translation
operation can be easily recovered by entity vec-
tors (r1,2 = e1− e2). With its simplicity and high
performance, TransE is enough for demonstration.
Though our method is not restricted to the repre-
sentation form of KB, we leave it for future evalu-
ation.

Constraints can be made more explainable by
paths finding. For instance, the Path Ranking Al-
gorithm (PRA) (Lao and Cohen, 2010; Lao et al.,
2011) uses random walk to perform multi-hop rea-
soning based on logic rules. Later on, reinforce-
ment Learning (Toutanova et al., 2015; Xiong
et al., 2017; Das et al., 2017; Chen et al., 2018) is
used to search for paths more effectively. Though
heuristics are used to further reduce the number of
mined relations, it is still very costly to find the
paths for KB with hundreds of relations, if not im-
possible.

Constraint Modeling. Originated from semi-
supervised learning (Chapelle et al., 2006), must-
link and cannot-link modeling has been well stud-
ied in machine learning community (Wagstaff
et al., 2001; Basu et al., 2004, 2008). Such
constraints were usually generated based on the
ground truth labels of data. For document cluster-
ing, word constraints constructed based on Word-
Net similarities have been applied (Song et al.,
2013) and entity constraints based on entity types
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in an external KB have been used (Wang et al., a,
2016), both being considered as a kind of indirect
supervision based on side information. For triplet
relation clustering, relation surface similarity and
entity type constraints have been explored (Wang
et al., b). However the above constraints are ap-
plied to a particular form of models, co-clustering
models. Compared to existing approaches, our
constraints are constructed based on more recently
developed KB embeddings, which is more flexible
and easy to incorporate into different models.

In natural language processing community, con-
straints based on background knowledge are also
well studied. For example, constrained condi-
tional models (CCM) (Chang et al., 2012) pro-
vides a very flexible framework to decouple learn-
ing and inference, where in the inference step,
background knowledge can be incorporated as an
ILP (integer linear programming) problem. Pos-
terior regularization (PR) (Ganchev et al., 2010)
generalizes this idea so that it uses a joint learn-
ing and inference framework to incorporate the
background knowledge. Both CCM and PR have
many applications including the application to re-
lation extraction (Chan and Roth, 2010; Chen
et al., 2011). Compared to these existing ap-
proaches, our constraints are derived from the
general-purpose KB, which is quite different from
their way of manually crafting some background
knowledge as declarative rules.

It is very interesting that we are similar to the
PR framework. Since we use a DVAE framework
as the base algorithm, there is no traditional E-step
and M-step in the variational inference. Instead,
only q and p probabilities parameterized by neural
networks are updated. In our framework, we can
add constraints to either q or p probabilities (ap-
plying to p needs modification of normalization).
It is the same that we draw a biased learning pro-
cess when estimating the posteriors as PR does.

6 Conclusion

In this paper, we propose a new relation discov-
ery setting where there is no overlapped relations
between the training text corpus and the KB. We
propose a new learning framework of KB regular-
ization which uses must-link and cannot-link con-
straints derived based on similarities in the KB
embedding space. Our method improves the re-
sults over all baseline models without harming the
scalability. We believe this framework is as flex-

ible as other constraint models to be applied to
many applications when we think the semantics of
entities and relations provided by the KB is useful.
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Denny Vrandečić. 2012. Wikidata: A new platform for
collaborative data collection. In WWW, pages 1063–
1064.

Kiri Wagstaff, Claire Cardie, Seth Rogers, and Stefan
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Abstract

Grammatical Error Correction (GEC) has
been recently modeled using the sequence-
to-sequence framework. However, unlike se-
quence transduction problems such as ma-
chine translation, GEC suffers from the lack
of plentiful parallel data. We describe two ap-
proaches for generating large parallel datasets
for GEC using publicly available Wikipedia
data. The first method extracts source-
target pairs from Wikipedia edit histories with
minimal filtration heuristics, while the sec-
ond method introduces noise into Wikipedia
sentences via round-trip translation through
bridge languages. Both strategies yield sim-
ilar sized parallel corpora containing around
4B tokens. We employ an iterative decoding
strategy that is tailored to the loosely super-
vised nature of our constructed corpora. We
demonstrate that neural GEC models trained
using either type of corpora give similar per-
formance. Fine-tuning these models on the
Lang-8 corpus and ensembling allows us to
surpass the state of the art on both the CoNLL-
2014 benchmark and the JFLEG task. We pro-
vide systematic analysis that compares the two
approaches to data generation and highlights
the effectiveness of ensembling.

∗∗Equal contribution. Listing order is random. Jared
conducted systematic experiments to determine useful vari-
ants of the Wikipedia revisions corpus, pre-training and fine-
tuning strategies, and iterative decoding. Chris implemented
the ensemble and provided background knowledge and re-
sources related to GEC. Shankar ran training and decoding
experiments using round-trip translated data. Jared, Chris
and Shankar wrote the paper. Noam identified Wikipedia
revisions as a source of training data. Noam developed the
heuristics for using the full Wikipedia revisions at scale and
conducted initial experiments to train Transformer models for
GEC. Noam and Niki provided guidance on training Trans-
former models using the Tensor2Tensor toolkit. Simon pro-
posed using round-trip translations as a source for training
data, and corrupting them with common errors extracted from
Wikipedia revisions. Simon generated such data for this pa-
per.

1 Introduction

Much progress in the Grammatical Error Correc-
tion (GEC) task can be credited to approaching
the problem as a translation task (Brockett et al.,
2006) from an ungrammatical source language to
a grammatical target language. This has enabled
Neural Machine Translation (NMT) sequence-to-
sequence (S2S) models and techniques to be ap-
plied to the GEC task (Tao et al., 2018b; Chol-
lampatt and Ng, 2018; Junczys-Dowmunt et al.,
2018). However, the efficacy of NMT techniques
is degraded for low-resource tasks (Koehn and
Knowles, 2017). This poses difficulties for S2S
approaches to GEC, as Lang-8, the largest publicly
available parallel corpus, contains only ∼25M
words (Mizumoto et al., 2011). Motivated by
this data scarcity, we present two contrasting ap-
proaches to generating parallel data for GEC that
make use of publicly available English language
Wikipedia revision histories12.

Our first strategy is to mine real-world er-
rors. We attempt to accumulate source–target pairs
from grammatical errors and their human-curated
corrections gleaned from the Wikipedia revision
histories. Unlike previous work (Grundkiewicz
and Junczys-Dowmunt, 2014), we apply minimal
filtering so as to generate a large and noisy cor-
pus of ∼4B tokens (Table 1). As a consequence
of such permissive filtering, the generated corpus
contains a large number of real grammatical cor-
rections, but also noise from a variety of sources,
including edits with drastic semantic changes, im-
perfect corrections, ignored errors, and Wikipedia
spam.

Our second strategy is to synthesize data by
corrupting clean sentences. We extract target
sentences from Wikipedia, and generate corre-

1https://dumps.wikimedia.org/enwiki/latest/
2Last accessed: December 15, 2017
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sponding source sentences by translating the tar-
get into another language and back. This round-
trip translation introduces relatively clean errors,
so the generated corpus is much less noisy than
the human-derived Wikipedia corpus. However,
these synthetic corruptions, unlike human errors,
are limited to the domain of errors that the trans-
lation models are prone to making. Both ap-
proaches benefit from the broad scope of topics in
Wikipedia.

Corpus # sentences # words

Lang-8 1.9M 25.0M
WikEd 12M 292 M

Wikipedia Revisions 170M 4.1B
Round-Trip Translation 176M 4.1B

Table 1: Statistics computed over extant training sets for
GEC (top) and corpora generated from Wikipedia in this
work (bottom).

We train the Transformer sequence-to-sequence
model (Vaswani et al., 2017) on data generated
from the two schemes. Fine-tuning the models
on the Lang-8 corpus gives us additional improve-
ments which allow a single model to surpass the
state-of-art on both the CoNLL-2014 and the JF-
LEG tasks. Finally, we explore how to combine
the two data sources by comparing a single model
trained on all the data to an ensemble of models.

2 Data Generation from Wikipedia
Revision Histories

Wikipedia provides a dump of the revision histo-
ries of all Wikipedia pages. For each Wikipedia
page, the dump contains chronological snapshots
of the entire content of the page before and after
every submitted edit; thus two consecutive snap-
shots characterize a single revision to the page.
Because a small number of popular pages see dis-
proportionate traffic, some pages grow very large.
As we are interested in the edits between snap-
shots, and not identical content that is typically in
higher proportion in the revision histories for the
largest pages, we discard pages larger than 64Mb.
To prevent remaining large pages from skewing
the dataset towards their topics with their many
revisions, we downsample consecutive revisions
from individual pages, selecting only log1.5(n)
pairs for a page with a total of n revisions. This
reduces the total amount of data 20-fold. Each
remaining pair of consecutive snapshots forms a
source–target pair. The process for extracting ex-
amples from a page’s revision history is illustrated

in Figure 1.
From the XML of each page in a source–target

pair, we extract and align the text, removing non-
text elements. We then probabilistically cut the
aligned text, skipping over non-aligned sequences.
Two cuts bound an example pair, for which the
source sequence is provided by the older snapshot,
and the target sequence by the newer snapshot.

Following extraction of the examples, we do a
small amount of corruption and filtration in or-
der to train a model proficient at both spelling
and grammar correction. We probabilistically in-
troduce spelling errors in the source sequences at
a rate of 0.003 per character, randomly selecting
deletion, insertion, replacement, or transposition
of adjacent characters for each introduced error.

We throw out examples exceeding a maximum
length of 256 word-pieces. The majority of exam-
ples extracted by this process have identical source
and target. Since this is not ideal for a GEC par-
allel corpus, we downsample identity examples by
99% to achieve 3.8% identical examples in the fi-
nal dataset. The data generation scripts we use
have been opensourced3.

In Figure 2, we show examples of extracted
source–target pairs. While some of the edits are
grammatical error corrections, the vast majority
are not.

3 Data Generation from Round-trip
Translations

As an alternative approach to extracting the ed-
its from Wikipedia revisions, we extract sentences
from the identity examples that were discarded
during edit extraction, and generate a separate par-
allel corpus by introducing noise into those sen-
tences using round-trip translation via a bridge
language. Therefore, the original sentence from
Wikipedia is the target sentence and output of
the round-trip translation is the corresponding
source sentence. The round trip translations in-
troduce noise according to both the weaknesses
of the translation models and the various inher-
ent ambiguities of translation. We create a cor-
rupted dataset using each bridge language. We
use French (Fr), German (De), Japanese (Ja) and
Russian (Ru) as bridge languages because they
are high-resource languages and relatively dissim-

3https://github.com/tensorflow/tensor2tensor/

blob/master/tensor2tensor/data_generators/wiki_

revision.py
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Figure 1: Process for extracting source–target pairs from revision history of a Wikipedia page. See Figure 2 for actual
examples.

Special terms have been coined to denote many imfortant 
technical concepts in the game of Go. Such technical

Players of the game of Go often use jargon terms to describe 
situations on the board and surrounding the game. Such technical:

What we no wcall "disco balls" was first used in nightclubs in the 1920s. What we now call "disco balls" were first used in nightclubs in the 1920 's.:

Artillery in 1941 and was medically dis-charged Artillery in 1941 he was later medically discharged with:

Examples drawn from Revisions

Examples drawn from Round-Trip Translations

The County of Fitzroy is a county in Queensland, The County of Fitzroy is a county (a cadastral division) in Queensland,:

At the same time, she became a jounalist for news, such as "NHK News 
7" and "Shutoken News 845".

At the same time, she became a newscaster for some news shows , such 
as "NHK News 7" and "Shutoken News 845".

:

Aerolineas held a strong company through rthe 90's and 
they even aded Sydney as a goal for a little while.

Aerolineas kept on being a strong company thru the 90's and 
they even added Sydney as a destination for a little while.

:

Figure 2: Example source–target pairs from each corpus.

ilar from each other. Thus, we compute a total
of four corrupted datasets. The translations are
obtained using a competitive machine translation
system (Wu et al., 2016).

These round trip translated sentence-pairs con-
tained only a small fraction of identity transla-
tions compared to those that are present in real-
world GEC corpora. To address this deficiency,
we augment this corpus with 2.5% identity trans-
lations. Analogous to Section 2, we want the mod-
els to learn both spelling and grammar correction.
Thus, we randomly corrupt single characters via
insertion, deletion, and transposition, each with
a probability of 0.005/3. Round-trip translations
do not contain some types of word and phrase er-
rors (e.g., your/you’re, should of/should have) and
so we additionally corrupt the translated text by
stochastically introducing common errors identi-
fied in Wikipedia. We first examine the Wikipedia
revision histories to extract edits of up to three

words whose source and target phrases are close
in edit distance, and which do not contain num-
bers or capitalization. For each of the remaining
edits (original, revised), we compute the probabil-
ity that the user typed original when they intended
to type revised:

P (original|revised) =
C(original, revised)

C(revised)
,

where C(x) refers to the counts of x in the cor-
pus. We then probabilistically apply these rules to
corrupt the translated text.

This process produces a parallel corpus iden-
tical in size to the Wikipedia Revision corpus,
though with vastly different characteristics. Be-
cause the target sentences are Wikipedia sentences
that were left unchanged for at least one Wikipedia
revision, they are less likely to contain poor gram-
mar, misspellings, or spam than the target se-
quences of the revisions data.
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Figure 3: F0.5 with iterative decoding on the CoNLL dev set.
Triangles indicate performance with single-shot decoding.

Also, the errors introduced by round-trip trans-
lation are relatively clean, but they represent only
a subset of the domain of real-world errors. In
contrast, the Wikipedia data likely has good cov-
erage of the domain of real-world grammatical er-
rors, but is polluted by significant noise. Examples
from both corpora are shown in Figure 2. Exam-
ples of round-trip translations for each bridge lan-
guage are shown in Table 2.

4 Iterative Decoding

Many sentences that require grammatical correc-
tion contain multiple errors. As a result, it can
be difficult to correct all errors in a single de-
coding pass. This is specifically a problem when
using models trained on noisy parallel data such
as Lang-8 where the target sentences still con-
tain grammatical errors. Following other work
on the GEC task (Dahlmeier and Ng, 2012a;
Tao et al., 2018a), we employ an iterative de-
coding algorithm that allows the model to make
multiple incremental corrections. This allows
the model multiple chances to suggest individu-
ally high-confidence changes, accruing incremen-
tal improvements until it cannot find any more ed-
its to make.

Our iterative decoding algorithm is presented in
Algorithm 1. Given the source sentence S and a
hypothesis H , Cost(H) refers to the negative log
probability −logP (H|S) using the sequence-to-
sequence model. In each iteration, the algorithm
performs a conventional beam search but is only
allowed to output a rewrite (non-identity transla-
tion) if it has high confidence i.e., its cost is less
than the cost of the identity translation times a pre-
specified threshold. Using iterative decoding al-
lows a stricter threshold value than what is opti-
mal for single-shot decoding, as a change ignored
for being low confidence in one decoding iteration
may be selected in the next.

Using incremental edits produces a significant
improvement in performance over single-shot de-
coding for models trained on the Wikipedia re-
vision data, a highly noisy corpus, while models
trained on the relatively clean round-trip transla-
tion data see no improvment. All models finetuned
on Lang-8 see improvement with iterative decod-
ing (Figure 3, Table 3).

Algorithm 1: Iterative Decoding
Data: I , beam, threshold, MAXITER
Result: T̂
for i ∈ {1, 2, ..., MAXITER} do

Nbestlist = Decode(I, beam)
CIdentity = +∞
CNon-Identity = +∞
HNon-Identity = NULL
for H ∈ Nbestlist do

if H = I then
CIdentity = Cost(H);

else if Cost(H) < CNon-Identity then
CNon-Identity = Cost(H)
HNon-Identity = H

end
⊲ Rewrite if non-identity cost < identity cost

if CNon-Identity/CIdentity < threshold then
T̂ = HNon-Identity ⊲ Output rewrite.

else
T̂ = I ⊲ Output identity.

end
I = T̂ ⊲ Input for next iteration.

end

In Table 4, we show an example of iterative de-
coding in action. The model continues to refine
the input until it reaches a sentence that does not
require any edits. We generally see fewer edits be-
ing applied as the model gets closer to the final
result.

5 Model

In this work, we use the Transformer sequence-to-
sequence model (Vaswani et al., 2017), using the
Tensor2Tensor opensource implementation.4 We
use 6 layers for both the encoder and the decoder, 8
attention heads, embedding size dmodel = 1024, a
position-wise feed forward network at every layer
of inner size dff = 4096, and Adafactor as op-
timizer with inverse squared root decay (Shazeer
and Stern, 2018)5. The word tokens are split into
subwords using a variant of the byte-pair encod-
ing technique (Sennrich et al., 2016b), described
in Schuster and Nakajima (2012).

We train the Transformer model for 5 epochs

4https://github.com/tensorflow/tensor2tensor
5We used the “transformer clean big tpu” setting.
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Original “The Adventures of Patchhead“ makes its second and final appearance.

Bridge Language

French “The Adventures of Patchhead “ makes his secnod and final appearance.
German “The Adventures of Patchhead” makes its second and last appearance.
Russian “The Adventures of Patchhead” makes its second and last apparance.
Japanese “Patchhead Adventure” is the final appearance of the second time.

Original He is not so tolerant of the shortcomings of those outside his family.

Bridge Language

French He is not so tolerant of the weaknesses of those outside his family.
German He is not so tolerant to the defects of the outside of his family.
Russian He is not so tolerant of the shortcomings of those outside his family,.
Japanese He is not so tolerant of the shortcomings of those outside his family.

Table 2: Example sentences generated via round-trip translation with introduced spelling errors.

Source Decoding CoNLL-2014 JFLEG
Prec. Rec. F0.5 GLEU+

Revision single-shot 60.4 19.2 42.2 54.5
iterative 58.3 25.1 46.1 56.6

+finetune single-shot 67.7 28.1 52.8 57.9
iterative 64.5 36.2 55.8 62.0

RTT single-shot 47.1 21.4 38.0 52.5
iterative 47.1 21.4 38.0 52.5

+finetune single-shot 66.7 31.8 54.7 59.0
iterative 64.4 38.4 56.7 62.1

Table 3: Comparing iterative decoding to single-shot decod-
ing for two models, trained on all Wikipedia revisions data
and on all round-trip translation (RTT) data.

Original this is nto the pizzza that i ordering
1st this is not the pizza that I ordering
2nd This is not the pizza that I ordering
3nd This is not the pizza that I ordered
4th This is not the pizza that I ordered.
Final This is not the pizza that I ordered.

Table 4: Iterative decoding on a sample sentence.

with a batch size of approximately 64,000 word
pieces. While training on the Wikipedia corpora,
we set the learning rate to 0.01 for the first 10,000
steps, then decrease it proportionally to the inverse
square root of the number of steps after that.

We then finetune our models on Lang-8 for 50
epochs and use a constant learning rate of 3 ×
10−5. We stop the fine-tuning before the models
start to overfit on a development set drawn from
Lang-8.

6 Experiments

6.1 Evaluation

We report results on the CoNLL-2014 test set (Ng
et al., 2014) and the JFLEG test set (Napoles et al.,
2017; Heilman et al., 2014). Our initial experi-
ments with iterative decoding showed that increas-
ing beam sizes beyond 4 did not yield improve-
ments in performance. Thus, we report all results

using a beam size of 4. Our ensemble models are
obtained by decoding with 4 identical Transform-
ers trained and finetuned separately. Ensembles
of neural translation systems are typically con-
structed by computing the logits from each indi-
vidual system and combining them using either an
arithmetic average (Sutskever et al., 2014) or a ge-
ometric average (Cromieres et al., 2016). Similar
to Cromieres et al. (2016), we find that a geo-
metric average outperforms an arithmetic average.
Hence, we report results using only this scheme.

Following (Grundkiewicz and Junczys-
Dowmunt, 2018; Junczys-Dowmunt et al., 2018),
we preprocess JFLEG development and test sets
with a spell-checking component but do not
apply spelling correction to CoNLL sets. For
CoNLL sets, we pick the best iterative decoding
threshold and number of iterations on a subset of
the CoNLL-2014 training set, sampled to have the
same ratio of modified to unmodified sentences as
the CoNLL-2014 dev set. For JFLEG, we pick the
best decoding threshold on the JFLEG dev set.We
report performance of our models by measuring
F0.5 with the M2 scorer (Dahlmeier and Ng,
2012b) on the CoNLL-2014 dev and test sets, and
the GLEU+ metric (Napoles et al., 2016) on the
JFLEG dev and test sets. Table 5 reports statistics
computed over the development and test sets.

Test/Dev Set # sentences # annotators Metric
CoNLL-2014 dev 1345 1 M2

CoNLL-2014 test 1312 2 M2

JFLEG dev 754 4 GLEU
JFLEG test 747 4 GLEU

Table 5: Statistics for test/dev data.

6.2 Data from Wikipedia Revisions

In extracting examples from Wikipedia revision
histories, we set a number of variables, selecting
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Revision Dataset CoNLL-2014 JFLEG
Prec. Rec. F0.5 GLEU+

Revisions
Default setting 62.7 24.3 47.7 56.9
Max-edit-28 57.3 28.0 47.4 57.1
Max-edit-6 58.3 25.7 46.5 56.1

Dwnsample-1.35 47.0 35.1 44.0 56.4
All 58.3 25.1 46.1 56.8

+ finetuning on Lang-8
Default setting 68.8 32.3 56.1 61.7
Max-edit-28 59.6 40.9 54.6 61.8
Max-edit-6 65.5 37.1 56.8 61.6

Dwnsample-1.35 62.7 39.9 56.3 61.3
All 64.5 36.2 55.8 62.0

Lang-8 only 41.2 16.4 31.7 52.8

Table 6: Performance of the models trained on variants of
data extracted from Wikipedia revision histories (top panel)
and then fine-tuned on Lang-8 (bottom panel), and of a model
trained only on Lang-8 with the same architecture.

rate of revision downsampling, and maximum edit
distance. We generate four data sets using vari-
ations of these values: Default setting uses the
default values described in Section 2, Max-edit-
28 and Max-edit-6 correspond to maximum edit
distance of 28 and 6 wordpieces respectively, and
Dwnsample-1.35 corresponds to a revision down-
sampling rate of log1.35(n) for a page with a total
of n revisions (whereas the default setting uses a
rate of log1.5(n)). We train a fifth model on the
union of the datasets. Table 6 shows that varying
the data generation parameters led to modest vari-
ation in performance, but training on the union of
the diverse datasets did not yield any benefit. Fine-
tuning yields large improvements for all models.
As a sanity check, we also trained a model only
on Lang-8 with the same architecture. All pre-
trained and fine-tuned models substantially out-
perform this Lang-8 only model, confirming the
usefulness of pre-training.

6.3 Round Trip Translations
As for the Revision data, we train a model on each
of the round-trip translation datasets, and a fifth
model on the union of their data, then fine-tune all
models. The results are shown in Table 7. Using
Japanese as the bridge language gives the best per-
formance on CoNLL-2014, even when compared
to the model trained on all round-trip data. This
is likely because the error patterns generated us-
ing Japanese round-trip translations are very sim-
ilar to those in CoNLL-2014 set, created from
non-native speakers of English (Ng et al., 2014).
Pooling all round-trip translations dilutes this sim-
ilarity and lowers performance on CoNLL-2014.

However, the model trained on all data performs
best on the JFLEG set, which has a different distri-
bution of errors relative to CoNLL-2014 (Napoles
et al., 2017). After fine-tuning, all round-trip mod-
els perform considerably better than the Lang-8
model.

Bridge Language CoNLL-2014 JFLEG
Precision Recall F0.5 GLEU+

Round-Trip Translations

French 33.6 21.9 30.3 50.6
German 36.4 21.2 31.8 51.3
Russian 33.5 21.1 30.0 50.5
Japanese 35.7 51.3 38.1 46.2

All 38.1 27.1 35.2 52.1

+ finetuning on Lang-8
French 57.9 39.9 53.1 60.9
German 56.4 42.1 52.8 61.5
Russian 60.8 32.5 51.7 59.9
Japanese 60.9 38.6 54.6 61.5

All 62.1 40.0 56.0 61.6

Lang-8 only 41.2 16.4 31.7 52.8

Table 7: Performance of the models trained on the round-
trip translations (top panel) and fine-tuned on Lang8 (bottom
panel) and of a model trained only on Lang-8 with the same
architecture.

6.4 Combining Data Sources

Having generated multiple diverse datasets, we in-
vestigate strategies for utilizing combinations of
data from multiple sources. For each corpus, we
train a single model on all data and compare its
performance to an ensemble of the 4 individually-
trained models (Table 8). The ensemble clearly
outperforms the single model for both types of
data. We additionally train a single model on the
union of all Revisions and Round-Trip Translated
datasets reported on in Tables 6 and 7, which we
compare to an ensemble of the 8 models trained
individually on those datasets.

When Wikipedia edits are combined with the
round-trip translations, the single-model perfor-
mance remains unchanged on CoNLL-2014, while
the ensemble shows an improvement. This sug-
gests that when utilizing disparate sources of data,
an ensemble is preferable to combining the data.

6.5 Comparison with Other systems

We compare the performance of our best individ-
ual system, trained on all revisions, the best en-
semble of 8 models trained from both revisions
and roundtrip translations on the CoNLL-2014
and JFLEG datasets (Table 9). We only report
performance of models that use publicly available
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Model CoNLL-2014 JFLEG
Precision Recall F0.5 GLEU+

Revisions

All 64.5 36.2 55.8 62.0
Ensemble (4) 66.3 42.3 59.0 62.9

Round-Trip Translations

All 62.1 40.0 56.0 61.6
Ensemble (4) 63.5 47.0 59.3 63.2

Revisions + Round-Trip Translations

All 65.8 35.2 56.1 62.6
Ensemble (8) 66.7 43.9 60.4 63.3

Table 8: Combining datasets using either a single model
trained on all data versus an ensemble of models. All models
are fine-tuned on Lang-8.

Lang-8 and CoNLL datasets. Our single system
trained on all revisions outperforms all previous
systems on both datasets, and our ensemble im-
proves upon the single system result6.

7 Error Analysis

All models trained on Wikipedia-derived data are
demonstrated to benefit significantly from fine-
tuning on Lang-8 (Tables 6 and 7). In Table 10,
we compare example corrections proposed by
two Wikipedia-derived models to the corrections
proposed by their fine-tuned counterparts. The
changes proposed by the revisions-trained model
often appear to be improvements to the original
sentence, but fall outside the scope of GEC. Mod-
els finetuned on Lang-8 learn to make more con-
servative corrections.

The finetuning on Lang-8 can be viewed as an
adaptation technique that shifts the model from
the Wikipedia-editing task to the GEC task. On
Wikipedia, it is common to see substantial ed-
its that make the text more concise and readable,
e.g. replacing “which is RFID for short” with
“(RFID)”, or removing less important clauses like
“Then we can see that”. But these are not ap-
propriate for GEC as they are editorial style fixes
rather than grammatical fixes. The models trained
on round-trip translation seem to be make fewer
drastic changes.

Table 11 reports F0.5 across broad error cat-
egories for models trained from revisions and
round-trip translations on the CoNLL-2014 test

6Using non-public sentences beyond the regular Lang-8
and CoNLL datasets, Tao et al. (2018b) recently obtained
an F0.5 of 61.3 on CoNLL-2014 and a GLEU of 62.4 on JF-
LEG. Using finetuning data beyond the standard datasets, we
obtain an F0.5 of 62.8 on CoNLL-2014 and a GLEU of 65.0
on JFLEG.

set. The error categories were tagged using the
approach in Bryant et al. (2017). Although the
overall F0.5 of the 2 ensembles are similar, there
are notable differences on specific categories. The
ensemble using round-trip translation performs
considerably better on prepositions and pronouns
while the revision ensemble is better on morphol-
ogy and orthography. Thus, each system may have
advantages on specific domains.

8 Related Work

Progress in GEC has accelerated rapidly since
the CoNLL-2014 Shared Task (Ng et al.,
2014). Rozovskaya and Roth (2016) combined a
Phrase Based Machine Translation (PBMT) model
trained on the Lang-8 dataset (Mizumoto et al.,
2011) with error specific classifiers. Junczys-
Dowmunt and Grundkiewicz (2016) combined a
PBMT model with bitext features and a larger lan-
guage model. The first Neural Machine Transla-
tion (NMT) model to reach the state of the art on
CoNLL-2014 (Chollampatt and Ng, 2018) used
an ensemble of four convolutional sequence-to-
sequence models followed by rescoring. The cur-
rent state of the art (F0.5 of 56.25 on CoNLL-
2014) using publicly available Lang-8 and CoNLL
data was achieved by Grundkiewicz and Junczys-
Dowmunt (2018) with a hybrid PBMT-NMT sys-
tem. A neural-only result with an F0.5 of 56.1 on
CoNLL-2014 was reported by Junczys-Dowmunt
et al. (2018) using an ensemble of neural Trans-
former models (Vaswani et al., 2017), where the
decoder side of each model is pretrained as a lan-
guage model. From a modeling perspective, our
approach can be viewed as a direct extension of
this last work. Rather than pretraining only the de-
coder as a language model, we pretrain on a large
amount of parallel data from either Wikipedia re-
vision histories or from round-trip translations.
While pretraining on out-of-domain data has been
employed previously for neural machine transla-
tion (Luong and Manning, 2015), it has not been
presented in GEC thus far, perhaps due to the ab-
sence of such large datasets. Tao et al. (2018b)
apply iterative decoding, where two neural mod-
els, trained in left-to-right and right-to-left direc-
tions, are applied in an interleaved manner. Sim-
ilar to their study, we find that iterative decoding
can improve the performance of GEC.

Prior work (Brockett et al., 2006; Foster
and Andersen, 2009; Rozovskaya and Roth,
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Model CoNLL-2014 JFLEG
Precision Recall F0.5 GLEU+

Chollampatt and Ng (2018) MLConvembed 60.9 23.7 46.4 51.3
Ensemble (4) +EO +LM +SpellCheck 65.5 33.1 54.8 57.5

Junczys-Dowmunt et al. (2018) Single Transformer 53.0 57.9
Ensemble (4) 63.0 38.9 56.1 58.5

Ensemble (4) +LM 61.9 40.2 55.8 59.9

Grundkiewicz and Junczys-Dowmunt (2018) Hybrid PBMT +NMT +LM 66.8 34.5 56.3 61.5

Best Single Model 65.5 37.1 56.8 61.6
Best Ensemble 66.7 43.9 60.4 63.3

Table 9: Comparison of recent state-of-the-art models (top) and our best single-system and ensemble models (bottom) on the
CoNLL-2014 and JFLEG datsets. Only systems trained with publicly available Lang-8 and CoNLL datasets are reported.

Original Recently, a new coming surveillance technology called radio-frequency identification which is RFID
for short has caused heated discussions on whether it should be used to track people.

Revisions Recently, a surveillance technology called radio frequency identification (RFID) has caused heated
discussions on whether it should be used to track people.

+finetuning Recently, a new surveillance technology called radio-frequency identification, which is RFID for
short, has caused heated discussions on whether it should be used to track people.

Ensemble Recently, a new coming surveillance technology called radio-frequency identification, which is RFID
for short, has caused heated discussions on whether it should be used to track people.

Round-Trip Recently, a new coming surveillance technology called radio-frequency identification which is RFID
for short has caused heated discussions on whether it should be used to track people.

+finetuning Recently, a new upcoming surveillance technology called radio-frequency identification which is RFID
for short has caused heated discussions on whether it should be used to track people.

Ensemble Recently, a new surveillance technology called radio-frequency identification which is RFID for short
has caused heated discussions on whether it should be used to track people.

Original Then we can see that the rising life expectancies can also be viewed as a challenge for us to face.
Revisions The rising life expectancy can also be viewed as a challenge for people to face.
+finetuning Then we can see that the rising life expectancy can also be viewed as a challenge for us to face.
Ensemble Then we can see that the rising life expectancies can also be viewed as a challenge for us to face.

Round-Trip Then we can see that the rising life expectancies can also be viewed as a challenge for us to face.
+finetuning Then we can see that the rising life expectancy can also be viewed as a challenge for us to face.
Ensemble Then we can see that the rising life expectancies can also be viewed as a challenge for us to face.

Table 10: Corrections from models trained on (a) Wikipedia revisions and (b) round-trip translations using Japanese as a bridge
language, along with suggestions from their Lang-8 finetuned counterparts. Also shown are the corrections from the ensembles
of 4 wikipedia models as well as 4 models trained on round trip translations. Example sentences are from the CoNLL-2014 dev
set.

2010), (Felice et al., 2014; Xie et al., 2016; Rei
et al., 2017) has investigated multiple strategies
for generating artificial errors in GEC. Cahill
et al. (2013) show that preposition corrections
extracted from Wikipedia revisions improve the
quality of a GEC model for correcting preposition
errors. Back-translation (Sennrich et al., 2016a;
Xie et al., 2018) addresses data sparsity by intro-
ducing noise into a clean corpus using a trans-
lation model trained in the clean to noisy direc-
tion. However, training such a reverse translation
model also requires access to parallel data which
is scarce for GEC. In contrast, round-trip transla-
tion attempts to introduce noise via bridge trans-
lations. Round-trip translations have been inves-
tigated for GEC. Madnani et al. Madnani et al.
(2012) combine round-trip translations to generate
a lattice from which the best correction is extracted

using a language model. Désilets et al. (2009) use
round-trip translations for correcting preposition
errors. In contrast to these approaches, we em-
ploy round-trip translations for generating a large
parallel training corpus for neural GEC models.

9 Discussion

Motivated by data scarcity for the GEC task, we
present two contrasting approaches for generat-
ing large parallel corpora from the same publicly
available data source. We believe both techniques
offer promising research avenues for further devel-
opment on the task.

We show that models trained exclusively on
minimally filtered English Wikipedia revisions
can already be valuable for the GEC task. This
approach can be easily extended to the many other
languages represented in Wikipedia, presenting an
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Error Type Revisions Round-trip Translations

Pre-trained Fine-tuned Ensemble Pre-trained Fine-tuned Ensemble

Adjective 16.9 29.4 36.6 14.4 27.8 37.9
Adverb 31.5 39.7 43.5 21.7 33.3 44.6

Determiner 31.3 57.2 59.4 27.4 57.7 59.5
Morphology 64.5 66.1 66.1 38.7 59.3 62.0

Noun 24.1 28.6 33.2 8.6 27.5 32.4
Orthography 69.4 57.1 69.6 19.2 58.6 57.9
Preposition 33.0 49.2 55.6 30.3 52.7 61.9

Pronoun 34.9 34.1 44.6 24.4 41.7 50.1
Punctuation 26.7 29.5 36.4 29.8 18.4 33.3

Spelling 60.6 69.2 66.7 51.0 58.5 62.5
Verb 36.1 47.1 43.2 20.7 45.2 43.2

Word Order 45.5 33.3 52.1 34.8 42.9 45.5

Table 11: F0.5 across error categories on the CoNLL-2014 test set.

opportunity to extend GEC into languages that
may have no extant GEC corpora. While we ex-
pect pre-training on Wikipedia to give us a rea-
sonable model, it may be crucial to fine-tune this
model on small amounts of clean, in-domain cor-
pora to achieve good performance.

When extracting examples from the Wikipedia
revisions, we implemented minimal filtration in
pursuit of simplicity, and to produce a sufficiently
large dataset. Implementing more complex fil-
tration in order to reduce the noise in the gen-
erated dataset will likely be a productive av-
enue to increase the value of this approach. The
performance achieved by the reported Wikipedia
revisions-trained models, both with and without
finetuning, may be used as a baseline by which
to evaluate smaller, cleaner datasets drawn from
Wikipedia revisions.

Round-trip translation takes advantage of the
advanced state of the task of Machine Transla-
tion relative to GEC by leveraging extant trans-
lation models as a source of grammatical-style
data corruption. In this work, we only experiment
with producing English-language GEC corpora,
but this technique can be extended to any of the
many languages for which translation models ex-
ist. It would be useful to assess how the translation
quality influences the performance of the resulting
GEC model. In our experiments with round-trip
translation, we used target sentences drawn from
Wikipedia to maintain a reasonable comparabil-
ity between the two techniques. However, there is
no constraint preventing the application of round-
trip translation to diverse data sources; any source
of clean text can be turned into a parallel GEC
corpus. This can be used to increase diversity in
the generated data, or to generate domain-specific
GEC corpora (e.g. patents).

We observe that pooling two diverse data
sources used to train competitively performing
models on the same task can degrade performance.
This suggests that within datasets useful for a spe-
cific task, there may be greater value to be discov-
ered in finding optimal partitions of the data for
training models which can then be combined using
ensembles. Prior work in combining diverse data
sources includes addition of special tokens (John-
son et al., 2017) and meta-learning (Finn et al.,
2017). We intend to compare ensembling with
these alternatives.

We have opensourced the scripts used to
extract example pairs from Wikipedia, which
we hope will become a resource in the further
development of models for GEC as well as other
NLP tasks that rely on edit histories, such as
sentence re-writing (Botha et al., 2018) and text
simplification (Tonelli et al., 2016).
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Abstract

State-of-the-art LSTM language models
trained on large corpora learn sequential
contingencies in impressive detail and have
been shown to acquire a number of non-local
grammatical dependencies with some success.
Here we investigate whether supervision with
hierarchical structure enhances learning of a
range of grammatical dependencies, a ques-
tion that has previously been addressed only
for subject-verb agreement. Using controlled
experimental methods from psycholinguistics,
we compare the performance of word-based
LSTM models versus two models that rep-
resent hierarchical structure and deploy it in
left-to-right processing: Recurrent Neural
Network Grammars (RNNGs) (Dyer et al.,
2016) and a incrementalized version of the
Parsing-as-Language-Modeling configuration
from Charniak et al. (2016). Models are tested
on a diverse range of configurations for two
classes of non-local grammatical dependen-
cies in English—Negative Polarity licensing
and Filler–Gap Dependencies. Using the
same training data across models, we find that
structurally-supervised models outperform
the LSTM, with the RNNG demonstrating
best results on both types of grammatical
dependencies and even learning many of the
Island Constraints on the filler–gap depen-
dency. Structural supervision thus provides
data efficiency advantages over purely string-
based training of neural language models in
acquiring human-like generalizations about
non-local grammatical dependencies.

1 Introduction

Long Short-Term Memory Recurrent Neural Net-
works (LSTMs) (Hochreiter and Schmidhuber,
1997) have achieved state of the art language mod-
eling performance (Jozefowicz et al., 2016) and
have been shown to indirectly learn a number
of non-local grammatical dependencies, such as

subject-verb number agreement and filler-gap li-
censing (Linzen et al., 2016; Wilcox et al., 2018),
although they fail to learn others, such as Nega-
tive Polarity Item and anaphoric pronoun licensing
(Marvin and Linzen, 2018; Futrell et al., 2018).
LSTMs, however, require large amounts of train-
ing data and remain relatively uninterpretable.
One model that attempts to address both these is-
sues is the Recurrent Neural Network Grammar
(Dyer et al., 2016). RNNGs are generative mod-
els, which represent hierarchical syntactic struc-
ture and use neural control to deploy it in left-to-
right processing. They can achieve state-of-the-art
broad-coverage scores on language modeling and
phrase structure parsing tasks, learn Noun Phrase
headedness (Kuncoro et al., 2016), and outper-
form linear models at learning subject-verb num-
ber agreement (Kuncoro et al., 2018).

In this work, we comparatively evaluate
LSTMs, RNNGs and a third model trained using
syntactic supervision—similar to the Parsing-as-
Language-Modeling configuration from Charniak
et al. (2016)—by conducting side-by-side tests on
two novel English grammatical dependencies, de-
ploying methodology from psycholinguistics. In
this paradigm, the language models are fed with
hand-crafted sentences, designed to draw out be-
havior that belies whether they have learned the
underlying syntactic dependency. For example,
Linzen et al. (2016) and Kuncoro et al. (2018)
assessed how well neural language models were
able to learn subject-verb number agreement by
feeding the prefix The keys to the cabinet... If the
model assigns a relatively higher probability to the
grammatical plural verb are than the ungrammat-
ical singular is it can be said to have learned the
agreement dependency. Here, we investigate two
non-local dependencies that remain untested for
RNNGs: Negative Polarity Item (NPI) licensing
is the dependency between a negative licensor—
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such as not or none—and a Negative Polarity Item
such as any or ever. The filler–gap dependency
is the dependency between a filler—such as who
or what—and a gap, which is an empty syntactic
position. Both dependencies have been shown to
be learnable by LSTMs trained on large amounts
of data (Wilcox et al., 2018; Marvin and Linzen,
2018). Here, we investigate whether, after control-
ling for size of the training data, explicit hierarchi-
cal representation results in learning advantages.

2 Methodology

2.1 Neural Language Models

Recurrent Neural Network LMs model a sen-
tence in a purely sequential basis, without ex-
plicitly representing the latent syntactic structure.
We use the LSTM architecture in Hochreiter and
Schmidhuber (1997), deploying a 2-layer LSTM
language model with hidden layer size 256, input
embedding size 256, and dropout rate 0.3. We re-
fer to this model as the “LSTM” model in the fol-
lowing sections.
Recurrent Neural Network Grammars (Dyer
et al., 2016) predict joint probability of a sentence
as well as its syntactic parse. RNNGs contain
three sub-components, all of which are LSTMS:
the neural stack, which keeps track of the cur-
rent parse, the output buffer, which keeps track
of previously-seen terminals and the history of ac-
tions. At each timestep the model can take three
different actions: NT, which introduces a non-
terminal symbol—such as a VP or NP—onto the
stack; SHIFT, which places a terminal symbol onto
the top of the stack, or REDUCE. REDUCE pops
terminal symbols (words) off the stack until a non-
terminal phrasal boundary is encountered; it then
combines the terminals into a single representation
via a bidirectional-LSTM and pushes the newly-
reduced constituent back onto the stack. By reduc-
ing potentially unbounded constituents within the
neural stack, the RNNG is able to create structural
adjacency between co-dependent words that may
be linearly distal. Following Dyer et al. (2016),
we use 2-layer LSTMs with 256 hidden layer size
for the stack-LSTM, action LSTM, and terminal
LSTM, and dropout rate 0.3.
ActionLSTM: It is the combination of the neural
stack and the REDUCE function that may give the
RNNG an advantage over purely sequential mod-
els (such as LSTMS) or models that deploy syn-
tactic supervision without explicit notions of com-

positionality. In order to assess the gains from
explicitly modeling compositionality, we com-
pare the previous two models against an incre-
mentalized version of the Parsing-as-Language-
Modeling configuration presented in Charniak
et al. (2016). In this model, we strip an RNNG
of its neural stack and output buffer, and train it
to jointly predict the action sequence of a parse
tree as well as the upcoming word. The action
space of the model contains a set of non-terminal
nodes (NT), terminal generations (GEN), as well
as a (REDUCE) action, which functions only as a
generic phrasal boundary marker. The model was
trained using embedding size 256, dropout 0.3,
and was able to achieve a parsing F1 score of 92.81
on the PTB, which is only marginally better than
the performance of the original architecture on the
same test set, as reported in Kuncoro et al. (2016).
We will refer to this model as the “ActionLSTM”
model in the following sections.

All three models are trained on the training-
set portion of the English Penn Treebank stan-
dardly used in the parsing literature (PTB; sec-
tions 2-21), which consists of about 950,000 to-
kens of English language news-wire text (Marcus
et al., 1993). The RNNG and Action models get
supervision from syntactic annotation–crucially,
only constituent boundaries and major syntactic
categories, with functional tags and empty cat-
egories stripped away—whereas the LSTM lan-
guage model only uses the sequences of termi-
nal words. We train the models until performance
converges on the held-out PTB development-set
data.

2.2 Psycholinguistic Assessment Paradigm
2.2.1 Surprisal
The surprisal, or negative log-conditional prob-
ability, S(xi) of a sentence’s ith word xi, tells us
how strongly xi is expected in context and is also
known to correlate with human processing diffi-
culty (Smith and Levy, 2013; Hale, 2001; Levy,
2008). For sentences out of context, surprisal is:

S(xi) =− log p(xi|x1 . . .xi−1)

We investigate a model’s knowledge of a gram-
matical dependency, which is the co-variance be-
tween an upstream licensor and a downstream li-
censee, by measuring the effect that an upstream
licensor has on the surprisal of a downstream li-
censee. The idea is that grammatical licensors
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should set up an expectation for the licensee thus
reducing its surprisal compared to minimal pairs
in which the licensor is absent. We derive the
word surprisal from the LSTM language model by
directly computing the negative log value of the
predicted conditional probability p(xi|x1 . . .xi−1)
from the softmax layer.

Following the method in Hale et al. (2018)
for estimating word surprisals from RNNG, we
use word-synchronous beam search (Stern et al.,
2017) to find a set of most likely incremental
parses and sum their forward probabilities to ap-
proximate P(x1, . . .xi) and P(x1, . . .xi−1) for com-
puting the surprisal. We set the action beam size to
100 and word beam size to 10. We ensured that the
correct incremental RNNG parses were present
on the beam immediately before and throughout
the material over which surprisal was calculated
through manual spot inspection; the correct parse
was almost always at the top of the beam.

2.2.2 Wh-Licensing Interaction
Unlike NPI, licensing, the filler—gap dependency
is the covariance between a piece of extant mate-
rial, a filler, and a piece of absent material, a gap.
Here, we employ the methodology from Wilcox
et al. (2018), which introduces the Wh-Licensing
Interaction. To compute the wh-licensing inter-
action for a sentence, Wilcox et al. (2018) con-
struct four variants, given in (1), that exhibit the
four possible combinations of fillers and gaps for
a specific syntactic position. The underscores are
for presentational purposes only and were not in-
cluded in experimental materials.
(1) a. I know that the lion devoured the gazelle at sunrise.

[-FILLER -GAP]
b. *I know what the lion devoured the gazelle at sunrise.

[+FILLER -GAP]
c. *I know that the lion devoured at sunrise. [-FILLER

+GAP]
d. I know what the lion devoured at sunrise.

[+FILLER +GAP]

If a filler sets up an expectation for a gap, then
filled syntactic positions should be more surpris-
ing in the context of a filler than in a minimally-
different, non-filler variants. We measure this ex-
pectation by calculating the difference of surprisal
between (1-b) and (1-a). Similarly, if gaps require
fillers to be licensed, transitions from transitive
verbs to adjunct clauses that skip an obligatory ar-
gument should be less surprising in the context of
a filler than in minimally-different, non-filler vari-
ants. We measure this expectation by computing
the difference in surprisal between (1-c) and (1-d).

Because the filler–gap dependency is a two-way
interaction, the wh-licensing interaction consists
of the difference of these two differences, which
is given in (2).
(2) (S(1-b)−S(1-a))− (S(1-c)−S(1-d))
For basic filler—gap dependencies, we expect the
presence of a filler to set up a global expectation
for a gap, thus we measure the summed licens-
ing interaction across the entire embedded clause,
which we expect to be significantly above zero if
the model is learning the dependency. Our exper-
imental materials include only vocabulary items
within the PTB, avoiding the need for Out of Vo-
cabulary handling. We determine statistical sig-
nificance using a mixed-effects linear regression
model, using sum-coded conditions (Baayen et al.,
2008). For within-model comparison we use sur-
prisal as the dependent variable and experimental
conditions as predictors; for between-model com-
parison, we use wh-licensing interaction as the de-
pendent variable with model type and experimen-
tal conditions as predictors. All figures depict by-
item means, with error bars representing 95% con-
fidence intervals, computed by subtracting out the
within-item means from each condition as advo-
cated by Masson and Loftus (2003). The strength
of a wh-licensing interaction can be interpreted as
either its mean size in bits, or as its mean size
normalized by its standard deviation across items.
The latter is Cohen’s d, rooted in signal-detection
theory (?); because all our experiments involve
similar number of items, it is roughly proportional
to the size of wh-interaction relative to the size of
the associated confidence interval.1

3 Negative Polarity Item Licensing

In English, Negative Polarity Items (NPIs), such
as any, ever must be in the SCOPE of a negative
LICENSOR such as no, none, or not (?Ladusaw,
1979). Crucially, the scope of a licensor is char-
acterized structurally, not in purely linear terms;
for present purposes, a sufficient approximation is
that an NPI is in the proper scope of a licensor if
it is c-commanded by it. Thus while ever in (3-b)
and (3-d) is grammatical because it is licensed by
no in the main-clause subject, ever is ungrammat-
ical in (3-c) despite the linearly preceding no, be-

1All of our experiments were pre-registered online
at http://aspredicted.org/blind.php?x={xd9cw9,
3xv2du, jd384m, cy6zp6, 2hk4gf, zt73qt, f9pk9f,
ab9f3h, yt6pi4}
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cause inside a subject-modifying relative clause is
not a valid position for an NPI licensor; we call
this a DISTRACTOR position.
(3) a. *The senator that supported the measure has ever

found any support from her constituents.
b. No senator that supported the measure has ever found

any support from her constituents.
c. *The senator that supported no measure has ever

found any support from her constituents.
d. No senator that supported no measure has ever found

any support from her constituents.

Learning of NPI licensing conditions by LSTM
language models trained on large corpora has pre-
viously been investigated by Marvin and Linzen
(2018) and Futrell et al. (2018). Futrell et al.
found that the language models of both Gulordava
et al. (2018) and Jozefowicz et al. (2016) (here-
after called ‘Large Data LSTMs’) learned a con-
tingency between licensors and NPIs: the NPIs in
examples like (3) were lower-surprisal when lin-
early preceded by negative licensors. However,
both papers reported that these models failed to
constrain the contingency along the correct struc-
tural lines: negative NPI surprisal was decreased
at least as much by a preceding negative distractor
as by a negative licensor.

Syntactic supervision might plausibly facilitate
learning of NPI licensing conditions. We tested
this following the method of Futrell et al. (2018),
constructing 27 items on the design of in (3), with
two variants: one included ever and omitting any,
and one including any and omitting ever. Figure 1,
left panel, shows the results. For the RNNG and
the ActionLSTM, negative licensors and distrac-
tors alike reduced surprisal of both NPIs (p< 0.05
for the RNNG, p < 0.001 for the ActionLSTM).
For the LSTM, negative licensors and distractors
alike reduced surprisal of ever (both p < 0.01),
but not any. This may seem surprising as any is
considerably more frequent than ever (123 vs. 727
instances in the training data), but any’s non-NPI
uses (e.g., I will eat anything fried) may compli-
cate its learning.

From Figure 1 it is also apparent that the RNNG
and ActionLSTM show signs of stronger NPI li-
censing effects from negation in the licensor po-
sition than in the distractor position, at least for
ever. To quantify this, we follow Marvin and
Linzen (2018) in computing item-mean classifica-
tion accuracies, with classification being consid-
ered correct if the NPI is assigned higher prob-
ability in context for (3-b) than for (3-c). Re-
sults are shown in Figure 1, right panel. No

Figure 1: NPI Licensing at left: Y-axis shows sur-
prisal at the NPI, x-axis indicates polarity of the c-
commanding licensor, and color indicates distractor
polarity. Licensing accuracy at right: Y-axis shows
classification accuracy, x-axis indicates the NPI tested,
and color indicates the model. Error bars represent
95% binomial confidence intervals.

model is significantly above chance for any, but
for ever the syntactically supervised models per-
form much better: The RNNG reaches 85% per-
formance, and the ActionLSTM 88%, both sig-
nificantly above chance (p < 0.001 by binomial
test for each), and are not significantly different
from each other, but both better than the LSTM
(p< 0.01 for the RNNG/LSTM; p< 0.001 for the
ActionLSTM/LSTM by Fisher’s exact test). To
our knowledge this is the first demonstration of a
language model learning the licensing conditions
for an NPI without direct supervision.

Overall, we find that syntactic supervision facil-
itates the contingency of NPIs on a negative licen-
sor in context, but is not sufficient for clean gen-
eralization of the structural conditions on NPI li-
censing with the training dataset used here.

4 Filler–Gap Dependencies

The dependency between a FILLER, which is a wh-
word such as who or what, and a GAP, which is
an empty syntactic position, is characterized by a
number of properties, some of which were tested
for large data LSTMs by Wilcox et al. (2018).
Here we investigate the effect of syntactic super-
vision on filler–gap dependency learning. Syntac-
tic annotation of the dependency itself is stripped
from the training data (Figure 2), so syntactic su-
pervision can play only an indirect facilitatory role
for the models’ neural learning mechanisms.
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Figure 2: Example of filler–gap dependency represen-
tation in the Penn Treebank. Non-local dependency
annotation indicated in bold, red font is stripped from
the training data, so that the RNNG must learn about
the filler-gap dependency purely through neural gener-
alization.

Location of Gap All Fillers ‘Who’ ‘What’
All Positions 13907 1888 660
Subject Position 6632 1510 236
Object Position 2080 12 332
Indirect Object Position 57 0 6

Table 1: Filler—Gap Dependency Statistics for the
Penn Treebank training data (used for both models).

4.1 Flexibility of Gap Position
The filler–gap dependency is flexible: a filler can
license a gap in any of a number of syntactic posi-
tions, including the argument positions of subject,
object, and indirect object, as illustrated in (4), as
well as in other positions (e.g. the adjunct position
for how in Figure 2).
(4) a. I know who introduced the accountant to the guests

after lunch.
b. I know who the CEO introduced to the guests after

lunch.
c. I know who the CEO introduced the accountant to

after lunch.

These gap positions differ in frequency, however
(Table 1): the majority (63.1%) are in some argu-
ment structure position, of which the vast major-
ity (75.6%) are subject position (mostly subject-
extracted relative clauses), 23.7% are object posi-
tion, and 0.7% are indirect object position.

Using the wh-interaction measure described in
Section 2.2, Wilcox et al. (2018) showed that
large-data LSTMs learn filler–gap dependencies
for all three argument positions, with the size
of the wh-interaction generally largest for subject
gaps and smallest for indirect-object gaps. Ta-
ble 1 suggests that this gradation may reflect fre-
quency of learning signal, with the dependency be-
ing learned more robustly the more frequent the
extraction type. We applied the same method,

adapting Wilcox et al.’s items to the smaller train-
ing dataset. The results can be seen in the upper-
left panel of Figure 3.

All three models learn the filler-gap dependency
for subject and object positions, and there is sug-
gestive but inconclusive evidence for learning in
the rare indirect object position. We see stronger
dependency learning for more frequent gap types,
as was found for large data LSTMs, and the super-
vised models show a much stronger wh-licensing
effect than the LSTM.

4.2 Syntactic Hierarchy

As with NPIs, the filler–gap dependency is subject
to a number of hierarchical, structural constraints.
The most basic of these constraints is that the filler
must be “above” the gap in the appropriate struc-
tural sense (to a first approximation, the filler must
c-command the gap, though see e.g. ? for qualifi-
cations). Hence who in (5-a) is a legitimate extrac-
tion from the relative clause, but (5-b) is ungram-
matical as the gap is in the matrix clause, above
the filler.
(5) a. The policeman who the criminal shot with his gun

shocked the jury during the trial.
b. *The policeman who the criminal shot the politician

with his gun shocked during the trial.

A model that properly generalizes this constraint
on the filler–gap dependency should not show
a wh-interaction for cases like (5-b): an undis-
charged who filler should not make the matrix-
clause gap particularly more expected. As far
as we are aware, no prior work has investigated
this property of the filler–gap dependency in lan-
guage models; we do so here. Because the con-
text in (5) does not allow for an immediate that
clause initiation for the –FILLER condition as in
(1), we instantiate this condition by contrasting the
+FILLER,+GAP condition of (5-b) with the vari-
ants in (6), where the who filler is immediately
discharged as the RC verb’s extracted subject:
(6) a. *The policeman who knows that the criminal shot

the politician with his gun shocked during the trial.
-FILLER,+GAP

b. *The policeman who the criminal shot the politi-
cian with his gun shocked the jury during the trial.
+FILLER,–GAP

c. The policeman who knows that the criminal shot
the politician with his gun shocked the jury during
the trial. -FILLER,–GAP

We created 22 items following the templates of
(5-a) (Subject condition) and (5-b) (Matrix con-
dition); results are shown in the top-right panel
of 3. The supervised models show a large
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Figure 3: Model results for the basic properties of filler–gap licensing. “N” indicates grammatical conditions in
which models should display strong wh-licensing interaction, “–” indicates ungrammatical conditions in which
models should display reduced wh-licensing interaction. The RNNG model significantly outperforms the LSTM
model in 8/13 grammatical cases; the ActionLSTM model outperforms the LSTM model in 5/13 cases; and the
RNNG outperforms the ActionLSTM model in 6/13 cases where strong licensing is expected.

wh-licensing interaction effect for a gap inside
the subject-modifying relative clause—with the
RNNG demonstrating more licensing interaction
than the ActionLSTM—and neither model inap-
propriately generalizes this licensing effect to a
matrix-clause gap. The LSTM shows no wh-
licensing effects in either position, suggesting
that syntactic supervision facilitates appropriately
generalized filler-gap dependencies for subject-
modifying relative clauses.2

4.3 Robustness to Intervening Material

For a model that learns human-like syntactic gen-
eralizations and maintains accurate phrase-like
representations throughout a string, filler–gap de-
pendencies should be robust to linearly inter-
vening material that does not change the tree-
structural relationship between the filler and the
gap. Wilcox et al. (2018) found that the large-
data RNNs described earlier exhibit a robust wh-
interaction of this type, by introducing an optional

2Results for the Larger Data LSTM models for the Hier-
archy and Unboundedness experiments presented here can be
found in the appendix.

postnominal modifier between filler and gap to
sentence templates like (7), with no modification
(7-a), short (3–5 word) modifiers (7-b), medium
(6–8 word) modifiers (7-c), and long (8–12 word)
modifiers (7-d).

(7) a. I know what your friend gave to Alex last weekend.

b. I know what your friend in the hat gave to Alex
last weekend.

c. I know what your friend who you ate lunch with yes-
terday gave to Alex last weekend.

d. I know what your friend who recently took you on a
walking tour of the city gave to Alex last weekend.

We adapted their materials for the small training
dataset and tested our three models; results are
shown in 3, bottom-left panel. The RNNG shows a
robust licensing interaction that does not diminish
with additional intervening material (all d > 1.3).
The LSTM shows smaller wh-licensing interac-
tions across the board; these are still substantial
in the No Modifier and Short Modifier conditions
(d = 0.88,d = 0.98, respectively), but are smaller
in the Medium Modifier and Long Modifier con-
ditions (d = 0.45,d = 0.37 respectively), suggest-
ing less robustness to intervening material. The
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ActionLSTM shows strong interactions in the No
Modifier condition (d = 1.02), but weak interac-
tion once any modifying material is introduced
(d < 0.4 in all other conditions). This result is sig-
nificant, as it indicates that RNNG is able to lever-
age the structural locality afforded by the neural
stack to maintain robust gap expectancy.

4.4 Unboundedness

For humans, filler–gap dependencies are not only
robust to linearly intervening material that does
not change their tree-structural relationship, they
can be STRUCTURALLY NON-LOCAL as well,
propagating through intervening syntactic struc-
tures (subject to constraints examined in Sec-
tion 5). For example, a filler can be extracted from
multiply-nested complement clauses as in (8-b):
(8) a. I know who your aunt insulted at the party.

b. I know who the chauffeur said [S the hostess believed
[S the butler reported [S her friend thinks your aunt
insulted at the party.]]]

Humans show sensitivity to a single layer of sen-
tential embedding when processing filler—gap de-
pendencies in an offline ‘complexity rating’ task
(Phillips et al., 2005). This may due to the rela-
tive frequency of single versus doubly-embedded
filler—gap dependencies. In our training data
there were 13,907 examples of filler—gap depen-
dencies, however only 758 examples that spanned
two layers of sentential embedding and 19 that
spanned three layers. There were no instances of
filler—gap dependencies spanning over more than
three sentential embeddings, as in (8-b).

The unboundedness of filler–gap dependencies
has not previously been tested for contemporary
language models. To do this, we constructed
22 test items like (8), varying embedding depth
within-item between zero, one, two, three, and
four levels, and measured the resulting licens-
ing interactions. The results are in Figure 3,
bottom-right panel. No model’s filler–gap de-
pendency is perfectly robust to clausal embed-
ding. The LSTM’s wh-licensing interaction starts
out small and diminishes with embedding depth.
The RNNG and ActionLSTM show strong wh-
licensing interaction in the unembedded condition
but no significant wh-licensing interaction after
even a single layer of embedding. Since these
experimental materials are new, we also tested
the large-data LSTMs on them, which exhibited
much larger and more robust filler–dependency ef-
fects (Appendix B). Hence the syntactic supervi-

θ

ν

ζX

δγ

β

filler

α

×
Figure 4: Anatomy of an island constraint. If node X is
an island, then a filler outside X cannot associate with
a gap inside X. For our analyses, successful learning
of an island constraint implies that we should not see a
wh-licensing interaction at the first part of the material
δ immediately following the potential gap site.

sion explored here is not sufficient to guarantee
that learned filler–gap dependencies can be struc-
turally unbounded.

5 Island Constraints

A crucial exception to the flexibility and unbound-
edness of filler–gap dependencies is that ISLAND

CONSTRAINTS prevent association of a filler and
a gap through certain types of syntactic nodes, il-
lustrated in Figure 4 (Ross, 1967). Contempo-
rary theories variously attribute island effects to
grammatical rules, incremental processing consid-
erations, or discourse-structural factors (Ambridge
and Goldberg, 2008; Hofmeister and Sag, 2010;
Sprouse and Hornstein, 2013). In our setting,
a language model is sensitive to an island con-
straint if it fails to show a wh-licensing interac-
tion between a filler and a gap that cross an is-
land. Wilcox et al. (2018) found evidence that
large-data LSTMs are sensitive to some island
constraints (although see Chowdhury and Zampar-
elli (2018) for a contrasting view), but not to oth-
ers. Here we investigate whether LSTMs would
learn these from smaller training datasets, and if an
RNNG’s syntactic supervision provides a learning
advantage for island constraints. In this section
we measure the wh-licensing interaction in the
material immediately following the potential gap
site, which is guaranteed to implicate the model’s
(lack of) expectation for a gap inside the island,
rather than throughout the entire embedded clause,
which also implicates filler-driven expectations af-
ter the end of the island.

5.1 Adjunct Islands

Adjunct clauses block the filler–gap dependency.
Wilcox et al. (2018) found evidence that large-
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data LSTMs are sensitive to adjunct islands, as ev-
idenced by attenuated and often fully eliminated
wh-licensing interactions for materials like (9-b)–
(9-c) relative to (9-a) below. (In this and the sub-
sequent subsections, the post-gap material used for
wh-interaction computation is in bold.)
(9) a. The director discovered what the robbers stole last

night. [OBJECT]
b. *The director discovered what the security guard slept

while the robbers stole last night. [ADJ-BACK]
c. *The director discovered what, while the robbers stole

last night, the security guard slept. [ADJ-FRONT]

We adapted these materials; results are in Fig-
ure 5, upper-left panel. The RNNG shows a strong
licensing interaction in the baseline main-clause
object extraction position, but no licensing inter-
action for a gap in an adjunct either at the back or
front of the main clause. Because RNNGs failed
our test for unboundedness of filler–gap depen-
dency, however (Section 4.4), this result is incon-
clusive as to whether anything corresponding to an
island constraint is learned. The LSTM and the
ActionLSTM show no sign of filler–gap depen-
dency attenuation from adjunct islands, in contrast
to previous findings using the LSTM architecture
on much larger training datasets.

5.2 Wh Islands

Embedded sentences introduced by wh- words are
also islands; hence, (10-c) is anomalous but (10-a)
and (10-b) are not.
(10)a. I know what the guide said the lion devoured yes-

terday. [NULL COMP]
b. I know what the guide said that the lion devoured

yesterday. [THAT COMP]
c. *I know what the guide said whether the lion devoured

yesterday. [WH- COMP]

Wilcox et al. (2018) found that the large-data
LSTMs learned this island constraint: the wh-
licensing interaction was eliminated or severely at-
tenuated for the WH-COMPlementizer variant but
not for the other variants. Results for our three
models are in Figure 5, top-right panel. These ma-
terials paint a slightly more optimistic picture than
the results of Section 4.4 for the RNNG’s abil-
ity to propagate a gap expectation from a filler
down one level of clausal embedding. However,
no models show an appreciable attenuation in the
WH- COMP condition that would suggest an is-
land constraint-like generalization.

5.3 Complex Noun-Phrase Islands

Extractions from within clauses dominated by a
lexical head noun are unacceptable; this is the

Complex Noun Phrase Constraint. For example,
(11-b) and (11-c) are unacceptable object extrac-
tions compared with (11-a); the same acceptability
pattern holds for subject extractions.
(11)a. I know what the collector bought last week.

[ARGUMENT extraction]
b. *I know what the collector bought the painting which

depicted last week. [WH- COMPLEX NP]
c. *I know what the collector bought the painting that

depicted last week. [THAT- COMPLEX NP]

Wilcox et al. (2018) found that large-data LSTM
behavior reflected this island constraint, with at-
tenuated wh-licensing interactions for complex
NPs like (11-b)–(11-c) and for analogous complex
NPs involving subject extractions. Our results for
adaptations of their materials are shown in Fig-
ure 5, bottom-left panel. All three models show at-
tenuated wh-licensing interactions inside complex
NPs in subject position, with the licensing interac-
tion in the grammatical ARGUMENT STRUCTURE

position greatest for the RNNG and ActionLSTM.
This may be taken as an indication of Complex NP
Constraint-like learning, but is inconclusive due to
the models’ general failure to propagate gap ex-
pectations into embedded clauses (Section 4.4).

5.4 Subject Islands
Prepositional phrases attaching to subjects are is-
lands: this is the Subject Constraint, and ac-
counts for the unacceptability of (12-d) compared
to (12-c) (Huang, 1998).
(12)a. I know what the collector bought yesterday. [OBJ

VERBAL-ARG]
b. I know what the collector bought a painting of yes-

terday. [OBJ PREP-ARG]
c. I know what sold for a high price at auction. [SUBJ

VERBAL-ARG]
d. *I know what a painting of sold for a high price at

auction. [SUBJ PREP-ARG]

Wilcox et al. (2018) found that the wh-licensing
interactions of large-data LSTMs fail to distin-
guish between subject-modifying PPs, which can-
not be extracted from, and object-modifying PPs,
which can. Our results for adaptations of their ma-
terials can be seen in Figure 5, bottom right panel.
The syntactically supervised models show a sig-
nificant decrease between the verbal argument and
prepositional argument conditions in subject posi-
tion (p< 0.001 for RNNG; p< 0.01 for ActionL-
STM), and no significant difference between the
two conditions in object position (however, note
that the licensing in object position is significantly
less than the licensing in the grammatical, Verbal
Argument Subject position, following the pattern
in 4.1). LSTMs fare worse, showing a clear wh-
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Figure 5: Model results for Syntactic Islands. “N” indicates grammatical conditions in which models should
display strong wh-licensing interaction, “–” indicates ungrammatical conditions in which models should display
reduced wh-licensing interaction.

licensing interaction for subject-modifying PPs,
which should be islands, and no wh-licensing in-
teraction for object-modifying PPs.

6 Conclusion

In this paper we have argued that structural su-
pervision provides advantages over purely string-
based training of neural language models in ac-
quiring more human-like generalizations about
non-local grammatical dependencies. We have
also demonstrated how the neural compositional-
ity of the RNNG architecture can provide even
further advantages, especially at maintaining ex-
pectations into structurally-local but linearly dis-
tant material. We compared RNNG, ActionL-
STM and LSTM models using recently developed
controlled experimental materials, and developed
additional experimental materials to further test
several characteristics of grammatical dependency
learning for neural language models (Sections 4.2,
4.4). We found advantages for syntactic super-
vision in learning conditions for Negative Polar-
ity Item licensing and a majority of tests involv-
ing filler–gap dependencies, showing particularly
strong wh-licensing effects in tree-structurally-
local contexts. On basic filler—gap dependency

properties the RNNG significantly outperformed
the LSTM in 8/13 and the ActionLSTM outper-
formed the LSTM on 5/13 cases where strong
licensing interaction was expected. While the
RNNG, and to some extent the ActionLSTM, ex-
hibited more humanlike behavior than the LSTM
for a number of Island Constraints, the tests
were inconclusive due to the models’ failure to
propagate gap expectation into embedded clauses:
island-like behavior may merely be sensitivity
to general syntactic complexity, not the highly-
specific syntactic arrangements that constitute the
family of island constructions. Thus, major-
category supervision does not provide enough in-
formation for the neural component to learn fully
robust and human-like filler—gap dependencies
from 1-million words alone. However, for some
dependencies tested (i.e. NPIs) structural supervi-
sion on 1 million words provides better outcomes
than even large-data LSTMs. Scaling the gains de-
rived from structural supervision is a challenge for
data-scarce NLP and is the basis for future work.
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Appendix
We present results for two large data LSTM mod-
els on novel experiments described in the paper.
The two models tested here are the ‘BIG LSTM
+ CNN Inputs’ from Jozefowicz et al. (2016)
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(the ‘google’ model) and the highest-performing
model presented in the supplementary materials of
Gulordava et al. (2018) (the ‘Gulordava’ model).
Both models where shown in (Wilcox et al., 2018)
to represent filler—gap dependencies and some is-
land constraints.

A Syntactic Hierarchy
We tested the two large LSTM models using our
stimuli from the syntactic hierarchy experiment
and measured the wh-licensing interaction across
the entire embedded clause. The results of this ex-
periment can be seen in Figure 6. Both models
show significant licensing interaction in the gram-
matical Subject condition (p < 0.001), and a sig-
nificant reduction in licensing interaction between
the Subject and Matrix conditions (p < 0.001 in
both models). Additionally, there is a significant
licensing interaction in the Matrix condition for
the Google model, but not so for the Gulordava
model.

B Unboundedness
We tested the two large LSTM models from
Wilcox et al. (2018) following the stimuli from
our unboundedness experiment, with two variants,
one that included gaps in Object position and one
that included gaps in indirect object or Goal posi-
tion. The results can be seen in Figure 7. For the
Google model in Object position, we find a signif-
icant reduction of wh-licensing interaction across
more than three layers of embedding (p < 0.001).
For the Gulordava model, we find a significant re-
duction in wh-licensing interaction after only one
layer of embedding (p< 0.001). In the Goal posi-
tion: For the Google model, we find a significant
reduction in licensing interaction after two layers
of embedding (p < 0.05 for 2 layers, p < 0.001
for 3-4 layers). For the Gulordava model, we find
no significant licensing interaction after one layer
of embedding. These results indicate the larger
LSTMs are able to thread gap expectation through
embedded clauses.
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where we would expect a strong wh-licensing interac-
tion, Xs where we expect low wh-licensing interaction.
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Abstract

Exact structured inference with neural net-
work scoring functions is computationally
challenging but several methods have been
proposed for approximating inference. One
approach is to perform gradient descent
with respect to the output structure di-
rectly (Belanger and McCallum, 2016). An-
other approach, proposed recently, is to train
a neural network (an “inference network”) to
perform inference (Tu and Gimpel, 2018). In
this paper, we compare these two families of
inference methods on three sequence label-
ing datasets. We choose sequence labeling
because it permits us to use exact inference
as a benchmark in terms of speed, accuracy,
and search error. Across datasets, we demon-
strate that inference networks achieve a better
speed/accuracy/search error trade-off than gra-
dient descent, while also being faster than ex-
act inference at similar accuracy levels. We
find further benefit by combining inference
networks and gradient descent, using the for-
mer to provide a warm start for the latter.1

1 Introduction

Structured prediction models commonly involve
complex inference problems for which finding ex-
act solutions is intractable (Cooper, 1990). There
are generally two ways to address this difficulty.
One is to restrict the model family to those for
which inference is feasible. For example, state-of-
the-art methods for sequence labeling use struc-
tured energies that decompose into label-pair po-
tentials and then use rich neural network archi-
tectures to define the potentials (Collobert et al.,
2011; Lample et al., 2016; Ma and Hovy, 2016,
inter alia). Exact dynamic programming algo-
rithms like the Viterbi algorithm can be used for
inference.

1Code is available at github.com/lifu-tu/
BenchmarkingApproximateInference

The second approach is to retain
computationally-intractable scoring functions
but then use approximate methods for inference.
For example, some researchers relax the struc-
tured output space from a discrete space to a
continuous one and then use gradient descent to
maximize the score function with respect to the
output (Belanger and McCallum, 2016). Another
approach is to train a neural network (an “infer-
ence network”) to output a structure in the relaxed
space that has high score under the structured
scoring function (Tu and Gimpel, 2018). This
idea was proposed as an alternative to gradient
descent in the context of structured prediction
energy networks (Belanger and McCallum, 2016).

In this paper, we empirically compare exact in-
ference, gradient descent, and inference networks
for three sequence labeling tasks. We train condi-
tional random fields (CRFs) for sequence labeling
with neural networks used to define the potentials.
We choose a scoring function that permits exact
inference via Viterbi so that we can benchmark the
approximate methods in terms of search error in
addition to speed and accuracy. We consider three
families of neural network architectures to serve
as inference networks: convolutional neural net-
works (CNNs), recurrent neural networks (RNNs),
and sequence-to-sequence models with attention
(seq2seq; Sutskever et al., 2014; Bahdanau et al.,
2015). We also use multi-task learning while train-
ing inference networks, combining the structured
scoring function with a local cross entropy loss.

Our empirical findings can be summarized as
follows. Gradient descent works reasonably well
for tasks with small label sets and primarily local
structure, like part-of-speech tagging. However,
gradient descent struggles on tasks with long-
distance dependencies, even with small label set
sizes. For tasks with large label set sizes, infer-
ence networks and Viterbi perform comparably,
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with Viterbi taking much longer. In this regime,
it is difficult for gradient descent to find a good
solution, even with many iterations.

In comparing inference network architectures,
(1) CNNs are the best choice for tasks with pri-
marily local structure, like part-of-speech tagging;
(2) RNNs can handle longer-distance dependen-
cies while still offering high decoding speeds; and
(3) seq2seq networks consistently work better than
RNNs, but are also the most computationally ex-
pensive.

We also compare search error between gradient
descent and inference networks and measure cor-
relations with input likelihood. We find that infer-
ence networks achieve lower search error on in-
stances with higher likelihood (under a pretrained
language model), while for gradient descent the
correlation between search error and likelihood is
closer to zero. This shows the impact of the use of
dataset-based learning of inference networks, i.e.,
they are more effective at amortizing inference for
more common inputs.

Finally, we experiment with two refinements of
inference networks. The first fine-tunes the infer-
ence network parameters for a single test exam-
ple to minimize the energy of its output. The sec-
ond uses an inference network to provide a warm
start for gradient descent. Both lead to reductions
in search error and higher accuracies for certain
tasks, with the warm start method leading to a bet-
ter speed/accuracy trade-off.

2 Sequence Models

For sequence labeling tasks, given an input se-
quence x = 〈x1, x2, ..., x|x|〉, we wish to output
a sequence y = 〈y1,y2, ...,y|x|〉 ∈ Y(x). Here
Y(x) is the structured output space for x. Each la-
bel yt is represented as an L-dimensional one-hot
vector where L is the number of labels.

Conditional random fields (CRFs;
Lafferty et al., 2001) form one popular class
of methods for structured prediction, especially
for sequence labeling. We define our structured
energy function to be similar to those often used
in CRFs for sequence labeling:

EΘ(x, y) =

−
(∑

t

L∑

i=1

yt,i

(
u⊤

i f(x, t)
)

+
∑

t

y⊤
t−1Wyt

)

where yt,i is the ith entry of the vector yt. In
the standard discrete-label setting, each yt is a

one-hot vector, but this energy is generalized to
be able to use both discrete labels and continu-
ous relaxations of the label space, which we will
introduce below. Also, we use f(x, t) ∈ Rd

to denote the “input feature vector” for position
t, ui ∈ Rd is a label-specific parameter vector
used for modeling the local scoring function, and
W ∈ RL×L is a parameter matrix learned to
model label transitions. For the feature vectors
we use a bidirectional long short-term memory
(BLSTM; Hochreiter and Schmidhuber, 1997), so
this forms a BLSTM-CRF (Lample et al., 2016;
Ma and Hovy, 2016).

For training, we use the standard conditional
log-likelihood objective for CRFs, using the for-
ward and backward dynamic programming algo-
rithms to compute gradients. For a given input x
at test time, prediction is done by choosing the out-
put with the lowest energy:

argmin
y∈Y(x)

EΘ(x, y)

The Viterbi algorithm can be used to solve this
problem exactly for the energy defined above.

2.1 Modeling Improvements: BLSTM-CRF+
For our experimental comparison, we consider
two CRF variants. The first is the basic model
described above, which we refer to as BLSTM-
CRF. Below we describe three additional tech-
niques that we add to the basic model. We will
refer to the CRF with these three techniques as
BLSTM-CRF+. Using these two models permits
us to assess the impact of model complexity and
performance level on the inference method com-
parison.

Word Embedding Fine-Tuning. We used pre-
trained, fixed word embeddings when using the
BLSTM-CRF model, but for the more complex
BLSTM-CRF+ model, we fine-tune the pretrained
word embeddings during training.

Character-Based Embeddings. Character-
based word embeddings provide consistent im-
provements in sequence labeling (Lample et al.,
2016; Ma and Hovy, 2016). In addition to
pretrained word embeddings, we produce a
character-based embedding for each word using
a character convolutional network like that of
Ma and Hovy (2016). The filter size is 3 charac-
ters and the character embedding dimensionality
is 30. We use max pooling over the character
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sequence in the word and the resulting embedding
is concatenated with the word embedding before
being passed to the BLSTM.

Dropout. We also add dropout during train-
ing (Hinton et al., 2012). Dropout is applied be-
fore the character embeddings are fed into the
CNNs, at the final word embedding layer before
the input to the BLSTM, and after the BLSTM.
The dropout rate is 0.5 for all experiments.

3 Gradient Descent for Inference

To use gradient descent (GD) for structured infer-
ence, researchers typically relax the output space
from a discrete, combinatorial space to a continu-
ous one and then use gradient descent to solve the
following optimization problem:

argmin
y∈YR(x)

EΘ(x, y)

where YR is the relaxed continuous output space.
For sequence labeling, YR(x) consists of length-
|x| sequences of probability distributions over out-
put labels. To obtain a discrete labeling for eval-
uation, the most probable label at each position is
returned.

There are multiple settings in which gradi-
ent descent has been used for structured in-
ference, e.g., image generation (Johnson et al.,
2016), structured prediction energy networks
(Belanger and McCallum, 2016), and machine
translation (Hoang et al., 2017). Gradient descent
has the advantage of simplicity. Standard autodif-
ferentiation toolkits can be used to compute gradi-
ents of the energy with respect to the output once
the output space has been relaxed. However, one
challenge is maintaining constraints on the vari-
ables being optimized. Therefore, we actually per-
form gradient descent in an even more relaxed out-
put space YR′(x) which consists of length-|x| se-
quences of vectors, where each vector yt ∈ RL.
When computing the energy, we use a softmax
transformation on each yt, solving the following
optimization problem with gradient descent:

argmin
y∈YR′ (x)

EΘ(x, softmax(y)) (1)

where the softmax operation above is applied in-
dependently to each vector yt in the output struc-
ture y.

4 Inference Networks

Tu and Gimpel (2018) define an inference net-
work (“infnet”) AΨ : X → YR and train it with
the goal that

AΨ(x) ≈ argmin
y∈YR(x)

EΘ(x, y)

where YR is the relaxed continuous output space
as defined in Section 3. For sequence labeling,
for example, an inference network AΨ takes a se-
quence x as input and outputs a distribution over
labels for each position in x. Below we will con-
sider three families of neural network architectures
for AΨ.

For training the inference network parameters
Ψ, Tu and Gimpel (2018) explored stabilization
and regularization terms and found that a local
cross entropy loss consistently worked well for se-
quence labeling. We use this local cross entropy
loss in this paper, so we perform learning by solv-
ing the following:

argmin
Ψ

∑

〈x,y〉
EΘ(x,AΨ(x))+λℓtoken(y,AΨ(x))

where the sum is over 〈x, y〉 pairs in the training
set. The token-level loss is defined:

ℓtoken(y,A(x)) =

|y|∑

t=1

CE(yt,A(x)t) (2)

where yt is the L-dimensional one-hot label vec-
tor at position t in y, A(x)t is the inference net-
work’s output distribution at position t, and CE
stands for cross entropy. We will give more details
on how ℓtoken is defined for different inference net-
work families below. It is also the loss used in our
non-structured baseline models.

4.1 Inference Network Architectures
We now describe options for inference network ar-
chitectures for sequence labeling. For each, we
optionally include the modeling improvements de-
scribed in Section 2.1. When doing so, we append
“+” to the setting’s name to indicate this (e.g.,
infnet+).

4.1.1 Convolutional Neural Networks
CNNs are frequently used in NLP to ex-
tract features based on symbol subsequences,
whether words or characters (Collobert et al.,
2011; Kalchbrenner et al., 2014; Kim, 2014;
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Kim et al., 2016; Zhang et al., 2015). CNNs use
filters that are applied to symbol sequences and are
typically followed by some sort of pooling opera-
tion. We apply filters over a fixed-size window
centered on the word being labeled and do not use
pooling. The feature maps fn(x, t) for (2n + 1)-
gram filters are defined:

fn(x, t) = g(Wn[vxt−n ; ...;vxt+n ] + bn)

where g is a nonlinearity, vxt is the embedding
of word xt, and Wn and bn are filter parameters.
We consider two CNN configurations: one uses
n = 0 and n = 1 and the other uses n = 0 and
n = 2. For each, we concatenate the two feature
maps and use them as input to the softmax layer
over outputs. In each case, we use H filters for
each feature map.

4.1.2 Recurrent Neural Networks
For sequence labeling, it is common to use a
BLSTM that runs over the input sequence and pro-
duces a softmax distribution over labels at each
position in the sequence. We use this “BLSTM
tagger” as our RNN inference network architec-
ture. The parameter H refers to the size of the hid-
den vectors in the forward and backward LSTMs,
so the full dimensionality passed to the softmax
layer is 2H .

4.1.3 Sequence-to-Sequence Models
Sequence-to-sequence (seq2seq; Sutskever et al.
2014) models have been successfully used for
many sequential modeling tasks. It is com-
mon to augment models with an attention mech-
anism that focuses on particular positions of
the input sequence while generating the out-
put sequence (Bahdanau et al., 2015). Since se-
quence labeling tasks have equal input and out-
put sequence lengths and a strong connection
between corresponding entries in the sequences,
Goyal et al. (2018) used fixed attention that deter-
ministically attends to the ith input when decoding
the ith output, and hence does not learn any atten-
tion parameters. It is shown as follows:

P (yt | y<t, x) = softmax(Ws[ht, st])

where st is the hidden vector at position t from
a BLSTM run over x, ht is the decoder hidden
vector at position t, and Ws is a parameter ma-
trix. The concatenation of the two hidden vectors
is used to produce the distribution over labels.

When using this inference network, we redefine
the local loss to the standard training criterion for
seq2seq models, namely the sum of the log losses
for each output conditioned on the previous out-
puts in the sequence. We always use the previ-
ous predicted label as input (as used in “scheduled
sampling,” Bengio et al., 2015) during training be-
cause it works better for our tasks. In our experi-
ments, the forward and backward encoder LSTMs
use hidden dimension H , as does the LSTM de-
coder. Thus the model becomes similar to the
BLSTM tagger except with conditioning on pre-
vious labeling decisions in a left-to-right manner.

We also experimented with the use of beam
search for both the seq2seq baseline and infer-
ence networks and did not find much differ-
ence in the results. Also, as alternatives to the
deterministic position-based attention described
above, we experimented with learned local atten-
tion (Luong et al., 2015) and global attention, but
they did not work better on our tasks.

4.2 Methods to Improve Inference Networks

To further improve the performance of an infer-
ence network for a particular test instance x, we
propose two novel approaches that leverage the
strengths of inference networks to provide effec-
tive starting points and then use instance-level
fine-tuning in two different ways.

4.2.1 Instance-Tailored Inference Networks
For each test example x, we initialize an instance-
specific inference network AΨ(x) using the
trained inference network parameters, then run
gradient descent on the following loss:

argmin
Ψ

EΘ(x,AΨ(x)) (3)

This procedure fine-tunes the inference network
parameters for a single test example to minimize
the energy of its output. For each test exam-
ple, the process is repeated, with a new instance-
specific inference network being initialized from
the trained inference network parameters.

4.2.2 Warm-Starting Gradient Descent with
Inference Networks

Given a test example x, we initialize y ∈ YR′(x)
using the inference network and then use gradient
descent by solving Eq. 1 described in Section 3 to
update y. However, the inference network output
is in YR(x) while gradient descent works with the

3316



more relaxed space YR′(x). So we simply use the
logits from the inference network, which are the
score vectors before the softmax operations.

5 Experimental Setup

We perform experiments on three tasks: Twit-
ter part-of-speech tagging (POS), named entity
recognition (NER), and CCG supersense tagging
(CCG).

5.1 Datasets

POS. We use the annotated data from
Gimpel et al. (2011) and Owoputi et al. (2013)
which contains 25 POS tags. For training, we
combine the 1000-tweet OCT27TRAIN set and
the 327-tweet OCT27DEV set. For validation,
we use the 500-tweet OCT27TEST set and for
testing we use the 547-tweet DAILY547 test
set. We use the 100-dimensional skip-gram
embeddings from Tu et al. (2017) which were
trained on a dataset of 56 million English tweets
using word2vec (Mikolov et al., 2013). The
evaluation metric is tagging accuracy.

NER. We use the CoNLL 2003 English data
(Tjong Kim Sang and De Meulder, 2003). There
are four entity types: PER, LOC, ORG, and MISC.
There is a strong local dependency between neigh-
boring labels because this is a labeled segmenta-
tion task. We use the BIOES tagging scheme, so
there are 17 labels. We use 100-dimensional pre-
trained GloVe (Pennington et al., 2014) embed-
dings. The task is evaluated with micro-averaged
F1 score using the conlleval script.

CCG. We use the standard splits from CCG-
bank (Hockenmaier and Steedman, 2002). We
only keep sentences with length less than 50 in
the original training data when training the CRF.
The training data contains 1,284 unique labels, but
because the label distribution has a long tail, we
use only the 400 most frequent labels, replacing
the others by a special tag ∗. The percentages of
∗ in train/development/test are 0.25/0.23/0.23%.
When the gold standard tag is ∗, the prediction is
always evaluated as incorrect. We use the same
GloVe embeddings as in NER. Because of the
compositional nature of supertags, this task has
more non-local dependencies. The task is evalu-
ated with per-token accuracy.

5.2 Training and Tuning

For the optimization problems mentioned below,
we use stochastic gradient descent with momen-
tum as the optimizer. Full details of hyperparame-
ter tuning are in the appendix.

Local Baselines. We consider local (non-
structured) baselines that use the same architec-
tures as the inference networks but train using
only the local loss ℓtoken.

Structured Baselines. We train the BLSTM-
CRF and BLSTM-CRF+ models with the standard
conditional log-likelihood objective. We tune hy-
perparameters on the development sets.

Gradient Descent for Inference. We use gra-
dient descent for structured inference by solving
Eq. 1. We randomly initialize y ∈ YR′(x) and,
for N iterations, we compute the gradient of the
energy with respect to y, then update y using gra-
dient descent with momentum, which we found to
generally work better than constant step size. We
tune N and the learning rate via instance-specific
oracle tuning, i.e., we choose them separately for
each input to maximize performance (accuracy or
F1 score) on that input. Even with this oracle tun-
ing, we find that gradient descent struggles to com-
pete with the other methods.

Inference Networks. To train the inference net-
works, we first train the BLSTM-CRF or BLSTM-
CRF+ model with the standard conditional log-
likelihood objective. The hidden sizes H are tuned
in that step. We then fix the energy function and
train the inference network AΨ using the com-
bined loss from Section 4.

For instance-tailored inference networks and
when using inference networks as a warm start for
gradient descent, we tune the number of epochs N
and the learning rate on the development set, and
report the performance on the test set, using the
same values of N and the learning rate for all test
examples.

6 BLSTM-CRF Results

This first section of results uses the simpler
BLSTM-CRF modeling configuration. In Sec-
tion 7 below we present results with the stronger
BLSTM-CRF+ configuration and also apply the
same modeling improvements to the baselines and
inference networks.
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Twitter POS Tagging NER CCG Supertagging
CNN BLSTM seq2seq CNN BLSTM seq2seq CNN BLSTM seq2seq

local baseline 89.6 88.0 88.9 79.9 85.0 85.3 90.6 92.2 92.7
infnet 89.9 89.5 89.7 82.2 85.4 86.1 91.3 92.8 92.9
gradient descent 89.1 84.4 89.0
Viterbi 89.2 87.2 92.4

Table 1: Test results for all tasks. Inference networks, gradient descent, and Viterbi are all optimizing the BLSTM-
CRF energy. Best result per task is in bold.

Table 1 shows test results for all tasks and ar-
chitectures. The inference networks use the same
architectures as the corresponding local baselines,
but their parameters are trained with both the local
loss and the BLSTM-CRF energy, leading to con-
sistent improvements. CNN inference networks
work well for POS, but struggle on NER and CCG
compared to other architectures. BLSTMs work
well, but are outperformed slightly by seq2seq
models across all three tasks. Using the Viterbi
algorithm for exact inference yields the best per-
formance for NER but is not best for the other two
tasks.

It may be surprising that an inference network
trained to mimic Viterbi would outperform Viterbi
in terms of accuracy, which we find for the CNN
for POS tagging and the seq2seq inference net-
work for CCG. We suspect this occurs for two
reasons. One is due to the addition of the lo-
cal loss in the inference network objective; the
inference networks may be benefiting from this
multi-task training. Edunov et al. (2018) similarly
found benefit from a combination of token-level
and sequence-level losses. The other potential rea-
son is beneficial inductive bias with the inference
network architecture. For POS tagging, the CNN
architecture is clearly well-suited to this task given
the strong performance of the local CNN baseline.
Nonetheless, the CNN inference network is able to
improve upon both the CNN baseline and Viterbi.

Hidden Sizes. For the test results in Table 1, we
did limited tuning of H for the inference networks
based on the development sets. Figure 1 shows
the impact of H on performance. Across H val-
ues, the inference networks outperform the base-
lines. For NER and CCG, seq2seq outperforms
the BLSTM which in turn outperforms the CNN.

Tasks and Window Sizes. Table 2 shows that
CNNs with smaller windows are better for POS,
while larger windows are better for NER and
CCG. This suggests that POS has more local de-
pendencies among labels than NER and CCG.
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Figure 1: Development results for inference networks
with different architectures and hidden sizes (H).

{1,3}-gram {1,5}-gram

POS local baseline 89.2 88.7
infnet 89.6 89.0

NER local baseline 84.6 85.4
infnet 86.7 86.8

CCG local baseline 89.5 90.4
infnet 90.3 91.4

Table 2: Development results for CNNs with two filter
sets (H = 100).

6.1 Speed Comparison

Asymptotically, Viterbi takes O(nL2) time, where
n is the sequence length. The BLSTM and our
deterministic-attention seq2seq models have time
complexity O(nL). CNNs also have complex-
ity O(nL) but are more easily parallelizable. Ta-
ble 3 shows test-time inference speeds for infer-
ence networks, gradient descent, and Viterbi for
the BLSTM-CRF model. We use GPUs and a
minibatch size of 10 for all methods. CNNs are
1-2 orders of magnitude faster than the others.
BLSTMs work almost as well as seq2seq models
and are 2-4 times faster in our experiments. Viterbi
is actually faster than seq2seq when L is small,
but for CCG, which has L = 400, it is 4-5 times
slower. Gradient descent is slower than the others
because it generally needs many iterations (20-50)
for competitive performance.
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CNN BLSTM seq2seq Viterbi GD
POS 12500 1250 357 500 20
NER 10000 1000 294 360 23
CCG 6666 1923 1000 232 16

Table 3: Speed comparison of inference networks
across tasks and architectures (examples/sec).

6.2 Search Error

We can view inference networks as approximate
search algorithms and assess characteristics that
affect search error. To do so, we train two LSTM
language models (one on word sequences and one
on gold label sequences) on the Twitter POS data.
We also compute the difference in the BLSTM-
CRF energies between the inference network out-
put yinf and the Viterbi output yvit as the search
error: EΘ(x, yinf ) − EΘ(x, yvit). We compute
the same search error for gradient descent.

For the BLSTM inference network, Spearman’s
ρ between the word sequence perplexity and
search error is 0.282; for the label sequence per-
plexity, it is 0.195. For gradient descent infer-
ence, Spearman’s ρ between the word sequence
perplexity and search error is 0.122; for the la-
bel sequence perplexity, it is 0.064. These positive
correlations mean that for frequent sequences, in-
ference networks and gradient descent exhibit less
search error. We also note that the correlations are
higher for the inference network than for gradi-
ent descent, showing the impact of amortization
during learning of the inference network parame-
ters. That is, since we are learning to do inference
from a dataset, we would expect search error to be
smaller for more frequent sequences, and we do
indeed see this correlation.

7 BLSTM-CRF+ Results

We now compare inference methods when using
the improved modeling techniques described in
Section 2.1 (i.e., the setting we called BLSTM-
CRF+). We use these improved techniques for
all models, including the CRF, the local base-
lines, gradient descent, and the inference net-
works. When training inference networks, both
the inference network architectures and the struc-
tured energies use the techniques from Section 2.1.
So, when referring to inference networks in this
section, we use the name infnet+.

The results are shown in Table 4. With a more
powerful local architecture, structured prediction
is less helpful overall, but inference networks still

POS NER CCG
local baseline 91.3 90.5 94.1
infnet+ 91.3 90.8 94.2
gradient descent 90.8 89.8 90.4
Viterbi 90.9 91.6 94.3

Table 4: Test results with BLSTM-CRF+. For local
baseline and inference network architectures, we use
CNN for POS, seq2seq for NER, and BLSTM for CCG.

F1
local baseline (BLSTM) 90.3
infnet+ (1-layer BLSTM) 90.7
infnet+ (2-layer BLSTM) 91.1
Viterbi 91.6

Table 5: NER test results (for BLSTM-CRF+) with
more layers in the BLSTM inference network.

improve over the local baselines on 2 of 3 tasks.

POS. As in the BLSTM-CRF setting, the local
CNN baseline and the CNN inference network
outperform Viterbi. This is likely because the
CRFs use BLSTMs as feature networks, but our
results show that CNN baselines are consistently
better than BLSTM baselines on this task. As in
the BLSTM-CRF setting, gradient descent works
quite well on this task, comparable to Viterbi,
though it is still much slower.

NER. We see slightly higher BLSTM-CRF+
results than several previous state-of-the-art
results (cf. 90.94; Lample et al., 2016 and
91.37; Ma and Hovy, 2016). The stronger
BLSTM-CRF+ configuration also helps the infer-
ence networks, improving performance from 90.5
to 90.8 for the seq2seq architecture over the local
baseline. Though gradient descent reached high
accuracies for POS tagging, it does not perform
well on NER, possibly due to the greater amount
of non-local information in the task.

While we see strong performance with infnet+,
it still lags behind Viterbi in F1. We consider addi-
tional experiments in which we increase the num-
ber of layers in the inference networks. We use
a 2-layer BLSTM as the inference network and
also use weight annealing of the local loss hyper-
parameter λ, setting it to λ = e−0.01t where t is
the epoch number. Without this annealing, the
2-layer inference network was difficult to train.
The weight annealing was helpful for encourag-
ing the inference network to focus more on the
non-local information in the energy function rather
than the token-level loss. As shown in Table 5,
these changes yield an improvement of 0.4 in F1.
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Twitter POS Tagging NER CCG Supertagging
N Acc. (↑) Energy (↓) F1 (↑) Energy (↓) Acc. (↑) Energy (↓)

gold standard 100 -159.65 100 -230.63 100 -480.07
BLSTM-CRF+/Viterbi 90.9 -163.20 91.6 -231.53 94.3 -483.09

10 89.2 -161.69 81.9 -227.92 65.1 -412.81
20 90.8 -163.06 89.1 -231.17 74.6 -414.81
30 90.8 -163.02 89.6 -231.30 83.0 -447.64

gradient descent 40 90.7 -163.03 89.8 -231.34 88.6 -471.52
50 90.8 -163.04 89.8 -231.35 90.0 -476.56
100 - - - - 90.1 -476.98
500 - - - - 90.1 -476.99
1000 - - - - 90.1 -476.99

infnet+ 91.3 -162.07 90.8 -231.19 94.2 -481.32
discretized output from infnet+ 91.3 -160.87 90.8 -231.34 94.2 -481.95

3 91.0 -162.59 91.3 -231.32 94.3 -481.91
instance-tailored infnet+ 5 90.9 -162.81 91.2 -231.37 94.3 -482.23

10 91.3 -162.85 91.5 -231.39 94.3 -482.56

infnet+ as warm start for 3 91.4 -163.06 91.4 -231.42 94.4 -482.62

gradient descent 5 91.2 -163.12 91.4 -231.45 94.4 -482.64
10 91.2 -163.15 91.5 -231.46 94.4 -482.78

Table 6: Test set results of approximate inference methods for three tasks, showing performance metrics (accuracy
and F1) as well as average energy of the output of each method. The inference network architectures in the above
experiments are: CNN for POS, seq2seq for NER, and BLSTM for CCG. N is the number of epochs for GD
inference or instance-tailored fine-tuning.

CCG. Our BLSTM-CRF+ reaches an accuracy
of 94.3%, which is comparable to several recent
results (93.53, Xu et al., 2016; 94.3, Lewis et al.,
2016; and 94.50, Vaswani et al., 2016). The lo-
cal baseline, the BLSTM inference network, and
Viterbi are all extremely close in accuracy. Gradi-
ent descent struggles here, likely due to the large
number of candidate output labels.

7.1 Speed, Accuracy, and Search Error

Table 6 compares inference methods in terms of
both accuracy and energies reached during infer-
ence. For each number N of gradient descent it-
erations in the table, we tune the learning rate per-
sentence and report the average accuracy/F1 with
that fixed number of iterations. We also report the
average energy reached. For inference networks,
we report energies both for the output directly and
when we discretize the output (i.e., choose the
most probable label at each position).

Gradient Descent Across Tasks. The number
of gradient descent iterations required for compet-
itive performance varies by task. For POS, 20 iter-
ations are sufficient to reach accuracy and energy
close to Viterbi. For NER, roughly 40 iterations
are needed for gradient descent to reach its high-
est F1 score, and for its energy to become very
close to that of the Viterbi outputs. However, its
F1 score is much lower than Viterbi. For CCG,
gradient descent requires far more iterations, pre-

sumably due to the larger number of labels in
the task. Even with 1000 iterations, the accuracy
is 4% lower than Viterbi and the inference net-
works. Unlike POS and NER, the inference net-
work reaches much lower energies than gradient
descent on CCG, suggesting that the inference net-
work may not suffer from the same challenges of
searching high-dimensional label spaces as those
faced by gradient descent.

Inference Networks Across Tasks. For POS,
the inference network does not have lower energy
than gradient descent with ≥ 20 iterations, but it
does have higher accuracy. This may be due in
part to our use of multi-task learning for inference
networks. The discretization of the inference net-
work outputs increases the energy on average for
this task, whereas it decreases the energy for the
other two tasks. For NER, the inference network
reaches a similar energy as gradient descent, es-
pecially when discretizing the output, but is con-
siderably better in F1. The CCG tasks shows the
largest difference between gradient descent and
the inference network, as the latter is much better
in both accuracy and energy.

Instance Tailoring and Warm Starting.
Across tasks, instance tailoring and warm start-
ing lead to lower energies than infnet+. The
improvements in energy are sometimes joined
by improvements in accuracy, notably for NER
where the gains range from 0.4 to 0.7 in F1.
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Figure 2: CCG test results for inference methods (GD
= gradient descent). The x-axis is the total inference
time for the test set. The numbers on the GD curve are
the number of gradient descent iterations.

Warm starting gradient descent yields the lowest
energies (other than Viterbi), showing promise
for the use of gradient descent as a local search
method starting from inference network output.

Wall Clock Time Comparison. Figure 2 shows
the speed/accuracy trade-off for the inference
methods, using wall clock time for test set infer-
ence as the speed metric. On this task, Viterbi
is time-consuming because of the larger label set
size. The inference network has comparable accu-
racy to Viterbi but is much faster. Gradient descent
needs much more time to get close to the others
but plateaus before actually reaching similar accu-
racy. Instance-tailoring and warm starting reside
between infnet+ and Viterbi, with warm starting
being significantly faster because it does not re-
quire updating inference network parameters.

8 Related Work

The most closely related prior work is that of
Tu and Gimpel (2018), who experimented with
RNN inference networks for sequence labeling.
We compared three architectural families, showed
the relationship between optimal architectures and
downstream tasks, compared inference networks
to gradient descent, and proposed novel variations.

We focused in this paper on sequence label-
ing, in which CRFs with neural network po-
tentials have emerged as a state-of-the-art ap-
proach (Lample et al., 2016; Ma and Hovy, 2016;
Strubell et al., 2017; Yang et al., 2018). Our re-
sults suggest that inference networks can provide
a feasible way to speed up test-time inference over
Viterbi without much loss in performance. The
benefits of inference networks may be coming in
part from multi-task training; Edunov et al. (2018)
similarly found benefit from combining token-

level and sequence-level losses.
We focused on structured prediction in this pa-

per, but inference networks are useful in other set-
tings as well. For example, it is common to use
a particular type of inference network to approx-
imate posterior inference in neural approaches
to latent-variable probabilistic modeling, such
as variational autoencoders (Kingma and Welling,
2013) and, more closely related to this paper, vari-
ational sequential labelers (Chen et al., 2018). In
such settings, Kim et al. (2018) have found benefit
with instance-specific updating of inference net-
work parameters, which is related to our instance-
level fine-tuning. There are also connections be-
tween structured inference networks and amor-
tized structured inference (Srikumar et al., 2012)
as well as methods for neural knowledge distilla-
tion and model compression (Hinton et al., 2015;
Ba and Caruana, 2014; Kim and Rush, 2016).

Gradient descent is used for inference in sev-
eral settings, e.g., structured prediction energy
networks (Belanger and McCallum, 2016), image
generation applications (Mordvintsev et al., 2015;
Gatys et al., 2015), finding adversarial examples
(Goodfellow et al., 2015), learning paragraph em-
beddings (Le and Mikolov, 2014), and machine
translation (Hoang et al., 2017). Gradient descent
has started to be replaced by inference networks
in some of these settings, such as image transfor-
mation (Johnson et al., 2016; Li and Wand, 2016).
Our results provide more evidence that gradient
descent can be replaced by inference networks or
improved through combination with them.

9 Conclusion

We compared several methods for approximate
inference in neural structured prediction, find-
ing that inference networks achieve a better
speed/accuracy/search error trade-off than gradi-
ent descent. We also proposed instance-level in-
ference network fine-tuning and using inference
networks to initialize gradient descent, finding fur-
ther reductions in search error and improvements
in performance metrics for certain tasks.
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A Appendix

Local Baselines. We consider local (non-
structured) baselines that use the same architec-
tures as the inference networks but train using
only the local loss ℓtoken. We tune the learning rate
({5, 1, 0.5, 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005}).
We train on the training set, use the development
sets for tuning and early stopping, and report
results on the test sets.

Structured Baselines. We train the BLSTM-
CRF and BLSTM-CRF+ models with the stan-
dard conditional log-likelihood objective. We tune
hyperparameters on the development sets. The
tuned BLSTM hidden size H for BLSTM-CRF is
100 for POS/NER and 512 for CCG; for BLSTM-
CRF+ the tuned hidden size is 100 for POS, 200
for NER, and 400 for CCG.

Gradient Descent for Inference. For the num-
ber of epochs N , we consider values in the
set {5, 10, 20, 30, 40, 50, 100, 500, 1000}. For
each N , we tune the learning rate over the
set {1e4, 5e3, 1e3, 500, 100, 50, 10, 5, 1}). These
learning rates may appear extremely large when
we are accustomed to choosing rates for empiri-
cal risk minimization, but we generally found that
the most effective learning rates for structured in-
ference are orders of magnitude larger than those
effective for learning. To provide as strong perfor-
mance as possible for the gradient descent method,
we tune N and the learning rate via oracle tuning,
i.e., we choose them separately for each input to

maximize performance (accuracy or F1 score) on
that input.

Inference Networks. To train the inference
networks, we first train the BLSTM-CRF or
BLSTM-CRF+ model with the standard con-
ditional log-likelihood objective. The hidden
sizes H are tuned in that step. We then fix
the energy function and train the inference
network AΨ using the combined loss from
Section 4. We tune the learning rate over the set
{5, 1, 0.5, 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005}
for the inference network and the local loss weight
λ over the set {0.2, 0.5, 1, 2, 5}. We use early
stopping on the development sets and report the
results on the test sets using the trained inference
networks.
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Abstract

Recent research has demonstrated that goal-
oriented dialogue agents trained on large
datasets can achieve striking performance
when interacting with human users. In real
world applications, however, it is important to
ensure that the agent performs smoothly in-
teracting with not only regular users but also
those malicious ones who would attack the
system through interactions in order to achieve
goals for their own advantage. In this paper,
we develop algorithms to evaluate the robust-
ness of a dialogue agent by carefully designed
attacks using adversarial agents. Those attacks
are performed in both black-box and white-
box settings. Furthermore, we demonstrate
that adversarial training using our attacks can
significantly improve the robustness of a goal-
oriented dialogue system. On a case-study of
the negotiation agent developed by (Lewis et
al., 2017), our attacks reduced the average ad-
vantage of rewards between the attacker and
the trained RL-based agent from 2.68 to−5.76
on a scale from −10 to 10 for randomized
goals. Moreover, with the proposed adversar-
ial training, we are able to improve the robust-
ness of negotiation agents by 1.5 points on av-
erage against all our attacks.

1 Introduction

Crafting an intelligent agent to communicate in
the dialogue system using natural languages has
been a long-standing problem in AI. It requires
designing an agent to understand, plan and gen-
erate natural language to achieve different goals
such as question-answering, cooperation, negotia-
tion etc (Vinyals and Le, 2015; Li et al., 2017; Ser-
ban et al., 2016; Dhingra et al., 2016; Serban et al.,
2016). Inspired by recent successes in deep neural
networks, (Lewis et al., 2017) has recently devel-
oped an end-to-end learning framework to train a
recurrent neural network (RNN)-based negotiation

agent in goal-oriented dialogue systems. This NN-
based technique has been identified as one of the
state-of-the-arts and has been applied to several
other tasks (Bahdanau et al., 2014; Luong et al.,
2015; Rush et al., 2015; Chan et al., 2016).

Although NN-based dialogue agents have
shown convincing performance on several tasks,
it is not clear whether they also work well when
facing malicious users or agents. To answer this
question, we study how to evaluate the robustness
of a goal-oriented dialogue system. For simplicity,
we consider a goal-oriented agent A that aims to
maximize some score, and define the “robustness”
ofA as the worst-case performance under any fea-
sible agent A′. We also call A′ an adversarial
agent that tries to “attack”A since it aims to mini-
mize A’s score. The problem of evaluating the ro-
bustness of A can then be solved by designing an
adversarial agent to attack A. For instance, con-
sidering a negotiation agent that can decide when
to make a deal, we say the agent is not robust if an
adversarial agent can fool the target agent to make
a deal with significant lower scores. Ideally, be-
fore deploying an agent into real systems, we need
to ensure it performs smoothly under strong adver-
sarial attacks.

The concept of adversarial agent is related to
recent studies on adversarial examples for im-
age classifiers—it has been shown that a care-
fully designed small perturbation can easily make
neural networks mis-classify (Goodfellow et al.,
2014; Szegedy et al., 2013; Moosavi Dezfooli
et al., 2016; Carlini and Wagner, 2017; Cheng
et al., 2019), and several recent works has ex-
tended these attacks to natural language process-
ing models such as sentiment analysis (Gao et al.,
2018; Yang et al., 2018) and machine transla-
tion (Ebrahimi et al., 2018; Cheng et al., 2018).
However, all of the previous work consider at-
tacking a static model, where except input im-
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age/sentence there is no interaction between the
attacker and the target model. Instead, we inves-
tigate a much more challenging problem, where
there can be many turns of interactions between
adversarial and target agents. This leads to sev-
eral difficulties including 1) How to lead the target
agent to a bad state and 2) how to force the target
agent to make a wrong decision. Therefore, previ-
ous methods for attacking static models cannot be
directly applied.

In this paper, we tackle the aforementioned
challenges by proposing several novel ways to de-
sign an adversarial agent to evaluate the robustness
of goal-oriented dialogue systems. We highlight
our major contributions as follows:

• We propose a framework to generate adver-
sarial agents in both black-box and white-box
settings. To the best of our knowledge, this is
the first work on crafting adversarial agents
instead of adversarial examples in an interac-
tive dialogue system.

• We conduct a series of studies on the negoti-
ation agent proposed in (Lewis et al., 2017).
We demonstrate that the proposed strategies
can successfully attack existing negotiation
agents to significantly reduce their average
score. For instance, our attacks can reduce
the average advantage of the RL-based nego-
tiation agent from 2.68 to −5.76 on random
problems with the total value of 10.

• We also show that through the proposed it-
erative adversarial training procedure, we
could significantly improve the robustness of
a goal-oriented agent against various attacks.

2 Related work

2.1 Goal-oriented dialogue agent

Goal-oriented dialogue systems aim at building a
conversation model that is capable of accomplish-
ing tasks through the interactions with human us-
ing natural language (Li et al., 2017; Eric and
Manning, 2017; Wen et al., 2016; Wei et al., 2018;
Bordes et al., 2016). Traditional approaches to
learn a goal-oriented intelligent agent relies heav-
ily on dialogue states annotated in the training data
(Wen et al., 2016; Henderson et al., 2014). The
use of state annotations allows a cleaner separa-
tion of the reasoning and natural language aspects

of dialogues. However, it is very expensive to an-
notate every state in a large amount of training
data. (Bordes et al., 2016) explores end-to-end
goal orientated dialogue with a supervised model.
And (He et al., 2017) uses task-specific rules to
combine the task input and dialogue history into
a more structured state representation. Recently,
reinforcement learning has been widely used in
dialogue systems to increase the agent versatil-
ity (Mordatch and Abbeel, 2017) and improve the
agent’s performance in goal-oriented tasks such as
cooperative bot-bot dialogues (Das et al., 2017)
and negotiation tasks (Lewis et al., 2017).

2.2 Adversarial examples in NLP
applications

Algorithms have been proposed to craft adversar-
ial sentences in NLP applications. (Papernot et al.,
2016) uses Fast Gradient Sign method to gen-
erate adversarial example on RNN/LSTM based
model. (Li et al., 2016) learns the importance
of words by deleting them in sentiment analysis
task and then use reinforcement learning to lo-
cate such words. (Samanta and Mehta, 2017) and
(Liang et al., 2017) generate adversarial sequences
by inserting or replacing existing words with ty-
pos and synonyms. (Gao et al., 2018) aims to
attack sentiment classification models in a black-
box setting. It develops some scoring functions
to find the most important words to modify. (Jia
and Liang, 2017) aims to fool the SQuAD read-
ing comprehension system by adding crafted sen-
tences. (Yang et al., 2018) proposes a greedy algo-
rithm to swap the word/character and uses a Gum-
bel softmax function to reduce the computation.
(Ebrahimi et al., 2018) aims to generate adver-
sarial examples on character CNN model in ma-
chine translation problem by using Jacobian ma-
trix to determine which word/character should be
replaced or deleted. (Zhao et al., 2017) generated
natural adversarial example using Generative Ad-
versarial Networks (GANs). (Cheng et al., 2018)
proposed a framework to conduct non-overlapping
and targeted keyword attack on seq2seq model.

All the above-mentioned work focus on the
static setting, i.e., the input does not depend on
the model’s output. However, in our work, one
agent’s input depends on the other agent’s output,
which makes the input undecidable in the begin-
ning. Therefore, an adversarial sentence or exam-
ple is not enough to conduct attack in dialogue sys-
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tems. Instead, for the first time, we propose novel
ways to construct a adversarial agent, which can
bait the target agent to step to a wrong state and
make a bad decision.

2.3 Defense against adversarial examples

Many defense algorithms have been proposed re-
cently to enhance the robustness of classification
models. Among them, adversarial training (Madry
et al., 2018; Goodfellow et al., 2014) has become
one of the most successful methods, which uses
both clean and adversarial examples to train a ro-
bust model. (Wong and Kolter, 2018) proposed
another kind of adversarial training to improve
the verification lower bound of neural networks;
(Liu and Hsieh, 2019) combines the idea of gen-
erative adversarial network (GAN) and adversarial
training to further boost the robustness on test im-
ages. Another promising way to enhance robust-
ness is by adding randomness to the model. (Liu
et al., 2018) shows adding randomness to both in-
put and intermediate layers of neural networks can
improve robustness; (Liu et al., 2019; Ye and Zhu,
2018) show that combining Bayesian neural net-
work (with randomized weights) and adversarial
training can achieve state-of-the-art adversarial er-
ror under attacks. However, all the existing de-
fense methods only work for static models (usu-
ally for classification tasks). In this paper, we pro-
pose an adversarial training algorithm for an agent
using RL with an “adversarial agent”. This is to
our knowledge the first algorithm for improving
the robustness of an agent.

3 Competitive Negotiation Dialogues

We use the negotiation agent developed in (Lewis
et al., 2017) as the running example in this paper.
Note that our algorithm can be generalized to other
goal-oriented dialogue systems by designing a dif-
ferent scoring function according to the task.

In a competitive negotiation dialogue setting,
two agents are negotiating with each other over a
set of items. We adopt the same setting as (Lewis
et al., 2017), in which case items can be catego-
rized into either a ball, a hat or a book. Each agent
is given the goal of the conversation (denoted by
g), which contains the initial values and the quan-
tities of each of the three items. Agents then ne-
gotiate to maximize the total value of their pos-
sessed items. Agents are allowed to negotiate up
to a maximum of 10 turns. Scores will be granted

Input
Human 3xbook value 2 3xhat value 1 1xball value 1
Agent 3xbook value 1 3xhat value 2 1xball value 1
Human I’d like the books and the hats.
Agent I will take the books and hats.
Human I need the books and at least one other object.
Agent Ok, you can have one book and one ball
Human If I can have all books, I can leave you the rest.
Agent Deal
Human 〈selection〉
Output Reward
Human 3xhat 1xball 7/10
Agent 3xbook 6/10

Table 1: Competitive negotiation dialogue generated
between agent and human.

to agents based on the total value of the items if
they reach an agreement. If they choose not to
agree, 0 score will be granted to both agents. A
competitive negotiation dialogue example played
by human and agent could be found in Table 1.

We assess the robustness of a trained end-to-
end negotiation agent used in (Lewis et al., 2017).
In the negotiation chatbot setting, agents first chat
using natural language and then make a selection
based on what they have chatted with. We refer to
the first phase as negotiation phase and the sec-
ond phase as decision phase.

In the negotiation phase, conversation response
at time t, xt is generated word by word based on
chat history x0..t−1 and the goal of the conversa-
tion g. The conversation model is controlled by a
speaking module θ and tokens are randomly sam-
pled from probability distribution pθ. This process
continues recursively until an end-of-sentence to-
ken 〈EOS〉 or selection token 〈selection〉 token
is generated. When 〈EOS〉 is encountered, the
turn terminates and the conversation is handled to
another agent. When 〈selection〉 is encountered,
the negotiation phase terminates and the negotia-
tion will reach the decision phase.

xt ∼ pθ(xt|x0...t−1, g) (1)

In the decision phase, both agents will output a
decision o based on a decision module probability
distribution p′θ. Agents’ decisions will be based on
conversation history x0...T up to the current time
step T and the goal of the conversation g. Here
O is a set of all legitimate selections, which is de-
fined to be a space of where each selection must
be greater or equal than 0 and the sum of selec-
tions for the same item must be equal to its orig-
inal quantity. Since we only have a few items, it
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is possible to enumerate all the possibilities to get
the set O.

o∗ = arg max
o∈O

∏

i

p′θ(oi|x0...T , g) (2)

Agents will then collect rewards (i.e. scores)
from the environment (which will be 0 if they
output conflicted decisions, e.g. the total num-
ber of items are different from the initial amount).
It is important to keep the agent producing sen-
tences that are correct both grammatically and se-
mantically and keeping them competitive at the
same time. Therefore, a common strategy is to
train agents using supervised learning to learn nat-
ural language and to use reinforcement learning
to optimize models’ performance using on goal-
oriented learning. We measure two statistics score
and agreement. score is the average score for
each agent (0-10). agreement is the percentage
of dialogues where both agents agreed on the same
decision. To measure the extent of success of our
adversarial agent, we use advantage which is easy
to compute directly from adversarial agent score
minus target agent score, i.e. Sadv − Sori.

4 Proposed Black-box Attack Algorithms

We first build our adversarial agent in black-box
setting. Black-box setting in goal-oriented dia-
logue system is defined where the target agent is
unknown to the attacker, but it is possible to make
queries to obtain the final decision made by the
target agent. To be noted, our aim is to test the ro-
bustness of the target agent. Therefore, in the de-
cision phase we let adversarial agent chooses the
complementary of target agent’s choice, so those
two agents will always reach agreement. The ad-
versarial agent thus only has the speaking module
and there is no decision network needed. In this
section we proposed two adversarial agents in the
black-box setting.

4.1 Reinforcement learning attack
Inspired by the procedure of goal-based reinforce-
ment learning, we modified the reward function of
our adversarial agent with the advantage instead of
the score he got:

radv = Sadv − Sori (3)

where Sadv and Sori are adversarial agent score
and target agent score respectively. After a com-
plete dialogue has been generated, we update ad-

versarial agent’s parameters based on the outcome
of the negotiation.

To learn the adversarial agent’s speaking net-
work by reinforcement learning, we denote the
subset of tokens generated by the adversarial agent
as Xadv. In the completed dialogue, γ is the dis-
count factor that rewards actions at the end of the
dialogue more strongly, and µ is a running average
of completed dialogue rewards so far. We define
the future reward R for an action xt ∈ Xadv as
follows:

R(xt) =
∑

xt∈Xadv

γT−t(radv − µ). (4)

Then by a standard policy gradient algorithm, we
could train our adversarial agent. Note that this
attack doesn’t require the knowledge on the target
agent’s structure/weights, and the experimental re-
sults demonstrate significant attack performance
over regular agents.

4.2 Transfer attack

Transfer attack is a popular idea for attacking
black-box models (Papernot et al., 2017). In dia-
logue systems, we can also consider the following
transfer process: a sentence that leads to low radv

in one dialogue might also lead to similar results in
another dialogue. To implement this idea, we first
collect a list of last sentences spoken by the adver-
sarial agent from dialogues with high reward, de-
noted by L. In the conversations, we let our adver-
sarial agent and the target agent negotiate n turns
using the regular speaking module, and then plug
in one sentence in L at the (n + 1)-th turn. Our
experimental results show that this transfer attack
does not work well in practice.

5 Proposed White-box Attack
Algorithms

In the white-box setting, we assume that the at-
tacker can access every part of the target agent,
including the weights of both speaking and deci-
sion models, and the decision output in every di-
alogue. Similar to the black-box attacks, we let
the adversarial agent choose the complementary of
target agent’s choices to ensure 100% agreement.
By exploiting the knowledge of the target agent’s
model, white-box attacks can achieve much higher
advantage than black-box attacks.
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5.1 Force target agent to select at a fixed turn

To begin with, we consider a simplified strategy
where we first let our adversarial agent and the tar-
get agent negotiate n turns using regular speaking
module. For the (n + 1)-th turn, we propose the
following two ways to modify the output of reg-
ular speaking module to maximize the rewards of
adversarial agent.

5.1.1 Reactive attack

The first strategy is that the adversarial agent pro-
duces a sentence that forces the target agent to say
〈selection〉. The conversation will then enter the
decision phase. At the same time, the sentence
produced by the adversarial agent should guide the
target agent to make a bad selection that would
be in favor of the adversarial agent. We call this
method reactive attack.

We formulate this strategy as an optimization
problem. Let x̂ = xtn...T−1 be the output sen-
tence generated by adversarial agent in the speak-
ing model after n -th turn. Specifically, we define
x0...T−1 as all the tokens in the dialogue history
before 〈selection〉. Zr(x0...T−1) indicates the
logit layer outputs for predicting xT based on chat
history x0...T−1 in the speaking model. Zo(x0...T )
indicates the logit layer outputs on conversation
history x0...T in the decision model. Because we
have a constraint to force the target agent to say the
end-of-dialog token 〈selection〉, we could format
this constraint as

[Zr(x0...T−1)]ksel−max
i 6=ksel

[Zr(x0...T−1)]i ≥ 0 (5)

where ksel is the corresponding index of end-of-
dialog token 〈selection〉.

At the same time, the score of output o should
be in favor of our adversarial agent. Assume the
original decision output is o′,

L(x̂) = max{[Zo(x0...T )]o′−max
o∈Ō

[Zo(x0...T )]o,−κ}
(6)

where Ō is the set of outputs that score of adver-
sarial agent is greater than target agent i.e. Ō =
{o ∈ Ō|Sadv(o) > Sori(o)}, and κ ≥ 0 denotes
the confidence margin parameter. Note that x̂ is
a sub-sequence in x0...T , so the right hand side of
(6) is a function of x̂.

Combining these two equations together, we

can get our final objective function:

min
x̂

L(x̂) (7)

s.t. [Zr(x0...T−1)]ksel−max
i 6=ksel

[Zr(x0...T−1)]i ≥ 0

Eq (7) is a discrete optimization problem since x̂
is the sentence produced by adversarial agent.

In this paper, we use a modified version of the
greedy algorithm to optimize (7). Although the
original algorithm proposed in (Yang et al., 2018)
only considered the unconstrained discrete prob-
lem, we show that the following slightly modified
version performs well for solving (7). At each it-
eration, we try to replace each word in x̂ by the
special token 〈PAD〉. A word that achieves min-
imal loss after swapping with 〈PAD〉 is then se-
lected as the word to be replaced. Then we try to
replace the selected word with each word in the
vocabulary. For all the trials that satisfy the con-
straint, we choose the one with minimal loss and
conduct the actual change. We run this procedure
iteratively to minimize (7). In the experiments, we
only replace two words in x̂ to ensure the fluency
and correctness of the adversarial sentences.

5.1.2 Preemptive attack
The other attack strategy is to produce a sentence
to guide the target agent to lower its demand in
the reply instead of making target agent say end-
of-dialog token. And after the reply from tar-
get agent, the adversarial agent speaks the end-of-
dialogue token to enter the decision phase. Simi-
lar to the reactive attack, adversarial agent’s score
should be greater than target agent’s score in the
decision phase. Clearly, this strategy is more chal-
lenging than the previous one because there is an
intermediate sentence spoken by the target agent
before end-of-dialogue. We call this preemptive
attack.

Let x̂ = xtn...tnT be the output sentence gen-
erated by adversarial agent in the speaking model
after turn n, where tn is the first word and tnT is
the last word of the sentence. Similarly, we could
formally turn the intuition into optimization prob-
lem as follows:

L(x̂) = max{[Zo(x0...T )]o′−max
o∈Ō

[Zo(x0...T )]o,−κ}
(8)

Since we do not need to force target agent to say
end-of-dialogue, the problem becomes an uncon-
strained discrete optimization problem. We then
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Algorithm 1 Arbitrary turn attack algorithm
Input: Target agent B, Input goal g
Output: Dialogue x0...T , Agent score Sadv and
Sori
while 〈selection〉 is not generated do

Set the loss L(·) to be (7)
Optimize the Loss L(·)
if L(·) < 0 then

Add the output into the dialogue
else

Set the loss L(·) in to be (8)
Optimize the Loss L(·)
if L(·) < 0 then

Add the output into the dialogue
else

if Transfer Attack then
Randomly add a sentence in L (mali-
cious sentences) into the dialogue.

else
Add the sentence generated by regu-
lar speaking model into the dialogue
(delayed attack).

end if
end if

end if
end while
Generate o using dialogue x0...T

Calculate Sadv and Sori
Return: x0...T ,Sadv,Sori

directly apply the unconstrained version of greedy
algorithm (Yang et al., 2018) to solve it.

5.2 Force target agent to select at arbitrary
turn

While we could let our adversarial agent and the
target agent negotiate n turns, it is still unknown
which n should be chosen to get the best perfor-
mance. In other words, we aim to not only know
what to say but also when to say to fool the target
agent.

We propose two strategies to force target agent
to make bad decisions at arbitrary turn. The de-
tails are presented in Algorithm 1. When it is the
turn for adversarial agent to speak, we first try to
apply reactive and preemptive attacks. If both at-
tacks couldn’t make the loss L(·) less than 0, there
are two strategies: 1) just output the sentence gen-
erated by the regular speaking module (delayed at-
tack), and 2) conduct transfer attack. The compar-
isons can be found in the experiments.

6 Adversarial Training

Adversarial training is a popular method to im-
prove the robustness of machine learning mod-
els (Miyato et al., 2016; Madry et al., 2018). In
this section, we use the agents designed in the pre-
vious sections to improve the robustness of the tar-
get agent.

In standard adversarial training for neural net-
work models (Goodfellow et al., 2014; Jia and
Liang, 2017), adversarial examples (images or
sentences) generated by an attack are added to the
training procedure to refine the model. Since our
setting is interactive and there is no fixed data used
in selfplay, we should conduct training with ad-
versarial agents instead of adversarial examples.
Moreover, as pointed out by (Jia and Liang, 2017),
training on the examples generated by a single at-
tack will lead to over-fitting to a particular attack,
so we should do adversarial training iteratively.

Taking the black-box RL agent as an example,
we consider the following min-max formulation:

min
θori
{max
θadv

Sadv − Sori}, (9)

where θori is the weights for the target agent and
θadv is the weights for the adversarial black-box
agent. We solve (9) by the following alternating
minimization procedure. At each iteration, we first
update the target agent (θori) using the standard
policy gradient algorithm, and then use our RL al-
gorithm in Section 4.1 to update adversarial agent
to counter the target model. We iteratively conduct
these updates until convergence. The experiments
show that the adversarial training procedure can
improve the robustness not only under RL attack
but also under other white-box attacks.

7 Experimental Results

We perform extensive experiments on evaluating
the robustness of the negotiation agents developed
in (Lewis et al., 2017). Furthermore, we show that
the robustness of negotiation agents can be signif-
icantly improved using the proposed adversarial
training procedure. Our codes are publicly avail-
able at https://github.com/cmhcbb/
Robustness-of-Dialogue-systems.

7.1 Experimental Setup
We use the code released by the authors (Lewis
et al., 2017) and follow their instructions to get
the target end-to-end negotiation agents. More
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specifically, we first train the model on 5808 di-
alogues, based on 2236 unique scenarios in super-
vised way to imitate the actions of human users.
We call this model supervised model (SV agent).
Then we use reinforcement learning to conduct
goal-oriented training in order to maximize the
agent’ reward. The second model is called the re-
inforcement learning model (RL agent). As a re-
sult, when doing selfplay between RL agent and
SV agent, we could get RL agent with 5.86 per-
plexity, 89.57% agreement and 7.23 average score,
while SV agent achieves 5.47 perplexity and 4.55
average score. These numbers are similar to the
numbers reported in (Lewis et al., 2017).

To evaluate the robustness of these agents, we
conduct all the proposed attacks on both super-
vised model (SV agent) and reinforcement learn-
ing model (RL agent). The successfulness of an
attack is measured by average score advantage and
positive advantage rate (PAR). Average score ad-
vantage is defined by averaged adversarial agent’s
score minus average target agent’s score. The
value is in the region of [−10, 10] since the to-
tal values are controlled to be 10 for both sides,
and a larger advantage indicates a more success-
ful attack. Also, we define positive advantage rate
(PAR) as the ratio of dialogues that the adversar-
ial agent gets a higher score than the target agent.
We will see that most attacks developed in this pa-
per will improve both average score advantage and
PAR. Note that this is the first work on attacking a
goal-oriented dialogue agent so there is no previ-
ous method that could be included in the compar-
isons.

7.2 Results on Black-box Attacks

As introduced in Section 4, we have two black-box
attacks: reinforcement learning attack (RL attack)
and Transfer attack.

RL Attack. In the reinforcement learning at-
tack, we use a learning rate of 0.1, clip gradients
above 1.0, and set the discount factor γ = 0.95
in (4). We train the adversarial agent for 4 epochs
on all scenarios. From Table 2, we observe that
with 100% agreement rate, our adversarial agent
could gain 2.32 score advantage against the RL
agent and 4.25 advantage against the SV agent.
Also, our agent achieves a relatively high positive
advantage rate at 84.45% and 69.35% respectively.
We show some adversarial dialogues played by
adversarial agent and target agent in Table 3. It

shows that RL agent is able to identify the weak
point of target agent by saying ”take book you get
rest”, which could easily let the agent accept the
deal and make a bad selection that is inconsistent
with the context of dialogue.

Transfer attack. In transfer attack, we first let
our adversarial agent speak the sentence gener-
ated by the speaking model with target agent for
3 turns. If the end-of-dialog token has never
been mentioned, in the 4th turn, the adversar-
ial agent speaks the sentence generated by our
RL agent. The detailed results are shown in Ta-
ble 2. We observe that the transfer attack is not
successful—only -0.13 and -1.189 score advan-
tage are achieved. We found that transferring
sentences between dialogues is not successful be-
cause the item values and conversation histories
are quite different between dialogues.

7.3 Results on White-box Attacks

We conduct the white-box attacks introduced in
Section 5.

Force target agent to select at a fixed turn.
There are two types of algorithms (reactive attack
and preemptive attack) introduced in Section 5.1.
The detailed results are shown in Table 2. We
observe that the reactive attack could achieve bet-
ter results than black-box method with 5.40 score
advantage against SV agent and 4.98 score ad-
vantage against RL agent. On the other hand,
preemptive attack is not that successful—it gets
2.81 advantage against SV agent and 0.77 score
advantage against RL agent. Furthermore, we
have included some adversarial dialogues played
by white-box adversarial agent and target agent
in Table 4. From these examples, we could see
that white-box adversarial agent could generate
the adversarial sentences, slightly unnatural how-
ever still readable, that could fool the target agent
to make terrible decisions.

Force target agent to select at arbitrary turn.
To determine when should we begin the attack, we
design combinations of reactive attack, preemp-
tive attack and transfer attack or delayed attack in
Section 5.2. Here, we conduct experiments to val-
idate the effectiveness of these two attack combi-
nations. From Table 2, the combinations achieve
better results than all the previous attacks. The
best result is achieved by the combination of reac-
tive attack, preemptive attack and delayed attack
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vs SV agent vs RL agent
Model PAR% Score(advantage) Agreement% PAR% Score(advantage) Agreement%
RL model(w/o attack) 75.79 7.23 vs 4.55 (2.68) 89.57 44.70 5.05 vs 5.00 (0.05) 76.36
Transfer attack 44.43 6.41 vs 6.54 (-0.13) 100 36.10 5.65 vs 6.84 (-1.19) 100
RL attack 84.45 8.28 vs 4.03 (4.25) 100 69.35 7.11 vs 4.79 (2.32) 100
Reactive attack 87.00 8.83 vs 3.43 (5.40) 100 90.23 8.72 vs 3.77 (4.95) 100
Preemptive attack 71.86 7.76 vs 4.95 (2.81) 100 69.23 6.78 vs 6.01 (0.77) 100
RA+PA+DA 84.33 8.79 vs 2.96 (5.83) 100 86.93 8.73 vs 2.95 (5.78) 100
RA+PA+TA 83.12 8.67 vs 3.05 (5.62) 100 89.74 8.62 vs 2.92 (5.70) 100

Table 2: Negotiation task evaluation with different adversarial agent on 2000 randomly generated scenarios, against
the supervised model and reinforcement learning model. The maximum socre is 10. When agents failed to agree,
all agents get 0 score. PAR stands for positive advantage rate. RA+PA+DA stands for the combination of re-
active attack, preemptive attacka and delayed attack. RA+PA+TA stands for the combination of reactive attack,
preemptive attacka and transfer attack.

Input
Adv agent 1xbook value 1 4xhat value 1 1xball value 5
RL agent 1xbook value 2 4xhat value 1 1xball value 4
Adv agent i want the hats and 2 balls
RL agent i need the balls and the hat
Adv agent take book you get rest
RL agent deal
Adv agent 〈selection〉
Output Reward
Adv agent 4xhat 1xball 9/10
RL agent 1xbook 2/10

Table 3: Dialogue example generated by black-box RL
attack agent against RL agent.

Input
Adv agent 1xbook value 0 1xhat value 1 3xball value 3
RL agent 1xbook value 1 1xhat value 0 3xball value 3
Adv agent i would like the balls and the hat
RL agent i need the balls and the book
Adv agent i need the balls and fine book
RL agent 〈selection〉
Output Reward
Adv agent 1xhat 1xbook 3xball 10/10
RL agent 0/10

Table 4: Dialogue example generated by reactive attack
agent against RL agent.

Input
Adv agent 1xbook value 4 2xhat value 1 2xball value 2
RL agent 1xbook value 8 2xhat value 0 2xball value 1
RL agent i would like the book and the hat.
Adv agent i want reasonable balls and book
RL agent 〈selection〉
Output Reward
Adv agent 1xbook 2xball 8/10
RL agent 2xhat 0/10

Table 5: Dialogue example generated by RA+PA+DA
attack agent against RL agent.

(RA+PA+DA), which gets 5.83 advantage against
SV agent and 5.78 score advantage against RL
agent, with very high positive advantage rates at
84.33% and 86.93% respectively. We have in-
cluded some adversarial dialogues played by this
adversarial agent and the target agent in Table 5.
We observe that with the delayed attack, the ad-
versarial agent can decide when to attack, thus
achieves much better performance than attacking
at a fixed turn.

7.4 Adversarial Training
Using the algorithm proposed in Section 6, we
conduct adversarial training using the black-box
RL attack model. The results are shown in Table
6. First, we observe that the adversarial trained
model achieves much better performance against
black-box RL attack; the advantage of RL attack
drops from 2.32 to −1.8. Moreover, the model
achieves consistently better performance against
other white-box attacks. For instance, the advan-
tage of the strongest RA+PA+DA attack is reduced
from 5.78 to 3.98.

vs advtrain model
Model PAR% Score(advantage) Agreement%
RL model(w/o attack) 48.67 6.51 vs 6.64 (-0.13) 91.75
Transfer attack 23.05 4.93 vs 7.59 (-2.66) 100
RL attack 62.61 5.71 vs 7.51 (-1.80) 100
Reactive attack 80.76 8.83 vs 4.31 (4.52) 100
Preemptive attack 34.39 5.64 vs 7.41 (-1.77) 100
RA+PA+DA 73.96 8.05 vs 4.07 (3.98) 100
RA+PA+TA 73.45 8.06 vs 4.13 (3.93) 100

Table 6: Negotiation task evaluation with different ad-
versarial agent on 2000 randomly generated scenarios,
against adversarial trained model.

7.5 Analysis and Discussions
RL agents are more robust than SV agents.
From Table 2, we could see that all the attack
methods perform better when facing SV agents
than RL agents. It is because that SV agents only
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learn to mimic human’s action and are trained only
on human data. Therefore, it is reasonable that RL
agents are more robust than SV agents.

The importance of arbitrary turns. In reactive
attack and preemptive attack, we begin our attack
at the n-th turn and we set n = 2 in the experi-
ments. Here we show the results with different n
in Table 7. We observe that the performance of
white-box attacks are quite consistent with differ-
ent choices of n. This probably indicates that there
the best n varies for different cases. Therefore, if
we could change the n from case to case adap-
tively, which is done by delayed attack, we could
see a performance boost.

n PAR% Score(advantage) Agreement%
1 94.02 8.84 vs 3.32 (5.52) 100
2 90.23 8.72 vs 3.77 (4.95) 100
3 92.02 8.81 vs 3.62 (5.19) 100
4 90.35 8.71 vs 3.87 (4.84) 100

Table 7: Negotiation task evaluation with different
choices of n against RL model.

Adversarial training helps to improve the ro-
bustness. We then try to investigate the robust-
ness of the adversarial trained model. We found
that in the original model, it is easy for an at-
tacker to find a sentence to quickly end the di-
alogue. However, after adversarial training, it
becomes much harder to find such sentences.
Moreover, although we only conduct adversarial
training on black-box RL model, the adversar-
ial trained model still achieves better performance
against other white-box attacks. This indicates
that the adversarial trained model could probably
detect the slight unnaturalness of those sentences
and thus have a better reading comprehension abil-
ity.

8 Conclusion

In this paper, we develop adversarial agents to
evaluate the robustness of a goal-oriented dialogue
system. Our experimental results show that the
current NN-based models are not robust against
our adversarial agents. Furthermore, by iterative
adversarial training using our black-box RL agent,
we can significantly improve the robustness of the
dialogue system.
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Abstract

Representing entities and relations in an em-
bedding space is a well-studied approach for
machine learning on relational data. Existing
approaches, however, primarily focus on im-
proving accuracy and overlook other aspects
such as robustness and interpretability. In
this paper, we propose adversarial modifica-
tions for link prediction models: identifying
the fact to add into or remove from the knowl-
edge graph that changes the prediction for a
target fact after the model is retrained. Us-
ing these single modifications of the graph,
we identify the most influential fact for a pre-
dicted link and evaluate the sensitivity of the
model to the addition of fake facts. We in-
troduce an efficient approach to estimate the
effect of such modifications by approximating
the change in the embeddings when the knowl-
edge graph changes. To avoid the combinato-
rial search over all possible facts, we train a
network to decode embeddings to their corre-
sponding graph components, allowing the use
of gradient-based optimization to identify the
adversarial modification. We use these tech-
niques to evaluate the robustness of link predic-
tion models (by measuring sensitivity to addi-
tional facts), study interpretability through the
facts most responsible for predictions (by iden-
tifying the most influential neighbors), and de-
tect incorrect facts in the knowledge base.

1 Introduction

Knowledge graphs (KG) play a critical role in many
real-world applications such as search, structured
data management, recommendations, and question
answering. Since KGs often suffer from incom-
pleteness and noise in their facts (links), a number
of recent techniques have proposed models that em-
bed each entity and relation into a vector space, and
use these embeddings to predict facts. These dense
representation models for link prediction include

tensor factorization [Nickel et al., 2011, Socher
et al., 2013, Yang et al., 2015], algebraic opera-
tions [Bordes et al., 2011, 2013b, Dasgupta et al.,
2018], multiple embeddings [Wang et al., 2014,
Lin et al., 2015, Ji et al., 2015, Zhang et al., 2018],
and complex neural models [Dettmers et al., 2018,
Nguyen et al., 2018]. However, there are only a few
studies [Kadlec et al., 2017, Sharma et al., 2018]
that investigate the quality of the different KG mod-
els. There is a need to go beyond just the accuracy
on link prediction, and instead focus on whether
these representations are robust and stable, and
what facts they make use of for their predictions.

In this paper, our goal is to design approaches
that minimally change the graph structure such
that the prediction of a target fact changes the
most after the embeddings are relearned, which we
collectively call Completion Robustness and Inter-
pretability via Adversarial Graph Edits (CRIAGE).
First, we consider perturbations that remove a
neighboring link for the target fact, thus identi-
fying the most influential related fact, providing an
explanation for the model’s prediction. As an exam-
ple, consider the excerpt from a KG in Figure 1a
with two observed facts, and a target predicted
fact that Princes Henriette is the parent of Violante
Bavaria. Our proposed graph perturbation, shown
in Figure 1b, identifies the existing fact that Fer-
dinal Maria is the father of Violante Bavaria as
the one when removed and model retrained, will
change the prediction of Princes Henriette’s child.
We also study attacks that add a new, fake fact into
the KG to evaluate the robustness and sensitivity
of link prediction models to small additions to the
graph. An example attack for the original graph in
Figure 1a, is depicted in Figure 1c. Such pertur-
bations to the the training data are from a family
of adversarial modifications that have been applied
to other machine learning tasks, known as poison-
ing [Biggio et al., 2012, Corona et al., 2013, Biggio
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Figure 1: Completion Robustness and Interpretability via Adversarial Graph Edits (CRIAGE): Change in
the graph structure that changes the prediction of the retrained model, where (a) is the original sub-graph of the
KG, (b) removes a neighboring link of the target, resulting in a change in the prediction, and (c) shows the effect
of adding an attack triple on the target. These modifications were identified by our proposed approach.

et al., 2014, Zügner et al., 2018].

Since the setting is quite different from tradi-
tional adversarial attacks, search for link prediction
adversaries brings up unique challenges. To find
these minimal changes for a target link, we need to
identify the fact that, when added into or removed
from the graph, will have the biggest impact on the
predicted score of the target fact. Unfortunately,
computing this change in the score is expensive
since it involves retraining the model to recompute
the embeddings. We propose an efficient estimate
of this score change by approximating the change
in the embeddings using Taylor expansion. The
other challenge in identifying adversarial modifi-
cations for link prediction, especially when con-
sidering addition of fake facts, is the combinato-
rial search space over possible facts, which is in-
tractable to enumerate. We introduce an inverter of
the original embedding model, to decode the em-
beddings to their corresponding graph components,
making the search of facts tractable by performing
efficient gradient-based continuous optimization.

We evaluate our proposed methods through fol-
lowing experiments. First, on relatively small KGs,
we show that our approximations are accurate com-
pared to the true change in the score. Second,
we show that our additive attacks can effectively
reduce the performance of state of the art mod-
els [Yang et al., 2015, Dettmers et al., 2018] up to
27.3% and 50.7% in Hits@1 for two large KGs:
WN18 and YAGO3-10. We also explore the util-
ity of adversarial modifications in explaining the
model predictions by presenting rule-like descrip-
tions of the most influential neighbors. Finally, we
use adversaries to detect errors in the KG, obtaining
up to 55% accuracy in detecting errors.

2 Background and Notation

In this section, we briefly introduce some notations,
and existing relational embedding approaches that
model knowledge graph completion using dense
vectors. In KGs, facts are represented using triples
of subject, relation, and object, 〈s, r, o〉, where
s, o ∈ ξ, the set of entities, and r ∈ R, the set
of relations. To model the KG, a scoring function
ψ : ξ ×R× ξ → R is learned to evaluate whether
any given fact is true. In this work, we focus on
multiplicative models of link prediction1, specifi-
cally DistMult [Yang et al., 2015] because of its
simplicity and popularity, and ConvE [Dettmers
et al., 2018] because of its high accuracy. We can
represent the scoring function of such methods as
ψ(s, r, o) = f(es, er) · eo, where es, er, eo ∈ Rd
are embeddings of the subject, relation, and object
respectively. In DistMult, f(es, er) = es � er,
where � is element-wise multiplication operator.
Similarly, in ConvE, f(es, er) is computed by a
convolution on the concatenation of es and er.

We use the same setup as Dettmers et al. [2018]
for training, i.e., incorporate binary cross-entropy
loss over the triple scores. In particular, for subject-
relation pairs (s, r) in the training data G, we
use binary ys,ro to represent negative and positive
facts. Using the model’s probability of truth as
σ(ψ(s, r, o)) for 〈s, r, o〉, the loss is defined as:

L(G) =
∑

(s,r)

∑

o

ys,ro log(σ(ψ(s, r, o)))

+ (1− ys,ro ) log(1− σ(ψ(s, r, o))). (1)

Gradient descent is used to learn the embeddings
es, er, eo, and the parameters of f , if any.

1As opposed to additive models, such as TransE [Bordes
et al., 2013a], as categorized in Sharma et al. [2018].
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3 Completion Robustness and
Interpretability via Adversarial Graph
Edits (CRIAGE)

For adversarial modifications on KGs, we first de-
fine the space of possible modifications. For a tar-
get triple 〈s, r, o〉, we constrain the possible triples
that we can remove (or inject) to be in the form
of 〈s′, r′, o〉 i.e s′ and r′ may be different from the
target, but the object is not. We analyze other forms
of modifications such as 〈s, r′, o′〉 and 〈s, r′, o〉 in
appendices A.1 and A.2, and leave empirical evalu-
ation of these modifications for future work.

3.1 Removing a fact (CRIAGE-Remove)
For explaining a target prediction, we are inter-
ested in identifying the observed fact that has the
most influence (according to the model) on the pre-
diction. We define influence of an observed fact
on the prediction as the change in the prediction
score if the observed fact was not present when
the embeddings were learned. Previous work have
used this concept of influence similarly for sev-
eral different tasks [Kononenko et al., 2010, Koh
and Liang, 2017]. Formally, for the target triple
〈s, r, o〉 and observed graph G, we want to identify
a neighboring triple 〈s′, r′, o〉 ∈ G such that the
score ψ(s, r, o) when trained on G and the score
ψ(s, r, o) when trained onG−{〈s′, r′, o〉} are max-
imally different, i.e.

argmax
(s′,r′)∈Nei(o)

∆(s′,r′)(s, r, o) (2)

where ∆(s′,r′)(s, r, o) = ψ(s, r, o)−ψ(s, r, o), and
Nei(o) = {(s′, r′)|〈s′, r′, o〉 ∈ G}.

3.2 Adding a new fact (CRIAGE-Add)
We are also interested in investigating the robust-
ness of models, i.e., how sensitive are the predic-
tions to small additions to the knowledge graph.
Specifically, for a target prediction 〈s, r, o〉, we
are interested in identifying a single fake fact
〈s′, r′, o〉 that, when added to the knowledge graph
G, changes the prediction score ψ(s, r, o) the most.
Using ψ(s, r, o) as the score after training on
G ∪ {〈s′, r′, o〉}, we define the adversary as:

argmax
(s′,r′)

∆(s′,r′)(s, r, o) (3)

where ∆(s′,r′)(s, r, o) = ψ(s, r, o) − ψ(s, r, o).
The search here is over any possible s′ ∈ ξ, which
is often in the millions for most real-world KGs,

and r′ ∈ R. We also identify adversaries that
increase the prediction score for specific false
triple, i.e., for a target fake fact 〈s, r, o〉, the ad-
versary is argmax(s′,r′)−∆(s′,r′)(s, r, o), where
∆(s′,r′)(s, r, o) is defined as before.

3.3 Challenges

There are a number of crucial challenges when con-
ducting such adversarial attack on KGs. First, eval-
uating the effect of changing the KG on the score
of the target fact (ψ(s, r, o)) is expensive since we
need to update the embeddings by retraining the
model on the new graph; a very time-consuming
process that is at least linear in the size of G. Sec-
ond, since there are many candidate facts that can
be added to the knowledge graph, identifying the
most promising adversary through search-based
methods is also expensive. Specifically, the search
size for unobserved facts is |ξ|×|R|, which, for ex-
ample in YAGO3-10 KG, can be as many as 4.5M
possible facts for a single target prediction.

4 Efficiently Identifying the Modification

In this section, we propose algorithms to address
mentioned challenges by (1) approximating the ef-
fect of changing the graph on a target prediction,
and (2) using continuous optimization for the dis-
crete search over potential modifications.

4.1 First-order Approximation of Influence

We first study the addition of a fact to the graph,
and then extend it to cover removal as well.
To capture the effect of an adversarial modifi-
cation on the score of a target triple, we need
to study the effect of the change on the vector
representations of the target triple. We use es,
er, and eo to denote the embeddings of s, r, o
at the solution of argminL(G), and when con-
sidering the adversarial triple 〈s′, r′, o〉, we use
es, er, and eo for the new embeddings of s, r, o,
respectively. Thus es, er, eo is a solution to
argminL(G ∪ {〈s′, r′, o〉}), which can also be
written as argminL(G) +L(〈s′, r′, o〉). Similarly,
f(es, er) changes to f(es, er) after retraining.

Since we only consider adversaries in the form
of 〈s′, r′, o〉, we only consider the effect of the at-
tack on eo and neglect its effect on es and er. This
assumption is reasonable since the adversary is con-
nected with o and directly affects its embedding
when added, but it will only have a secondary, neg-
ligible effect on es and er, in comparison to its
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effect on eo. Further, calculating the effect of the
attack on es and er requires a third order derivative
of the loss, which is not practical (O(n3) in the
number of parameters). In other words, we assume
that es ' es and er ' er. As a result, to calculate
the effect of the attack, ψ(s, r, o)− ψ(s, r, o), we
need to compute eo − eo, followed by:

ψ(s, r, o)− ψ(s, r, o) = zs,r(eo − eo) (4)

where zs,r = f(es, er). We now derive an efficient
computation for eo−eo. First, the derivative of the
loss L(G) = L(G) + L(〈s′, r′, o〉) over eo is:

∇eoL(G) = ∇eoL(G)− (1− ϕ)zs′,r′ (5)

where zs′,r′ = f(e′s, e
′
r), and ϕ = σ(ψ(s′, r′, o)).

At convergence, after retraining, we expect
∇eoL(G) = 0. We perform first order Taylor ap-
proximation of∇eoL(G) to get:

0 '− (1− ϕ)zᵀs′,r′+

(Ho + ϕ(1− ϕ)zᵀs′,r′zs′,r′)(eo − eo) (6)

whereHo is the d×d Hessian matrix for o, i.e., sec-
ond order derivative of the loss w.r.t. eo, computed
sparsely. Solving for eo − eo gives us, eo − eo =:

(1− ϕ)(Ho + ϕ(1− ϕ)zᵀs′,r′zs′,r′)
−1zᵀs′,r′ .

In practice, Ho is positive definite, making Ho +
ϕ(1 − ϕ)zᵀs′,r′zs′,r′ positive definite as well, and
invertible. Then, we compute the score change as:

ψ(s, r, o)− ψ(s, r, o) = zs,r(eo − eo) (7)

= zs,r((1− ϕ)(Ho + ϕ(1− ϕ)zᵀs′,r′zs′,r′)
−1zᵀs′,r′).

Calculating this expression is efficient since Ho is
a d×d matrix (d is the embedding dimension), and
zs,r, zs′,r′ ∈ Rd. Similarly, we estimate the score
change of 〈s, r, o〉 after removing 〈s′, r′, o〉 as:

−zs,r((1−ϕ)(Ho+ϕ(1−ϕ)zᵀs′,r′zs′,r′)
−1zᵀs′,r′).

4.2 Continuous Optimization for Search
Using the approximations provided in the previous
section, Eq. (7) and (4.1), we can use brute force
enumeration to find the adversary 〈s′, r′, o〉. This
approach is feasible when removing an observed
triple since the search space of such modifications
is usually small; it is the number of observed facts
that share the object with the target. On the other
hand, finding the most influential unobserved fact

s
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f(es, er)
(Fixed)

zs,r

Inverter
Network

s̃

ẽs
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ẽr

Figure 2: Inverter Network The architecture of our in-
verter function that translate zs,r to its respective (s̃, r̃).
The encoder component is fixed to be the encoder net-
work of DistMult and ConvE respectively.

to add requires search over a much larger space of
all possible unobserved facts (that share the object).
Instead, we identify the most influential unobserved
fact 〈s′, r′, o〉 by using a gradient-based algorithm
on vector zs′,r′ in the embedding space (reminder,
zs′,r′ = f(e′s, e

′
r)), solving the following continu-

ous optimization problem in Rd:

argmax
zs′,r′

∆(s′,r′)(s, r, o). (8)

After identifying the optimal zs′,r′ , we still need
to generate the pair (s′, r′). We design a network,
shown in Figure 2, that maps the vector zs′,r′ to the
entity-relation space, i.e., translating it into (s′, r′).
In particular, we train an auto-encoder where the
encoder is fixed to receive the s and r as one-hot
inputs, and calculates zs,r in the same way as the
DistMult and ConvE encoders respectively (using
trained embeddings). The decoder is trained to take
zs,r as input and produce s and r, essentially invert-
ing f and the embedding layers. As our decoder, for
DistMult, we pass zs,r through a linear layer and
then use two other linear layers for the subject and
the relation separately, providing one-hot vectors as
s̃ and r̃. For ConvE, we pass zs,r through a decon-
volutional layer, and then use the same architecture
as the DistMult decoder. Although we could use
maximum inner-product search [Shrivastava and Li,
2014] for DistMult instead of our defined inverter
function, we are looking for a general approach
that works across multiple models.

We evaluate the performance of our inverter net-
works (one for each model/dataset) on correctly
recovering the pairs of subject and relation from
the test set of our benchmarks, given the zs,r. The
accuracy of recovered pairs (and of each argument)

3339



WordNet YAGO

DistMult ConvE DistMult ConvE

Recover s 93.4 96.1 97.2 98.1
Recover r 91.3 95.3 99.0 99.6
Recover {s, r} 89.5 94.2 96.4 98.0

Table 1: Inverter Functions Accuracy, we calculate
the accuracy of our inverter networks in correctly re-
covering the pairs of subject and relation from the test
set of our benchmarks.

# Rels #Entities # Train #Test

Nations 56 14 1592 200
Kinship 26 104 4,006 155
WN18 18 40,943 141,442 5000
YAGO3-10 37 123,170 1,079,040 5000

Table 2: Data Statistics of the benchmarks.

is given in Table 1. As shown, our networks achieve
a very high accuracy, demonstrating their ability to
invert vectors zs,r to {s, r} pairs.

5 Experiment Setup

Datasets To evaluate our method, we conduct
several experiments on four widely used KGs. To
validate the accuracy of the approximations, we use
smaller sized Kinship and Nations KGs for which
we can make comparisons against more expensive
but less approximate approaches. For the remain-
ing experiments, we use YAGO3-10 and WN18
KGs, which are closer to real-world KGs in their
size and characteristics (see Table 2).

Models We implement all methods using the
same loss and optimization for training, i.e., Ada-
Grad and the binary cross-entropy loss. We use
validation data to tune the hyperparameters and use
a grid search to find the best hyperparameters, such
as regularization parameter, and learning rate of
the gradient-based method. To capture the effect
of our method on link prediction task, we study
the change in commonly-used metrics for evalua-
tion in this task: mean reciprocal rank (MRR) and
Hits@K. Further, we use the same hyperparame-
ters as in Dettmers et al. [2018] for training link
prediction models for these knowledge graphs.

Influence Function We also compare our method
with influence function (IF) [Koh and Liang, 2017].
The influence function approximates the effect of
upweighting a training sample on the loss for a
specific test point. We use IF to approximate the
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Figure 3: Influence function vs CRIAGE. We plot the
average time (over 10 facts) of influence function (IF)
and CRIAGE to identify an adversary as the number of
entities in the Kinship KG is varied (by randomly sam-
pling subgraphs of the KG). Even with small graphs
and dimensionality, IF quickly becomes impractical.

change in the loss after removing a triple as:

Iup,loss(〈s′, r′, o〉, 〈s, r, o〉) =

−∇θL(〈s, r, o〉, θ̂)ᵀH−1

θ̂
∇θL(〈s′, r′, o〉, θ̂) (9)

where 〈s′, r′, o〉 and 〈s, r, o〉 are training and test
samples respectively, θ̂ represents the optimum pa-
rameters andL(〈s, r, o〉, θ̂) represents the loss func-
tion for the test sample 〈s, r, o〉. Influence func-
tion does not scale well, so we only compare our
method with IF on the smaller size KGs.

6 Experiments

We evaluate CRIAGE by (6.1) comparing CRIAGE
estimate with the actual effect of the attacks,
(6.2) studying the effect of adversarial attacks on
evaluation metrics, (6.3) exploring its application
to the interpretability of KG representations, and
(6.4) detecting incorrect triples.

6.1 Influence Function vs CRIAGE

To evaluate the quality of our approximations and
compare with influence function (IF), we conduct
leave one out experiments. In this setup, we take
all the neighbors of a random target triple as can-
didate modifications, remove them one at a time,
retrain the model each time, and compute the exact
change in the score of the target triple. We can use
the magnitude of this change in score to rank the
candidate triples, and compare this exact ranking
with ranking as predicted by: CRIAGE-Remove,
influence function with and without Hessian matrix,
and the original model score (with the intuition that
facts that the model is most confident of will have
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Methods
Nations Kinship

Adding Removing Adding Removing

ρ τ ρ τ ρ τ ρ τ

Ranking Based on Score 0.03 0.02 -0.01 -0.01 -0.09 -0.06 0.01 0.01
Influence Function without Hessian 0.15 0.12 0.12 0.1 0.77 0.71 0.77 0.71
CRIAGE (Brute Force) 0.95 0.84 0.94 0.85 0.99 0.97 0.99 0.95
Influence Function 0.99 0.95 0.99 0.96 0.99 0.98 0.99 0.98

Table 3: Ranking modifications by their impact on the target. We compare the true ranking of candidate triples
with a number of approximations using ranking correlation coefficients. We compare our method with influence
function (IF) with and without Hessian, and ranking the candidates based on their score, on two KGs (d = 10,
averaged over 10 random targets). For the sake of brevity, we represent the Spearman’s ρ and Kendall’s τ rank
correlation coefficients simply as ρ and τ .

the largest impact when removed). Similarly, we
evaluate CRIAGE-Add by considering 200 random
triples that share the object entity with the target
sample as candidates, and rank them as above.

The average results of Spearman’s ρ and
Kendall’s τ rank correlation coefficients over 10
random target samples is provided in Table 3.
CRIAGE performs comparably to the influence
function, confirming that our approximation is ac-
curate. Influence function is slightly more accurate
because they use the complete Hessian matrix over
all the parameters, while we only approximate the
change by calculating the Hessian over eo. The
effect of this difference on scalability is dramatic,
constraining IF to very small graphs and small em-
bedding dimensionality (d ≤ 10) before we run
out of memory. In Figure 3, we show the time
to compute a single adversary by IF compared to
CRIAGE, as we steadily grow the number of enti-
ties (randomly chosen subgraphs), averaged over
10 random triples. As it shows, CRIAGE is mostly
unaffected by the number of entities while IF in-
creases quadratically. Considering that real-world
KGs have tens of thousands of times more entities,
making IF unfeasible for them.

6.2 Robustness of Link Prediction Models

Now we evaluate the effectiveness of CRIAGE to
successfully attack link prediction by adding false
facts. The goal here is to identify the attacks for
triples in the test data, and measuring their effect on
MRR and Hits@ metrics (ranking evaluations) after
conducting the attack and retraining the model.

Since this is the first work on adversarial attacks
for link prediction, we introduce several baselines
to compare against our method. For finding the

adversarial fact to add for the target triple 〈s, r, o〉,
we consider two baselines: 1) choosing a random
fake fact 〈s′, r′, o〉 (Random Attack); 2) finding
(s′, r′) by first calculating f(es, er) and then feed-
ing −f(es, er) to the decoder of the inverter func-
tion (Opposite Attack). In addition to CRIAGE-
Add, we introduce two other alternatives of our
method: (1) CRIAGE-FT, that uses CRIAGE to
increase the score of fake fact over a test triple,
i.e., we find the fake fact the model ranks second
after the test triple, and identify the adversary for
them, and (2) CRIAGE-Best that selects between
CRIAGE-Add and CRIAGE-FT attacks based on
which has a higher estimated change in score.

All-Test The result of the attack on all test facts
as targets is provided in the Table 4. CRIAGE-
Add outperforms the baselines, demonstrating its
ability to effectively attack the KG representations.
It seems DistMult is more robust against random
attacks, while ConvE is more robust against de-
signed attacks. CRIAGE-FT is more effective than
CRIAGE-Add since changing the score of a fake
fact is easier than of actual facts; there is no ex-
isting evidence to support fake facts. We also see
that YAGO3-10 models are more robust than those
for WN18. Looking at sample attacks (provided
in Appendix A.4), CRIAGE mostly tries to change
the type of the target object by associating it with a
subject and a relation for a different entity type.

Uncertain-Test To better understand the effect of
attacks, we consider a subset of test triples that
1) the model predicts correctly, 2) difference be-
tween their scores and the negative sample with the
highest score is minimum. This “Uncertain-Test”
subset contains 100 triples from each of the original
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Models
YAGO3-10 WN18

All-Test Uncertain-Test All-Test Uncertain-Test

MRR Hits@1 MRR Hits@1 MRR Hits@1 MRR Hits@1

D
is

tM
ul

t

DistMult 0.458 37 (0) 1.0 100 (0) 0.938 93.1 (0) 1.0 100 (0)
+ Adding Random Attack 0.442 34.9 (-2.1) 0.91 87.6 (-12.4) 0.926 91.1 (-2) 0.929 90.4 (-9.6)
+ Adding Opposite Attack 0.427 33.2 (-3.8) 0.884 84.1 (-15.9) 0.906 87.3 (-5.8) 0.921 91 (-9)

+ CRIAGE-Add 0.379 29.1 (-7.9) 0.71 58 (-42) 0.89 86.4 (-6.7) 0.844 81.2 (-18.8)
+ CRIAGE-FT 0.387 27.7 (-9.3) 0.673 50.5 (-49.5) 0.86 79.2 (-13.9) 0.83 74.5 (-25.5)
+ CRIAGE-Best 0.372 26.9 (-10.1) 0.658 49.3 (-50.7) 0.838 77.9 (-15.2) 0.814 72.7 (-27.3)

C
on

vE

ConvE 0.497 41.2 (0) 1.0 100 (0) 0.94 93.3 (0) 1.0 100 (0)
+ Adding Random Attack 0.474 38.4 (-2.8) 0.889 83 (-17) 0.921 90.1 (-3.2) 0.923 89.7 (-10.3)
+ Adding Opposite Attack 0.469 38 (-3.2) 0.874 81.9 (-18.1) 0.915 88.9 (-4.4) 0.908 88.1 (-11.9)

+ CRIAGE-Add 0.454 36.9 (-4.3) 0.738 61.5 (-38.5) 0.897 87.8 (-5.5) 0.895 87.6 (-12.4)
+ CRIAGE-FT 0.441 33.2 (-8) 0.703 57.4 (-42.6) 0.865 80 (-13.3) 0.874 79.5 (-20.5)
+ CRIAGE-Best 0.423 31.9 (-9.3) 0.677 54.8 (-45.2) 0.849 79.1 (-14.2) 0.858 78.4 (-21.6)

Table 4: Robustness of Representation Models, the effect of adversarial attack on link prediction task. We
consider two scenario for the target triples, 1) choosing the whole test dataset as the targets (All-Test) and 2)
choosing a subset of test data that models are uncertain about them (Uncertain-Test).
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Figure 4: Per-Relation Breakdown showing the effect
of CRIAGE-Add on different relations in YAGO3-10.

test sets, and we provide results of attacks on this
data in Table 4. The attacks are much more effec-
tive in this scenario, causing a considerable drop in
the metrics. Further, in addition to CRIAGE signifi-
cantly outperforming other baselines, they indicate
that ConvE’s confidence is much more robust.

Relation Breakdown We perform additional anal-
ysis on the YAGO3-10 dataset to gain a deeper
understanding of the performance of our model.
As shown in Figure 4, both DistMult and ConvE
provide a more robust representation for isAffili-
atedTo and isConnectedTo relations, demonstrat-
ing the confidence of models in identifying them.
Moreover, the CRIAGE affects DistMult more in
playsFor and isMarriedTo relations while affecting
ConvE more in isConnectedTo relations.

Rule Body, R1(a, c) ∧R2(c, b)⇒ Target, R(a, b)

Common to both
isConnectedTo(a, c)∧ isConnectedTo(c, b) isConnectedTo
isLocatedIn(a, c)∧ isLocatedIn(c, b) isLocatedIn
isAffiliatedTo(a, c)∧ isLocatedIn(c, b) wasBornIn
isMarriedTo(a, c)∧ hasChild(c, b) hasChild

only in DistMult
playsFor(a, c)∧ isLocatedIn(c, b) wasBornIn
dealsWith(a, c)∧ participatedIn(c, b) participatedIn
isAffiliatedTo(a, c)∧ isLocatedIn(c, b) diedIn
isLocatedIn(a, c)∧ hasCapital(c, b) isLocatedIn

only in ConvE
influences(a, c)∧ influences(c, b) influences
isLocatedIn(a, c)∧ hasNeighbor(c, b) isLocatedIn
hasCapital(a, c)∧ isLocatedIn(c, b) exports
hasAdvisor(a, c)∧ graduatedFrom(c, b) graduatedFrom

Extractions from DistMult [Yang et al., 2015]
isLocatedIn(a, c) ∧ isLocatedIn(c, b) isLocatedIn
isAffiliatedTo(a, c) ∧ isLocatedIn(c, b) wasBornIn
playsFor(a, c) ∧ isLocatedIn(c, b) wasBornIn
isAffiliatedTo(a, c) ∧ isLocatedIn(c, b) diedIn

Table 5: Extracted Rules for identifying the most in-
fluential link. We extract the patterns that appear more
than 90% times in the neighborhood of the target triple.
The output of CRIAGE-Remove is presented in red.

6.3 Interpretability of Models

To be able to understand and interpret why a link is
predicted using the opaque, dense embeddings, we
need to find out which part of the graph was most
influential on the prediction. To provide such expla-
nations for each predictions, we identify the most
influential fact using CRIAGE-Remove. Instead of
focusing on individual predictions, we aggregate
the explanations over the whole dataset for each re-
lation using a simple rule extraction technique: we
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Methods 〈s′, r′, o〉 Noise 〈s′, r, o〉 Noise

Hits@1 Hits@2 Hits@1 Hits@2

Random 19.7 39.4 19.7 39.4
Lowest 16 37 26 47
CRIAGE 42 62 55 76

Table 6: Error Detection Accuracy in the neighbor-
hood of 100 chosen samples. We choose the neighbor
with the least value of ∆(s′,r′)(s, r, o) as the incorrect
fact. This experiment assumes we know each target
fact has exactly one error.

find simple patterns on subgraphs that surround the
target triple and the removed fact from CRIAGE-
Remove, and appear more than 90% of the time.
We only focus on extracting length-2 horn rules,
i.e., R1(a, c) ∧R2(c, b)⇒ R(a, b), where R(a, b)
is the target and R2(c, b) is the removed fact.

Table 5 shows extracted YAGO3-10 rules that
are common to both models, and ones that are not.
The rules show several interesting inferences, such
that hasChild is often inferred via married parents,
and isLocatedIn via transitivity. There are several
differences in how the models reason as well; Dist-
Mult often uses the hasCapital as an intermedi-
ate step for isLocatedIn, while ConvE incorrectly
uses isNeighbor. We also compare against rules
extracted by Yang et al. [2015] for YAGO3-10 that
utilizes the structure of DistMult: they require do-
main knowledge on types and cannot be applied to
ConvE. Interestingly, the extracted rules contain all
the rules provided by CRIAGE, demonstrating that
CRIAGE can be used to accurately interpret mod-
els, including ones that are not interpretable, such
as ConvE. These are preliminary steps toward inter-
pretability of link prediction models, and we leave
more analysis of interpretability to future work.

6.4 Finding Errors in Knowledge Graphs

Here, we demonstrate another potential use of ad-
versarial modifications: finding erroneous triples in
the knowledge graph. Intuitively, if there is an error
in the graph, the triple is likely to be inconsistent
with its neighborhood, and thus the model should
put least trust on this triple. In other words, the
error triple should have the least influence on the
model’s prediction of the training data. Formally,
to find the incorrect triple 〈s′, r′, o〉 in the neigh-
borhood of the train triple 〈s, r, o〉, we need to find
the triple 〈s′, r′, o〉 that results in the least change
∆(s′,r′)(s, r, o) when removed from the graph.

To evaluate this application, we inject random

triples into the graph, and measure the ability of
CRIAGE to detect the errors using our optimiza-
tion. We consider two types of incorrect triples: 1)
incorrect triples in the form of 〈s′, r, o〉 where s′ is
chosen randomly from all of the entities, and 2) in-
correct triples in the form of 〈s′, r′, o〉 where s′ and
r′ are chosen randomly. We choose 100 random
triples from the observed graph, and for each of
them, add an incorrect triple (in each of the two sce-
narios) to its neighborhood. Then, after retraining
DistMult on this noisy training data, we identify
error triples through a search over the neighbors of
the 100 facts. The result of choosing the neighbor
with the least influence on the target is provided in
the Table 6. When compared with baselines that
randomly choose one of the neighbors, or assume
that the fact with the lowest score is incorrect, we
see that CRIAGE outperforms both of these with
a considerable gap, obtaining an accuracy of 42%
and 55% in detecting errors.

7 Related Work

Learning relational knowledge representations has
been a focus of active research in the past few years,
but to the best of our knowledge, this is the first
work on conducting adversarial modifications on
the link prediction task.

Knowledge graph embedding There is a rich lit-
erature on representing knowledge graphs in vector
spaces that differ in their scoring functions [Wang
et al., 2017, Goyal and Ferrara, 2018, Fooshee et al.,
2018]. Although CRIAGE is primarily applicable
to multiplicative scoring functions [Nickel et al.,
2011, Socher et al., 2013, Yang et al., 2015, Trouil-
lon et al., 2016], these ideas apply to additive scor-
ing functions [Bordes et al., 2013a, Wang et al.,
2014, Lin et al., 2015, Nguyen et al., 2016] as well,
as we show in Appendix A.3.

Furthermore, there is a growing body of litera-
ture that incorporates an extra types of evidence
for more informed embeddings such as numeri-
cal values [Garcia-Duran and Niepert, 2017], im-
ages [Oñoro-Rubio et al., 2017], text [Toutanova
et al., 2015, 2016, Tu et al., 2017], and their combi-
nations [Pezeshkpour et al., 2018]. Using CRIAGE,
we can gain a deeper understanding of these meth-
ods, especially those that build their embeddings
wit hmultiplicative scoring functions.

Interpretability and Adversarial Modification
There has been a significant recent interest in con-
ducting an adversarial attacks on different machine
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learning models [Biggio et al., 2014, Papernot
et al., 2016, Dong et al., 2017, Zhao et al., 2018a,b,
Brunet et al., 2018] to attain the interpretability,
and further, evaluate the robustness of those mod-
els. Koh and Liang [2017] uses influence function
to provide an approach to understanding black-box
models by studying the changes in the loss occur-
ring as a result of changes in the training data. In
addition to incorporating their established method
on KGs, we derive a novel approach that differs
from their procedure in two ways: (1) instead of
changes in the loss, we consider the changes in the
scoring function, which is more appropriate for KG
representations, and (2) in addition to searching for
an attack, we introduce a gradient-based method
that is much faster, especially for “adding an attack
triple” (the size of search space make the influence
function method infeasible). Previous work has
also considered adversaries for KGs, but as part
of training to improve their representation of the
graph [Minervini et al., 2017, Cai and Wang, 2018].

Adversarial Attack on KG Although this is the
first work on adversarial attacks for link prediction,
there are two approaches [Dai et al., 2018, Zügner
et al., 2018] that consider the task of adversarial
attack on graphs. There are a few fundamental dif-
ferences from our work: (1) they build their method
on top of a path-based representations while we fo-
cus on embeddings, (2) they consider node classifi-
cation as the target of their attacks while we attack
link prediction, and (3) they conduct the attack
on small graphs due to restricted scalability, while
the complexity of our method does not depend on
the size of the graph, but only the neighborhood,
allowing us to attack real-world graphs.

8 Conclusions

Motivated by the need to analyze the robustness
and interpretability of link prediction models, we
present a novel approach for conducting adversarial
modifications to knowledge graphs. We introduce
CRIAGE, completion robustness and interpretabil-
ity via adversarial graph edits: identifying the fact
to add into or remove from the KG that changes the
prediction for a target fact. CRIAGE uses (1) an es-
timate of the score change for any target triple after
adding or removing another fact, and (2) a gradient-
based algorithm for identifying the most influential
modification. We show that CRIAGE can effec-
tively reduce ranking metrics on link prediction
models upon applying the attack triples. Further,

we incorporate the CRIAGE to study the inter-
pretability of KG representations by summarizing
the most influential facts for each relation. Finally,
using CRIAGE, we introduce a novel automated
error detection method for knowledge graphs. We
have release the open-source implementation of our
models at: https://pouyapez.github.io/criage.
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A Appendix

We approximate the change on the score of the
target triple upon applying attacks other than the
〈s′, r′, o〉 ones. Since each relation appears many
times in the training triples, we can assume that
applying a single attack will not considerably af-
fect the relations embeddings. As a result, we just
need to study the attacks in the form of 〈s, r′, o〉
and 〈s, r′, o′〉. Defining the scoring function as
ψ(s, r, o) = f(es, er) · eo = zs,r · eo, we further
assume that ψ(s, r, o) = es · g(er, eo) = es · xr,o.

A.1 Modifications of the Form 〈s, r′, o′〉
Using similar argument as the attacks in the form of
〈s′, r′, o〉, we can calculate the effect of the attack,
ψ(s, r, o)− ψ(s, r, o) as:

ψ(s, r, o)− ψ(s, r, o) = (es − es)xs,r (10)

where xs,r = g(er, eo).
We now derive an efficient computation for (es−

es). First, the derivative of the lossL(G) = L(G)+
L(〈s, r′, o′〉) over es is:

∇esL(G) = ∇esL(G)− (1− ϕ)xr′,o′ (11)

where xr′,o′ = g(e′r, e
′
o), and ϕ = σ(ψ(s, r′, o′)).

At convergence, after retraining, we expect
∇esL(G) = 0. We perform first order Taylor ap-
proximation of∇esL(G) to get:

0 '− (1− ϕ)xᵀr′,o′+

(Hs + ϕ(1− ϕ)xᵀr′,o′xr′,o′)(es − es)

(12)

where Hs is the d×d Hessian matrix for s, i.e. sec-
ond order derivative of the loss w.r.t. es, computed
sparsely. Solving for es − es gives us:

es − es =

(1− ϕ)(Hs + ϕ(1− ϕ)xᵀr′,o′xr′,o′)
−1xᵀr′,o′

In practice, Hs is positive definite, making Hs +
ϕ(1 − ϕ)xᵀr′,o′xr′,o′ positive definite as well, and
invertible. Then, we compute the score change as:

ψ(s, r, o)− ψ(s, r, o) = xr,o(es − es) =

((1− ϕ)(Hs + ϕ(1− ϕ)xᵀr′,o′xr′,o′)
−1xᵀr′,o′)xr,o.

(13)

A.2 Modifications of the Form 〈s, r′, o〉
In this section we approximate the effect of attack
in the form of 〈s, r′, o〉. In contrast to 〈s′, r′, o〉
attacks, for this scenario we need to consider the
change in the es, upon applying the attack, in ap-
proximation of the change in the score as well.
Using previous results, we can approximate the
eo − eo as:

eo − eo =

(1− ϕ)(Ho + ϕ(1− ϕ)zᵀs,r′zs,r′)
−1zᵀs,r′

(14)
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Target Triple CRIAGE-Add

D
is

tM
ul

t Brisbane Airport, isConnectedTo, Boulia Airport Osman Ozköylü, isPoliticianOf, Boulia Airport
Jalna District, isLocatedIn, India United States, hasWonPrize, India

Quincy Promes, wasBornIn, Amsterdam Gmina Krzeszyce, hasGender, Amsterdam
Princess Henriette, hasChild, Violante Bavaria Al Jazira Club, playsFor, Violante Bavaria

C
on

vE

Brisbane Airport, isConnectedTo, Boulia Airport Victoria Wood, wasBornIn, Boulia Airport
National Union(Israel), isLocatedIn, Jerusalem Sejad Halilović, isAffiliatedTo, Jerusalem

Robert Louis, influences, David Leavitt David Louhoungou, hasGender, David Leavitt
Princess Henriette, hasChild, Violante Bavaria Jonava, isAffiliatedTo, Violante Bavaria

Table 7: Top adversarial triples for target samples.

and similarly, we can approximate es − es as:

es − es =

(1− ϕ)(Hs + ϕ(1− ϕ)xᵀr′,oxr′,o)
−1xᵀr′,o

(15)

whereHs is the Hessian matrix over es. Then using
these approximations:

zs,r(eo − eo) =

zs,r((1− ϕ)(Ho + ϕ(1− ϕ)zᵀs,r′zs,r′)
−1zᵀs,r′)

and:

(es − es)xr,ō =

((1− ϕ)(Hs + ϕ(1− ϕ)xᵀr′,oxr′,o)
−1xᵀr′,o)xr,ō

and then calculate the change in the score as:

ψ(s, r, o)− ψ(s, r, o) =

zs,r.(eo − eo) + (es − es).xr,ō =

zs,r((1− ϕ)(Ho + ϕ(1− ϕ)zᵀs,r′zs,r′)
−1zᵀs,r′)+

((1− ϕ)(Hs + ϕ(1− ϕ)xᵀr′,oxr′,o)
−1xᵀr′,o)xr,ō

(16)

A.3 First-order Approximation of the
Change For TransE

In here we derive the approximation of the change
in the score upon applying an adversarial modifi-
cation for TransE [Bordes et al., 2013a]. Using
similar assumptions and parameters as before, to
calculate the effect of the attack, ψ(s, r, o) (where
ψ(s, r, o) = |es + er − eo|), we need to compute
eo. To do so, we need to derive an efficient com-
putation for eo. First, the derivative of the loss
L(G) = L(G) + L(〈s′, r′, o〉) over eo is:

∇eoL(G) = ∇eoL(G) + (1− ϕ)
zs′,r′ − eo
ψ(s′, r′, o)

(17)

where zs′,r′ = e′s + e′r, and ϕ = σ(ψ(s′, r′, o)).
At convergence, after retraining, we expect
∇eoL(G) = 0. We perform first order Taylor ap-
proximation of∇eoL(G) to get:

0 '

(1− ϕ)
(zs′,r′ − eo)

ᵀ

ψ(s′, r′, o)
+ (Ho −Hs′,r′,o)(eo − eo)

(18)

Hs′,r′,o = (1− ϕ)ϕ
(zs′,r′ − eo)

ᵀ(zs′,r′ − eo)

ψ(s′, r′, o)2
+

1− ϕ
ψ(s′, r′, o)

− (1− ϕ)
(zs′,r′ − eo)

ᵀ(zs′,r′ − eo)

ψ(s′, r′, o)3

(19)

whereHo is the d×d Hessian matrix for o, i.e., sec-
ond order derivative of the loss w.r.t. eo, computed
sparsely. Solving for eo gives us:

eo = −(1− ϕ)(Ho −Hs′,r′,o)
−1 (zs′,r′ − eo)

ᵀ

ψ(s′, r′, o)

+ eo (20)

Then, we compute the score change as:

ψ(s, r, o) = |es + er − eo|
= |es + er + (1− ϕ)(Ho −Hs′,r′,o)

−1

(zs′,r′ − eo)
ᵀ

ψ(s′, r′, o)
− eo| (21)

Calculating this expression is efficient since Ho

is a d× d matrix.

A.4 Sample Adversarial Attacks
In this section, we provide the output of the
CRIAGE-Add for some target triples. Sample ad-
versarial attacks are provided in Table 7. As it
shows, CRIAGE-Add attacks mostly try to change
the type of the target triple’s object by associating it
with a subject and a relation that require a different
entity types.
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Instructions for NAACL-HLT 2019 Proceedings

Anonymous NAACL submission

Abstract

This document contains the instructions for
preparing a camera-ready manuscript for the
proceedings of NAACL-HLT 2019. The doc-
ument itself conforms to its own specifica-
tions, and is therefore an example of what your
manuscript should look like. These instruc-
tions should be used for both papers submitted
for review and for final versions of accepted
papers. Authors are asked to conform to all
the directions reported in this document.

1 Credits

This document has been adapted from the instruc-
tions for earlier ACL and NAACL proceedings,
including those for ACL 2018 by Shay Cohen,
Kevin Gimpel, and Wei Lu, NAACL 2018 by Mar-
garet Michell and Stephanie Lukin, 2017/2018
(NA)ACL bibtex suggestions from Jason Eisner,
ACL 2017 by Dan Gildea and Min-Yen Kan,
NAACL 2017 by Margaret Mitchell, ACL 2012 by
Maggie Li and Michael White, those from ACL
2010 by Jing-Shing Chang and Philipp Koehn,
those for ACL 2008 by JohannaD. Moore, Si-
mone Teufel, James Allan, and Sadaoki Furui,
those for ACL 2005 by Hwee Tou Ng and Kemal
Oflazer, those for ACL 2002 by Eugene Charniak
and Dekang Lin, and earlier ACL and EACL for-
mats. Those versions were written by several peo-
ple, including John Chen, Henry S. Thompson and
Donald Walker. Additional elements were taken
from the formatting instructions of the Interna-
tional Joint Conference on Artificial Intelligence
and the Conference on Computer Vision and Pat-
tern Recognition.

2 Introduction

The following instructions are directed to authors
of papers submitted to NAACL-HLT 2019 or ac-
cepted for publication in its proceedings. All au-

thors are required to adhere to these specifications.
Authors are required to provide a Portable Docu-
ment Format (PDF) version of their papers. The
proceedings are designed for printing on A4 pa-
per.

3 General Instructions

Manuscripts must be in two-column format. Ex-
ceptions to the two-column format include the ti-
tle, authors’ names and complete addresses, which
must be centered at the top of the first page, and
any full-width figures or tables (see the guidelines
in Subsection 3.6). Type single-spaced. Start
all pages directly under the top margin. See the
guidelines later regarding formatting the first page.
The manuscript should be printed single-sided and
its length should not exceed the maximum page
limit described in Section 5. Pages are numbered
for initial submission. However, do not number
the pages in the camera-ready version.

By uncommenting \aclfinalcopy at the top of
this document, it will compile to produce an exam-
ple of the camera-ready formatting; by leaving it
commented out, the document will be anonymized
for initial submission. When you first create
your submission on softconf, please fill in your
submitted paper ID where *** appears in the
\def\aclpaperid{***} definition at the top.

The review process is double-blind, so do not
include any author information (names, addresses)
when submitting a paper for review. However, you
should maintain space for names and addresses
so that they will fit in the final (accepted) ver-
sion. The NAACL-HLT 2019 LATEX style will
create a titlebox space of 2.5in for you when
\aclfinalcopy is commented out.

The author list for submissions should include
all (and only) individuals who made substantial
contributions to the work presented. Each author

3348



2

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

NAACL-HLT 2019 Submission ***. Confidential Review Copy. DO NOT DISTRIBUTE.

listed on a submission to NAACL-HLT 2019 will
be notified of submissions, revisions and the final
decision. No authors may be added to or removed
from submissions to NAACL-HLT 2019 after the
submission deadline.

3.1 The Ruler
The NAACL-HLT 2019 style defines a printed
ruler which should be presented in the version sub-
mitted for review. The ruler is provided in order
that reviewers may comment on particular lines
in the paper without circumlocution. If you are
preparing a document without the provided style
files, please arrange for an equivalent ruler to ap-
pear on the final output pages. The presence or
absence of the ruler should not change the appear-
ance of any other content on the page. The camera
ready copy should not contain a ruler. (LATEX users
may uncomment the \aclfinalcopy command in
the document preamble.)

Reviewers: note that the ruler measurements
do not align well with lines in the paper – this
turns out to be very difficult to do well when the
paper contains many figures and equations, and,
when done, looks ugly. In most cases one would
expect that the approximate location will be ade-
quate, although you can also use fractional refer-
ences (e.g., the first paragraph on this page ends at
mark 108.5).

3.2 Electronically-available resources
NAACL-HLT provides this description in
LATEX2e (naaclhlt2019.tex) and PDF
format (naaclhlt2019.pdf), along with
the LATEX2e style file used to format it
(naaclhlt2019.sty) and an ACL bibliography
style (acl natbib.bst) and example bibliog-
raphy (naaclhlt2019.bib). These files are all
available at http://naacl2019.org/downloads/
naaclhlt2019-latex.zip. We strongly recom-
mend the use of these style files, which have been
appropriately tailored for the NAACL-HLT 2019
proceedings.

3.3 Format of Electronic Manuscript
For the production of the electronic manuscript
you must use Adobe’s Portable Document Format
(PDF). PDF files are usually produced from LATEX
using the pdflatex command. If your version of
LATEX produces Postscript files, you can convert
these into PDF using ps2pdf or dvipdf. On Win-
dows, you can also use Adobe Distiller to generate

PDF.
Please make sure that your PDF file includes

all the necessary fonts (especially tree diagrams,
symbols, and fonts with Asian characters). When
you print or create the PDF file, there is usually
an option in your printer setup to include none,
all or just non-standard fonts. Please make sure
that you select the option of including ALL the
fonts. Before sending it, test your PDF by print-
ing it from a computer different from the one
where it was created. Moreover, some word pro-
cessors may generate very large PDF files, where
each page is rendered as an image. Such images
may reproduce poorly. In this case, try alternative
ways to obtain the PDF. One way on some systems
is to install a driver for a postscript printer, send
your document to the printer specifying “Output
to a file”, then convert the file to PDF.

It is of utmost importance to specify the A4 for-
mat (21 cm x 29.7 cm) when formatting the paper.
When working with dvips, for instance, one
should specify -t a4. Or using the command
\special{papersize=210mm,297mm}
in the latex preamble (directly below the
\usepackage commands). Then using
dvipdf and/or pdflatex which would make
it easier for some.

Print-outs of the PDF file on A4 paper should
be identical to the hardcopy version. If you cannot
meet the above requirements about the production
of your electronic submission, please contact the
publication chairs as soon as possible.

3.4 Layout
Format manuscripts two columns to a page, in the
manner these instructions are formatted. The exact
dimensions for a page on A4 paper are:

• Left and right margins: 2.5 cm

• Top margin: 2.5 cm

• Bottom margin: 2.5 cm

• Column width: 7.7 cm

• Column height: 24.7 cm

• Gap between columns: 0.6 cm

Papers should not be submitted on any other paper
size. If you cannot meet the above requirements
about the production of your electronic submis-
sion, please contact the publication chairs above
as soon as possible.
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Type of Text Font Size Style
paper title 15 pt bold
author names 12 pt bold
author affiliation 12 pt
the word “Abstract” 12 pt bold
section titles 12 pt bold
document text 11 pt
captions 10 pt
abstract text 10 pt
bibliography 10 pt
footnotes 9 pt

Table 1: Font guide.

3.5 Fonts
For reasons of uniformity, Adobe’s Times Roman
font should be used. In LATEX2e this is accom-
plished by putting

\usepackage{times}
\usepackage{latexsym}

in the preamble. If Times Roman is unavailable,
use Computer Modern Roman (LATEX2e’s de-
fault). Note that the latter is about 10% less dense
than Adobe’s Times Roman font.

3.6 The First Page
Center the title, author’s name(s) and affiliation(s)
across both columns. Do not use footnotes for af-
filiations. Do not include the paper ID number
assigned during the submission process. Use the
two-column format only when you begin the ab-
stract.

Title: Place the title centered at the top of the
first page, in a 15-point bold font. (For a com-
plete guide to font sizes and styles, see Table 1)
Long titles should be typed on two lines without
a blank line intervening. Approximately, put the
title at 2.5 cm from the top of the page, followed
by a blank line, then the author’s names(s), and
the affiliation on the following line. Do not use
only initials for given names (middle initials are
allowed). Do not format surnames in all capitals
(e.g., use “Mitchell” not “MITCHELL”). Do not
format title and section headings in all capitals as
well except for proper names (such as “BLEU”)
that are conventionally in all capitals. The affilia-
tion should contain the author’s complete address,
and if possible, an electronic mail address. Start
the body of the first page 7.5 cm from the top of
the page.

Command Output
{\"a} ä
{\ˆe} ê
{\‘i} ı̀
{\.I} İ
{\o} ø
{\’u} ú
{\aa} å

Command Output
{\c c} ç
{\u g} ğ
{\l} ł
{\˜n} ñ
{\H o} ő
{\v r} ř
{\ss} ß

Table 2: Example commands for accented characters,
to be used in, e.g., BIBTEX names.

The title, author names and addresses should
be completely identical to those entered to the
electronical paper submission website in order to
maintain the consistency of author information
among all publications of the conference. If they
are different, the publication chairs may resolve
the difference without consulting with you; so it is
in your own interest to double-check that the in-
formation is consistent.

Abstract: Type the abstract at the beginning of
the first column. The width of the abstract text
should be smaller than the width of the columns
for the text in the body of the paper by about 0.6
cm on each side. Center the word Abstract in a 12
point bold font above the body of the abstract. The
abstract should be a concise summary of the gen-
eral thesis and conclusions of the paper. It should
be no longer than 200 words. The abstract text
should be in 10 point font.

Text: Begin typing the main body of the text
immediately after the abstract, observing the two-
column format as shown in the present document.
Do not include page numbers.

Indent: Indent when starting a new paragraph,
about 0.4 cm. Use 11 points for text and subsec-
tion headings, 12 points for section headings and
15 points for the title.

3.7 Sections
Headings: Type and label section and subsection
headings in the style shown on the present doc-
ument. Use numbered sections (Arabic numerals)
in order to facilitate cross references. Number sub-
sections with the section number and the subsec-
tion number separated by a dot, in Arabic numer-
als. Do not number subsubsections.

Citations: Citations within the text appear in
parentheses as (Gusfield, 1997) or, if the au-
thor’s name appears in the text itself, as Gus-
field (1997). Using the provided LATEX style, the
former is accomplished using \cite and the latter
with \shortcite or \newcite. Collapse multi-
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output natbib previous ACL style files
(Gusfield, 1997) \citep \cite
Gusfield (1997) \citet \newcite
(1997) \citeyearpar \shortcite

Table 3: Citation commands supported by the style file. The citation style is based on the natbib package and
supports all natbib citation commands. It also supports commands defined in previous ACL style files for compat-
ibility.

ple citations as in (Gusfield, 1997; Aho and Ull-
man, 1972); this is accomplished with the pro-
vided style using commas within the \cite com-
mand, e.g., \cite{Gusfield:97,Aho:72}. Ap-
pend lowercase letters to the year in cases of am-
biguities. Treat double authors as in (Aho and Ull-
man, 1972), but write as in (Chandra et al., 1981)
when more than two authors are involved. Col-
lapse multiple citations as in (Gusfield, 1997; Aho
and Ullman, 1972). Also refrain from using full
citations as sentence constituents.

We suggest that instead of

“(Gusfield, 1997) showed that ...”

you use

“Gusfield (1997) showed that ...”

If you are using the provided LATEX and BibTEX
style files, you can use the command \citet
(cite in text) to get “author (year)” citations.

If the BibTEX file contains DOI fields, the pa-
per title in the references section will appear as
a hyperlink to the DOI, using the hyperref LATEX
package. To disable the hyperref package, load
the style file with the nohyperref option:
\usepackage[nohyperref]{naaclhlt2019}

Digital Object Identifiers: As part of our work
to make ACL materials more widely used and
cited outside of our discipline, ACL has registered
as a CrossRef member, as a registrant of Digi-
tal Object Identifiers (DOIs), the standard for reg-
istering permanent URNs for referencing schol-
arly materials. As of 2017, we are requiring all
camera-ready references to contain the appropriate
DOIs (or as a second resort, the hyperlinked ACL
Anthology Identifier) to all cited works. Thus,
please ensure that you use BibTEX records that
contain DOI or URLs for any of the ACL materials
that you reference. Appropriate records should be
found for most materials in the current ACL An-
thology at http://aclanthology.info/.

As examples, we cite (Goodman et al., 2016) to
show you how papers with a DOI will appear in

the bibliography. We cite (Harper, 2014) to show
how papers without a DOI but with an ACL An-
thology Identifier will appear in the bibliography.

As reviewing will be double-blind, the submit-
ted version of the papers should not include the
authors’ names and affiliations. Furthermore, self-
references that reveal the author’s identity, e.g.,

“We previously showed (Gusfield,
1997) ...”

should be avoided. Instead, use citations such as

“Gusfield (1997) previously showed ... ”

Any preliminary non-archival versions of sub-
mitted papers should be listed in the submission
form but not in the review version of the paper.
NAACL-HLT 2019 reviewers are generally aware
that authors may present preliminary versions of
their work in other venues, but will not be pro-
vided the list of previous presentations from the
submission form.

Please do not use anonymous citations and do
not include when submitting your papers. Papers
that do not conform to these requirements may be
rejected without review.

References: Gather the full set of references to-
gether under the heading References; place the
section before any Appendices. Arrange the ref-
erences alphabetically by first author, rather than
by order of occurrence in the text. By using a .bib
file, as in this template, this will be automatically
handled for you. See the \bibliography com-
mands near the end for more.

Provide as complete a citation as possible, using
a consistent format, such as the one for Compu-
tational Linguistics or the one in the Publication
Manual of the American Psychological Associa-
tion (American Psychological Association, 1983).
Use of full names for authors rather than initials
is preferred. A list of abbreviations for com-
mon computer science journals can be found in
the ACM Computing Reviews (for Computing Ma-
chinery, 1983).
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The LATEX and BibTEX style files provided
roughly fit the American Psychological Associa-
tion format, allowing regular citations, short cita-
tions and multiple citations as described above.

• Example citing an arxiv paper: (Rasooli and
Tetreault, 2015).

• Example article in journal citation: (Ando
and Zhang, 2005).

• Example article in proceedings, with loca-
tion: (Borschinger and Johnson, 2011).

• Example article in proceedings, without loca-
tion: (Andrew and Gao, 2007).

See corresponding .bib file for further details.
Submissions should accurately reference prior

and related work, including code and data. If a
piece of prior work appeared in multiple venues,
the version that appeared in a refereed, archival
venue should be referenced. If multiple versions
of a piece of prior work exist, the one used by the
authors should be referenced. Authors should not
rely on automated citation indices to provide ac-
curate references for prior and related work.

Appendices: Appendices, if any, directly fol-
low the text and the references (but see above).
Letter them in sequence and provide an informa-
tive title: Appendix A. Title of Appendix.

3.8 Footnotes
Footnotes: Put footnotes at the bottom of the page
and use 9 point font. They may be numbered or re-
ferred to by asterisks or other symbols.1 Footnotes
should be separated from the text by a line.2

3.9 Graphics
Illustrations: Place figures, tables, and pho-
tographs in the paper near where they are first dis-
cussed, rather than at the end, if possible. Wide
illustrations may run across both columns. Color
illustrations are discouraged, unless you have ver-
ified that they will be understandable when printed
in black ink.

Captions: Provide a caption for every illustra-
tion; number each one sequentially in the form:
“Figure 1. Caption of the Figure.” “Table 1. Cap-
tion of the Table.” Type the captions of the fig-
ures and tables below the body, using 10 point

1This is how a footnote should appear.
2Note the line separating the footnotes from the text.

text. Captions should be placed below illustra-
tions. Captions that are one line are centered (see
Table 1). Captions longer than one line are left-
aligned (see Table 2). Do not overwrite the default
caption sizes. The naaclhlt2019.sty file is compat-
ible with the caption and subcaption packages; do
not add optional arguments.

3.10 Accessibility

In an effort to accommodate people who are color-
blind (as well as those printing to paper), grayscale
readability for all accepted papers will be encour-
aged. Color is not forbidden, but authors should
ensure that tables and figures do not rely solely on
color to convey critical distinctions. A simple cri-
terion: All curves and points in your figures should
be clearly distinguishable without color.

4 Translation of non-English Terms

It is also advised to supplement non-English char-
acters and terms with appropriate transliterations
and/or translations since not all readers understand
all such characters and terms. Inline transliteration
or translation can be represented in the order of:
original-form transliteration “translation”.

5 Length of Submission

The NAACL-HLT 2019 main conference accepts
submissions of long papers and short papers. Long
papers may consist of up to eight (8) pages of con-
tent plus unlimited pages for references. Upon
acceptance, final versions of long papers will be
given one additional page – up to nine (9) pages
of content plus unlimited pages for references –
so that reviewers’ comments can be taken into ac-
count. Short papers may consist of up to four
(4) pages of content, plus unlimited pages for ref-
erences. Upon acceptance, short papers will be
given five (5) pages in the proceedings and unlim-
ited pages for references. For both long and short
papers, all illustrations and tables that are part of
the main text must be accommodated within these
page limits, observing the formatting instructions
given in the present document. Papers that do not
conform to the specified length and formatting re-
quirements are subject to be rejected without re-
view.

NAACL-HLT 2019 does encourage the submis-
sion of additional material that is relevant to the
reviewers but not an integral part of the paper.
There are two such types of material: appendices,
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which can be read, and non-readable supplemen-
tary materials, often data or code. Do not include
this additional material in the same document as
your main paper. Additional material must be sub-
mitted as one or more separate files, and must ad-
here to the same anonymity guidelines as the main
paper. The paper must be self-contained: it is
optional for reviewers to look at the supplemen-
tary material. Papers should not refer, for further
detail, to documents, code or data resources that
are not available to the reviewers. Refer to Ap-
pendix A and Appendix B for further information.

Workshop chairs may have different rules for al-
lowed length and whether supplemental material is
welcome. As always, the respective call for papers
is the authoritative source.

Acknowledgments

The acknowledgments should go immediately
before the references. Do not number the ac-
knowledgments section. Do not include this
section when submitting your paper for review.

Preparing References:
Include your own bib file like this:
\bibliographystyle{acl_natbib}
\bibliography{naaclhlt2019}

where naaclhlt2019 corresponds to a naa-
clhlt2019.bib file.
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A Appendices

Appendices are material that can be read, and in-
clude lemmas, formulas, proofs, and tables that
are not critical to the reading and understanding
of the paper. Appendices should be uploaded
as supplementary material when submitting the
paper for review. Upon acceptance, the appen-
dices come after the references, as shown here.
Use \appendix before any appendix section to
switch the section numbering over to letters.

B Supplemental Material

Submissions may include non-readable supple-
mentary material used in the work and described
in the paper. Any accompanying software and/or
data should include licenses and documentation
of research review as appropriate. Supplemen-
tary material may report preprocessing decisions,
model parameters, and other details necessary for
the replication of the experiments reported in the
paper. Seemingly small preprocessing decisions
can sometimes make a large difference in perfor-
mance, so it is crucial to record such decisions to
precisely characterize state-of-the-art methods.

Nonetheless, supplementary material should be
supplementary (rather than central) to the pa-
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per. Submissions that misuse the supplemen-
tary material may be rejected without review.
Supplementary material may include explanations
or details of proofs or derivations that do not fit
into the paper, lists of features or feature tem-
plates, sample inputs and outputs for a system,
pseudo-code or source code, and data. (Source
code and data should be separate uploads, rather
than part of the paper).

The paper should not rely on the supplementary
material: while the paper may refer to and cite
the supplementary material and the supplementary
material will be available to the reviewers, they
will not be asked to review the supplementary ma-
terial.
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Abstract

Neural word representations are at the core of
many state-of-the-art natural language process-
ing models. A widely used approach is to pre-
train, store and look up word or character em-
bedding matrices. While useful, such represen-
tations occupy huge memory making it hard to
deploy on-device and often do not generalize
to unknown words due to vocabulary pruning.

In this paper, we propose a skip-gram based
architecture coupled with Locality-Sensitive
Hashing (LSH) projections to learn efficient
dynamically computable representations. Our
model does not need to store lookup tables
as representations are computed on-the-fly and
require low memory footprint. The representa-
tions can be trained in an unsupervised fash-
ion and can be easily transferred to other NLP
tasks. For qualitative evaluation, we analyze
the nearest neighbors of the word representa-
tions and discover semantically similar words
even with misspellings. For quantitative evalu-
ation, we plug our transferable projections into
a simple LSTM and run it on multiple NLP
tasks and show how our transferable projec-
tions achieve better performance compared to
prior work.

1 Introduction

Pre-trained word representations are at the core
of many neural language understanding models.
Among the most popular and widely used word
embeddings are word2vec (Mikolov et al., 2013),
GloVe (Pennington et al., 2014) and ELMO (Peters
et al., 2018). The biggest challenge with word
embedding is that they require lookup and a large
memory footprint, as we have to store one entry
(d-dim vector) per word and it blows up.

In parallel, the tremendous success of deep learn-
ing models and the explosion of mobile, IoT de-

∗Work done during internship at Google.

vices coupled together with the growing user pri-
vacy concerns have led to the need for deploying
deep learning models on-device for inference. This
has led to new research in compressing large and
complex deep learning models for low power on-
device deployment. Recently, (Ravi and Kozareva,
2018) developed an on-device neural text classifi-
cation model. They proposed to reduce the mem-
ory footprint of large neural networks by replacing
the input word embeddings with projection based
representations. (Ravi and Kozareva, 2018) used
n-gram features to generate binary LSH (Charikar,
2002) randomized projections on the fly surpassing
the need to store word emebdding tables and reduc-
ing the memory size. The projection models reduce
the memory occupied by the model from O(|V |)
to O(nP), where |V | refers to the vocabulary size
and nP refers to number of projection operations
(Ravi, 2017). Two key advantages of the projection
based representations over word embeddings are:
(1) they are fixed and have low memory size; (2)
they can handle out of vocabulary words. However,
the projections in (Ravi and Kozareva, 2018) are
static and currently do not leverage pre-training on
large unsupervised corpora, which is an important
property to make the projections transferable to
new tasks.

In this paper, we propose to combine the best
of both worlds by learning transferable neural pro-
jection representations over randomized LSH pro-
jections. We do this by introducing new neural
architecture inspired by the skip gram model of
(Mikolov et al., 2013) and combined with a deep
MLP plugged on top of LSH projections. In order
to make this model train better, we introduce new
regularizing loss function, which minimizes the co-
sine similarities of the words within a mini-batch.
The loss function is critical for generalization.

In summary, our model (1) requires a fixed and
low memory footprint, (2) can handle out of vo-
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cabulary words and misspellings, (3) captures se-
mantic and syntactic properties of words; (4) can
be easily plugged to other NLP models and (5) can
support training with data augmentation by perturb-
ing characters of input words. To validate the per-
formance of our approach, we conduct a qualitative
analysis of the nearest neighbours in the learned
representation spaces and a quantitative evaluation
via similarity, language modeling and NLP tasks.

2 Neural Projection Model

We propose a novel model (NP-SG) to learn com-
pact neural representations that combines the bene-
fit of representation learning approaches like skip-
gram model with efficient LSH projections that can
be computed on-the-fly.

2.1 Vanilla Skip-Gram Model
In the skip-gram model (Mikolov et al., 2013),
we learn continuous distributed representations for
words in a large fixed vocabulary, V to predict the
context words surrounding them in documents. We
maintain an embedding look up table, v(w) ∈ Rd
for every word, w ∈ V.

For each word, wt in the training cor-
pus of size T , the set of context words
Ct = {wt−Wt , . . . , wt−1, wt+1, . . . , wt+Wt} in-
cludes Wt words to the left and right of wt re-
spectively. Wt is the window size randomly sam-
pled from the set {1, 2, . . . , N}, where N is the
maximum window size. Given a pair of words,
{wc, wt}, the probability of wc being within the
context window of wt is given by equation 1.

P(wc|wt) = σ(v′(wc)ᵀv(wt))

=
1

1 + exp(−v′(wc)ᵀv(wt))
(1)

where v, v′ are input and context embedding look
up tables.

2.2 Neural Projection Skip-Gram (NP-SG)
In the neural projection approach, we replace the
input embedding look up table, v(w) in equation 1
with a deep n-layer MLP over the binary projection,
P(w) as shown equation 2.

vP(w) = N(fn(P(w))) (2)

where vP(w) ∈ Rd, fn is a n-layer deep neural net-
work encoder with ReLU non-linear activations
after each layer except for the last layer as shown

Figure 1: Neural Projection Skip-gram (NP-SG) model

in Figure 1. N refers to a normalization applied to
the final layer of fn. We experimented with Batch-
normalization, L2-normalization and layer normal-
ization; batch-normalization works the best.

The binary projection P(w) is computed us-
ing locality-sensitive projection operations (Ravi,
2017) which can be performed on-the-fly (i.e., with-
out any embedding look up) to yield a fixed, low-
memory footprint binary vector. Unlike (Ravi and
Kozareva, 2018) which uses static projections to
encode the entire input text and learn a classifier,
NP-SG creates a trainable deep projection repre-
sentation for words using LSH projections over
character-level features combined with contextual
information learned via the skip-gram architecture.

2.3 Training NP-SG Model
We follow a similar approach as Mikolov et al.
(2013) and others for training our neural projection
skip-gram model (NP-SG). We define the training
objective to maximize the probability of predicting
the context words given the current word. Formally,
the model tries to learn the word embeddings by
maximizing the objective, J(θ) known as negative
sampling (NEG), given by equation 3.

J(θ) =

T∑

t=1

∑

wc∈Ct
Jwt,wc(θ) (3)

Jwt,wc(θ) = log(P(wc|wt))

+
k∑

i=1,wi∼Pn(w)
log(1− P(wi|wt))

(4)

where k is the number of randomly sampled words
from the training corpus according to the noise
distribution, Pn(w) ∝ U(w)3/4, where U(w) is
the unigram distribution of the training corpus.
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Model improvements: Training an NP-SG model
as is, though efficient, may not lead to highly dis-
criminative representations. During training, we
noticed that the word representations, vP(w) were
getting projected in a narrow sub-space where the
cosine similarities of all the words in the dataset
were too close to 1.0. This made the convergence
slower and led to poor generalization.

2.4 Discriminative NP-SG Models

To encourage the word representations to be more
spaced out in terms of the cosine similarities, we
introduce an additional explicit regularizing L2-
loss function. With the assumption that the words
in each mini-batch are randomly sampled, we add a
L2-loss over the cosine similarities between all the
words within a mini-batch, as shown in equation 6.

Loss = J(θ) + Lcs2 (wmb) (5)

Lcs2 (wmb) = λ · ‖ {CS(wi, wj) | i, j ∈ [0,mb)} ‖22 (6)

where CS(wi, wj) refers to the cosine similarity
between wi and wj , mb refers to the mini-batch
size and wmb refers to the words in the mini-batch.
We enforce this using a simple outerproduct trick.
We extract the cosine-similarities between all the
words within a mini-batch in a single shot by com-
puting the outer-product of the L2 row normalized
word representations corresponding to each mini-
batch v̂P(wmb), as shown in equation 7.

Lcs2 (wmb) =
λ

2
· ‖Flatten(v̂P(wmb) · v̂P(wmb)ᵀ) ‖22 (7)

2.5 Improved NP-SG Training

Since the NP-SG model does not have a fixed vo-
cabulary size, we can be flexible and leverage a lot
more information during training compared to stan-
dard skip-gram models which require vocabulary
pruning for feasibility.

To improve training for NP-SG model, we aug-
ment the dataset with inputs words after applying
character level perturbations to them. The pertur-
bations are such a way that they are commonly
occurring misspellings in documents. We mainly
experiment with three types of pertub operation
APIs (Gao et al., 2018).

• insert(word, n) : We randomly choose n chars
from the character vocabulary and insert them

randomly into the input word. We ignore the
locations of first and last character in the word
for the insert operation. Example transforma-
tion: sample→ samnple.

• swap(word, n) : We randomly swap the lo-
cation of two characters in the word n times.
As with the insert operation, we ignore the
first and last character in the word for the
swap operation. Example transformation:
sample→ sapmle.

• duplicate(word, n) : We randomly duplicate
a character in the word by n times. Example
transformation: sample→ saample.

We would like to note that the perturbation oper-
ations listed above are not exhaustive and we plan
to experiment with more operations in the future.

3 Training Setup

3.1 Dataset
We train our skipgram models on the wikipedia
data XML dump, enwik91. We extract the nor-
malized English text from the XML dump using
the Matt Mahoneys pre-processing perl script2.
We fix the vocabulary to the top 100k frequently
occurring words. We sub-sample words in the
training corpus, dropping them with probability,
P(w) = 1−

√
t/freq(w), where freq(w) is the

frequency of occurrence of w in the corpus and we
set the threshold, t to 10−5. We perturb the input
words with a probability of 0.4 using a randomly
chosen perturbation described in Section 2.5.

3.2 Implementation Details
We fix the number of random projections to 80
and the projection dimension to 14. We use a 2-
layer MLP (sizes: [2048, 100]) regularized with
dropout (with probability of 0.65) and weight decay
(regularization parameter of 0.0005) to transform
the binary random projections to continuous word
representation. For the vanilla skipgram model, we
fix the embedding size to 100. For both models, we
use 25 negative samples for the NEG loss. We learn
the parameters using the Adam optimizer (Kingma
and Ba, 2014) with a default learning rate of 0.001,
clipping the gradients which have a norm larger
than 5.0. We initialize the weights of the MLP
using Xavier initialization, and output embeddings

1http://mattmahoney.net/dc/enwik9.zip
2http://mattmahoney.net/dc/textdata
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Dataset SG (10M) NP-SG (w/oOP) NP-SG (1M) NP-SG (2M) NP-SG (4M)
EN-MTurk-287 0.5409 0.0107 0.5629 0.5517 0.5494

EN-WS-353-ALL 0.5930 0.0710 0.4891 0.5215 0.5370
EN-WS-353-REL 0.5359 0.0203 0.4956 0.5746 0.5671
EN-WS-353-SIM 0.6242 0.1043 0.4994 0.5116 0.5111

EN-RW-STANFORD 0.1505 0.0401 0.0184 0.0375 0.0835
EN-VERB-143 0.2452 0.0730 0.1333 0.1500 0.2108

Table 1: Similarity Tasks: # of params, 100k vocabulary size for skipgram baseline, 100 embedding size.

uniformly random in the range [−1.0, 1.0]. We use
a batch size of 1024 in all our experiments. We
found that λ = 0.01 for the outerproduct loss to
be working better after experimenting with other
values. Training time for our model was around
0.85 times that of the skipgram model. Both the
models were trained for 10 epochs.

4 Experiments

We show both qualitative and quantitative evalua-
tion on multiple tasks for the NP-SG model.

4.1 Qualitative Evaluation and Results
Table 2 shows the nearest neighbors produced by
NP-SG for select words. Independent of whether
it is an original or misspelled word, our NP-SG
model accurately retrieves relevant and semanti-
cally similar words.

Word Nearest neighbours
king reign, throne, kings, knights, vii, regent
kingg vii, younger, peerage, iv, tiberius, frederick
woman man, young, girl, child, girls, women
wwoamn man, herself, men, couple, herself, alive
city town, village, borough, township, county
ciity town, village, borough, county, unorganized
time few, times, once, entire, prominence, since
tinme times, once, takes, taken, another, only
zero two, three, seven, one, eight, four
zzero two, three, five, six, seven, four

Table 2: Sampled nearest neighbors for NP-SG.

4.2 Quantitative Evaluation and Results
We evaluate our NP-SG model on similarity, lan-
guage modeling and text classification tasks. Simi-
larity tests the ability to capture words, while lan-
guage modeling and classification warrant the abil-
ity to transfer the neural projections.

4.2.1 Similarity Task
We evaluate our NP-SG word representations on 4
different widely used benchmark datasets for mea-
suring similarities.

Dataset: MTurk-287 (Radinsky et al., 2011) has
287 pairs of words and was constructed by crowd-
sourcing the human similarity ratings using Ama-
zon Mechanical Turk. WS353 (Finkelstein et al.,
2001) has 353 pairs of similar English words rated
by humans and is further split into WS353-SIM.
WS353-REL (Agirre et al., 2009) captures differ-
ent types of similarities and relatedness. RW-
STANFORD (Luong et al., 2013) has 2034 rare
word pairs sampled from different frequency bins.
Evaluation: For all the datasets, we compute the
Spearmans rank correlation coefficient between the
rankings computed by skip-gram models (baseline
SG and NP-SG) and the human rankings. We use
cosine similarity metric to measure word similarity.
Results: Table 1 shows that NP-SG, with signifi-
cantly smaller number of parameters comes close
to the skip-gram model (SG) and even outperforms
it with 2.5x-10x compression. NP-SG gets bet-
ter representations even with misspellings which
cannot be handled by vanilla SG.

It is interesting to note that the vanilla skip-
gram model does well on WS353-SIM compared
to WS353-REL. This behavior is reversed in our
NP-SG model, which indicates that it captures
meronym-holonym relationships better than the
vanilla skip-gram model. Although NP-SG handles
out of vocabulary words in the form of misspellings,
it needs further improvement for rare word similar-
ity task. We plan to improve it by including context
word n-gram features in the LSH projection func-
tion, allowing NP-SG to also leverage information
from the context words in the case of rare words
and provide word sense disambiguation.

4.2.2 Language Modeling
We applied NP-SG to language modeling task
on the Penn Treebank (PTB)(Taylor et al., 2003)
dataset. We consider a single layer LSTM with
hidden size of 2048 for the language model task.
With the input embedding size of 200, we observed
a perplexity of ≈ 120 on the test set after training
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for 5 epochs. We replace the input embeddings in
the LSTM with transferable encoder layer of the
NP-SG model. We train the LSTMs with and with-
out pretrained initializations. Since we observed
convergence issues with the single layer NP-SG
representation, we considered 2-layer MLP with
layer sizes (1024, 256) for the NP-SG represen-
tations. We found that while the model without
pretrained NP-SG layer got stuck at a perplexity
of around 300, the pretrained version converged to
a perplexity of 140, comparable to the embedding
based network. We leave the analysis of the impact
of the deeper NP-SG layers to the future work.

4.2.3 Text Classification
For the text classification evaluations, we used two
different tasks and datasets. For the dialog act clas-
sification task, we used the MRDA dataset from the
ICSI Meeting Recorder Dialog Act Corpus (Adam
et al., 2003). MRDA is a multiparty dialog an-
notated with 5 dialog act tags. For the question
classification task, we used the TREC dataset (Lin
and Katz, 2006). The task is given a question to
predict the most relevant category.

We trained a single layer LSTM (hidden size:
256) with and without the pretrained NP-SG layers.
Overall, we observed accuracy improvements of
+5.7% and +3.75% compared to baseline models
without pretrained NP-SG initializations on TREC
and MRDA respectively.

5 Conclusion

In this paper, we introduced a new neural archi-
tecture (NP-SG), which learns transferable word
representations that can be efficiently and dynami-
cally computed on device without any embedding
look up. We proposed an unsupervised method to
train the new architecture and learn more discrimi-
native word representations. We compared the new
model with a skip-gram approach and showed qual-
itative and quantitative comparisons on multiple
language tasks. The evaluations show that our NP-
SG model learns better representations even with
misspellings and reaches competitive results with
skip-gram on similarity tasks, even outperforming
with 2.5x-10x fewer parameters.
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Abstract

Semantic role labeling (SRL) is a task to rec-
ognize all the predicate-argument pairs of a
sentence, which has been in a performance
improvement bottleneck after a series of lat-
est works were presented. This paper pro-
poses a novel syntax-agnostic SRL model
enhanced by the proposed associated mem-
ory network (AMN), which makes use of
inter-sentence attention of label-known asso-
ciated sentences as a kind of memory to fur-
ther enhance dependency-based SRL. In de-
tail, we use sentences and their labels from
train dataset as an associated memory cue to
help label the target sentence. Furthermore,
we compare several associated sentences se-
lecting strategies and label merging methods
in AMN to find and utilize the label of associ-
ated sentences while attending them. By lever-
aging the attentive memory from known train-
ing data, Our full model reaches state-of-the-
art on CoNLL-2009 benchmark datasets for
syntax-agnostic setting, showing a new effec-
tive research line of SRL enhancement other
than exploiting external resources such as well
pre-trained language models.

1 Introduction

Semantic role labeling (SRL) is a task to recog-
nize all the predicate-argument pairs of a given
sentence and its predicates. It is a shallow seman-
tic parsing task, which has been widely used in a
series of natural language processing (NLP) tasks,
such as information extraction (Liu et al., 2016)
and question answering (Abujabal et al., 2017).

Generally, SRL is decomposed into four classi-
fication subtasks in pipeline systems, consisting of

∗Corresponding author. This paper was partially sup-
ported by National Key Research and Development Program
of China (No. 2017YFB0304100), National Natural Science
Foundation of China (No. U1836222 and No. 61733011) and
Key Project of National Society Science Foundation of China
(No. 15-ZDA041).

predicate identification, predicate disambiguation,
argument identification, and argument classifica-
tion. In recent years, great attention (Zhou and
Xu, 2015; Marcheggiani et al., 2017; He et al.,
2017, 2018a,b) has been turned to deep learn-
ing method, especially Long Short-term Memory
(LSTM) network for learning with automatically
extracted features. (Zhou and Xu, 2015) pro-
posed the first end-to-end recurrent neural network
(RNN) to solve the SRL task. (Marcheggiani et al.,
2017) studied several predicate-specified embed-
ding and decoding methods. (He et al., 2017) de-
livered a full study on the influence of RNN train-
ing and decoding strategies. Whether to use the
syntactic information for SRL is also studied ac-
tively (He et al., 2017, 2018b).

Since the recent work of (Marcheggiani et al.,
2017), which surprisingly shows syntax-agnostic
dependency SRL for the first time can be rival
of syntax-aware models, SRL has been more and
more formulized into standard sequence labeling
task on a basis of keeping syntax unavailable. A
series of work on SRL received further perfor-
mance improvement following this line through
further refining neural model design (He et al.,
2018a). Different from all previous work, we pro-
pose to introduce an associated memory network
which builds memory from known data through
the inter-sentence attention to enhance syntax-
agnostic model even further.

Inspired by the observation that people always
refer to other similar problems and their solutions
when dealing with a problem they have never seen,
like query in their memory, we want to utilize
similar known samples which include the associ-
ated sentences and their annotated labels to help
model label target sentence. To reach such a goal,
we adopt a memory network component, and use
inter-sentence attention to fully exploit the infor-
mation in memory.
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Based on Memory Network (Weston et al.,
2014; Sukhbaatar et al., 2015), (Miller et al.,
2016) proposed Key-Value Memory Network
(KV-MemNN) to solve Question Answering prob-
lem and gain large progress. Our proposed method
is similar to KV-MemNN, but with a different def-
inition of key-value and different information dis-
tilling process. Thus, we propose a carefully de-
signed inter-sentence attention mechanism to han-
dle it.

Recently, there are also some attempts to make
use of attention mechanism in SRL task. (Tan
et al., 2018; Strubell et al., 2018) focus on self-
attention, which only uses the information of
the input sentence as the source of attention.
(Cai et al., 2018) makes use of biaffine attention
(Dozat and Manning, 2017) for decoding in SRL,
which was the current state-of-the-art (SOTA) in
CoNLL-2009 benchmark as this work was em-
barking. Different from all previous work, we uti-
lize inter-sentence attention to help model lever-
age associated information from other known sen-
tences in the memory.

To our best knowledge, this is the first time to
use memory network in the SRL task. Our eval-
uation on CoNLL-2009 benchmarks shows that
our model outperforms or reaches other syntax-
agnostic models on English, and achieves compet-
itive results on Chinese, which indicates that mem-
ory network learning from known data is indeed
helpful to SRL task.

There are several SRL annotation conventions,
such as PropBank (Bonial et al., 2012) and
FrameNet (Baker et al., 1998). This paper focuses
on the former convention. Under PropBank con-
vention, there are two role representation forms,
which are span-based SRL, such as CoNLL 2005
and CoNLL 2012 shared tasks, and dependency-
based SRL, such as CoNLL 2009 shared task. The
former uses span to represent argument, while the
latter uses the headword of the span to represent
the argument. As the latter has been more actively
studied due to dependency style SRL for conve-
nient machine learning, we will focus on depen-
dency SRL only in this work.

Given a sentence S, the goal of dependency
SRL task is to find all the predicate-argument pairs
(p, a). The following shows an example sentence
with semantic role labels marked in subscripts.

SheA0 has lostv itA1 justARGM−MNR

as quickly.

Here, v means the predicate, A0 means the
agent, A1 means the patient and ARGM-MNR
means how an action v is performed.

In the rest of this paper, we will describe our
model in Section 2. Then, the experiment set-up
and results are given in Section 3. Related works
about SRL and attention mechanism will be given
in Section 4. Conclusions and future work are
drawn in Section 5.

2 Model

An SRL system usually consists of four pipeline
modules: predicate identification and disambigua-
tion, argument identification and classification.
Following most of previous work, we focus on
the last two steps in standard SRL task: argument
identification and classification. The predicate
identification subtask is not needed in CoNLL-
2009 shared task1, and we follow previous work
(He et al., 2018b) to handle the predicate disam-
biguation subtask. This work will only focus on
the argument labeling subtask through sequence
labeling formalization. We first describe our base
model in Section 2.1. Then we introduce the pro-
posed associated memory network including the
inter-sentence attention design and label merging
strategies in Section 2.2. The full model architec-
ture is shown in Figure 1.

2.1 Base Model

Word Embedding

We use the concatenation of the following embed-
dings as the representation for every word. (1)
Random-initialized word embedding xrei ∈ Rdre
(2) GloVe (Pennington et al., 2014) word em-
bedding xpei ∈ Rdpe pre-trained on 6B tokens
(3) Random-initialized part-of-speech (POS) tag
embedding xposi ∈ Rdpos (4) Random-initialized
lemma embedding xlei ∈ Rdle (5) Contextualized
word embedding derived by applying fully con-
nected layer on ELMo embedding xcei ∈ Rdce (Pe-
ters et al., 2018), and (6) Random-initialized pred-
icate specified flag embedding xpredi ∈ Rdpred .
The final representation of each word is:

xi = xrei ◦ xpei ◦ x
pos
i ◦ xlei ◦ xcei ◦ xpredi

where ◦ stands for concatenation operator.

1In CoNLL-2009 task, the predicates information is al-
ready identified when testing.
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BiLSTM Encoder
LSTM network is known to handle the depen-
dency over long sentence well, and can effec-
tively model the context information when encod-
ing. Therefore, we leverage a stacked BiLSTM
network LSTMe to be our encoder. It takes word
embedding sequence x = [xi]

nS
i=1 of sentence

S = [wi]
nS
i=1 as input (nS is the length of sentence),

and outputs two different hidden states
−→
hi and

←−
hi

for wordwi by processing the sequence in forward
and backward directions. The final contextual rep-
resentation of word wi is the concatenation of two
hidden states hi =

−→
hi ◦←−hi .

Then, we use a final softmax layer after the Bi-
LSTM encoding to predict the label of each word.

2.2 Associated Memory Network

Using the base model as backbone, we introduce
an associated memory network (AMN) compo-
nent for further performance improvement. The
proposed AMN memorizes known associated sen-
tences and their labels, then the useful clue in
the memory will be delivered to the SRL module
through an inter-sentence mechanism. AMN pro-
cessing includes three steps, associated sentence
selection, inter-sentence attention and label merg-
ing.

Associated Sentence Selection
We aim to utilize the associated sentences and
their labels to help our model label the target sen-
tences. For the sake of fairness, we only use the
sentences in train dataset as our source. However,
it is impossible to attend all the sentences in train
dataset because of the extremely high computa-
tional and memory cost. Therefore, we propose
a filter to select the most useful sentences from
the given dataset (train dataset in this paper) when
given the label-unknown sentence S.

The filter algorithm is straightforward. First,
We compute the distance of every two sentences.
Then, we sort all the sentences in train dataset
according to their distances with the target sen-
tence S, and select top m sentences {Aj}mj=1 with
the minimum distances and their label sequences
{Lj}mj=1 as our associated attention. m is the
memory size.

As for the computation of distance between two
sentences, we formally consider three types of dis-
tances, which are edit distance (ED), word mov-
ing distance (WMD) and smooth inverse frequency

distance (SD), plus random distance (RD) as base-
line. These distances are defined as follows,

• edit distance This method uses the edit dis-
tance of the POS tag sequences of two sen-
tences as the distance value.

• word moving distance Following (Kusner
et al., 2015), this method takes word moving
distance of two sentences2.

• smooth inverse frequency distance Follow-
ing (Arora et al., 2017), we use Euclidean
distance between the SIF embedding of two
sentences as the distance value.

• random distance This method returns a ran-
dom value for distance computation thus lead
to selecting sentences randomly in the train
dataset.

Inter-sentence Attention
This part aims to attain the inter-sentence atten-
tion matrix, which can be also regarded as the core
memory part of the AMN. The input sentence S
and associated sentences {Aj}mj=1 first go through
a stacked BiSLTM networkLSTMa to encode the
sentence-level information to each word represen-
tation3:

S′ = LSTMa(S)

A′j = LSTMa(Aj) j ∈ {1, 2, ...,m}

where S′ = [x′i]
nS
i=1 and A′j = [x′j,k]

nj
k=1 are the

lists of new word representations, with each word
representation is a vector x′ ∈ Rda , where da is
the size of hidden state in LSTMa.

Then, for each associated sentence A′j , we mul-
tiply it with the input sentence representation S′ to
get the raw attention matrix M raw

j .

M raw
j = S′A′Tj

Every element M raw
j (i, k) = x′i · x

′T
j,k can be re-

garded as an indicator of similarity between the
ith word in input sentence S′ and the kth word in
associated sentence A′j .

Finally, we perform softmax operation on every
row in M raw

j to normalize the value so that it can

2In this paper, we use relaxed word moving distance
(rwmd) for efficiency

3Here we abuse the symbol S and Aj for meaning both
the word sequence [wi] and the embedded sequence [xi]
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Figure 1: Semantic role labeling with associated memory network, where S is the input sentence with its length
nS. Aj is the jth associated sentence of S with its label sequence Lj and its length nj . S′ and A′j are the
result of LSTM1 with S and Aj as input respectively. dae is the dimension of argument embedding. Mraw

j is
the raw attention matrix of Aj and S. a−,j = [a1,j , a2,j , ..., anS,j ] is the associated-sentence-specified attention
embedding.

be considered as probability from input sentence
S to associated sentence Aj .

αi,j = f([M raw
j (i, 1)...,M raw

j (i, nj)])

Mj = [α1,j , α2,j , ..., αnS,j ]

where f(·) stands for softmax function. αi,j can
be regarded as probability vector indicating the
similarity between the ith word in sentence S and
every word in the associated sentence A′j .

Label Merging
In order to utilize the labels {Lj}mj=1 of the asso-
ciated sentences during decoding, a label merging
needs to be done.

We use randomly initialized argument embed-
ding xae ∈ Rdae to embed each argument la-
bel. Therefore, the label sequence Lj of as-
sociated sentence Aj can be written as Lj =
[xaej,k]

nj
k=1.We treat the probability vector αi,j as

weight to sum all the elements in Lj to get
the associated-sentence-specified argument em-
bedding ai,j , which represents the attention em-
bedding of word wi ∈ S calculated from the jth

associated sentence Aj and label Lj .
ai,j = αi,j · LTj =

∑nj
k=1 αi,j(k)x

ae
j,k

Because the associated sentences are different,
the overall contributions of these argument em-
beddings should be different. We let the model
itself learn how to make use of these argument em-
beddings. Following attention combination mech-
anism from (Libovickỳ and Helcl, 2017), we con-
sider four ways to merge the label information.
1) Concatenation All the associated argument em-
bedding are concatenated as the final attention em-
beddings.

ai = ai,1 ◦ ai,2 ◦ ... ◦ ai,m
2) Average The average value of all the associated
argument embeddings is used as the final attention
embedding.

ai =
1
m

∑m
j=1 ai,j

3) Weighted Average The weighted average of all
the associated argument embedding is used as the
final attention embedding. We calculate the mean
value of every raw similarity matrix M raw

j to in-
dicate the similarity between input sentence S and
associated sentence Aj , and we use the softmax
function to normalize them to get a probability
vector β indicating the similarity of input sentence
S towards all the associated sentences {Aj}mj=1.

β = f([g(M raw
1 ), ..., g(M raw

m )])

where f(·) stands for softmax function and g(·)
represents the mean function. Then, we use
the probability vector β as weight to sum all
the associated-sentence-specified attention em-
bedding ai,j to get the final attention embedding
ai of the ith word wi in input sentence S.

ai =
∑m

j=1 β(j)ai,j

4) Flat This method does not use ai,j information.
First, we concatenate all the raw similarity matrix
M raw
j along the row.

M raw = [M raw
1 ,M raw

2 , ...,M raw
m ]

Then, we perform softmax operation on every
row in M raw to normalize the value so that it can
be considered as probability from input sentence
S to all associated sentences Aj .

γi = f([M raw
i,1 ,M raw

i,2 ...,M raw
i,nall

])
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Name Meaning Value
dre random word embedding 100
dpe pre-trained word embedding 100
dpos POS embedding 32
dle lemma embedding 100
dce contextualized embedding 128
dpred flag embedding 16
dae argument embedding 128
m memory size 4
ke #LSTMe layers 2
ka #LSTMa layers 3
de LSTMe hidden state 512
da LSTMa hidden state 512
rd dropout rate 0.1
lr learning rate 0.001

Table 1: Hyper-parameter settings (signal #x means
number of x).

where f(·) stands for softmax operation. nall =∑m
j=1 nj is the total length of allm associated sen-

tences.
We also concatenate the associated label infor-

mation, and use γi as weight to sum the concate-
nated label sequence as final attention embedding.

L = [L1,L2, ...,Lj ], ai = γi · LT

After we have the final attention embedding ai,
we concatenate it with word embedding xi as the
input of the BiLSTM encoder LSTMe.

3 Experiments

We conduct experiments on CoNLL-2009 (Hajič
et al., 2009) English and Chinese dataset. We use
the standard training, development and test data
split provided by CoNLL-2009 shared task. The
word lemma, word POS are the predicted ones
given in CoNLL-2009 dataset. Adam optimizer
(Kingma and Ba, 2014) is used for training to
minimize the categorical cross entropy loss. All
the hyper-parameters we use are listed in Table 1.
All parameters are learned during training, and are
randomly initialized except the pre-trained GloVe
(Pennington et al., 2014) word embeddings.

For English, We independently determine the
best distance calculating method and the best
merging method one after another. First, we select
a distance according to the results on development
set and then we determine the merging method
with the selected distance method. At last we ex-
plore the impact of memory size. For Chinese,

System (syntax-aware single) P R F1

(Zhao et al., 2009a) - - 86.2
(Zhao et al., 2009c) - - 85.4
(FitzGerald et al., 2015) - - 86.7
(Roth and Lapata, 2016) 88.1 85.3 86.7
(Marcheggiani and Titov, 2017) 89.1 86.8 88.0
(He et al., 2018b) 89.7 89.3 89.5
(Li et al., 2018) 90.3 89.3 89.8
System (syntax-aware ensemble) P R F1

(FitzGerald et al., 2015) - - 87.7
(Roth and Lapata, 2016) 90.3 85.7 87.9
(Marcheggiani and Titov, 2017) 90.5 87.7 89.1
System (syntax-agnostic single) P R F1

(Marcheggiani et al., 2017) 88.7 86.8 87.7
(He et al., 2018b) 89.5 87.9 88.7
(Cai et al., 2018) 89.9 89.2 89.6
(Li et al., 2018) 89.5 87.9 88.7
Ours ( + AMN + ELMo) 90.0 89.2 89.6

Table 2: Results on CoNLL-2009 English in-domain
(WSJ) test set.

System (syntax-aware single) P R F1

(Zhao et al., 2009a) - - 74.6
(Zhao et al., 2009c) - - 73.3
(FitzGerald et al., 2015) - - 75.2
(Roth and Lapata, 2016) 76.9 73.8 75.3
(Marcheggiani and Titov, 2017) 78.5 75.9 77.2
(He et al., 2018b) 81.9 76.9 79.3
(Li et al., 2018) 80.6 79.0 79.8
System (syntax-aware ensemble) P R F1

(FitzGerald et al., 2015) - - 75.5
(Roth and Lapata, 2016) 79.7 73.6 76.5
(Marcheggiani and Titov, 2017) 80.8 77.1 78.9
System (syntax-agnostic single) P R F1

(Marcheggiani et al., 2017) 79.4 76.2 77.7
(He et al., 2018b) 81.7 76.1 78.8
(Cai et al., 2018) 79.8 78.3 79.0
Ours ( + AMN + ELMo) 80.0 79.4 79.7

Table 3: Results on CoNLL-2009 English out-of-
domain (Brown) test set.

we obtain the result with similar parameters as for
the best model in English. The English and Chi-
nese GloVe word embeddings are both trained on
Wikipedia. The pretrained English ELMo model
is from (Peters et al., 2018), and the Chinese one
is from (Che et al., 2018), which is hosted at (Fares
et al., 2017). The model is trained for maximum
20 epochs for the nearly best model based on de-
velopment set results. We re-run our model using
different initialized parameters for 4 times and re-
port the average performance4.

3.1 Results

For the predicate disambiguation, we use the same
one from (He et al., 2018b) with the precisions

4Our implementation is publicly available at https://
github.com/Frozenmad/AMN_SRL.
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System (syntax-aware single) P R F1

(Zhao et al., 2009a) 80.4 75.2 77.7
(Roth and Lapata, 2016) 83.2 75.9 79.4
(Marcheggiani and Titov, 2017) 84.6 80.4 82.5
(He et al., 2018b) 84.2 81.5 82.8
(Li et al., 2018) 84.8 81.2 83.0
System (syntax-agnostic single) P R F1

(Marcheggiani et al., 2017) 83.4 79.1 81.2
(He et al., 2018b) 84.5 79.3 81.8
(Cai et al., 2018) 84.7 84.0 84.3
Ours ( + AMN + ELMo) 85.0 82.6 83.8

Table 4: Results on CoNLL-2009 Chinese test set.

of 95.01% and 95.58% on development and test
sets. We compare our full model (using edit dis-
tance and average method) with the reported state-
of-the-art models on both English and Chinese
dataset. The results are in Tables 2, 3 and 4.

For English in-domain test, our model outper-
forms the syntax-agnostic model in (He et al.,
2018b), whose architecture is quite similar to
our base model. Our model achieves 89.6% in
F1 score, which is the same with current SOTA
syntax-agnostic model (Cai et al., 2018). Besides,
our result is competitive with existing syntax-
aware and better than ensemble models.

The advantage is more salient on English out-
of-domain test set. The F1 score of our model
is 79.7%, which is 0.7% higher than the current
SOTA syntax-agnostic model (Cai et al., 2018).
The result is also competitive with the best syntax-
aware model (Li et al., 2018). The comparisons
show that the proposed model has a greater gener-
alization ability.

For Chinese, starting with the similar parame-
ters as for the best model in English, we find that
attending 5 associated sentences shows a better re-
sult on Chinese. Our model achieves 83.8% F1

score, outperforming (He et al., 2018b) with an
improvement of 2.0% in F1 score. Our result is
also competitive with that of (Cai et al., 2018).

Note that our method is not conflict with the one
in (Cai et al., 2018), which leverages biaffine at-
tention (Dozat and Manning, 2017) for decoding.
However, due to experiment cycle, we are not able
to combine these two methods together. We will
leave the combination as future work.

In the following part, we conduct several ab-
lation studies on our model. All the experiments
are re-run 2-4 times and the average values are re-

System P R F1

WMD (Kusner et al., 2015) 89.1 87.1 88.1
SD (Arora et al., 2017) 88.5 87.5 88.0
RD 89.1 87.2 88.1
Base Model 88.7 86.9 87.8
ED 89.0 87.5 88.3

Table 5: Ablations about distance on CoNLL-2009 En-
glish development set. ED means edit distance, WMD
means word moving distance, SD means SIF distance,
RD means random distance.

System P R F1

Concatenation 88.9 86.6 87.7
Average 89.0 87.5 88.3
Weighted Average 88.7 87.4 88.1
Flat 88.4 86.9 87.7
None 88.7 86.9 87.8

Table 6: Ablations about label merging method on
CoNLL-2009 English development set.

Figure 2: The comparison of our full model and base
model with distance increases.

ported on CoNLL-2009 English development set.

3.2 Ablation on Distance Method

Table 5 shows the performance of different dis-
tance calculating methods. All models use aver-
age method for label merging, and the memory
size m is set to 4. It can be observed from Ta-
ble 5 that edit distance performs best among all
the distance calculating methods, with 88.3% F1

score. All the distance calculating methods have
surpassed the base model, showing that the pro-
posed AMN is effective. Note that even the ran-
dom distance model performs better than the base
model, with an improvement of 0.3% in F1 score,
which shows that the proposed AMN can effec-
tively extract useful information from even poorly
related sentences. Besides, associated sentence se-
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lection methods based on word embeddings like
WMD and SD have similar performance with ran-
dom distance (RD), which shows simple word em-
bedding may not be good enough signal indicator
to measure semantic structure similarity in SRL
task. On the contrary, we may also try to explain
why even the random distance selection may work
to some extent. As sentences always have core ar-
guments label such as A0, A1 and A2, associated
sentences even from random selection may also
have such labels, which makes them helpful to en-
hance SRL over these labels. This may explain
why our model with randomly selected associated
sentences can distinguish core arguments better.

3.3 Ablation on Label Merging Method
Table 6 shows the performance of different label
merging methods. All models use edit distance
with 4 associated sentences. The result shows that
Average label merging strategy gives the best per-
formance, achieving 88.3% in F1 score with an
improvement of 0.5% compared to the baseline
model.

Note that our weighted average model does not
outperform the average model, which is a surprise
to us. We speculate that the current weight calcu-
lation method needs to be more improved to fit the
concerned task.

3.4 ELMo vs. AMN
Table 7 compares the performance contribution
from ELMo and AMN. Our model can achieve
better performance only using informative clue
from training set in terms of AMN design, rather
than focusing on external resource like ELMo.
However, even though our baseline SRL has been
enhanced by ELMo, it can still receive extra per-
formance improvement from the propose AMN.
Note that our enhancement from the proposed
AMN keeps effective when ELMo is included (a
0.5% enhancement on baseline over the 0.3% en-
hancement on ELMo baseline)

3.5 Ablation on Memory Size
We show the effect of different memory size in
Figure 3. Note that more associated sentences
means more cost on time and space. We test mem-
ory size m from 2 to 6 (which reaches the limit
under experiment setting in 11G GPU). We also
fit the measured points with a linear function (the
blue line in Figure 3). The performance of our
model has a general trend of increasing when the

System (syntax-aware) P R F1

(He et al., 2018b) 86.8 85.8 86.3
(He et al., 2018b) + ELMo 87.7 87.0 87.3
(Li et al., 2018) 87.7 86.7 87.2
(Li et al., 2018) + ELMo 89.2 87.6 88.4
Ours (syntax-agnostic) P R F1

Base 86.9 85.0 86.0
Base + AMN 86.9 85.6 86.3
Base + ELMo 88.7 86.9 87.8
Ours + AMN + ELMo 89.0 87.5 88.3

Table 7: AMN vs. ELMo, the performance compari-
son on English development set.

Figure 3: Model performance on English devel-
opment set with different memory sizes, in which
base+AMN+ELMo (reg.) indicates the general trend of
our base model enhanced by the AMN when the mem-
ory size is enlarged.

memory size becomes larger, which shows the po-
tential of the proposed AMN.

3.6 Analysis on Confusion Matrix

To further understand the advance of the proposed
method, we conduct an error type break down
analysis. Figures 4 and 5 show the confusion ma-
trices of labeling errors in the baseline model and
our model on development set, respectively. We
only show the main and most informative type of
arguments. Every number in these figures stands
for the times of occurrence. Comparing these
two confusion matrixes shows that the proposed
model makes fewer mistakes between core argu-
ments such asA0,A1, andA2. AMN indeed helps
when labeling them. It is also noted that, as in (He
et al., 2017; Tan et al., 2018), the model still eas-
ily confuses ARG2 with AM-DIR, AM-LOC and
AM-MNR.
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Figure 4: Confusion matrix for labeling errors in base
model.

Figure 5: Confusion matrix for labeling errors in pro-
posed model.

Figure 6: Visualization of similar matrix M . The input
sentence is at the left of the matrix, with its golden ar-
gument label at the right. The associated sentence is at
the top of the matrix, with its golden argument label at
the bottom. Their predicate is bolded.

3.7 Analysis of Performance on Distance

We compare the performance concerning with the
distance of argument and predicate on our best
model and base model in Figure 2, from which we
can observe that our model performs better nearly
at any distance.

3.8 Case Study on AMN

To explore how the AMN works in the model, we
visualize the similarity matrix M of some sen-
tences from development set in Figure 6. The in-
put sentence is

itA1 shouldAM−MOD runv foreverAM−TMP .
And the associated sentence is

itA1 woAM−MOD nt́AM−NEG happenv

againAM−TMP .
The current predicates are run, happen respec-
tively. The visualization shows that inter-sentence
attention can find and align the word in the similar
context correctly, which shows that the proposed
AMN is reasonable and effective.

4 Related Works

Early attempts (Pradhan et al., 2005; Zhao et al.,
2009a,b, 2013; Roth and Woodsend, 2014) to the
SRL task were mainly linear classifiers. The main
focus was how to find proper feature templates
that can best describe the sentences. (Pradhan
et al., 2005) utilized a SVM classifier with rich
syntactic features. (Toutanova et al., 2008) took
the structural constraint into consideration by us-
ing a global reranker. (Zhao et al., 2009c) adopted
a maximum entropy model with large scale feature
template selection. (Roth and Woodsend, 2014)
explored the distributional word representations as
new feature to gain more powerful models.

Recently, a great attention has been paid on
neural networks. (Zhou and Xu, 2015) proposed
an end-to-end model using stacked BiLSTM net-
work combined with CRF decoder without any
syntactic input. (Marcheggiani et al., 2017) ex-
plored the predicate-specified encoding and de-
coding and also provided a syntax-agnostic LSTM
model. (He et al., 2017) followed (Zhou and Xu,
2015) and analyzed all popular methods for initial-
ization and regularization in LSTM network.

By considering that our approach also bor-
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rows power from the memory, the proposed inter-
sentence attention in our AMN shares features
with memory networks, which was proposed in
(Weston et al., 2014) with motivation that mem-
ory may reduce the long-term forgetting issues.
(Sukhbaatar et al., 2015) and (Miller et al., 2016)
later further improved this work. However, we use
quite different mechanisms to store the memory,
and the effectiveness of our model needs a care-
fully designed attention mechanism to handle the
sequence-level information distilling.

Attention mechanism was first used by (Bah-
danau et al., 2014) in machine translation. Re-
cently, (Tan et al., 2018) and (Strubell et al., 2018)
proposed to use self-attention mechanism in SRL
task. (Cai et al., 2018) leveraged the biaffine atten-
tion (Dozat and Manning, 2017) for better decod-
ing performance. Different from all the existing
work, we instead introduce an inter-sentence at-
tention to further enhance the current state-of-the-
art SRL.

5 Conclusions and Future Work

This paper presents a new alternative improvement
on strong SRL baselines. We leverage memory
network which seeks power from known data, the
associated sentences, and thus is called associated
memory network (AMN). The performance of our
model on CoNLL-2009 benchmarks shows that
the proposed AMN is effective on SRL task.

As to our best knowledge, this is the first at-
tempt to use memory network in SRL task. There
is still a large space to explore along this re-
search line. For example, our weighted aver-
age method may need more carefully improved.
Our model can be built over the biaffine attention
which has been verified effective in (Cai et al.,
2018)5, and the encoder in our model can be im-
proved with more advanced forms such as Trans-
former (Vaswani et al., 2017). At last, as this work
is done on a basis of quite limited computational
resources, only one piece of nVidia 1080Ti (11G
graphic memory), much plentiful available com-
putational resource will greatly enable us to ex-
plore more big model setting (i.e., larger memory
sizem) for more hopefully better performance im-
provement.

5As this paper is submitting, we get to know the work
(Li et al., 2019), which has taken both strengths of biaffine
and ELMo. We leave the verification of our proposed method
over this new strong baseline in the future.
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Abstract

Sequence tagging models for constituent pars-
ing are faster, but less accurate than other
types of parsers. In this work, we address
the following weaknesses of such constituent
parsers: (a) high error rates around closing
brackets of long constituents, (b) large label
sets, leading to sparsity, and (c) error propa-
gation arising from greedy decoding. To ef-
fectively close brackets, we train a model that
learns to switch between tagging schemes. To
reduce sparsity, we decompose the label set
and use multi-task learning to jointly learn to
predict sublabels. Finally, we mitigate issues
from greedy decoding through auxiliary losses
and sentence-level fine-tuning with policy gra-
dient. Combining these techniques, we clearly
surpass the performance of sequence tagging
constituent parsers on the English and Chi-
nese Penn Treebanks, and reduce their pars-
ing time even further. On the SPMRL datasets,
we observe even greater improvements across
the board, including a new state of the art on
Basque, Hebrew, Polish and Swedish.1

1 Introduction

Constituent parsing is a core task in natural lan-
guage processing (NLP), with a wide set of ap-
plications. Most competitive parsers are slow,
however, to the extent that it is prohibitive of
downstream applications in large-scale environ-
ments (Kummerfeld et al., 2012). Previous ef-
forts to obtain speed-ups have focused on creating
more efficient versions of traditional shift-reduce
(Sagae and Lavie, 2006; Zhang and Clark, 2009)
or chart-based parsers (Collins, 1997; Charniak,
2000). Zhu et al. (2013), for example, presented

1After this paper was submitted, Kitaev and Klein (2018b)
have improved our results using their previous self-attentive
constituent parser (Kitaev and Klein, 2018a) and BERT repre-
sentations (Devlin et al., 2018) as input to their system. We
will acknowledge these results in the Experiments section.

a fast shift-reduce parser with transitions learned
by a SVM classifier. Similarly, Hall et al. (2014)
introduced a fast GPU implementation for Petrov
and Klein (2007), and Shen et al. (2018) signifi-
cantly improved the speed of the Stern et al. (2017)
greedy top-down algorithm, by learning to predict
a list of syntactic distances that determine the or-
der in which the sentence should be split.

In an alternative line of work, some authors
have proposed new parsing paradigms that aim to
both reduce the complexity of existing parsers and
improve their speed. Vinyals et al. (2015) pro-
posed a machine translation-inspired sequence-to-
sequence approach to constituent parsing, where
the input is the raw sentence, and the ‘transla-
tion’ is a parenthesized version of its tree. Gómez-
Rodrı́guez and Vilares (2018) reduced constituent
parsing to sequence tagging, where only n tagging
actions need to be made, and obtained one of the
fastest parsers to date. However, the performance
is well below the state of the art (Dyer et al., 2016;
Stern et al., 2017; Kitaev and Klein, 2018a).

Contribution We first explore different factors
that prevent sequence tagging constituent parsers
from obtaining better results. These include: high
error rates when long constituents need to be
closed, label sparsity, and error propagation aris-
ing from greedy inference. We then present the
technical contributions of the work. To effectively
close brackets of long constituents, we combine
the relative-scale tagging scheme used by Gómez-
Rodrı́guez and Vilares (2018) with a secondary
top-down absolute-scale scheme. This makes it
possible to train a model that learns how to switch
between two encodings, depending on which one
is more suitable at each time step. To reduce la-
bel sparsity, we recast the constituent-parsing-as-
sequence-tagging problem as multi-task learning
(MTL) (Caruana, 1997), to decompose a large label
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space and also obtain speed ups. Finally, we mit-
igate error propagation using two strategies that
come at no cost to inference efficiency: auxiliary
tasks and policy gradient fine-tuning.

2 Preliminaries

We briefly introduce preliminaries that we will
build upon in the rest of this paper: encoding
functions for constituent trees, sequence tagging,
multi-task learning, and reinforcement learning.

Notation We use w=[w0, w1, ..., wn] to refer to
a raw input sentence and bold style lower-cased
and math style upper-cased characters to refer to
vectors and matrices, respectively (e.g. x and W).

2.1 Constituent Parsing as Sequence Tagging

Gómez-Rodrı́guez and Vilares (2018) define a lin-
earization function of the form Φ|w| : T|w| →
L(|w|−1) to map a phrase structure tree with |w|
words to a sequence of labels of length |w| − 1.2

For each word wt, the function generates a label
lt ∈ L of the form lt=(nt, ct, ut), where:

• nt encodes the number of ancestors in com-
mon between between wt and wt+1. To re-
duce the number of possible values, nt is en-
coded as the relative variation in the number
of common ancestors with respect to nt−1.

• ct encodes the lowest common ancestor be-
tween wt and wt+1.

• ut contains the unary branch for wt, if any.

Figure 1 explains the encoding with an example.

 I            find      your     lack      of        faith  disturbing  .
PRP          VBD       PRP        NN        IN          NN              JJ         .

NP

S

NP

(1,S,NP)   (1,VP,)   (3,NP,)   (-1,NP,)   (1,PP,)  (-2,S,)   (-2,S,ADJP)  -

ADJP

PP

VP

S

NP

Figure 1: A constituent tree linearized as by Gómez-
Rodrı́guez and Vilares (2018).

2They (1) generate a dummy label for the last word and
(2) pad sentences with a beginning- and end-of-sentence to-
kens.

2.2 Sequence Tagging
Sequence tagging is a structured prediction task
that generates an output label for every input to-
ken. Long short-term memory networks (LSTM)
(Hochreiter and Schmidhuber, 1997) are a popu-
lar architecture for such tasks, often giving state-
of-the-art performance (Reimers and Gurevych,
2017; Yang and Zhang, 2018).

Tagging with LSTMs In LSTMs, the prediction
for the ith element is conditioned on the out-
put of the previous steps. Let LSTMθ(x1:n) be a
parametrized function of the network, where the
input is a sequence of vectors x1:n, its output is a
sequence of hidden vectors h1:n. To obtain bet-
ter contextualized hidden vectors, it is possible
to instead use bidirectional LSTMS (Schuster and
Paliwal, 1997). First, a LSTMl

θ processes the to-
kens from left-to-right and then an independent
LSTMr

θ processes them from right-to-left. The
ith final hidden vector is represented as the con-
catenation of both outputs, i.e. BILSTMθ(x, i) =
LSTMl

θ(x[1:i]) ◦ LSTMr
θ(x[|x|:i]). BILSTMs can be

stacked in order to obtain richer representations.
To decode the final hidden vectors into discrete la-
bels, a standard approach is to use a feed-forward
network together with a softmax transformation,
i.e. P (y|hi) = softmax(W · hi + b). We will
use the BILSTM-based model by Yang and Zhang
(2018), for direct comparison against Gómez-
Rodrı́guez and Vilares (2018), who use the same
model. As input, we will use word embeddings,
PoS-tag embeddings and a second word embed-
ding learned by a character-based LSTM layer.
The model is optimized minimizing the categori-
cal cross-entropy loss, i.e. L =−∑ log(P (y|hi)).
The architecture is shown in Figure 2.

2.3 Multi-task Learning
Multi-task learning is used to solve multiple tasks
using a single model architecture, with task-
specific classifier functions from the outer-most
representations (Caruana, 1997; Collobert and
Weston, 2008). The benefits are intuitive: sharing
a common representation for different tasks acts
as a generalization mechanism and allows to ad-
dress them in a parallel fashion. The hard-sharing
strategy is the most basic MTL architecture, where
the internal representation is fully shared across all
tasks. The approach has proven robust for a num-
ber of NLP tasks (Bingel and Søgaard, 2017) and
comes with certain guarantees if a common, op-
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(1,S,NP)   (1,VP,)   (3,NP,)   (-1,NP,)   (1,PP,)    (-2,S,)   (-2,S,ADJP)    -

 

     I        find     your      lack        of      faith  disturbing   .

LSTM LSTM LSTM LSTM LSTM LSTM LSTM LSTM

LSTMLSTMLSTMLSTMLSTMLSTMLSTMLSTM

LSTM LSTM LSTM LSTM LSTM LSTM LSTM LSTM

LSTMLSTMLSTMLSTMLSTMLSTMLSTMLSTM

FF FF FF FF FF FF FF FF

word embedding
postag embedding
character embeddings (with char-LSTM)

Input to the network:

Figure 2: The baseline architecture used in this work.
The input to the network is a concatenation of word
embeddings, PoS-tag embeddings and a second word
embedding learned by a character-based LSTM layer.

timal representation exists (Baxter, 2000). Dong
et al. (2015) use it for their multilingual machine
translation system, where the encoder is a shared
gated recurrent neural network (Cho et al., 2014)
and the decoder is language-specific. Plank et al.
(2016) also use a hard-sharing setup to improve
the performance of BILSTM-based PoS taggers.
To do so, they rely on auxiliary tasks, i.e, tasks
that are not of interest themselves, but that are
co-learned in a MTL setup with the goal of im-
proving the network’s performance on the main
task(s). We will introduce auxiliary tasks for se-
quence tagging constituent parsing later on in this
work. A MTL architecture can also rely on partial
sharing when the different tasks do not fully share
the internal representations (Duong et al., 2015;
Rei, 2017; Ruder et al., 2019) and recent work
has also shown that hierarchical sharing (e.g. low-
level task outputs used as input for higher-level
ones) could be beneficial (Søgaard and Goldberg,
2016; Sanh et al., 2018).

2.4 Policy Gradient Fine-tuning

Policy gradient (PG) methods are a class of rein-
forcement learning algorithms that directly learn
a parametrized policy, by which an agent selects
actions based on the gradient of a scalar perfor-
mance measure with respect to the policy. Com-
pared to other reinforcement learning methods, PG

is well-suited to NLP problems due to its appealing
convergence properties and effectiveness in high-
dimensional spaces (Sutton and Barto, 2018).

Previous work on constituent parsing has em-
ployed PG methods to mitigate the effect of expo-
sure bias, finding that they function as a model-

agnostic substitute for dynamic oracles (Fried and
Klein, 2018). Similarly, Le and Fokkens (2017)
apply PG methods to Chen and Manning (2014)’s
transition-based dependency parser to reduce er-
ror propagation. In this work, we also employ PG

to fine-tune models trained using supervised learn-
ing. However, our setting (sequence tagging) has
a considerably larger action space than a transition
parser. To deal with that, we will adopt a num-
ber of variance reduction and regularization tech-
niques to make reinforcement learning stable.

3 Methods

We describe the methods introduced in this work,
motivated by current limitations of existing se-
quence tagging models, which are first reviewed.
The source code can be found as a part of https:
//github.com/aghie/tree2labels.

3.1 Motivation and Analysis

For brevity, we limit this analysis to the English
Penn Treebank (PTB) (Marcus et al., 1993). We re-
produced the best setup by Gómez-Rodrı́guez and
Vilares (2018), which we are using as baseline,
and run the model on the development set. We
below show insights for the elements of the output
tuple (nt, ct, ut), where nt is the number of levels
in common between wt and wt+1, ct is the non-
terminal symbol shared at that level, and ut is a
leaf unary chain located at wt.

High error rate on closing brackets We first
focus on predicting relative tree levels (nt). See
Figure 3 for F-scores over nt labels. The sparsity
on negative nts is larger than for the positive ones,
and we see that consequently, the performance is
also significantly worse for negative nt values, and
performance worsens with higher negative values.
This indicates that the current model cannot effec-
tively identify the end of long constituents. This is
a known source of error for shift-reduce or chart-
based parsers, but in the case of sequence tagging
parsers, the problem seems particularly serious.

Sparsity The label space is large and sparse: the
output labels are simply the possible values in the
tuple (nt, ct, ut). An analysis over the PTB train-
ing set shows a total of 1423 labels, with 58% of
them occurring 5 or less times. These infrequent
cases might be difficult to predict, even if some of
the elements of the tuple are common.

3374



-13 -12 -11 -10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5
Level (ni)

0.0

0.2

0.4

0.6

0.8

1.0
F1

-s
co

re

Figure 3: F-score for nt labels on the PTB dev set using
Gómez-Rodrı́guez and Vilares (2018).

Greedy decoding Greedy decoding is prone to
issues such as error propagation. This is a known
source of error in transition-based dependency
parsing (Qi and Manning, 2017); in contrast with
graph-based parsing, in which parsing is reduced
to global optimization over edge-factored scores
(McDonald et al., 2005).

In the case of BILSTM-based sequence tagging
parsers, for a given word wt, the output label as
encoded by Gómez-Rodrı́guez and Vilares (2018)
only reflects a relation between wt and wt+1. We
hypothesize that even if the hidden vector rep-
resentations are globally contextualized over the
whole sequence, the intrinsic locality of the output
label also turns into error propagation and conse-
quently causes a drop in the performance. These
hypotheses will be tested in §4. In particular, we
will evaluate the impact of the different methods
intended to perform structured inference (§3.4).

3.2 Dynamic Encodings

Gómez-Rodrı́guez and Vilares (2018) encode the
number of common ancestors nt, from the output
tuple (nt, ct, ut), as the variation with respect to
nt−1. We propose instead to encode certain ele-
ments of a sentence using a secondary lineariza-
tion function. The aim is to generate a model that
can dynamically switch between different tagging
schemes at each time step t to select the one that
represents the relation between wt and wt+1 in the
most effective way.

On the one hand, the relative-scale encoding is
effective to predict the beginning and the end of
short constituents, i.e. when a short constituent
must be predicted (|nt| ≤ 2). On the other hand,
with a relative encoding scheme, the F-score was
low for words where the corresponding nt has a
large negative value (as showed in Figure 3). This
matches a case where a long constituent must be

closed: wt is located at a deep level in the tree and
will only (probably) share a few ancestors with
wt+1. These configurations are encoded in a more
sparse way by a relative scheme, as the nt value
shows a large variability and it depends on the
depth of the tree in the current time step. We can
obtain a compressed representation of these cases
by using a top-down absolute scale instead, as any
pair of words that share the same m top levels will
be equally encoded. The absolute scale becomes
however sparse when predicting deep levels. Fig-
ure 4 illustrates the strengths and weaknesses of
both encodings with an example, and how a dy-
namically encoded tree helps reduce variability on
nt values.

In our particular implementation, we will be us-
ing the following setup:

• Φ|w| : T|w| → L|w|−1, the relative-scale en-
coding function, is used by default.

• Ω|w| : T|w| → L′|w|−1 is the secondary lin-
earization function that maps words to la-
bels according to a top-down absolute scale.
Ω is used iff: (1) Ω(w[t:t+1]) = (n′t, c

′
t, u
′
t)

with n′t ≤ 3, i.e. wt and wt+1 share at
most the three top levels, and (2) Φ(w[t:t+1])
= (nt, ct, ut) with nt ≤ −2, i.e. wt is at
least located two levels deeper in the tree than
wt+1.3

a    b    c    d    e     f     g    h     i      j      k     l    m

Relative:  2    1    1    1  -4     1    1   -2    1     1     1   -3   ∅

Absolute:  2    3    4    5   1     2   3    1    2     3     4    1   ∅

Dynamic:  2r   1r   1r   1r   1a    1r   1r   1a   1r    1r    1r   1a  ∅

Figure 4: A synthetic constituent tree where nt is en-
coded using a relative scheme, a top-down absolute
scale, and an ideal dynamic combination. The rela-
tive scheme is appropriate to open and close short con-
stituents, but becomes sparse when encoding the large
ones, e.g. nt for the tokens ‘e’, ‘h’ and ’l’. The op-
posite problem is observed for the top-down absolute
scheme (e.g. tokens from ‘a’ to ‘d’). The dynamic lin-
earization combines the best of both encodings (we use
the subscript ‘r’ to denote the labels coming from the
relative encoding, and ‘a’ from the absolute one).

3The values were selected based on the preliminary ex-
periments of Figure 3.
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3.3 Decomposition of the label space
We showed that labels of the form (nt, ct, ut) ∈ L
are sparse. An intuitive approach is to decompose
the label space into three smaller sub-spaces, such
that ni ∈ N , ci ∈ C and ui ∈ U . This reduces
the output space from potentially |N | × |C| × |U |
labels to just |N | + |C| + |U |. We propose to
learn this decomposed label space through a multi-
task learning setup, where each of the subspaces is
considered a different task, namely taskN , taskC
and taskU . The final loss is now computed as
L = Ln + Lc + Lu.

We relied on a hard-sharing architecture, as it
has been proved to reduce the risk of overfitting
the shared parameters (Baxter, 1997). A natural is-
sue that arises is that the prediction of labels from
different label sub-spaces could be interdependent
to a certain extent, and therefore a hierarchical
sharing architecture could also be appropriate. To
test this, in preliminary experiments we consid-
ered variants of hierarchical sharing architectures.
We fed the output of the taskU as input to taskN
and/or taskC . Similarly, we tested whether it was
beneficial to feed the output of taskN into taskC ,
and viceversa. However, all these results did not
improve those of the hard-sharing model. In this
context, in addition to a generalization mecha-
nism, the shared representation could be also act-
ing as way to keep the model aware of the potential
interdependencies that might exist between sub-
tasks.

3.4 Mitigating Effects of Greedy Decoding
We propose two ways to mitigate error propaga-
tion arising from greedy decoding in constituent
parsing as sequence tagging: auxiliary tasks and
policy gradient fine-tuning. Note that we want to
optimize bracketing F-score and speed. For this
reason we do not explore approaches that come at
a speed cost in testing time, such as beam-search
or using conditional random fields (Lafferty et al.,
2001) on top of our LSTM.

Auxiliary tasks Auxiliary tasks force the model
to take into account patterns in the input space that
can be useful to solve the main task(s), but that
remain ignored due to a number of factors, such
as the distribution of the output label space (Rei,
2017). In a similar fashion, we use auxiliary tasks
as a way to force the parser to pay attention to as-
pects beyond those needed for greedy decoding.
We propose and evaluate two separate strategies:

1. Predict partial labels nt+k that are k steps
from the current time step t. This way we can
jointly optimize at each time step a prediction
for the pairs (wt, wt+1), . . . , (wt+k, wt+k+1).
In particular, we will experiment both with
previous and upcoming nk’s, setting |k|=1.

2. Predict the syntactic distances presented by
Shen et al. (2018), which reflect the order
a sentence must be split to obtain its con-
stituent tree using a top-down parsing algo-
rithm (Stern et al., 2017). The algorithm was
initially defined for binary trees, but its adap-
tation to n-ary trees is immediate: leaf nodes
have a split priority of zero and the ancestors’
priority is computed as the maximum prior-
ity of their children plus one. In this work,
we use this algorithm in a sequence tagging
setup: the label assigned to each token corre-
sponds to the syntactic distance of the lowest
common ancestor with the next token. This
is illustrated in Figure 5.

 I             find       your       lack       of         faith      disturbing   .
PRP          VBD       PRP        NN        IN          NN              JJ          .

NP

S

NP

Gómez-Rodríguez and Vilares (2018) encoding:

ADJP

PP

VP

S

NP

0 0 0 0 0 0 0 0

1 1

2

3
4

5

5               4            1          2          1            3               5           -

Shen et al. (2018) syntactic distances:

(1,S,NP)   (1,VP,)   (3,NP,)   (-1,NP,)   (1,PP,)  (-2,S,)   (-2,S,ADJP)  -

Syntactic distances mapped  for sequence tagging

Figure 5: A constituent with syntactic distances at-
tached to each non-terminal symbol, according to Shen
et al. (2018). Distances can be used for sequence tag-
ging, providing additional information to our base en-
coding (Gómez-Rodrı́guez and Vilares, 2018)

The proposed auxiliary tasks provide different
types of contextual information. On the one hand,
the encoding of the nts by Gómez-Rodrı́guez and
Vilares (2018) only needs to know about wt and
wt+1 paths to generate the label for the time step
t. On the other hand, to compute the syntactic dis-
tance of a given non-terminal symbol, we need to
compute the syntactic distances of its subtree, pro-
viding a more global, but also sparser context. For
training, the loss coming from the auxiliary task(s)
is weighted by β=0.1, i.e, the final loss is com-
puted as L = Ln + Lc + Lu + β

∑
a La.

3376



Policy gradient fine-tuning Policy gradient
training methods allow us to fine-tune our models
with a tree-level objective, optimizing directly for
bracketing F-score. We start off with a converged
supervised model as our initial policy. The se-
quence labeling model can be seen as a functional
approximation of the policy π parametrized by θ,
which at timestep t selects a label lt=(nt, ct, ut)

4

given the current state of the model’s parameters,
st. The agent’s reward, Rtree, is then derived from
the bracketing F-score. This can be seen as a vari-
ant of the REINFORCE algorithm (Williams, 1992)
where the policy is updated by gradient ascent in
the direction of:

∆θlogπ(lt|st; θ)Rtree (1)

Baseline and Variance Reduction We use as
baseline a copy of a pre-trained model where the
parameters are frozen. The reward used to scale
the policy gradient can then be seen as an estimate
of the advantage of an action lt in state st over the
baseline model. This is equivalent toRtree−Btree,
where Rtree is the bracketing F-score of a se-
quence sampled from the current policy and Btree
is the the tree-level F-score of the sequence greed-
ily predicted by the baseline. To further reduce
the variance, we standardize the gradient estimate
∆θ using its running mean and standard deviation
for all candidates seen in training so far. In ini-
tial experiments without these augmentations, we
observed that fine-tuning with vanilla PG often led
to a deterioration in performance. To encourage
exploration away from the converged supervised
model’s policy, we add the entropy of the policy to
the objective function (Williams and Peng, 1991).
Moreover, following Lillicrap et al. (2015), we op-
tionally add noise sampled from a noise processN
to the policy. The gradient of our full fine-tuning
objective function takes the following form:

∆θ(logπ(lt|st; θ) +N)(Rtree −Btree)
+ β∆θH(π(st; θ) +N) (2)

whereH is the entropy and β controls the strength
of the entropy regularization term.

4 Experiments

We now review the impact of the proposed tech-
niques on a wide variety of settings.

43 different labels in the MTL setting.

Datasets We use the English Penn Treebank
(PTB) (Marcus et al., 1993) and the Chinese Penn
Treebank (CTB) (Xue et al., 2005). For these, we
use the same predicted PoS tags as Dyer et al.
(2016). We also provide detailed results on the
SPMRL treebanks (Seddah et al., 2014),5 a set of
datasets for constituent parsing on morphologi-
cally rich languages. For these, we use the pre-
dicted PoS tags provided together with the cor-
pora. To the best of our knowledge, we provide
the first evaluation on the SPMRL datasets for se-
quence tagging constituent parsers.

Metrics We report bracketing F-scores, using
the EVALB and the EVAL-SPMRL scripts. We mea-
sure the speed in terms of sentences per second.

Setup We use NCRFpp (Yang and Zhang, 2018),
for direct comparison against Gómez-Rodrı́guez
and Vilares (2018). We adopt bracketing F-score
instead of label accuracy for model selection and
report this performance as our second baseline.
After 100 epochs, we select the model that fared
best on the development set. We use GloVe em-
beddings (Pennington et al., 2014) for our English
models and zzgiga embeddings (Liu and Zhang,
2017) for the Chinese models, for a more homo-
geneous comparison against other parsers (Dyer
et al., 2016; Liu and Zhang, 2017; Fernández-
González and Gómez-Rodrı́guez, 2018). ELMo
(Peters et al., 2018) or BERT (Devlin et al., 2018)
could be used to improve the precision, but in this
paper we focus on keeping a good speed-accuracy
tradeoff. For SPMRL, no pretrained embeddings
are used, following Kitaev and Klein (2018a). As
a side note, if we wanted to improve the perfor-
mance on these languages we could rely on the
CoNLL 2018 shared task pretrained word embed-
dings (Zeman et al., 2018) or even the multilin-
gual BERT model6. Our models are run on a single
CPU7 (and optionally on a consumer-grade GPU
for further comparison) using a batch size of 128
for testing. Additional hyperparameters can be
found in Appendix A.

4.1 Results

Table 1 contrasts the performance of our models
against the baseline on the PTB development set.

5Except for Arabic, for which we do not have the license.
6https://github.com/google-research/

bert/blob/master/multilingual.md
7Intel Core i7-7700 CPU 4.2 GHz
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Model F-score (+/-) Sents/s
Gómez and Vilares (2018) 89.70 - 109
Our baseline 89.77 (+0.07) 111
+ DE 90.22 (+0.52) 111
+ MTL 90.38 (+0.68) 130
aux(nt+1) 90.41 (+0.71) 130
aux(nt−1) 90.57 (+0.87) 130
aux(distances) 90.55 (+0.85) 130
+ PG 90.70 (+1.00) 130

Table 1: Results on the PTB dev set, compared against
Gómez-Rodrı́guez and Vilares (2018). DE refers to dy-
namic encoding and MTL to a model that additionally
casts the problem as multi-task learning. Each auxil-
iary task is added separately to the baseline with DE
and MTL. Policy gradient fine-tunes the model that in-
cludes the best auxiliary task.

To show that the model which employs dy-
namic encoding is better (+0.52) than the base-
line when it comes to closing brackets from long
constituents, we compare their F-scores in Fig-
ure 6. When we recast the constituent-parsing-as-
sequence-tagging problem as multi-task learning,
we obtain both a higher bracketing F-score (+0.68)
and speed (1.17x faster). Fusing strategies to miti-
gate issues from greedy decoding also leads to bet-
ter models (up to +0.87 when adding an auxiliary
task8 and up to +1.00 if we also fine-tune with PG).
Note that including auxiliary tasks and PG come at
a time cost in training, but not in testing, which
makes them suitable for fast parsing.
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Dynamically encoded

Figure 6: F-score for nts on the PTB dev set, obtained
by the Gómez-Rodrı́guez and Vilares (2018) baseline
(in blue, first bar for each nt, already shown in Figure
3) and our model with dynamically encoded trees (in
orange, second bar).

Table 2 replicates the experiments on the CTB

and the SPMRL dev sets. The dynamic encod-
ing improves the performance of the baseline on

8We observed that adding more than one auxiliary task did
not translate into a clear improvement. We therefore chose
the auxiliary task that performed the best in the development
set.

large treebanks, e.g. German, French or Korean,
but causes some drops in the smaller ones, e.g.
Swedish or Hebrew. Overall, casting the prob-
lem as multitask learning and the strategies used to
mitigate error propagation lead to improvements.

For the experiments on the test sets we select
the models that summarize our contributions: the
models with dynamic encoding and the multi-task
setup, the models including the best auxiliary task,
and the models fine-tuned with policy gradient.

Tables 3, 4 and 5 compare our parsers against
the state of the art on the PTB, CTB and SPMRL test
sets. Gómez-Rodrı́guez and Vilares (2018) also
run experiments without character embeddings, to
improve speed without suffering from a big drop
in performance. For further comparison, we also
include them as additional results (shadowed). In
a related line, Smith et al. (2018) show that for
dependency parsing two out of three embeddings
(word, postag and characters) can suffice.

4.2 Discussion

The results across the board show that the dy-
namic encoding has a positive effect on 6 out of
10 treebanks. Casting the constituent-parsing-as-
sequence-labeling problem as MTL surpasses the
baseline for all tested treebanks (and it leads to
better parsing speeds too). Finally, by mitigat-
ing issues from greedy decoding we further im-
prove the performance of all models that include
dynamic encodings and multi-task learning.

On the PTB, our models are both faster and
more accurate than existing sequence tagging
or sequence-to-sequence models, which already
were among the fastest parsers (Gómez-Rodrı́guez
and Vilares, 2018; Vinyals et al., 2015). We also
outperform other approaches that were not sur-
passed by the original sequence tagging models
in terms of F-score (Zhu et al., 2013; Fernández-
González and Martins, 2015). On the CTB our
techniques also have a positive effect. The base-
line parses 70 sents/s on the CTB, while the full
model processes up to 120. The speed up is
expected to be larger than the one obtained for
the PTB because the size of the label set for
the baseline is bigger, and it is reduced in a
greater proportion when the constituent-parsing-
as-sequence-labeling problem is cast as MTL.

On the SPMRL corpora, we provide the
first evaluation of sequence labeling constituent
parsers, to verify if these perform well on mor-
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Model CTB Basque French German Hebrew Hungarian Korean Polish Swedish
Our baseline 88.57 87.93 81.09 87.83 89.27 88.85 83.51 92.60 80.11
+DE 88.37 87.91 81.16 88.81 89.03 88.70 83.92 93.35 79.57
+MTL 88.57 89.41 81.70 88.52 92.72 89.73 84.10 93.81 82.83
aux(nt+1) 88.73 89.65 81.95 88.64 92.65 89.69 84.09 93.86 82.82
aux(nt−1) 88.48 89.47 81.77 88.58 92.53 89.71 84.13 93.87 82.74
aux(distances) 88.51 89.48 82.02 88.68 92.66 89.80 84.20 93.83 83.12
+PG 89.01 89.73 82.13 88.80 92.66 89.86 84.45 93.93 83.15

Table 2: Results on the CTB and SPMRL dev sets

Model Sents/s Hardware F-score
Vinyals et al. (2015) 120 Many CPU 88.30
Coavoux and Crabbé (2016) 168 1 CPU 88.60
Fernández and Martins (2018) 41 1 CPU 90.20
Zhu et al. (2013) 90 1 CPU 90.40
Dyer et al. (2016) 17 1 CPU 91.20
Stern et al. (2017) 76 16 CPU 91.77
Shen et al. (2018) 111 1 GPU 91.80
Kitaev and Klein (2018a) 213 2 GPU 93.55
(single model)
Kitaev and Klein (2018a) 71 2 GPU 95.13
(with ELMo)
Kitaev and Klein (2018b) - - 95.77
(ensemble and BERT)
Gómez and Vilares (2018) 115 1 CPU 90.00
Our baseline 115 1 CPU 90.06
+DE 115 1 CPU 90.19
+MTL 132 1 CPU 90.36
+ best aux 132 1 CPU 90.59
+PG 132 1 CPU 90.60
+PG 942 1 GPU 90.60
+PG (no char emb) 149 1 CPU 90.50
+PG (no char emb) 1267 1 GPU 90.50

Table 3: Comparison on the PTB test set. Kitaev and
Klein (2018b) are results published after this work was
submitted (italics represent the cases where they obtain
a new state of the art on the corresponding language).

phologically rich languages. We then evaluated
whether the proposed techniques can generalize
on heterogeneous settings. The tendency ob-
served for the original tagging models by Gómez-
Rodrı́guez and Vilares (2018) is similar to the one

Model F-score
Zhu et al. (2013) 83.2
Dyer et al. (2016) 84.6
Liu and Zhang (2017) 86.1
Shen et al. (2018) 86.5
Fernández and Gómez-Rodrı́guez (2018) 86.8
Gómez and Vilares (2018) 84.1
Our baseline 83.90
+DE 83.98
+MTL 84.24
+best aux 85.01
+PG 85.61
+PG (no char emb) 83.93

Table 4: Comparison on the CTB test set

for the PTB and CTB: they improve other fast
parsers, e.g. Coavoux and Crabbé (2016), in 5 out
of 8 treebanks and Fernández-González and Mar-
tins (2015) in 7 out of 8, but their performance
is below more powerful models. When incorpo-
rating the techniques presented in this work, we
outperform the original sequence tagging models
on all datasets. We outperform the current best
model for Basque, Hebrew and Polish (Kitaev and
Klein, 2018a) and for Swedish (Björkelund et al.,
2014), which corresponds to the four smallest tree-
banks among the SPMRL datasets. This indicates
that even if sequence tagging models are concep-
tually simple and fast, they can be very suitable
when little training data is available. This is also
of special interest in terms of research for low-
resource languages. Again, casting the problem
as MTL reduces the parsing time for all tested tree-
banks, as reflected in Table 6. Finally, for tree-
banks such as French, designing methods to han-
dle multi-word expressions could lead to better re-
sults, getting closer to other parsers (Coavoux and
Crabbé, 2017).

5 Conclusion

We have explored faster and more precise se-
quence tagging models for constituent parsing.
We proposed a multitask-learning architecture that
employs dynamic encodings, auxiliary tasks, and
policy gradient fine-tuning. We performed exper-
iments on the English and Chinese Penn Tree-
banks, and also on the SPMRL datasets. Our mod-
els improve current sequence tagging parsers on
all treebanks, both in terms of performance and
speed. We also report state-of-the-art results for
the Basque, Hebrew, Polish, and Swedish datasets.
The methods presented in this work are specifi-
cally designed for constituent parsing. However,
it seems natural to apply some of these to other
NLP tagging tasks, e.g. using multi-task learning
to predict sub-level morphological information for
morphologically-rich part-of-speech tagging.
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Model Basque French German Hebrew Hungarian Korean Polish Swedish Avg
Fernández-González and Martins (2015) 85.90 78.75 78.66 88.97 88.16 79.28 91.20 82.80 84.21
Coavoux and Crabbé (2016) 86.24 79.91 80.15 88.69 90.51 85.10 92.96 81.74 85.67
Björkelund et al. (2014) (ensemble) 88.24 82.53 81.66 89.80 91.72 83.81 90.50 85.50 86.72
Coavoux and Crabbé (2017) 88.81 82.49 85.34 89.87 92.34 86.04 93.64 84.00 87.82
Kitaev and Klein (2018a) 89.71 84.06 87.69 90.35 92.69 86.59 93.69 84.35 88.64
Kitaev and Klein (2018b) (with BERT) 91.63 87.42 90.20 92.99 94.90 88.80 96.36 88.86 91.40
Baseline 89.54 80.56 84.05 88.83 90.42 83.33 92.48 83.67 86.61
+DE 89.56 80.69 84.64 88.80 90.02 83.67 93.20 83.40 86.75
+MTL 90.90 80.98 84.94 91.99 90.63 83.91 93.80 86.26 87.92
+best aux 91.23 81.27 84.95 92.03 90.60 83.67 93.84 86.62 88.02
+PG 91.18 81.37 84.88 92.03 90.65 84.01 93.93 86.71 88.10
+PG (no char emb) 90.14 81.38 85.09 92.11 90.34 83.46 93.87 86.65 87.88

Table 5: Comparison on the test SPMRL datasets (except Arabic). Kitaev and Klein (2018b) are results pub-
lished after this work was submitted (italics represent the cases where they obtain a new state of the art on the
corresponding language).

Dataset Baseline Full Full (no char)
speed speed(increase) speed(increase)

Basque 179 223 (1.25x) 257 (1.44x)
French 76 91 (1.20x) 104 (1.37x)
German 70 100 (1.43x) 108 (1.54x)
Hebrew 44 102 (2.32x) 115 (2.61x)
Hungarian 93 134 (1.44x) 150 (1.61x)
Korean 197 213 (1.08x) 230 (1.17x)
Polish 187 253 (1.35x) 278 (1.49x)
Swedish 98 158 (1.61x) 187 (1.81x)

Table 6: Comparison of speeds on the SPMRL datasets
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greedy constituent parsing with dynamic oracles. In
Proceedings of the 54th Annual Meeting of the As-
sociation for Computational Linguistics (Volume 1:
Long Papers), pages 172–182. Association for Com-
putational Linguistics.

Maximin Coavoux and Benoit Crabbé. 2017. Multi-
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A Appendices

For the BILSTM-based model, we essentially fol-
low the configuration of the baseline (Gómez-
Rodrı́guez and Vilares, 2018) for an homogenous
comparison. We detail the hyperparameters in Ta-
ble 7.9

9Note that the noise sampling is only used for Swedish in
the final models based on development set results with and
without it.

Hyperparameter Value
BILSTM size 800
# BILSTM layers 20
optimizer SGD
loss cat. cross-entropy
learning rate 0.2
decay (linear) 0.05
momentum 0.9
dropout 0.5
word emb size 100
features size 20
character emb size 50
batch size training 8
training epochs 100
batch size test 128
PG finetuning Hyperpa-
rameter

Value

# samples 8
learning rate 0.0005
entropy regularization coef-
ficient

0.01

variance reduction burn-in #
of examples

1000

layers frozen word & char embeddings
noise process initial stddev 0.1
noise process desired action
stddev

0.5

noise process adaptation co-
efficient

1.05

Table 7: Additional hyperparameters of the base model
and Policy Gradient fine-tuning
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Abstract

Named entity recognition (NER) is a common
task in Natural Language Processing (NLP),
but it remains more challenging in Chinese be-
cause of its lack of natural delimiters. There-
fore, Chinese Word Segmentation (CWS) is
usually necessary as the first step for Chi-
nese NER. However, models based on word-
level embeddings and lexicon features often
suffer from segmentation errors and out-of-
vocabulary (OOV) problems. In this paper, we
investigate a Convolutional Attention Network
(CAN) for Chinese NER, which consists of a
character-based convolutional neural network
(CNN) with local-attention layer and a gated
recurrent unit (GRU) with global self-attention
layer to capture the information from adjacent
characters and sentence contexts. Moreover,
differently from other approaches, CAN-NER
does not depend on any external resources like
lexicons and employing small-size char em-
beddings makes CAN-NER more practical for
real systems scenarios. Extensive experimen-
tal results show that our approach outperforms
state-of-the-art methods without word embed-
ding and external lexicon resources on differ-
ent domains datasets.

1 Introduction

Named Entity Recognition (NER) aims at identi-
fying text spans which are associated with a spe-
cific semantic entity type such as person (PER),
organization (ORG), location (LOC), and geopo-
litical entity (GPE). NER has received constant
research attention as it is the first step in a
wide range of downstream Natural Language Pro-
cessing (NLP) tasks, e.g., entity linking (Gupta
et al., 2017), relation extraction (Miwa and Bansal,
2016), event extraction (Chen et al., 2015), and co-
reference resolution (Fragkou, 2017). The stan-
dard approach in existing state-of-the-art models

∗ This work was performed when the first author was an
intern at Microsoft Research Asia.

for English NER treats the problem as a word-by-
word sequence labeling task and makes full use of
the Recurrent Neural Network (RNN) and Condi-
tional Random Field (CRF) to capture context in-
formation at the word level (Lample et al., 2016;
Ma and Hovy, 2016; Chiu and Nichols, 2016; Liu
et al., 2018). These models for English NER pre-

Sentence:
南京市长江大桥

Segmentation 1:
南京市 |长江大桥
Nanjing City, Yangtze River Bridge
Location, Location

Segmentation 2:
南京 |市长 |江大桥
Nanjing, Mayor, Jiang Daqiao
Location, Title, Person

Figure 1: Entity Ambiguity with Word Segmentation.

dict a tag for each word assuming that words can
be separated clearly by explicit word separators,
e.g., blank spaces. As the Chinese language has
no natural delimiters, it would be intuitive to ap-
ply Chinese Word Segmentation (CWS) first to
get word boundaries and then use a word-level se-
quence labeling model similar to the English NER
models. However, word boundaries can be am-
biguous in Chinese, which leads to the possibility
that entity boundaries do not match word bound-
aries. For example, the term “西藏自治区 (Ti-
bet Autonomous Region)” is a GPE-type entity
in NER, but it could be segmented as a single
word or as two words “西藏 (Tibet)” and “自
治区 (autonomous region)” separately, depend-
ing on different granularity of segmentation tools.
Most of the time, however, it is hard to deter-
mine the correct granularity for word segmenta-
tion. Also, as shown in Figure 1, different seg-
mentation can lead to different sentence meanings
in Chinese, which could even result in different
named entities. Obviously, if entity boundaries are
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mistakenly detected in segmentation, it will neg-
atively affect entity tagging in word-based NER
models. Furthermore, most recent neural network-
based Chinese NER models rely heavily on word-
level embeddings and external lexicon sets (Huang
et al., 2017; Zhang and Yang, 2018). The qual-
ity of such models strongly relies on the differ-
ent word embedding representations and lexicon
features. Moreover, word-based models tend to
suffer from OOV issues as Chinese words can be
very diverse and named entities are an important
source of OOV words. Other potential limitations
are as follows: (1) Dependency on word embed-
dings increases model size and makes the fine-
tuning process more costly during training (while
negatively affecting latency in testing/decoding);
(2) It is hard to learn word representation correctly
without enough labeled utterances for named enti-
ties are usually rarer proper nouns. (3) Large lexi-
cons are very costly for real NER systems as they
greatly increase memory usage and latency in fea-
ture extraction (matching), which makes models
inefficient; (4) It is very costly to remove noise
from large lexicons and any update to pre-trained
word embeddings or lexicons requires model re-
training. Meanwhile, character-level embedding
by itself can only carry limited information due
to losing word and word-sequence information.
For instance, the character “拍” in words “球
拍” (bat) and “拍卖” (auction) has very different
meanings. How to better integrate segmentation-
related information and exploit local context in-
formation is the key feature in a character-based
model. Zhang and Yang (2018) leverage lexicons
to add all the embeddings of candidate word seg-
mentation to their last character embeddings as
soft features, and construct a convolutional neural
network (CNN) to encode characters as word-level
information. Cao et al. (2018) propose a multi-
task architecture to learn NER tagging and Chi-
nese word segmentation together, with each part
using a character-based Bi-LSTM. In this paper,
we propose a convolutional attention layer to cap-
ture the implicit relations within adjacent char-
acters, in which the position features from word
segmentation are soft hints for character combi-
nations. With the segmentation vector softly con-
catenating into character embedding, the convolu-
tional attention layer is able to group implicitly
meaning-related characters and help bypass the
impact of segmentation errors. A BiGRU structure

with a global self-attention layer on the whole sen-
tence is utilized to capture sentence-level depen-
dencies. Extensive experimental results show that
our approach outperforms state-of-the-art methods
without relying on external resources (e.g. word
embedding, external lexicon) across different cor-
pora. The main contributions of this paper can be
summarized as follows:

• We first combine CNNs with the local-
attention mechanism to enhance the abil-
ity of the model to capture implicitly local
context relations among character sequences.
Compared with experimental results against a
baseline with a regular CNN layer, our Con-
volutional Attention layer leads to substantial
performance improvements.

• We introduce a character-based Chinese NER
model that consists of combined CNN with
local attention and BiGRU with global self-
attention layers. Our model achieves state-
of-the-art F1-scores without using any exter-
nal resources like word embeddings and lex-
icon resources, which make it very practical
for real-world NER systems.

2 Methodology

We utilize BiGRU-CRF as our basic model struc-
ture. Our model considers multi-level context fea-
tures in three layers: i) convolutional attention
layer, ii) GRU layer, and iii) global attention layer.
The whole architecture of our proposed model is
illustrated in Figure 2.

2.1 Formulation

In the Chinese NER task, we denote an in-
put sentence as Xi = {xi,1, xi,2, xi,3, ..., xi,τ},
where xi,τ ∈ Rde represents the τ -th char-
acter in sentence Xi and de is the dimension
of the input embeddings. Correspondingly, we
denote the sentence label sequence as Yi =
{yi,1, yi,2, yi,3, ..., yi,τ}, where yi,τ ∈ Y belongs
to the set of all possible labels. The objective is
learning a function fθ : X 7→ Y to obtain the en-
tity types including the ‘O’ type for all the charac-
ters in the input text. In the following text, we take
one instance as the example and therefore omit
subindex i in the formula.
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Figure 2: Overall model architecture. A convolutional
attention layer is constructed to encode both character-
and word-level information. The BiGRU-CRF layer is
extended by a global self-attention layer to capture long
sequential sentence-level relations.

2.2 Convolutional Attention Layer

The convolutional attention layer aims to encode
the sequence of input characters and implicitly
group meaning-related characters in the local con-
text. The input representation for each character is
constructed as x = [xch;xseg], where xch ∈ Rdch
and xseg ∈ Rdseg are character embedding and
segmentation mask, respectively. The segmen-
tation information is encoded by BMES scheme
(Wang and Xu, 2017).

For every window in the CNN, whose window
size is k, we first concatenate a position embed-
ding to each character embedding, helping to keep
sequential relations in the local window context.
The dimension of the position embedding equals
to the window size k with the initial values of
1 at the position where the character lies in the
window and 0 at other positions. So, the di-
mension of the concatenated embedding is de =

dch + dpos + dseg. We then apply local atten-
tion inside the window to capture the relations be-
tween the center character and each context to-
ken, followed by a CNN with sum-pooling layer.
We set the hidden dimension as dh. For the j-th
character, the local attention takes all the concate-
nated embeddings xj− k−1

2
, ...xj , ..., xj+ k−1

2
in the

window as its input and outputs k hidden vectors
hj− k−1

2
, ..., hj , ..., hj+ k−1

2
. The hidden vectors are

calculated as follows:

hm = αmxm, (1)

where m ∈ {j − k−1
2 , ..., j + k−1

2 } and αm is the
attention weight, which is calculated as:

αm =
exp s(xj , xm)∑

n∈{j− k−1
2
,...,j+ k−1

2
} exp s(xj , xn)

. (2)

The score function s is defined as follows:

s(xj , xk) = v> tanh(W1xj +W2xk), (3)

where v ∈ Rdh and W1,W2 ∈ Rdh,de .
The CNN layer contains dh kernels on a context

window of k tokens as:

hcj =
∑

k

[W c ∗ hj− k−1
2

:j+ k−1
2

+ bc], (4)

where W c ∈ Rk×dh×de and bc ∈ Rk×dh . The
∗ operation denotes element-wise product and
hj− k−1

2
:j+ k−1

2
means a concatenation of the hid-

den states hj− k−1
2
, ..., hj+ k−1

2
, both of which are

calculated at the first dimension. Finally sum-
pooling is also conducted on the first dimension.

2.3 BiGRU-CRF with Global Attention
After extracting the local context features by the
convolutional attention layer, we feed them into a
BiGRU-CRF based model to predict final label for
each character. This layer models the sequential
sentence information and it is calculated as fol-
lows:

hrj = BiGRU(hrj−1, h
c
j ;W

r, U r), (5)

where hcj is the output of the convolutional atten-
tion layer, hrj−1 is the previous hidden state for the
BiGRU layer, and W r, U r ∈ Rdh×dh are its pa-
rameters.

A global self-attention layer is utilized to better
handle sentence-level information, as:

hgj =

n∑

s=1

αgj,sh
r
s (6)
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where j = 1, ..., τ denotes all characters in a sen-
tence instance and αgj,s is calculated as:

αgj,s =
exp s(hrj , h

r
s)∑

n∈{1,...,τ} exp s(h
r
j , h

r
n)
. (7)

The score function s is similar to Equation 3 with
different parameters vg ∈ Rdh and W g

1 ,W
g
2 ∈

Rdh,dh instead.
Finally, a standard CRF layer is used at the top

of the concatenation of the output of the BiGRU
and global attention layers, which is denoted as
Hτ = [hrτ ;h

g
τ ]. Given the predicted tag sequence

Y = {y1, y2, y3, ..., yτ}, the probability of the
ground-truth label sequence is computed by:

P (Y|X) =
exp(

∑
i(W

yi
CRFHi + b

(yi−1,yi)
CRF ))

∑
y′ exp(

∑
i(W

y′i
CRFHi + b

(y′i−1,y
′
i)

CRF ))
,

(8)
where y′ denotes an arbitrary label sequence,
Wyi

CRF and b(yi−1,yi)
CRF are trainable parameters. In

decoding, we use the Viterbi algorithm to get the
predicted tag sequence.

2.4 Training
For training, we exploit log-likelihood objective as
the loss function. Given a set of training examples
{(Xi,Yi)}|Ki=1, the loss function L can be defined
as follows:

L =
K∑

i=1

logP (Yi|Xi) (9)

In the training phase, at each iteration, we first
shuffle all the training instances, and then feed
them to the model with batch updates. We use the
AdaDelta (Zeiler, 2012) algorithm to optimize the
final objective with all the parameters as described
in Section 3.1.

Dataset Type Train Test Dev

OntoNotes
Sentences 15.7k 4.3k 4.3k

Chars 491.9k 208.1k 200.5k
Entities 13.4k 7.7k 6.95k

MSRA
Sentences 46.4k 4.4k -

Chars 2169.9k 172.6k -
Entities 74.8k 6.2k -

Weibo
Sentences 1.4k 0.27k 0.27k

Chars 73.8k 14.8k 14.5k
Entities 1.89k 0.42k 0.39k

Resume
Sentences 3.8k 0.48k 0.46k

Chars 124.1k 15.1k 13.9k
Entities 1.34k 0.15k 0.16k

Table 1: Statistics of each dataset

3 Experiments

To demonstrate the effectiveness of our proposed
model, we have run multiple experiments on Chi-
nese NER datasets covering different domains.
This section describes the details of each dataset,
settings, and results in our experiments. Standard
precision (P), recall (R) and F1-score (F1) are used
as evaluation metrics.

3.1 Experimental Settings

Data We use four datasets in our experiments. For
the news domain, we experiment on OntoNotes 4
(Weischedel et al., 2011) and MSRA NER dataset
from SIGHAN Bakeoff 2006 (Levow, 2006). For
the social media domain, we adopt the same an-
notated Weibo corpus as Peng and Dredze (2015)
which is extracted from Sina Weibo1. For more
variety in test domains, we also use a Chinese Re-
sume dataset (Zhang and Yang, 2018) collected
from Sina Finance2.

The Weibo dataset is annotated with four en-
tity types: PER (Person), ORG (Organization),
LOC (Location), and GPE (Geo-Political Entity);
and it includes both named and nominal mentions.
This corpus is already divided into training, de-
velopment, and test sets. The Chinese Resume
dataset is annotated with eight types of named en-
tities: CONT (Country), EDU (Educational In-
stitution), LOC, PER, ORG, PRO (Profession),
RACE (Ethnicity/Background), and TITLE (Job
Title). OntoNotes 4 is annotated with four named
entity categories: PER, ORG, LOC, and GPE. We
follow the same data split method of Che et al.
(2013) over OntoNotes 4. Lastly, the MSRA 2006
dataset contains three annotated named entities:
ORG, PER and LOC. A development subset is

Models NE NM Overall
Peng and Dredze (2015) 51.96 61.05 56.05
Peng and Dredze (2016)∗ 55.28 62.97 58.99

He and Sun (2017a) 50.60 59.32 54.82
He and Sun (2017b)∗ 54.50 62.17 58.23

Cao et al. (2018) 54.34 57.35 58.70
Zhang and Yang (2018) 53.04 62.25 58.79

Baseline 49.02 58.80 53.80
Baseline + CNN 53.86 58.05 55.91

CAN-NER Model 55.38 62.98 59.31

Table 2: Weibo NER results

1http://www.weibo.com/
2http://finance.sina.com.cn/stock/index.html
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not available for the MSRA dataset. The detailed
statistics of each datasets are shown in Table 1.

Gold segmentation is unavailable for Weibo,
Chinese Resume, and MSRA test sections. We
follow Zhang and Yang (2018) to automatically
segment these by using the model described in
Yang et al. (2017). We treat NER as a sequen-
tial labeling problem and adopt the BIOES tagging
style since it has been shown to produce better re-
sults than straight BIO (Yang et al., 2018b).

Hyper-parameter settings For hyper-
parameter configuration, we adjust them ac-
cording to the performance on the described
development sets for Chinese NER. We set
the character embedding size, hidden sizes of
CNN and BiGRU to 300 dims. After comparing
experimental results with different CNN window
sizes, we set the window size as 5. Adadelta is
used for optimization, with an initial learning rate
of 0.005. The character embeddings used in our
experiments are from Li et al. (2018), which is
trained by Skip-Gram with Negative Sampling
(SGNS) on Baidu Encyclopedia.

3.2 Experimental Results

In this section, we describe the experimental re-
sults of our proposed model and previous state-of-
the-art methods on four datasets: Weibo, Chinese
Resume, OntoNotes 4, and MSRA. We propose
two baselines for comparison, and show the CAN-
NER model results. In the experiment results ta-
ble, we use Baseline to represent a pure BiGRU +
CRF model; and Baseline + CNN to indicate the
base model with a CNN layer.

3.2.1 Weibo Dataset

Here we compare our proposed model with the lat-
est models on the Weibo dataset.3 Table 2 shows
the F1-scores for named entities (NE), nominal en-
tities (NM, excluding named entities), and both
(Overall). We observe that our proposed model
achieves state-of-the-art performance.

Existing state-of-the-art systems include Peng
and Dredze (2016), He and Sun (2017b), Cao
et al. (2018) and Zhang and Yang (2018), which
leverage rich external data like cross-domain data,
semi-supervised data, and lexicons, or joint-train

3In Table 2,3, 4 and 5, we use ∗ to denote a model with
external labeled data for semi-supervised learning. † denotes
that the model use external lexicon data. Zhang and Yang
(2018) with ‡ is the char-based model in the paper.

NER and Chinese Word Segmentation (CWS).4

In the first block of Table 2, we report the per-
formance of the latest models. Peng and Dredze
(2015) propose a model that jointly trains em-
beddings with NER and it achieves a F1-score of
56.05% on overall performance. The model (Peng
and Dredze, 2016) that jointly trains NER and
CWS reaches a F1-score of 58.99%. He and Sun
(2017b) propose a unified model to exploit cross-
domain and semi-supervised data, which improves
the F1-score from 54.82% to 58.23% compared
with the model proposed by He and Sun (2017a).
Cao et al. (2018) use an adversarial transfer learn-
ing framework to incorporate task-shared word
boundary information from CWS and achieves a
F1-score of 58.70%. Zhang and Yang (2018)
leverage a lattice structure to integrate lexicon in-
formation into their model and achieve a F1-score
of 58.79%.

In the second block of Table 2, we give the re-
sults of our baselines and proposed models. While
the BiGRU + CRF baseline only achieves a F1-
score of 53.80%, adding a normal CNN layer as
featurizer improves the score to 55.91%. Re-
placing the CNN with our convolutional attention
layer greatly improves the F1-score to 59.31%,
which outperforms other models. The improve-
ment demonstrates the effectiveness of our pro-
posed model.

Models P R F1
Zhang and Yang (2018)1† 94.53 94.29 94.41
Zhang and Yang (2018)2‡ 94.07 94.42 94.24
Zhang and Yang (2018)3 94.81 94.11 94.46

Baseline 93.71 93.74 93.73
Baseline + CNN 94.36 94.85 94.60

CAN-NER Model 95.05 94.82 94.94

Table 3: Results on Chinese Resume Dataset. For
models proposed by Zhang and Yang (2018), 1 rep-
resents the char-based LSTM model, 2 indicates the
word-based LSTM model and 3 is the Lattice model.

3.2.2 Chinese Resume Dataset
The Chinese Resume test results are shown in Ta-
ble 3. Zhang and Yang (2018) released the Chi-
nese Resume dataset and they achieve a F1-score
of 94.46%. It can be seen that our proposed
baseline (CNN + BiGRU + CRF) outperforms
Zhang and Yang (2018) with F1-score of 94.60%.

4The results of Peng and Dredze (2015, 2016) are taken
from Peng and Dredze (2017)
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Models P R F1
Yang et al. (2016) 65.59 71.84 68.57
Yang et al. (2016)∗ 72.98 80.15 76.40
Che et al. (2013)∗ 77.71 72.51 75.02

Wang et al. (2013)∗ 76.43 72.32 74.32
Zhang and Yang (2018)† 76.35 71.56 73.88
Zhang and Yang (2018)‡ 74.36 69.43 71.81

Baseline 70.67 71.64 71.15
Baseline + CNN 72.69 71.51 72.10

CAN-NER Model 75.05 72.29 73.64

Table 4: Results on OntoNotes

Adding our convolutional attention leads a fur-
ther improvement and achieves state-of-the-art F1-
score of 94.94%, which further demonstrates the
effectiveness of our proposed model.

3.2.3 OntoNotes Dataset
Table 4 shows comparisons on the OntoNotes 4
dataset. The first block in the table lists the per-
formance of previous methods for Chinese NER.
Yang et al. (2016) propose a model combining
neural and discrete feature, e.g., POS tagging fea-
tures, CWS features and orthographic features,
improving the F1-score from 68.57% to 76.40%.
Leveraging bilingual data, Che et al. (2013) and
Wang et al. (2013) achieves F1-scores of 74.32%
and 73.88% respectively. Zhang and Yang (2018)‡

is a recent model that uses a character-based model
with bichar and softword.

The second block of Table 4 shows the results
of our baselines and proposed model. Consis-
tently with observations on the Weibo and Resume
datasets, our Convolutional Attention layer leads
to a substantial increment on F1-score. Our pro-
posed model achieves a competitive F1-score of
73.64% among character-based model without us-
ing external data (e.g., Zhang and Yang (2018)‡).

3.2.4 MSRA Dataset
Table 5 shows experiment results on the MSRA
2006 dataset. Chen et al. (2006), Zhang et al.
(2006), and Zhou et al. (2013) leverage rich hand-
crafted features and Lu et al. (2016) exploit multi-
prototype embedding features. Dong et al. (2016)
introduce radical features into LSTM-CRF. Cao
et al. (2018) make use of Adversarial Trans-
fer Learning and global self-attention to improve
model performance. Yang et al. (2018a) propose
a character-based CNN-BiLSTM-CRF model to
incorporate stroke embeddings and generate n-

Models P R F1
Chen et al. (2006) 91.22 81.71 86.20

Zhang et al. (2006)∗ 92.20 90.18 91.18
Zhou et al. (2013) 91.86 88.75 90.28
Lu et al. (2016) - - 87.94

Dong et al. (2016) 91.28 90.62 90.95
Cao et al. (2018) 91.30 89.58 90.64

Yang et al. (2018a) 92.04 91.31 91.67
Zhang and Yang (2018)† 93.57 92.79 93.18

Baseline 92.54 88.20 90.32
Baseline + CNN 92.57 92.11 92.34

CAN-NER Model 93.53 92.42 92.97

Table 5: Results on MSRA dataset

gram features. Zhang and Yang (2018) introduce
a lattice structure to incorporate lexicon informa-
tion into the neural network, which actually in-
cludes word embedding information. Although
this model achieves state-of-the-art F1-score at
93.18%, it leverages external lexicon data and thus
the result is dependent on the quality of the lexi-
con. At the bottom section of the table, we can
see that Baseline + CNN already outperforms most
previous methods. Compared with Zhang and
Yang (2018), our char-based method achieves a
competitive F1-score of 92.97% without any addi-
tional lexicon data and word embedding informa-
tion. Moreover, CAN-NER model achieves state-
of-the-art result among the character-based mod-
els.

3.3 Discussion
This section discusses the model effectiveness and
the experimental results.

3.3.1 Effectiveness of Convolutional
Attention and Global Self-Attention

As shown in Tables 2, 3, and 5, our proposed
model’s performance demonstrates the effective-
ness of the Convolutional Attention Network.
To better evaluate the effect of the Attention
Mechanism, we visualize the normalized attention
weights αlm for each window from Eq. 2, as in
Figure 3a. Each row of the matrix represents lo-
cation attention weights in each window. For ex-
ample, the third row indicates that the relationship
between center character “总” and contexts “美国
总统克”. We can see from the Figure 3a that the
word-level features can be extracted through the
local attention. In the context, the center charac-
ter “美” tends to have a stronger connection with
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American president  Clinton on the 1st leave for Europe

(a) Local attention.

American president  Clinton on the 1st leave for Europe

(b) Global self-attention.

Figure 3: Attention visualization. The left-side image shows the normalized Convolutional Attention weights in
each window in a sentence. The right-side indicates the global self-attention weights for the whole sentence. In
both pictures, the x-axis represents context, while the y-axis represents the input query in the attention mechanism.

its related character “国”, which means they have
a higher probability of forming the Chinese word
“美国 (American)”. Also for characters “克”,
“林”, and “顿”, they tend to have a strong connec-
tion because “克林顿” means “Clinton”. Charac-
ters “欧” and “洲” also have strong connections,
as seen in Figure 3a, because “欧洲” represents
“Europe” in Chinese. Therefore, both experiment
results and visualization verifies that the Convo-
lutional Attention is effective in obtaining phrase-
level information between adjacent characters.

In Figure 3b, we visualize the global self-
attention matrix. From the picture, we can find
that global self-attention can capture the sentence
context information from the long-distance rela-
tionship of words to overcome the limitation of
Recurrent Neural Networks. For the word “克林
顿 (Clinton)”, the global self-attention learns the
dependencies with “前往 (leave for)” and “1号
(on the 1st)”. Distinguished by the red color, “克
林顿 (Clinton)” has a stronger connection with
“前往 (leave for)” than with “1号 (on the 1st)”,
which matches the expectation that the predicate
in a sentence provides more information to the
subject than adverbs of time.

3.3.2 Results Analysis

Our proposed model outperforms previous work
on th eWeibo and Chinese Resume datasets and
reaches competitive results on both MSRA and
OntoNotes 4 datasets without using any exter-
nal resources. The experiments results demon-
strate the effectiveness of our proposed model, es-

pecially among char-based models. The perfor-
mance improvement after adding Convolutional
Attention Layer and Global Attention Layer ver-
ifies that our model can capture the relationship
between character and its local context, as well as
the relationship between word and global context.
However, although we can obtain comparable or
better results to other models that utilize no ex-
ternal resources, we find that our model perfor-
mance on the OntoNotes 4 dataset still has room
for improvement (2.76% F1-score gap to the best
model that leverages additional data). This may be
explained by specific discrete features and exter-
nal resources (e.g., other labeled data or lexicons)
having a more positive influence on this specific
dataset, while CAN-NER cannot learn enough in-
formation from only the training set. However, we
were not able to identify the precise contributors
to the gap based on the available corresponding
resources.

4 Related Work

4.1 Neural Network Models

Neural networks, such as LSTM and CNN, have
been shown to outperform conventional machine
learning methods without requiring handcrafted
features. Collobert et al. (2011) describe a CNN-
CRF model that reaches competitive results com-
pared to the best statistical models at the time.
More recently, the LSTM-CRF architecture has
become a quasi-standard on NER tasks. Huang
et al. (2015) employed BiLSTM to extract word-
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level context information and Lample et al. (2016)
further introduced a hierarchy structure by incor-
porating BiLSTM-based character embeddings.
Multiple recent works integrating word-level in-
formation and character-level information have
been found to achieve improved performance (dos
Santos et al., 2015; Chiu and Nichols, 2016; Ma
and Hovy, 2016; Lample et al., 2016; Chen et al.,
2019). Moreover, external knowledge has also
been exploited for NER, as has character-level
knowledge, both pre-trained (Peters et al., 2017)
and co-trained (Liu et al., 2018). More recently,
large-scale pre-trained language representations
with deep language models have been proposed
to help improve the performance of downstream
NLP tasks. E.g., ELMo (Peters et al., 2018) and
BERT (Devlin et al., 2018).

4.2 Attention Mechanism
Also, Attention Mechanisms have shown very
good performance on a variety of tasks includ-
ing machine translation, machine comprehension,
and related NLP tasks (Vaswani et al., 2017; Seo
et al., 2016; Tan et al., 2018a). In language under-
standing, Shen et al. (2018) exploit self-attention
to learn long range dependencies. Rei et al. (2016)
proposed a model employing an attention mech-
anism to combine the character-based represen-
tation with the word embedding instead of sim-
ply concatenating them. This method allows the
model to dynamically decide which source of in-
formation to use for each word, and therefore out-
performing the concatenation method used in pre-
vious work. More recently, Tan et al. (2018b) and
Cao et al. (2018) employ self-attention to directly
capture the global dependencies of the inputs for
NER tasks and demonstrate the effectiveness of
self-attention in Chinese NER.

4.3 Chinese NER
Multiple previous efforts have tried to address the
Chinese language challenge of not having explicit
word boundaries. Traditional models depended
on hand-crafted features and CRFs-based mod-
els (He and Wang, 2008; Mao et al., 2008) and
character-based LSTM-CRF models have been ap-
plied to Chinese NER to utilize both character- and
radical-level representations (Dong et al., 2016).
Peng and Dredze (2015) applied character posi-
tional embeddings and proposed a jointly trained
model for embeddings and NER. To better in-
tegrate word boundary information into Chinese

NER model, Peng and Dredze (2016) co-trained
NER and word segmentation to improve perfor-
mance in both tasks. He and Sun (2017b) uni-
fied cross-domain learning and semi-supervised
learning to obtain information from out-of-domain
corpora and in-domain unannotated text. In-
stead of performing word segmentation first, Re-
cently, Zhang and Yang (2018) proposed con-
structing a word-character lattice by matching
words in texts with a lexicon to avoid segmen-
tation errors. Cao et al. (2018) use an adver-
sarial network to jointly train Chinese NER task
and Chinese Word Segmentation tasks to extract
task-shared word boundary information. Also,
Yang et al. (2018c) leverage character-level BiL-
STM to extract higher-level features from crowd-
annotations.

5 Conclusion

In this paper, we propose CAN-NER, a Convolu-
tional Attention Network model to improve Chi-
nese NER performance and preclude word em-
bedding and additional lexicon dependencies; thus
making the model more efficient and robust. In our
model, we implement local-attention CNN and Bi-
GRU with the global self-attention structure to
capture word-level features and context informa-
tion with char-level features. Extensive experi-
ments show that our model outperforms the state-
of-art systems on the different domain datasets.
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Abstract
We propose a simple and accurate model for
coordination boundary identification. Our
model decomposes the task into three sub-
tasks during training; finding a coordinator,
identifying inside boundaries of a pair of con-
juncts, and selecting outside boundaries of it.
For inference, we make use of probabilities of
coordinators and conjuncts in the CKY parsing
to find the optimal combination of coordinate
structures. Experimental results demonstrate
that our model achieves state-of-the-art results,
ensuring that the global structure of coordina-
tions is consistent.

1 Introduction

Coordination is a frequently occurring structure
that consists of conjuncts joined by a coordina-
tor word. Since conjunct spans are one of the
major ambiguities, identifying them is difficult,
even for humans. For instance, in the sentence
“Toshiba’s line of portables, for example, features
the T-1000, which is in the same weight class but is
much slower and has less memory, and the T-1600,
which also uses a 286 microprocessor, but which
weighs almost twice as much and is three times
the size,” we cannot find correct conjuncts for each
coordinator at a glance. The presence of coordina-
tion makes a sentence more ambiguous and longer,
resulting in errors in syntactic parsing.

To identify the conjuncts of a given coordina-
tor, previous studies have explored two properties
of coordinate structures: (1) similarity – conjuncts
tend to be similar; (2) replaceability – conjuncts
can be replaced. Ficler and Goldberg (2016b)
combine the syntactic parser and neural networks
to compute the similarity and replaceability fea-
tures of conjuncts. Teranishi et al. (2017) also
exploit the two properties without deploying any
syntactic parser, and achieve state-of-the-art re-
sults. Although both approaches outperform the

similarity-based approaches (Shimbo and Hara,
2007; Hara et al., 2009), they cannot handle more
than two conjuncts in a coordination, and multiple
coordinations in a sentence at one time. Hence,
their systems may produce coordinations that con-
flict with each other. In contrast, Hara et al. (2009)
define production rules for coordination in order to
output consistent coordinate structures.

Here, we propose a new framework for coordi-
nation boundary identification. We generalize a
scoring function that takes a pair of spans with
a coordinator and returns a higher score when
the two spans appear to be coordinated. Using
this function in the CKY parsing with produc-
tion rules for coordination, our system produces
globally consistent coordinations in a given sen-
tence. To obtain such a function, we decompose
the task into three independent subtasks – find-
ing a coordinator, identifying the inner boundaries
of a pair of conjuncts and delineating its outer
boundaries. We use three different neural net-
works for the tasks, and the networks are trained
on the basis of their local decisions. Our method
is inspired by recent successes with locally-trained
models for structured inference problems such as
constituency parsing (Teng and Zhang, 2018) and
dependency parsing (Dozat and Manning, 2017)
without globally-optimized training. Experimen-
tal results reveal that our model outperforms ex-
isting systems and our strong baseline, an exten-
sion of Teranishi et al. (2017), and ensures that the
global structure of the coordinations is consistent.

In summary, our contributions include the fol-
lowing:

• We propose a simple framework that trains a
generalized scoring function of a pair of con-
juncts and uses it for inference.
• We decompose the task and use three local

models that interoperate for the CKY parsing.
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• We establish a system that can accommodate
more than two conjuncts in a sentence.
• Our system outperforms existing ones, par-

ticularly because it produces globally consis-
tent coordinate structures.

2 Coordination Boundary Identification

2.1 Coordinate Structure

A coordinate structure or coordination is a syn-
tactic structure in which two or more elements,
known as conjuncts, are linked by coordinator(s).
In addition to coordinating words, such as “and,”
“or,” or “but,” some punctuation marks function
secondarily to connect two conjuncts. We refer
to those punctuation marks as sub-coordinators.
Sub-coordinators cannot independently conjoin
phrases to form a coordinate structure. The pres-
ence of a coordination is usually signaled by the
appearance of a coordinator; however, coordinat-
ing words do not always lead to coordinations. For
instance, “but” is not a coordinator when it func-
tions as a preposition. In this paper, we refer to a
word that can be a coordinator or sub-coordinator
as a coordinator key.

2.2 Task Definition and Difficulties

The task of coordination boundary identification
is to find conjunct spans of a given coordinating
word. If a coordinating word does not act as a
coordinator, a system must return NONE; denot-
ing the absence of a coordinate structure. The
difficulties in this task arise when there are mul-
tiple coordinate structures in a sentence or more
than two conjuncts in a single coordinate struc-
ture. If there is more than one coordinate struc-
ture in a sentence, each coordinate structure must
be isolated from the others or integrated into the
other(s). In other words, coordinate structures
cannot be partially overlapped. When there are
more than two conjuncts in a coordinate structure,
it has to be ascertained whether the punctuation
marks are sub-coordinators that bring one more
conjunct, and if so, which coordinate structure
they belong to. Thus, we must identify how many
conjuncts a coordinate structure contains and the
location of those conjuncts in the coordinate struc-
ture — whether it is nested in or isolated from
other coordinate structures.
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education experience
and,
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e.g.)  It also recommends better retirement and day-care benefits, and basing 
pay on education, experience and nurses’ demanding work schedules.

Figure 1: An example of a coordinate tree.

2.3 Coordinate Structures as a Tree

Invoking Shimbo and Hara (2007), we use a tree to
represent the coordinate structures in a sentence.
We call this tree a coordinate tree. Figure 1 shows
an example of a coordinate tree. Tree structures
are particularly suitable because the ranges of co-
ordinate structures are always consistent, and con-
juncts are shown as nodes without being limited by
the frequency of their occurrence. Our system pro-
duces a coordinate tree using the CKY algorithm
and then retrieves well-formed coordinate struc-
tures from the tree. In this work, we focus on how
to learn the scoring function that assigns higher
scores to probable pairs of conjuncts for the CKY
parsing.

3 Proposed Method

Our proposed model consists of three parts: a
coordinator classifier and the inner and outer-
boundary scoring models. Figure 2 is the overview
of our framework. The coordinator classifier is
a binary classifier that ascertains whether a word
functions as a coordinator or not. The inner-
boundary scoring model computes the score for a
pair of conjuncts on the basis of their boundaries
that are in proximity to a coordinator. This means
that the model produces a score based on the end
of the left conjunct and the beginning of the right
conjunct. Similarly, the outer-boundary scoring
model assigns a score to a pair of the beginning
of the left conjunct and the end of the right con-
junct. Using the inner and outer-boundary scoring
models, our model calculates all possible combi-
nations of the four boundaries, and then produces
their probabilities. Given the local probabilities,
we run the CKY algorithm to find the globally
optimal coordinate structures in the sentence. In
this section, we formulate our model based on the
details of the neural networks’ architecture; after-
ward, we describe the parsing method.
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Figure 2: Overview of the proposed framework for coordination boundary identification. The scores of circular
nodes are assigned by the coordinator classifier, and the scores of rectangular nodes are assigned by the inner and
outer-boundary scoring models.

3.1 Model

Given a sentence that consists of N words
w1:N = w1, . . . , wN with the corresponding part-
of-speech (POS) tags p1:N = p1, . . . , pN , our
model outputs a set of coordinate structures
{〈c, {[b1, e1], . . . , [bn, en]}〉}(n ≥ 2) where c is a
coordinator and [bk, ek] is the k-th conjunct span-
ning from the bk-th word to the ek-th word. Al-
though we cannot know the number of coordinate
structures and conjuncts in each coordinate struc-
ture, we can use coordinator keys as clues to find
pairs of conjuncts. Our model tries to find pairs
of conjuncts, rather than coordinate structures, in
a sentence.

X = {w1:N , p1:N , C}
C = {t|wt ∈ Scc ∪ Ssub-cc}
Y = {〈yckeyt , ypairt 〉|t ∈ C}

(1)

where yckeyt is a label that indicates whether
wt is the actual coordinator (yckeyt = 1) or not
(yckeyt = 0), and ypairt is a pair of conjunct spans.
ypairt = ∅ when yckeyt = 0. When t = 1 or t = N ,
yckeyt = 0 because it does not form a coordinate
structure within the sentence. In this paper, we de-
fine Scc and Ssub-cc as {“and”, “or”, “but”, “nor”,
“and/or”} and {“,”, “;”, “:”}, respectively. We use
two different models to identify inner and outer
boundaries of ypairt , because enumerating all pos-

sible inner and outer boundaries of ypairt requires
time complexity O(N2) + O(N2) = O(N2),
whereas enumerating all possible ypairt requires
time complexity O(N4)1.

Coordinator Classifier
The coordinator classifier is a binary classifier that
predicts the label of a coordinator key.

P (yckeyt |wt, θ) = softmax(fckey(wt)) (2)

The training loss of the binary classification is
computed by the following equation:

`ckeyθ (X,Y ) = −
∑

〈yckeyt ,ypairt 〉∈Y

logP (yckeyt |wt, θ)

(3)

Inner-Boundary Scoring Model
The inner-boundary scoring model assigns a score
to a pair of conjunct spans on the basis of inner
boundaries. We use bl, el, br, er to denote the be-
ginning of a left conjunct, the end of the left con-
junct, the beginning of a right conjunct, and the
end of the right conjunct, respectively. The score

1For division of four boundaries, “two beginnings and two
ends” or “left span and right span” can be chosen instead. In
preliminary experiments, “left span and right span” models
perform poorly, and “two beginnings and two ends“ mod-
els perform well, but worse than “inner and outer-boundary”
models.
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of the inner-boundary pair (el, br) for a coordina-
tor key wt is calculated as follows:

SCOREinnerθ (el, br, wt) = finner(e
l, br, wt) (4)

The probabilities of the inner boundaries are
normalized distributions over all possible inner
boundary pairs:

Iwt = {(1, t+ 1), (1, t+ 2), . . . , (1, N),

(2, t+ 1), . . . , (t− 1, N)} (5)

P (ypairt = ([∗, el], [br, ∗])|wt, θ) =
exp (SCOREinnerθ (el, br, wt))∑

(e′l,b′r)∈Iwt
exp (SCOREinnerθ (e′l, b′r, wt))

(6)

`innerθ (X,Y ) =

−
∑

〈yckeyt ,ypairt 〉∈Y

yckeyt logP (ypairt |wt, θ) (7)

The term yckeyt logP (ypairt |wt, θ) means the
cross-entropy loss is activated only for positive co-
ordinator keys (yckeyt = 1) and is disabled other-
wise (yckeyt = 0).

Outer-Boundary Scoring Model
Similarly to the inner-boundary scor-
ing model, we define the probability
P (ypairt = ([bl, ∗], [∗, er])|wt, θ) based on the
set of all the outer-boundary pairs Owt ; the loss
is defined as `outerθ using the scoring function
SCOREouterθ (bl, er, wt) = fouter(b

l, er, wt).
Note that Iwt and Owt are identical be-
cause their possible pairs are the same.
Based on the inner pair probability
P (ypairt = ([∗, el], [br, ∗])|wt, θ) and the outer
pair probability P (ypairt = ([bl, ∗], [∗, er])|wt, θ),
the most probable pair is produced by:

ypairt = argmax
(êl,b̂r)

P (([∗, êl], [b̂r, ∗])|wt, θ)

∪ argmax
(b̂l,êr)

P (([b̂l, ∗], [∗, êr])|wt, θ)
(8)

3.2 CKY Parsing
Our three models predict coordinators including
sub-coordinators, and the inner and outer bound-
aries of their coordinating conjuncts. Such local
predictions may cause conflicts between different
coordinate structures. Furthermore, two conjuncts

Non-terminals
COORD Coordination
CONJ Conjunct
CC Coordinating conjunction
CC-SUB Sub-coordinator
W Word
N Non-coordination
S Sentence
Rules for coordinations
(1) COORD → CONJ N? CC N? CONJ
(2) COORD → CONJ CC-SUB COORD
(3) CONJ → COORD
(4) CONJ → N
Rules for non-coordinations
(5) S → COORD
(6) S → N
(7) N → COORD N
(8) N → W COORD
(9) N → W N
(10) N → W
Rules for pre-terminals
(11) CC → (and|or|but|nor|and/or)
(12) CC-SUB → (,|;|:)
(13) W → *

Table 1: Production rules for coordinate trees. (. . . |. . . )
matches one of the elements and “*” matches any word.
“?” indicates zero or one occurrence of the preceding
element.

linked by a sub-coordinator must be embedded in
another coordinate structure formed by a coordi-
nator. To overcome these limitations, we use the
CKY algorithm to find the optimal coordinations
in a sentence. In particular, we define the CFG
rules to produce a coordinate tree, as used in Hara
et al. (2009). Our CFG rules, distinct from those of
Hara et al. (2009) 2, are shown in Table 1. Based
on these rules, we can map a coordinate tree to the
one-to-one corresponding syntactic tree, covering
99.5% coordinations in the Penn Treebank 3.

3.2.1 Scoring

We give scores only to coordination nodes de-
noted as COORD, and pre-terminals. When scor-
ing pre-terminals, we assign logP (wk = 1) to CC
and CC-SUB, and log(P (wk = 0)) to W if wk ∈
Scc ∪ Ssub-cc, otherwise 0. When scoring the CO-

2Our rules can produce coordinate structures that contain
arbitrary length phrase(s) around coordinators, while con-
juncts always appear next to coordinators in their rules.

3Most of the non-derivable coordinations are in the form
like “A and B and C” where a coordinating word is regarded
as a sub-coordinator. Even so, this expression can be parsed
as a nested coordinate structure by the rules.
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ORD, we take the left conjunct and the right con-
junct which are linked by the CC. Thus, in the
rule (2), the conjunct pair linked by a CC-SUB
is the incoming CONJ and the leftmost CONJ in
the child COORD. Using a coordinator and its pair
of conjuncts, we assign logP (([i, j], [l,m])) =
logP (([∗, j], [l, ∗]))+ logP (([i, ∗], [∗,m])) to the
COORD. The best scoring coordinate tree can
be found efficiently using dynamic programming
with time complexity O(N3).

3.3 Neural Network Models
We use neural networks as instantiations of fckey,
finner, and fouter that we have introduced in this
section.

Encoder
To get sentence-level representations for a se-
quence of words and POS tags, we use bidi-
rectional long short-term memories (BiLSTMs)
(Hochreiter and Schmidhuber, 1997).

h1:N = BiLSTMs(finput(w1:N , p1:N )) (9)

The dimensionality of each resulting vector ht is
2dhidden. For the BiLSTMs inputs, we use finput
to map words and POS tags onto their representa-
tions. We can use different word representations
including a pretrained word model, ELMo (Pe-
ters et al., 2018), BERT (Devlin et al., 2018) or
character-level LSTMs/convolutional neural net-
works (CharCNNs). We demonstrate the differ-
ences between the different choices in Section 4.
The entire network consisting of finput and BiL-
STMs is referred to as the encoder; it is shared by
the three neural networks in the higher layer.

Coordinator Classifier
We use a linear transformation of the sentence-
level representation of a coordinator key for fckey.

fckey(wt) = Wckeyht + bckey (10)

where Wckey ∈ R2×2dhidden and bckey ∈ R2 are
the model parameters of the classifier.

Inner-Boundary Scoring Model
From the sentence-level representations produced
by the encoder, the inner-boundary scoring model
concatenates two representations of inner bound-
aries, and then feeds the produced vector into a
multilayered perceptron (MLP).

finner(e
l, br, wt) =

win
2 ReLU(Win

1 [hel ;hbr ] + bin1 ) + bin2
(11)

where Win
1 ∈ Rdin×4dhidden , bin1 ∈ Rdin , win

2 ∈
Rdin and bin2 ∈ R1 are the parameters of the inner-
boundary scoring model.

Outer-Boundary Scoring Model
Using sentence-level representations, the outer-
boundary scoring model takes two vectors that are
calculated by subtracting the adjacent vectors to
the coordinator from the boundary vectors. These
subtraction operations are intended to capture the
semantic distance and relatedness between two
spans (Teranishi et al., 2017). The model then
passes the vector to a MLP.

ffeature(b
l, er, wt,h1:N ) =[

hbl − ht+1;her − ht−1
] (12)

fouter(b
l, er, wt) =

wout
2 ReLU(Wout

1 r) + bout1 ) + bout2

r = ffeature(b
l, er, wt,h1:N )

(13)

where Wout
1 ∈ Rdout×4dhidden , bout1 ∈ Rdout ,

wout
2 ∈ Rdout and bout2 ∈ R1 are the parameters

of the outer-boundary scoring model.

3.4 Learning

To train the set of parameter θ of our neural net-
works, we minimize the following loss function:

L(θ) =
∑

(X,Ŷ )∈D

(
`ckeyθ (X, Ŷ )

+`innerθ (X, Ŷ )

+`outerθ (X, Ŷ )
)

(14)

where D is a set of pairs of a sentence and its
correct coordinate structures in a training dataset.
Thus, our submodels are trained jointly.

Why local training?
Instead of learning the scoring functions on the ba-
sis of local decisions, we can directly train our
models combined with the CKY parsing using
a structured max-margin objective between the
scores of the best predicted and gold trees. In
preliminary experiments, however, such a global
training requires careful hyperparameter tuning
and is hard to optimize stably, resulting in slightly
better performance than the method of Teranishi
et al. (2017).
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4 Experiments

4.1 Settings

4.1.1 Datasets
We use the coordination-annotated Penn Treebank
(Ficler and Goldberg, 2016a) (PTB) and Genia
Treebank beta (Kim et al., 2003) (GENIA). Unlike
the evaluation by Teranishi et al. (2017) and Ficler
and Goldberg (2016b), we strip the PTB of all quo-
tation marks (“) and (”) to normalize irregular co-
ordinations such as 〈. . . “Daybreak,” “Daywatch,”
“Newsday,” and “Newsnight,” . . . 〉. We follow the
standard train/development/test split on the PTB.
For the GENIA, we do not apply the preprocessing
described above. We evaluate the model through a
five-fold cross-validation, as in Hara et al. (2009).

4.1.2 Model
We use pretrained word vectors, POS tags, and
character vectors produced by the CharCNN (Ma
and Hovy, 2016), regarded as the default. We
also investigate the performance of the model, us-
ing three different word representations for the en-
coder: (1) pretrained word embeddings; GloVe
(Pennington et al., 2014) for the PTB, BioASQ
(Tsatsaronis et al., 2012) for the GENIA, (2) con-
textualized sentence embeddings; ELMo, (3) ran-
domly initialized word vectors. For the PTB, POS
tags are obtained using the Stanford POS Tagger
(Toutanova et al., 2003) with 10-way jackknifing.
For the GENIA, we use the gold POS tags, as in
Hara et al. (2009). To optimize the model parame-
ters, we use Adam (Kingma and Ba, 2015). Other
hyperparameters are described in Appendix A.

4.1.3 Baseline Model
We adopt our implementation of Teranishi et al.
(2017) as the baseline. The original model of
Teranishi et al. (2017) predicts the beginning and
the end of a coordinate structure, and then splits
it into conjuncts by commas. Their model de-
cides the boundary of a coordinate structure in-
dividually, which may cause conflicts with that
of other coordinate structure(s). Thus, we extend
their model to find the best combination of coor-
dinate structures, greedily choosing most proba-
ble boundaries without conflicts4. For the baseline
model, we use the same encoder as that of our de-
fault model. Hereinafter, we refer to this baseline
model as Teranishi+17:+ext.

4We did not add the constraint to situate a nested coordi-
nation in the parent conjunct.

4.1.4 Evaluation
We evaluate the systems on the basis of the abil-
ity to predict conjunct spans with the precision,
recall, and F1 measures on the PTB. To compare
the performance of our model with Teranishi et al.
(2017), we adjudge the predicted conjuncts correct
based on the following metrics.

• whole: matches at the beginning of the first
conjunct and the end of the last conjunct.
• outer: matches in the first conjunct and the

last conjunct.
• inner: matches in the two conjuncts adjacent

to the coordinator.
• exact: matches in all the conjuncts.

In addition, we pay particular attention to the eval-
uation of NP coordination.

For the GENIA, we measure the recall values of
coordinate structures by the aforementioned met-
rics; previous studies, on the other hand, evalu-
ated their systems based only on the whole metric.
Also, we evaluate the performance of our model
based on syntactic categories.

4.2 Results

Tables 2 and 3 show the experimental results on
the PTB and GENIA datasets. On the PTB, our
model outperforms the baseline and existing meth-
ods for all metrics. We cannot compare its perfor-
mance with that of existing methods because of
its use of the preprocessing for quotation marks;
nevertheless, our model achieves significant im-
provements. Our model is more accurate than the
baseline because ours learns both the inner and
outer boundaries of conjunct pairs including those
of sub-coordinators, while the baseline learns only
the coordination boundaries. On the GENIA, our
model also outperforms the baseline on the ex-
act metric. While our model has some limita-
tions when it comes to predicting the beginning
and the end of coordinations, it performs better on
the inner metric. In contrast, Teranishi+17:+ext
achieves the best results on the whole metric,
whereas it performs poorly on the other metrics.
This performance reflects the differences between
the algorithms of the two systems. Our model
builds a coordinate tree in a bottom-up manner and
predicts inner conjuncts accurately. On the other
hand, the baseline model predicts the entire span
of a coordinate structure and splits them into con-
juncts in a top-down fashion. That is why the base-
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Development Test
All NP All NP

P R F P R F P R F P R F

Ours

whole 78.60 78.41 78.51 79.26 78.71 78.98 76.88 77.16 77.02 78.75 78.50 78.62
outer 77.18 77.00 77.09 78.57 78.03 78.30 75.33 75.61 75.47 77.95 77.70 77.83
inner 79.19 79.00 79.10 80.64 80.09 80.36 77.60 77.88 77.74 80.19 79.93 80.06
exact 76.95 76.76 76.85 78.11 77.57 77.84 75.33 75.61 75.47 77.95 77.70 77.83

Teranishi+17
:+ext

whole 78.78 77.94 78.36 78.52 77.80 78.16 77.36 76.52 76.94 78.72 78.34 78.53
outer 74.49 73.70 74.09 76.67 75.97 76.32 72.03 71.24 71.63 75.36 75.00 75.17
inner 76.04 75.23 75.63 77.82 77.11 77.47 74.14 73.33 73.74 77.44 77.07 77.25
exact 74.13 73.34 73.74 76.21 75.51 75.86 71.48 70.70 71.08 75.20 74.84 75.01

Teranishi+17*

whole 75.92 72.87 74.36 77.90 75.05 76.45 - - - - - -
outer 72.48 69.57 70.99 76.24 73.45 74.82 - - - - - -
inner 74.07 71.10 72.56 77.43 74.59 75.99 73.46 72.16 72.81 75.87 74.76 75.31
exact 72.11 69.22 70.63 75.77 72.99 74.35 - - - - - -

Ficler+16* inner 72.34 72.25 72.29 75.17 74.82 74.99 72.81 72.61 72.7 76.91 75.31 76.1

Table 2: Evaluation per coordination by the different metrics. Preprocessing for quotation marks are not reported
in “Teranishi+17” and “Ficler+16”.

NP VP ADJP S PP UCP SBAR ADVP Others All
# 2317 465 321 188 167 60 56 21 3 3598

Ours

whole 59.30 65.16 78.19 53.19 55.68 48.33 66.07 90.47 0.00 61.31
outer 59.21 64.94 78.19 53.19 55.68 48.33 66.07 90.47 0.00 61.22
inner 70.60 67.74 81.61 55.31 55.68 53.33 69.64 90.47 33.33 69.51
exact 59.21 64.94 78.19 53.19 55.68 48.33 66.07 90.47 0.00 61.22

Teranishi+17
:+ext

whole 67.19 63.65 76.63 53.19 61.67 35.00 78.57 85.71 33.33 66.31
outer 57.14 54.83 72.27 8.51 55.68 28.33 57.14 85.71 0.00 55.22
inner 57.61 54.83 72.27 8.51 55.68 28.33 57.14 85.71 0.00 55.53
exact 57.14 54.83 72.27 8.51 55.68 28.33 57.14 85.71 0.00 55.22

Teranishi+17 whole 66.59 63.87 78.50 52.65 53.89 50.00 78.57 85.71 33.33 65.98
Ficler+16 whole 65.08 71.82 74.76 17.02 56.28 51.66 91.07 80.95 33.33 64.14
Hara+09 whole 64.2 54.2 80.4 22.9 59.9 36.7 51.8 85.7 66.7 61.5

Table 3: Recall with Genia Treebank beta. The numbers in the rows “Teranishi+17,” “Ficler+16” and “Hara+09”
are taken from their papers.

line model cannot predict coordinated clauses la-
beled as “S,” that are likely to be longer and to con-
tain non-coordinating commas. The shortcoming
of our model is that our bottom-up parsing may
cause errors due to wrong decisions in the early
stage of the parsing; this is observed as poor per-
formance in the whole metric.

4.3 Analysis
Complete match in a sentence
We investigate the ability of our system to pre-
dict all the coordinate structures in a sentence pre-
cisely. We categorize sentences into the following
four groups5.

All: All sentences that have any coordinate
structure.
• Simple: Sentences that have only one coor-

dinate structure consisting of two conjuncts.
5Consecutive and Multiple both contain sentences that are

Consecutive and Multiple.

• Complex: Sentences that are categorized as
Consecutive and/or Multiple.
– Consecutive: Sentences that have a coor-

dinate structure consisting of more than
two conjuncts.

– Multiple: Sentences that have multiple co-
ordinate structures.

Sentences categorized as “All” are the union of the
mutually exclusive sets of Simple and Complex.

Table 4 shows complete match rates on the PTB.
Both on the development and test sets, our system
records significant gain, in comparison to Teran-
ishi+17:+ext, on Simple coordination sentences.
It might be because the inner and outer-boundary
scoring models learn to predict four boundaries of
two spans, whereas the baseline model predicts
only two outer boundaries on Simple coordination
sentences. Since an appositive or adverbial phrase
can appear between a coordinator and its conjunct,
the assumption that two conjuncts must be next to
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Model Sentence Development Test

Ours

All 489 / 673 = 72.65 619 / 873 = 70.90
- Simple 378 / 481 = 78.58 476 / 609 = 78.16
- Complex 111 / 192 = 57.81 143 / 264 = 54.16
- Consecutive 41 / 66 = 62.12 56 / 96 = 58.33
- Multiple 79 / 146 = 54.10 96 / 197 = 48.73

Teranishi+17
:+ext

All 468 / 673 = 69.53 577 / 873 = 66.09
- Simple 358 / 481 = 74.42 444 / 609 = 72.90
- Complex 110 / 192 = 57.29 133 / 264 = 50.37
- Consecutive 40 / 66 = 60.60 48 / 96 = 50.00
- Multiple 78 / 146 = 53.42 92 / 197 = 46.70

Table 4: Complete match rates of coordinations per sentence.

All (exact) All (inner)
P R F F

default 76.95 76.76 76.85 79.10
-POS tags 71.59 71.34 71.47 74.42
-CharCNNs 76.41 76.41 76.41 78.53
-GloVe 75.05 75.23 75.14 77.03
+ELMo 76.35 76.17 76.26 78.15
concat feature 74.85 74.41 74.63 76.64

Table 5: Performance comparison between different
settings of the proposed models.

a coordinator fails and causes errors. Our system
also outperforms Teranishi+17:+ext on Consecu-
tive and Multiple coordination sentences. Teran-
ishi+17:+ext predicts a coordination span, and
then splits it into conjunct spans. Therefore, it
can mistakenly segment coordinations when false
sub-coordinators appear in a sentence. In contrast,
our approach ascertains whether sub-coordinating
words are true sub-coordinators; thus, it can lead
to more robust production of Consecutive sen-
tences.

What helps for Coordination Parsing?

We conduct an ablation study for our model. Ta-
ble 5 shows the results. Without the POS tags, the
model performs poorly. It is worthy of note that
the pretrained word embedding is beneficial infor-
mation for the task. On the other hand, the use of
contextual embedding, ELMo, does not improve
performance. We deduce that POS tags and mor-
phological information, and not contextual word
senses, are clues for shorter and similar coordina-
tions such as NP coordinations. For the feature
extraction function of the outer-boundary scoring
model, the concat function that performs the same
function as the inner-boundary scoring model does
not achieve competitive advantage. The feature
function described as Eq. 12 is designed to cap-

ture the similarity and replaceability of two spans;
while the concat function has only the contextual
information of the outer boundaries of a pair.

5 Related Work

5.1 Similarity-based Approaches

For the coordination identification task in
Japanese, Kurohashi and Nagao (1994) used
a chart to find the highest similarity pair of
conjuncts using dynamic programming. Hogan
(2007) developed a generative parsing model for
coordinated noun phrases, incorporating symme-
try in conjunct structures and head words. Shimbo
and Hara (2007) proposed a discriminative model
that computes scores based on the syntactic and
morphological features assigned to edges and
nodes in a sequence alignment. While their
method focused on non-nested coordinations,
Hara et al. (2009) extended their work to accom-
modate nested coordinations using CFG rules.
A consistent global structure of coordinations is
produced using discriminative functions based
on the similarity of conjuncts with dynamic
programming. Our concept of the CKY parsing is
borrowed from their work; however, a key differ-
ence of our approach lies in how it computes the
score of conjuncts and trains the score function.
Hanamoto et al. (2012) used dual decomposition
to combine HPSG parsing with the discriminative
model developed by Hara et al. (2009).

5.2 Non Similarity-based Approaches

Kawahara and Kurohashi (2008) focused on re-
solving the ambiguities of coordinate structures
without the use of any similarities. Their method
relied on the dependency relations surrounding
the conjuncts and the generative probabilities of
phrases. Yoshimoto et al. (2015) extended the Eis-
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ner algorithm by adding new rules to accommo-
date coordinations during dependency parsing.

5.3 Coordination Boundary Identification
using Neural Networks

Ficler and Goldberg (2016b) used neural networks
for the coordination boundary identification task.
They incorporated the replaceability property be-
tween conjuncts, in addition to the similarity prop-
erty, in the computation of a score for a pair
of conjuncts. They first used a binary classi-
fier for coordinating words; then, they extracted
probable candidate pairs of conjuncts using the
Berkeley Parser (Petrov et al., 2006); afterward,
they assigned scores to the pairs using neural net-
works. However, the shortcoming of their work is
that it is highly dependent on the external parser.
The work of Teranishi et al. (2017) developed an
end-to-end model, as opposed to the pipeline ap-
proach of Ficler and Goldberg (2016b). They also
used similarity and replaceability feature repre-
sentations without information from a syntactic
parser. While Ficler and Goldberg (2016b) cut
off improbable pairs of conjuncts ahead of train-
ing, Teranishi et al. (2017) calculated scores for all
possible pairs of the beginning and the end of co-
ordinate structures instead of conjuncts. We apply
the same strategy to the inner-boundary pairs and
the outer-boundary pairs because assigning low
probabilities to improbable inner and outer pairs
makes the model robust for the CKY parsing.

6 Conclusion

We proposed a simple and accurate model for co-
ordination boundary identification. Our system
decomposes this task into three subtasks, and uses
three different neural networks to tackle them. For
inference, the CKY algorithm is applied using the
CFG rules in order to produce globally consistent
coordinate structures in a sentence. Experimental
results demonstrated that our locally-trained mod-
els interoperate to obtain the optimal combination
of coordinate structures and outperform existing
systems and the strong baseline. Through empir-
ical analysis, we found that our system performs
better than the baseline in complete matches of
sentences that contain more than two conjuncts
and/or multiple coordinations.
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A Hyperparameters

Name Value
Dimention of the word embeddings (GloVe) 100
Dimention of the word embeddings
(BioASQ)

200

Dimention of the POS tag embeddings 50
Dimention of the character embeddings in
the CharCNNs

10

Window size of the the CharCNNs 5
Dimention of the produced representation
from the CharCNNs

50

Dimension of the LSTM hidden vector
dhidden

512

Number of BiLSTMs layers 2
MLP units in the hidden layer din 1024
MLP units in the hidden layer dout 1024
Dropout ratio (all) 0.50
Initial learning rate 0.001
Regularization term λ (PTB) 0.0
Regularization term λ (GENIA) 0.0001
Gradient clipping threshold 5.0

Table 6: The final hyperparameters used in the experi-
ments.
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Abstract

An event-noun is a noun that has an argu-
ment structure similar to a predicate. Re-
cent works, including those considered state-
of-the-art, ignore event-nouns or build a single
model for solving both Japanese predicate ar-
gument structure analysis (PASA) and event-
noun argument structure analysis (ENASA).
However, because there are interactions be-
tween predicates and event-nouns, it is not suf-
ficient to target only predicates. To address
this problem, we present a multi-task learn-
ing method for PASA and ENASA. Our multi-
task models improved the performance of both
tasks compared to a single-task model by shar-
ing knowledge from each task. Moreover, in
PASA, our models achieved state-of-the-art re-
sults in overall F1 scores on the NAIST Text
Corpus. In addition, this is the first work to
employ neural networks in ENASA.

1 Introduction

Japanese predicate argument structure analysis
(PASA) examines semantic structures between the
predicate and its arguments in a text. The identifi-
cation of the argument structure such as “who did
what to whom?” is useful for natural language pro-
cessing that requires deep analysis of complicated
sentences such as machine translation and recog-
nizing textual entailment. PASA is a task targeted
at predicates such as verbs and adjectives. How-
ever, there are also many nouns that have event-
related arguments in a sentence. We call these
nouns that refer to events event-nouns, for exam-
ple, a verbal noun (sahen nouns) such as houkoku
“report” or a deverbal noun (nominalized forms of
verbs) such as sukui “rescue.”

Figure 1 shows examples of PASA and event-
noun argument structure analysis (ENASA). In
the NAIST Text Corpus (Iida et al., 2007), both
predicates and event-nouns have one of three core

(a) He reports the result to his boss.

(b) His progress report was too short; hence, he got
scolded by his boss.

(c) He sent a brief note to his boss.

Figure 1: Examples of PASA and ENASA. The edges
denote dependency paths.

case roles, nominative (NOM), accusative (ACC),
and dative (DAT) as an argument. According to
Iida et al. (2007), predicates have almost no ar-
gument in the same bunsetsu1 phrase. However,
in the case of event-nouns, approximately half
of the accusative and dative arguments appear in
the same bunsetsu phrase. Accordingly, although
PASA and ENASA are semantically highly re-
lated, they are syntactically different tasks. How-
ever, most previous studies focused on predi-
cates only; hence, there are few studies that focus

1Functional chunk in Japanese. It consists of one or more
content words (noun, verb, adjective, etc.) followed by zero
or more function words (postposition, auxiliary verb, etc.). A
verb phrase in Japanese thus cannot bear noun arguments in
the same bunsetsu.
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on event-nouns (Komachi et al., 2007; Taira et al.,
2008). To identify the semantic units of a sentence
and to correctly understand syntactic relations, it
is not sufficient to target only PASA.

Thus, we propose a multi-task learning model
that effectively leverages ENASA and improves
PASA. Our proposed model is based on an end-to-
end multilayer bi-directional recurrent neural net-
work (RNN) used in recent works, and the model
has networks that distinguish task-independent in-
formation and task-specific information.

In summary, the main contributions of this work
are the following:

1. This is the first attempt to design a multi-task
learning framework for PASA and ENASA,
and we show that our models improve the
performance of both tasks.

2. Although our model is a simple model that
does not consider the interactions between
multiple predicates, it achieves a state-of-the-
art result on the NAIST Text Corpus (NTC)
in PASA by combining syntactic information
as one of the features.

3. For ENASA, this is the first work to em-
ploy neural networks to effectively incorpo-
rate PASA.

2 Related Work

2.1 Japanese PASA and ENASA Approaches
Many machine learning-based methods have been
studied in Japanese PASA. Traditional models
take pointwise approaches that construct inde-
pendent models for each core case role (NOM,
ACC, DAT). Taira et al. (2008) proposed a super-
vised model that learns features of each case us-
ing decision lists and support vector machines.
Imamura et al. (2009) proposed a model that com-
bines a maximum entropy model with a language
model trained from large-scale newspaper articles.
Hayashibe et al. (2011) designed three models ex-
ploiting argument position and type and deter-
mined the maximum likelihood output using pair-
wise comparison.

However, the joint approach that optimizes the
scores of all predicate-argument pairs in a sen-
tence simultaneously showed better results than
the pointwise approach. Yoshikawa et al. (2011)
proposed a model that considers dependency be-
tween multiple predicate-argument relations us-
ing Markov logic networks. Ouchi et al. (2015)

jointly optimized the combinations among multi-
ple predicates and arguments in a sentence using a
bipartite graph.

Except for (Taira et al., 2008), these stud-
ies focused on the analysis of predicates while
there are few studies that focus on event-nouns.
Komachi et al. (2007) decomposed ENASA into
two tasks: event-hood determination and argu-
ment identification; they proposed a supervised
method using lexico-syntactic patterns. Event-
hood determination is the most important char-
acteristic that semantically differentiates ENASA
from PASA. It is a task to determine whether a
noun refers to an event (e.g., houkoku can refer to
either “to report” or the outcome of reporting ac-
tion, “a report”). Since the previous ENASA mod-
els adopted the pointwise approach with a single
model, they did not explore the effective features
in each task. In contrast, our models simultane-
ously optimize three core case roles. Moreover,
the proposed models allow us to distinguish be-
tween task-shared and task-specific features using
multi-task learning.

2.2 PASA using neural networks

Some neural models have achieved higher perfor-
mance than traditional machine learning models
in Japanese PASA. Shibata et al. (2016) replaced
Ouchi et al. (2015)’s scoring function with feed
forward neural networks. Matsubayashi and Inui
(2017) represented a dependency path between a
predicate and its argument with path embeddings
and showed that even the local model without mul-
tiple predicates can outperform a global model.

Moreover, some end-to-end models have been
proposed in Japanese PASA. Ouchi et al. (2017)
proposed an end-to-end model based on the
model using eight-layer bi-directional long short-
term memory (LSTM) proposed by Zhou and Xu
(2015) and considered the interaction of mul-
tiple predicates simultaneously using a Grid
RNN. Matsubayashi and Inui (2018) combined
self-attention with Ouchi et al. (2017)’s model
to directly capture interaction among multiple
predicate-arguments. In particular, the model
improved the performance of arguments that
have no syntactic dependency with predicates
and achieved a state-of-the-art result on Japanese
PASA.
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2.3 Semantic Role Labeling

Semantic role labeling (SRL) is a similar task
to Japanese PASA. Recently, several end-to-end
models using neural networks showed high per-
formance in English SRL (Zhou and Xu, 2015;
He et al., 2017; Tan et al., 2018). Strubell et al.
(2018) proposed a multi-task learning model
that jointly learned dependency parsing, part-of-
speech tagging, predicate detection, and SRL
based on multi-head self-attention. Ouchi et al.
(2018) proposed a span-based SRL model using
bi-directional LSTMs and achieved state-of-the-
art results. The authors scored all possible spans
for each label and selected correct spans satisfy-
ing constraints when decoding. In terms of the
event-noun research, Gerber and Chai (2010) used
pointwise mutual information (PMI) as a feature
for 10 event-nouns with high frequency and iden-
tified semantic roles using a logistic regression
model.

There were several LSTM models that also
achieved high accuracy gains in Chinese SRL
(Wang et al., 2015; Roth and Lapata, 2016;
Sha et al., 2016; Marcheggiani et al., 2017;
Qian et al., 2017). For event-nouns, Li et al.
(2009) showed that combining effective features
in verbal SRL with nominal SRL can improve
results. Although the authors did not demonstrate
that verbal SRL also improves performance in
combination with nominal SRL, we show that our
model improves performance in both PASA and
ENASA.

3 Japanese PASA and ENASA

3.1 Task Description

Japanese predicate (event-noun) argument struc-
ture analysis is a task to extract arguments for
certain predicates (event-nouns) and assign three
case labels, NOM, ACC and DAT (Iida et al.,
2007). Arguments are divided into four categories
(Taira et al., 2008) according to the positions with
their predicates (event-nouns).

Dep Arguments depend on their predicate (event-
noun), or a predicate (event-noun) depends
on its arguments.

Zero Arguments and their predicate (event-noun)
are in the same sentence, but the arguments
are omitted by zero anaphora. Therefore,
they have no direct dependency.

Inter-zero Zero anaphoric arguments and their
predicate (event-noun) are not in the same
sentence.

Bunsetsu Arguments and their event-noun are in
the same bunsetsu.

A sentence w = w1, w2, · · · , wT and a predi-
cate (event-noun) p = p1, p2, · · · , pq are given
as input. Iida et al. (2006), Imamura et al. (2009),
and Sasano and Kurohashi (2011) also analyze
Inter-zero, which is a difficult task because the
whole document must be searched. Follow-
ing existing research (Ouchi et al., 2015, 2017;
Matsubayashi and Inui, 2017, 2018; Taira et al.,
2008), we only focus on three categories where ar-
guments and their predicate (event-noun) are in the
same sentence. In addition, we exclude the Bun-
setsu category from the PASA evaluation follow-
ing Ouchi et al. (2017) and Matsubayashi and Inui
(2018).

3.2 End-to-end Single Model
Our single model is based on an end-to-end ap-
proach (Zhou and Xu, 2015; Ouchi et al., 2017;
Matsubayashi and Inui, 2018). Additionally, we
add new features. Figure 2 shows the network ar-
chitecture of our base model.

3.2.1 Input Layer
Each word wt ∈ [w1, · · · , wT ] is converted to a
feature representation xt ∈ [x1, · · · ,xT ] at the in-
put layer. We use six types of features. The feature
representation xt is defined as follows:

xt = xas
t ⊕ xposi

t ⊕ xdep
t ⊕ xtype

t ⊕ xtask
p (1)

where (⊕) indicates concatenation of vectors.

Argument Structure Predicate (event-noun)
wp and argument candidates wt are converted to
the vectors xas

t ∈ R2dw by the word embedding
matrix.

Position This is a feature that represents the po-
sitional relation between wp and wt. The feature
is calculated by subtracting the word index of ar-
gument candidates from the word index of pred-
icates (event-nouns). We use two types of units
to represent relative position: word unit pword

t and
bunsetsu unit pbunsetsu

t , which are converted to the
word positional vector pword

t ∈ Rdp and the bun-
setsu positional vector pbunsetsu

t ∈ Rdp , respec-
tively, by the word and bunsetsu positional embed-
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Figure 2: End-to-end single model.

ding matrices. We concatenate these two vectors
and obtain the positional vectors xposi

t ∈ R2dp .

Dependency This is a feature that represents the
dependency relation between wp and wt. We set
five types of dependency relations:

i). Argument candidates depend on the predicate
(event-noun).

ii). The predicate (event-noun) depends on the
argument candidates.

iii). No dependency relations between the predi-
cate (event-noun) and argument candidates.

iv). The predicate and candidate arguments are in
the same bunsetsu.

v). The event-noun and candidate arguments are
in the same bunsetsu.

The dependency relation dt is converted to the de-
pendency vector xdep

t ∈ Rdd by the dependency
relation embedding matrix. The dependency type
in Figure 2 shows how to make dependency fea-
tures in Figure 1b as an example. We define the
dependency type from the syntactic information
annotated in the NTC.

In previous work, dependency features are used
differently from our study. Imamura et al. (2009)
used a binary feature that represents whether or
not there is a dependency relation between the
predicate and its arguments. We employ more
fine-grained relation types to adapt to event-nouns.
Matsubayashi and Inui (2017) represented the in-
teractions between a predicate and its arguments
using path embedding. In contrast, we define
different types for a predicate and event-noun to
distinguish event-nouns from predicates and learn
embeddings to find the associated latent structures.

Event-hood Type This is a binary feature to flag
all predicates (event-nouns) in a sentence inspired
by Matsubayashi and Inui (2018). The purpose of
this feature is to prevent predicates from becoming
arguments and to help some event-nouns become
arguments. The event-hood type vector xtype

t ∈
R2 of a candidate indicates [0,1] if the candidate is
a predicate, [1,0] if the candidate is an event-noun,
and [0,0] otherwise. The predicate and event-noun
are annotated in the NTC.

Task Label This is a binary feature vector
xtask

p ∈ R1 that indicates 1 if the task is predicate
argument structure analysis; otherwise, 0.

3.2.2 RNN Layer
We use the gated recurrent unit (GRU) (Cho et al.,
2014) for RNN. The RNN layers are made up
of L layers of stacked bi-directional GRU. Ad-
ditionally, we apply the residual connections
(He et al., 2016) following Ouchi et al. (2017);
Matsubayashi and Inui (2018). At each time step
t, the hidden state hl

t ∈ Rdh in the l ∈ [1, · · · , L]-
th layer is calculated as follows:

hl
t =

{
gl(hl−1

t ,hl
t−1) (l = odd)

gl(hl−1
t ,hl

t+1) (l = even)
(2)

where gl(·) denotes the l-th layer GRU function.
In addition, h0

t = xt.

3.2.3 Output Layer
In the output layer, we input each hidden state hL

t .
Then, we obtain the output vector ot using the
softmax function:

ot = softmax(Woh
L
t + bo) (3)

where Wo ∈ R4×dh is the parameter matrix, and
bo ∈ R4 is the bias term. The output vector repre-
sents the probability for each argument candidate
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(a) Single (b) Multi-input (c) Multi-RNN

(d) Multi-output (e) Multi-ALL

Figure 3: Proposed models: (a) Single, (b) Multi-input, (c) Multi-RNN, (d) Multi-output, (e) Multi-ALL.

over four labels, [NOM, ACC, DAT, ELSE]. ELSE
denotes that the candidate argument does not have
a case label. In testing, the maximum probability
label is selected as the output label. We train the
model using the cross-entropy loss function.

4 Multi-task Model

Multi-task learning has been successfully applied
to various natural language processing tasks
(Collobert et al., 2011; Søgaard and Goldberg,
2016; Luong et al., 2016; Hashimoto et al.,
2017; Liu et al., 2017; Stoyanov et al., 2018;
Marasovic and Frank, 2018; Strubell et al., 2018).
One of the advantages of multi-task learning
is that it learns better representation, which is
robust against task-dependent noise by increasing
training data. In this paper, we introduce multi-
task learning to PASA and ENASA for the first
time. We propose three methods to extend the
end-to-end single model to the multi-task learning
model in the input layer, RNN layer, and output
layer. Figure 3 shows the proposed models. Our
final model combines all three methods (Figure
3e).

4.1 Multi Input Layer

Even if the surface form is the same, the con-
texts are different for predicates and event-nouns.
For example, the event-noun houkoku “report” in
Figure 1b has an argument in the same bunsetsu

unlike predicates. Moreover, the event-noun also
has a nominative argument role for the predicate
mijikai “short”. Therefore, given this, we pre-
pare a task-specific word embedding matrix that
addresses the task-specific distribution of words.
The predicate is converted to PASA-specific vec-
tors xp

t ∈ Rd′
w by the PASA-specific predicate em-

bedding matrix. Similarly, the event-noun is con-
verted to ENASA-specific vectors xn

t ∈ Rd′
w by

the ENASA-specific event-noun embedding ma-
trix. These matrices are randomly initialized and
can be learned during training.

The feature vector xt is defined as follows:

xt =

{
xt ⊕ xp

t (PASA)

xt ⊕ xn
t (ENASA)

(4)

4.2 Multi RNN Layer
Previous work (Søgaard and Goldberg, 2016;
Hashimoto et al., 2017) proposed hierarchical
multi-task learning models that exploited features
obtained from easy tasks for difficult tasks. These
studies showed that performance improves when
low-layer RNN representations are trained in easy
tasks and high-layer RNN are leveraged for dif-
ficult tasks. Therefore, we construct a network
that hierarchically overlaps a task-specific RNN
on a task-independent RNN. Lower RNN lay-
ers learn task-independent knowledge representa-
tions. Then, the task-specific RNN adjusts the rep-
resentations for each task. At each time step t, the
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hidden state ml′
t ∈ Rd′

h in the l′ ∈ [1, · · · , L′]-th
layer is calculated as follows:

ml′
t =

{
gl′(ml′−1

t ,ml′
t−1) (l′ = odd)

gl′(ml′−1
t ,ml′

t+1) (l′ = even)
(5)

gl′(·) =

{
gl′
p (·) (PASA)

gl′
n (·) (ENASA)

(6)

where gl′(·), gl′
p (·), and gl′

n (·) denote the l′-th layer
GRU functions. In addition, m0

t = hL
t .

4.3 Multi Output Layer
The position of arguments is different with respect
to predicates and event-nouns. For example, pred-
icates seldom have arguments in the same bun-
setsu. In contrast, event-nouns often have argu-
ments in the same bunsetsu, compound nouns, for
example. Therefore, it is intuitive and natural to
divide the output layer into task-independent and
task-specific layers. The task-specific output vec-
tors are calculated as follows:

op
t = Wp

oht + bp
o (7)

on
t = Wn

oht + bn
o (8)

gt = σ(Wght + bg) (9)

where Wp
o ,Wn

o ,Wg ∈ R4×dh are the parameter
matrices, and bp

o ,bn
o ,bg ∈ R4 are the bias terms.

ht is the hidden state of the last layer. We com-
bine task-specific output vectors op

t ,o
n
t with task-

independent output vector ot by the gate gt.

ct =

{
gt ⊙ ot + (1 − gt) ⊙ op

t (PASA)

gt ⊙ ot + (1 − gt) ⊙ on
t (ENASA)

(10)

ot = softmax(ct) (11)

where (⊙) denotes the element-wise product. The
output vector ot represents the probability of
[NOM, ACC, DAT, ELSE].

5 Experiments

5.1 Dataset and Setting
We use NTC 1.5 for our experiments. We divide
the dataset into training, development, and test sets
in the same way as Taira et al. (2008). We use
morphological and syntactic information, such as
the word boundaries, the bunsetsu boundaries and
the dependency relations provided in the NTC.

For the development and test sets, if there are
two or more arguments annotated with the same

the dimension of word embeddings dw 300
the dimension of position embeddings dp 16
the dimension of dependency embeddings dd 16
the dimension of hidden states dh 300
the number of GRU layers L 4
the dimension of task-specific word embeddings d′

w 16
the dimension of task-specific hidden states d′

h 300
the number of task-specific GRU layers L′ 2
dropout rate 0.4
batch size 8
gradient clipping 4

Table 1: Hyperparameters.

case label in a sentence, we set an argument that
only has a dependency relation with a predicate
as a correct answer and assign the ELSE label to
other arguments. If there is no dependency rela-
tion, we set an argument with the shortest distance
|wp − wt| as a correct answer. If the distance is
equal, an argument on the left side of a predicate
is considered a correct answer.

In NTC 1.5, if there is a predicate phrase, such
as “verbal noun + suru,” suru is annotated as a
predicate word. We consider the verbal noun as
the predicate word at the preprocessing step to
match the surface of a predicate with that of an
event-noun. Take the predicate houkoku-suru “to
report” and an event-noun houkoku “report” as an
example. Although wp before preprocessing are
suru and houkoku, wp are unified to houkoku after
preprocessing.

5.2 Hyperparameters

We use pre-trained embeddings2 for the initial val-
ues of the word embedding matrix. The initial val-
ues of the other embedding matrices are sampled
according to a uniform distribution of [-0.25,0.25].
We convert words appearing more than once in the
training set into word vectors and the remaining
words into the unknown word vector. We adopt
AdaDelta (ϵ = 10−6，ρ = 0.95) as the optimiza-
tion method. We set the number of epochs to 20
and evaluate the model with the highest F1 scores
on the development set. Table 1 shows the hyper-
parameters.

5.3 Results

We evaluate each model with the NTC 1.5 test.
The experimental results for the argument struc-
ture analysis of predicates and event-nouns are
shown in Tables 2 and 3.

2http://www.asahi.com/shimbun/medialab/word embedding
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Dep Zero
Method ALL SD ALL NOM ACC DAT ALL NOM ACC DAT
Ouchi+ 17 81.42 88.17 88.75 93.68 64.38 47.12 50.65 32.35 7.52
M&I 17 83.50 ±0.17 89.89 91.19 95.18 61.90 51.79 54.69 41.8 17
M&I 18 83.94 ±0.12 90.26 90.88 94.99 67.57 55.55 57.99 48.9 23
Single 83.62 ±0.17 90.09 90.45 94.84 69.77 51.87 54.73 43.48 11.40
Multi-input 83.88 ±0.11 90.27 90.65 95.12 69.86 53.01 55.82 44.68 10.77
Multi-RNN 83.91 ±0.23 90.17 90.58 95.07 67.94 53.31 55.85 45.71 9.97
Multi-output 83.77 ±0.20 90.13 90.68 94.89 68.16 53.93 56.73 43.79 9.45
Multi-ALL 83.82 ±0.10 90.15 90.68 95.06 67.56 53.50 56.37 45.36 8.70
Multi-RNN+DEP 84.55 ±0.11 90.69 91.28 95.25 70.07 51.56 54.29 42.67 1.85
Multi-output+DEP 84.73 ±0.11 90.82 91.46 95.29 70.69 52.29 55.14 42.15 1.81
Multi-ALL+DEP 84.75 ±0.16 90.88 91.40 95.37 71.02 52.35 55.10 42.54 2.32
M&I 17 (ens. of 5) 84.07 90.24 91.59 95.29 62.61 53.66 56.47 44.7 16
M&I 18 (ens. of 10) 85.34 91.26 91.84 95.57 70.8 58.07 60.21 52.5 26
Multi-RNN+DEP (ens. of 5) 85.85 91.61 92.11 95.87 72.63 53.41 55.96 46.10 0
Multi-output+DEP (ens. of 5) 85.83 91.52 92.12 95.69 72.72 54.35 57.02 45.95 0
Multi-ALL+DEP (ens. of 5) 86.01 91.63 92.15 95.80 72.95 54.99 57.84 45.20 0

Table 2: F1 scores on the PASA test set. Single is a base model without multi-task learning.

Dep Zero Bunsetsu
Method ALL SD ALL NOM ACC DAT ALL NOM ACC DAT ALL NOM ACC DAT
Taira+ 08 on NTC 1.4 68.01 62.46 56.05 36.19 20.46 6.62 78.93 77.96 58.13
Single 66.21 ±0.15 74.64 76.06 74.54 51.28 46.05 49.67 33.36 13.63 78.24 76.67 81.75 48.55
Multi-input 67.89 ±0.42 75.62 76.63 75.78 57.17 49.07 52.81 36.95 19.39 79.35 77.31 83.31 51.03
Multi-RNN 67.96 ±0.44 75.86 76.90 76.33 54.46 48.67 52.18 38.47 18.89 79.08 77.24 82.89 50.93
Multi-output 67.96 ±0.17 76.25 77.18 76.90 54.97 48.74 52.48 36.09 19.64 79.02 77.00 83.04 50.60
Multi-ALL 68.00 ±0.41 75.90 77.16 76.05 53.00 49.66 53.37 37.64 14.46 79.05 77.32 82.61 51.83
Multi-ALL+DEP 67.68 ±0.39 75.95 77.18 76.11 55.26 47.57 51.21 35.14 15.65 79.06 77.44 82.66 51.10
Multi-ALL (ens. of 5) 71.14 78.63 79.66 78.83 58.29 52.49 56.41 39.02 16.42 81.90 80.25 85.21 56.29
Multi-ALL+DEP (ens. of 5) 69.90 77.86 78.89 78.16 58.46 49.36 53.10 36.36 17.23 81.16 79.74 84.57 52.99

Table 3: F1 scores on the ENASA test set.

Predicate Argument Structure Analysis The
first set of rows in Table 2 shows the results of
previous models. Ouchi+ 17 is the model from
the Multi-Seq model in (Ouchi et al., 2017).
M&I 17 is the model in (Matsubayashi and Inui,
2017). M&I 18 is the model from the MP-POOL-
SELFATT model in (Matsubayashi and Inui,
2018).

The second set of rows in Table 2 shows the re-
sults of the proposed models. These models do
not use the dependency feature. Compared with
the single model, all multi-task learning models
improved the overall F1 scores. Among them,
Multi-RNN improved the overall F1 score from
the single model by 0.29 points. In previous work,
Ouchi et al. (2017); Matsubayashi and Inui (2018)
see improvements of 0.27 and 0.55 F1 points
in their baseline models by considering multi-
ple predicate-argument interactions. Therefore,
we show that multi-task learning with ENASA
achieved comparable effects as these studies in
PASA.

The third set of rows shows the results of pro-
posed models using all features including the de-
pendency feature. Multi-ALL+DEP achieved the
best F1 score among all the models including pre-
vious state-of-the-art models. In particular, the de-
pendency feature was effective for Dep arguments.
On the other hand, the performance for Zero ar-
guments was poor. This result suggests that the
dependency feature causes the model to optimize
mainly for Dep arguments since Dep arguments
are more numerous than Zero arguments.

The fourth set of rows shows the results of en-
semble models. Overall, our proposed model out-
performed the previous ensemble model by 0.67
points in the overall F1 score. Moreover, our mod-
els are simple models that independently analyze
each predicate in a sentence. Nevertheless, our
models achieved higher results than Ouchi et al.
(2017); Matsubayashi and Inui (2018). Although
recent works have researched the method whereby
multiple predicate-argument interactions are con-
sidered simultaneously, how to use syntactic in-
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(a) predicate: 結成 “organize,” NOM:会長 “president,” ACC:会派 “faction.”

(b) predicate: 左右 “determine,” NOM:カギ “key,” ACC:行方 “whereabouts.”

(c) event-noun: 打開 “break,” NOM:カギ “key,” ACC:事態 “situation.”

(d) predicate: 回避 “avoid,” NOM:トップ “top,” ACC:責任 “responsibility.”

(e) predicate: 押す “push,” ACC:丸 “circle,” DAT:左下 “lower left.”

(f) predicate: 果たす “play,” NOM: E, ACC:役割 “role,” DAT:発病 “pathogenesis.”

Figure 4: Examples of analysis errors on the PASA test set

formation in the end-to-end model is a subject for
future work.

Event-noun Argument Structure Analysis
The first set of rows in Table 3 shows the results
of a previous model in event-noun argument
structure analysis. Taira+ 08 is the model from
(Taira et al., 2008). Since its scores are from NTC
1.4, the model cannot be directly compared to
our models. Compared with the single model, all
multi-task models improved the overall F1 scores.
However, Multi-ALL+DEP compared unfavorably
with Multi-ALL even though it was the best
PASA architecture. Therefore, this implies that
the dependency type feature between the predicate
and its argument is not effective in ENASA.

5.4 Analysis

In Figure 4, we compare the PASA results from
test sets for each model. In Examples (a), (b)
and (d), the single model failed to predict cor-
rect arguments but the Multi-RNN model correctly
predicted arguments. In Example (a), the sin-
gle model incorrectly predicted that arguments do
not exist in this sentence. Comparing the train-
ing set of each task, although the number of event-
nouns is approximately one-third of the number of
predicates, the number of kessei 結成 “organize
(event-nouns)” is approximately twice the num-
ber of kessei結成 “organize (predicates).” Accord-
ingly, we showed that the Multi-RNN model ef-
fectively leverages the information of event-nouns
using multi-task learning.

In Example (b), the single model incorrectly
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predicted that the NOM argument does not ex-
ist, but the multi-RNN predicted the correct argu-
ments. Comparing the training set, there is sayuu
左右 “determine (predicate)” but not sayuu 左
右 “determine (event-noun).” However, there are
some kagi カギ “key (arguments of predicates)”
in the PASA training set, and there is one kagiカ
ギ “key (argument of event-noun)” in the ENASA
training set (Example (c)). Moreover, in Exam-
ple (c), dakai 打開 “break (event-noun)” depends
on kagi カギ “key” like sayuu 左右 “determine
(predicate)” in Example (b); however, no pred-
icate depends on kagi カギ “key” in the train-
ing set. Accordingly, the Multi-RNN model also
leverages the arguments of event-nouns and the
positional relations between event-nouns and their
arguments.

Example (d) is an interesting case in which
a predicate kaihi 回避 “avoid” and its argument
sekinin 責任 “responsibility” are located in the
same bunsetsu. Although this argument type
(Bunsetsu) is excluded from the evaluation target
in PASA, it is common as a compound noun in
ENASA. Therefore, the single model wrongly pre-
dicted that the ACC argument does not exist, but
multi-RNN was able to predict the answer using
the specific knowledge of event-nouns.

In contrast, in Example (e), the single model
correctly predicted the answer, but the multi-RNN
model failed to predict the correct arguments.
Multi-RNN incorrectly predicted that the DAT ar-
gument does not exist in this sentence. However,
niに, a postpositional particle located after an ar-
gument, often indicates a dative case. Neverthe-
less, multi-RNN often predicted a wrong DAT ar-
gument by ignoring ni に. Therefore, for DAT
analysis, the information of event-nouns adversely
affects PASA.

In Example (f), the Multi-ALL+DEP model
correctly predicted the answer, but the Multi-
ALL model failed. Specifically, Multi-ALL+DEP
correctly predicted that the ACC argument is
yakuwari 役割 “role,” which is dependent on
hatasu 果たす “play.” However, the Multi-ALL
incorrectly predicted that the ACC argument is
kaimei 解明 “solution.” Similarly, Multi-ALL
without syntactic information made many mis-
takes, including attributive modification, such as
Figure 1c. Table 4 shows the results of the
two PASA models for attributive modification in-
stances. Multi-ALL+DEP considerably outper-

ALL NOM ACC DAT
Multi-ALL 80.31 83.37 72.16 19.48
Multi-ALL+DEP 81.83 84.67 74.41 28.31

Table 4: F1 scores on the PASA test set with respect to
attributive modifications.

formed Multi-ALL for all cases using dependency
features. Therefore, these results suggest that the
dependency type feature is effective for PASA
with respect to attributive modifications.

6 Conclusion

We design a multi-task learning model for predi-
cate and event-noun argument structure analysis.
The experiment results show that the multi-task
models outperform the single-task model on the
NAIST Test Corpus for both tasks. Moreover, our
model achieves a state-of-the-art result for PASA.
In addition, this is the first work to employ neural
networks for ENASA. In future work, we plan to
consider multiple predicates and event-nouns.
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Abstract
The performance of a Part-of-speech (POS)
tagger is highly dependent on the domain of
the processed text, and for many domains there
is no or only very little training data avail-
able. This work addresses the problem of
POS tagging noisy user-generated text using
a neural network. We propose an architec-
ture that trains an out-of-domain model on
a large newswire corpus, and transfers those
weights by using them as a prior for a model
trained on the target domain (a data-set of Ger-
man Tweets) for which there is very little an-
notations available. The neural network has
two standard bidirectional LSTMs at its core.
However, we find it crucial to also encode a set
of task-specific features, and to obtain reliable
(source-domain and target-domain) word rep-
resentations. Experiments with different reg-
ularization techniques such as early stopping,
dropout and fine-tuning the domain adaptation
prior weights are conducted. Our best model
uses external weights from the out-of-domain
model, as well as feature embeddings, pre-
trained word and sub-word embeddings and
achieves a tagging accuracy of slightly over
90%, improving on the previous state of the
art for this task.

1 Introduction

Part-of-speech (POS) tagging is a prerequisite for
many applications and necessary for a wide range
of tools for computational linguists. The state-
of-the art method to implement a tagger is to use
neural networks (Ma and Hovy, 2016; Yang et al.,
2018). The performance of a POS tagger is highly
dependent on the domain of the processed text and
the availability of sufficient training data (Schn-
abel and Schütze, 2014). Existing POS taggers for
canonical German text already achieve very good
results around 97% accuracy, e.g. (Schmid, 1999;
Plank et al., 2016). When applying these trained
models to out-of-domain data the performance de-
creases drastically.

One of the domains where there is not enough
data is online conversational text in platforms such
as Twitter, where the very informal language ex-
hibits many phenomena that differ significantly
from canonical written language.

In this work, we propose a neural network that
combines a character-based encoder and embed-
dings of features from previous non-neural ap-
proaches (that can be interpreted as an inductive
bias to guide the learning task). We further show
that the performance of this already effective tag-
ger can be improved significantly by incorporating
external weights using a mechanism of domain-
specific L2-regularization during the training on
in-domain data. This approach establishes state-
of-the-art results of 90.3% accuracy on the Ger-
man Twitter corpus of Rehbein (2013).

2 Related Work

The first POS tagging approach for German Twit-
ter data was conducted by Rehbein (2013) and
reaches an accuracy of 88.8% on the test set using
a CRF. They use a feature set with eleven differ-
ent features and an extended version of the STTS
(Schiller et al., 1999) as a tagset. Gimpel et al.
(2011) developed a tagset for English Twitter data
and report results of 89.37% on their test set using
a CRF with different features as well. POS tagging
for different languages using a neural architecture
was successfully applied by Plank et al. (2016).
The data comes from the Universal Dependencies
project1 and mainly contains German newspaper
texts and Wikipedia articles.

The work of Barone et al. (2017) investigates
different regularization mechanisms in the field of
domain adaptation. They use the same L2 regular-
ization mechanism for neural machine translation,
as we do for POS tagging.

1http://universaldependencies.org
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3 Data

3.1 Tagset

The Stuttgart-Tübingen-TagSet (STTS, Schiller
et al. (1999)) is widely used as the state-of-the-
art tagset for POS tagging of German. Bartz et al.
(2013) show that the STTS is not sufficient when
working with textual data from online social plat-
forms, as online texts do not have the same charac-
teristics as formal-style texts, nor are identical to
spoken language. Online conversational text often
contains contracted forms, graphic reproductions
of spoken language such as prolongations, inter-
jections and grammatical inconsistencies as well
as a high rate of misspellings, omission of words
etc.

For POS tagging we use the tagset of Rehbein
(2013), where (following Gimpel et al. (2011)) ad-
ditional tags are provided to capture peculiarities
of the Twitter corpus. This tagset provides tags
for @-mentions, hashtags and URLs. They also
provide a tag for non-verbal comments such as
*Trommelwirbel* (drum-roll). Additional, com-
plex tags for amalgamated word forms were used
(see Gimpel et al. (2011)). Overall the tagset used
in our target domain contains 15 tags more than
the original STTS.

3.2 Corpora

Two corpora with different domains are used in
this work. One of them is the TIGER corpus and
the other is a collection of German Twitter data.

The texts in the TIGER corpus (Brants et al.,
2004) are taken from the Frankfurter Rundschau
newspaper and date from 1995 over a period of
two weeks. The annotation of the corpus was cre-
ated semi automatically. The basis for the annota-
tion of POS tags is the STTS. The TIGER corpus
is one of the standard corpora for German in NLP
and contains 888.505 tokens.

The Twitter data was collected by Rehbein
(2013) within eight months in 2012 and 2013. The
complete collection includes 12.782.097 distinct
tweets, from which 1.426 tweets were randomly
selected for manual annotation with POS tags.
The training set is comparably small and holds 420
tweets, whereas the development and test set hold
around 500 tweets each (overall 20.877 tokens).
Since this is the only available German annotated
Twitter corpus, we use it for this work.

3.3 Pretrained word vectors

The usage of pretrained word embeddings can be
seen as a standard procedure in NLP to improve
the results with neural networks (see Ma and Hovy
(2016).

3.4 FastText

FastText2 provides pretrained sub-word embed-
dings for 158 different languages and allows to
obtain word vectors for out-of-vocabulary words.
The pretrained vectors for German are based
on Wikipedia articles and data from Common
Crawl3. We obtain 97.988 different embeddings
for the tokens in TIGER and the Twitter corpus of
which 75.819 were already contained in Common
Crawl and 22.171 were inferred from sub-word
units.

3.5 Word2Vec

Spinningbytes4 is a platform for different applica-
tions in NLP and provides several solutions and
resources for research. They provide word em-
beddings for different text types and languages, in-
cluding Word2Vec (Mikolov et al., 2013) vectors
pretrained on 200 million German Tweets. Overall
17.030 word embeddings form the Spinningbytes
vectors are used (other words are initialized all-
zero).

3.6 Character level encoder

Lample et al. (2016) show that the usage of a char-
acter level encoder is expedient when using bidi-
rectional LSTMs. Our implementation of this en-
coder follows Hiroki Nakayama (2017)5, where
character embeddings are passed to a bidirectional
LSTM and the output is concatenated to the word
embeddings.

4 Experiments

This section describes the proposed architecture
of the neural network and the conditional random
field used in the experiments. For comparison of
the results we also experiment with jointly train-
ing on a merged training set, which contains the
Twitter and the TIGER training sets.

2https://fasttext.cc
3https://commoncrawl.org
4https://www.spinningbytes.com
5https://github.com/Hironsan/anago
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Figure 1: Final architecture of the neural model. Layers
that are passed pretrained weights are hatched in gray.
Dropout affected layers are highlighted in green.

4.1 Methods
4.1.1 Conditional random field baseline
The baseline CRF of Rehbein (2013) achieves an
accuracy of 82.49%. To be comparable with their
work we implement a CRF equivalent to their
baseline model. Each word in the data is repre-
sented by a feature dictionary. We use the same
features as Rehbein proposed for the classifica-
tion of each word. These are the lowercased word
form, word length, number of uppercase letters,
number of digits and occurrence of a hashtag,
URL, @-mention or symbol.

4.1.2 Neural network baseline
The first layer in the model is an embedding layer.
The next layers are two bidirectional LSTMs. The
baseline model uses softmax for each position in
the final layer and is optimized using Adam core
with a learning rate of 0.001 and the categorical
crossentropy as the loss function.

4.1.3 Extensions of the neural network
The non neural CRF model benefits from different
features extracted from the data. Those features
are not explicitely modeled in the neural baseline
model, and we apply a feature function for the ex-
tended neural network. We include the features
used in the non-neural CRF for hashtags and @-
mentions. In addition, we capture orthographic
features, e.g., whether a word starts with a digit
or an upper case letter. Typically, manually de-
fined features like these are not used in neural

networks, as a neural network should take over
feature engineering completely. Since this does
not work optimally, especially for smaller data
sets, we have decided to give the neural network
this type of information as well. Thus we com-
bine the advantages of classical feature engineer-
ing and neural networks. This also goes along with
the observations of Plank et al. (2018) and Sagot
and Martı́nez Alonso (2017), who both show that
adding conventional lexical information improves
the performance of a neural POS tagger. All words
are represented by their features and for each fea-
ture type an embedding layer is set up within the
neural network in order to learn vectors for the dif-
ferent feature expressions. Afterwards all the fea-
ture embeddings are added together. As the next
step we use the character level layer mentioned in
section 3.6 (Lample et al., 2016). The following
vector sequences are concatenated at each position
and form the input to the bidirectional LSTMs:

• Feature embedding vector

• character-level encoder

• FastText vectors

• Word2Vec vectors

4.1.4 Domain Adaptation and regularization
We train the model with the optimal setting on the
TIGER corpus, i.e., we prepare the TIGER data
just like the Twitter data and extract features, in-
clude a character level layer and use pretrained
embeddings. We extract the weights Ŵ that were
optimized with TIGER. The prior weights Ŵ are
used during optimization as a regularizer for the
weights W used in the final model (trained on
the Twitter data). This is achieved by adding the
penalty term RW , as shown in Equation 1, to the
objective function (cross-entropy loss).

RW = λ||W − Ŵ ||22 (1)

The regularization is applied to the weights of the
two LSTMs, the character LSTM, to all of the em-
bedding layers and to the output layer.

As a second regularization mechanism we in-
clude dropout for the forward and the backward
LSTM layers. We also add 1 to the bias of the
forget gate at initialization, since this is recom-
mended in Jozefowicz et al. (2015). Additionally,
we use early stopping. Since the usage of different
regularization techniques worked well in the ex-
periments of Barone et al. (2017), we also tried the

3417



combination of different regularizers in this work.
Figure 1 shows the final architecture of our model.

4.2 NCRF++

We also report results obtained by training the se-
quence labelling tagger of Yang and Zhang (2018),
NCRF++. They showed that their architecture
produces state-of-the-art models across a wide
range of data sets (Yang et al., 2018) so we used
this standardized framework to compare it with
our model.

5 Results

5.1 Experimental Results

Table 1 shows the results on the Twitter test set.
The feature-based baseline CRF outperforms the
baseline of the neural net with more than 20 per-
centage points. After adding the feature informa-
tion, the performance of the neural baseline is im-
proved by 13 percentage points, which is under-
standable, because many German POS tags are
case sensitive.

experiment accuracy
baseline crf 0.831
baseline neural model 0.634
neural model

+features 0.768
+character embeddings 0.796
+pretrained word vectors 0.845
+l2 domain adaptation 0.896
+dropout 0.903

neural model joint training 0.894
final CRF of Rehbein 2013 0.888
NCRF++ system 0.887

Table 1: Results on the test set using the time-
distributed layer.

The model’s performance increases by another
3 percentage points if the character level layer
is used. Including the pretrained embeddings,
FastText and Word2Vec vectors, the accuracy is
84.5%, which outperforms the CRF baseline.

Figure 2 shows the impact of domain adaptation
and fine-tuning the prior weight. The value of the
λ parameter in the regularization formula 1 can
control the degree of impact of the weights on the
training. Excluding the pretrained weights means
that λ is 0. We observe an optimal benefit from
the out-of-domain weights by using a λ value

10−5 10−4 10−3 10−2 10−1 100

0,75

0,8

0,85

0,9

results on test set
results on development set

Figure 2: Influence of fine-tuning on the results on
dev and test set in accuracy (y-axis). The x-axis cor-
responds to the different λ values.

of 0.001. This is in line with the observations
of Barone et al. (2017) for transfer-learning for
machine translation.

Overall the addition of the L2 fine-tuning can
improve the tagging outcome by 5 percentage
points, compared to not doing domain adaptation.
A binomial test shows that this improvement is
significant. This result confirms the intuition that
the tagger can benefit from the pretrained weights.
On top of fine-tuning different dropout rates were
added to both directions of the LSTMs for the
character level layer and the joint embeddings. A
dropout rate of 75% is optimal in our scenario,
and it increases the accuracy by 0.7 percentage
points.

The final 90.3% on the test set outperform
the results of Rehbein (2013) by 1.5 percentage
points.Our best score also outperforms the ac-
curacy obtained with the NCRF++ model. This
shows that for classifying noisy user-generated
text, explicit feature engineering is beneficial, and
that the usage of domain adaptation is expedient
in this context. Joint training, using all data
(out-of-domain and target domain), can obtain
an accuracy score of 89.4%, which is about 1
percentage point worse than using the same data
with domain adaptation. The training setup for
the joint training is the same as for the other
experiments and includes all extensions except for
the domain adaptation.

5.2 Error Analysis
The most frequent error types in all our systems
were nouns, proper nouns, articles, verbs, adjec-
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Figure 3: Total number of errors for the six most fre-
quent POS-tags and different experimental settings

tives and adverbs as pictured in figure 3. By in-
cluding the features the number of errors can be
reduced drastically for nouns. Since we included
a feature that captures upper and lower case, and
nouns as well as proper nouns are written upper
case in German, the model can benefit from that
information. The pretrained word embeddings
also help classifying nouns, articles, verbs, adjec-
tives and adverbs. Only the errors with proper
nouns increase slightly. Compared to only includ-
ing the features, the model can benefit from adding
both, the character level layer and the pretrained
word vectors, while the results for tagging proper
nouns and articles are still slightly worse than the
baseline. In contrast the final experimental setup
can optimize the results for every POS tag com-
pared to the baseline, see figure 3. Slightly in case
of articles and proper nouns, but markedly for the
other tags. A comparison of the baseline errors
and the errors of the final system shows that Twit-
ter specific errors, e.g. with @-mentions or URLs,
can be reduced drastically. Only hashtags still
pose a challenge for the tagger. In the gold stan-
dard words with hashtags are not always tagged as
such, but sometimes are classified as proper nouns.
This is due to the fact that the function of the to-
ken in the sentence is the one of a proper noun.
Thus the tagger has decision problems with these
hashtags. Other types of errors, such as confusion
of articles or nouns, are not Twitter-specific issues,
but are often a problem with POS tagging and can
only be fixed by general improvement of the tag-
ger.

6 Conclusion

We present a deep learning based fine-grained
POS tagger for German Twitter data using both

domain adaptation and regularization techniques.
On top of an efficient POS tagger we implemented
domain adaptation by using a L2-norm regular-
ization mechanism, which improved the model’s
performance by 5 percentage points. Since this
performance is significant we conclude that fine-
tuning and domain adaptation techniques can suc-
cessfully be used to improve the performance
when training on a small target-domain corpus.

Our experiments show that the combination of
different regularization techniques is recommend-
able and can further optimize already efficient sys-
tems.

The advantage of our approach is that we do not
need a large annotated target-domain corpus, but
only pretrained weights. Using a pretrained model
as a prior for training on a small amount of data is
done within minutes and therefore very practica-
ble in real world scenarios.
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Abstract

This paper introduces a new task – Chinese
address parsing – the task of mapping Chi-
nese addresses into semantically meaningful
chunks. While it is possible to model this
problem using a conventional sequence la-
belling approach, our observation is that there
exist complex dependencies between labels
that cannot be readily captured by a simple
linear-chain structure. We investigate neural
structured prediction models with latent vari-
ables to capture such rich structural informa-
tion within Chinese addresses. We create and
publicly release a new dataset consisting of
15,000 Chinese addresses, and conduct ex-
tensive experiments on the dataset to investi-
gate the model effectiveness and robustness.
We release our code and data at http://
statnlp.org/research/sp.

1 Introduction

Addresses play an important role in modern soci-
ety. They are typically used as identifiers to lo-
cations and entities in the world that can be used
to facilitate various social activities, such as busi-
ness correspondences, meetings and events. Re-
cent research efforts show that systems that per-
form address parsing, the task of automatically
parsing addresses into semantically meaningful
structures, can be useful for tasks such as build-
ing e-commerce or product recommendation sys-
tems (Jia et al., 2017; Avvenuti et al., 2018). Due
to historical reasons, the English addresses come
with a standardized format, mostly written in order
from most specific to most general. Meaningful
chunks in an English address are also separated by
punctuation or the new-line symbols. Such char-
acteristics make parsing English addresses a rela-
tively easy task.

However, addresses written in eastern Asian
languages such as Chinese present several unique

浙江省杭州市拱墅区登云路639号1号楼电子市场230飞阳电子

浙江省PROVINCE 杭州市CITY 拱墅区DISTRICT

(Zhejiang Province) (Hangzhou City) (Gongshu District)

登云路ROAD 639号ROADNO 1号楼HOUSENO

(Dengyun Road) (No. 639) (Unit #1)

电子市场POI 230ROOMNO 飞阳电子SUBPOI

(Electronic Market) (Feiyang Dianzi LLC.)

观沙街道观沙小区观沙嘉园安置小区9栋5单元9栋5单元1705

观沙街道TOWN 观沙小区POI 观沙嘉园SUBPOI

(Guansha Town) (Guansha Residence) (Guansha Sub-residence)

安置小区PERSON 9栋HOUSENO 5单元CELLNO

(Anzhi Sector) (Block 9) (Unit #5)

9栋REDUNDANT 5单元REDUNDANT 1705ROOMNO

(Block 9) (Unit #5)

Figure 1: Two example Chinese addresses and the ex-
pected structures after parsing. Each chunk is under-
lined with its corresponding label in blue.

challenges. Unlike English addresses, Chinese
addresses are typically written in the form of a
consecutive sequence of Chinese characters (pos-
sibly intermixed with digits and English letters).
Figure 1 presents two example Chinese addresses
and their desired output structures after parsing –
chunks annotated with their labels indicating se-
mantics (such as province, road, etc). The Chi-
nese addressing system is also different from that
of English. Though it is generally believed that the
system uses the opposite ordering – starting from
most general (e.g., province) and ending with most
specific (e.g., room no.), in practice it can be ob-
served that the format is far less rigorous than ex-
pected. The lack of rigor also leads to other issues
– the addresses may come with incomplete, redun-
dant or even inaccurate information, as we can see
from the second example listed in Figure 1. Such
unique challenges make the design of an effective
Chinese address parser non-trivial.
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Label Order ID Unique# Train Dev Test Interpretation Example

COUNTRY 20 00,002 00,041 00,015 00,013 name of a country 中国(China)
PROVINCE 19 00,065 03,794 01,317 01,265 name of a province 浙江省(Zhejiang Province)
CITY 18 00,377 04,824 01,662 01,613 name of a city 北京市(Beijing)
DISTRICT 17 0,1137 05,881 02,027 01,921 name of a district in a city 朝阳区(Chaoyang District)
DEVZONE 16 00,297 00,330 00,118 00,107 name of an economic development zone 下沙开发区(Xiasha Development Zone)
TOWN 15 02,382 03,972 01,300 01,308 name of a town or a boulevard 乔司镇(Qiaosi Street)
COMMUNITY 14 01,867 01,279 00,415 00,416 name of a community or a village 荆山社区(Jingshan Community)
ROAD 13 05,037 05,410 01,788 01,801 name of a road 中山路(Zhongshan Road)
SUBROAD 12 00,486 00,333 00,109 00,130 name of a lane 丹心巷(Danxin Road)
ROADNO 11 02,676 04,316 01,435 01,401 road number 4-5号(#4-#5)
SUBROADNO 10 00,215 00,170 00,068 00,075 road number for a subroad 8号(#8)
POI 09 08,662 06,312 02,093 02,122 name of the point of interest 萧山医院(Xiaoshan Hospital)
SUBPOI 08 01,642 01,435 00,461 00,487 name of the second point of interest 西三苑(Xisan Sub-residence)
HOUSENO 07 01,309 02,993 00,978 00,943 house number 3幢(Block #3)
CELLNO 06 00,295 01,134 00,388 00,358 cell number 1单元(Unit #1)
FLOORNO 05 00,258 01,119 00,346 00,331 floor number 5层(Level 5)
ROOMNO 04 03,245 02,702 00,883 00,824 room number 402室(Room 402)
PERSON 03 00,903 00,650 00,207 00,208 name of the third point of interest or a person 大厅(the hall)
ASSIST 02 00,264 00,718 00,207 00,241 a phrase for indicating relative position 对面(opposite)
REDUNDANT 01 01,009 03,517 01,208 01,137 redundant characters as well as repeated characters -,!
OTHERINFO 00 00,005 00,004 00,000 00,003 a chunk which cannot be assigned any label above

Total Instances 08,957 02,985 02,985
Total Chunks 32,133 50,934 17,024 16,704

Table 1: Statistics of different labels in our Chinese Address corpus.

Parsing a Chinese address into semantically
meaningful structures can be regarded as a spe-
cial type of chunking task (Abney, 1991), where
we need to perform address-specific Chinese word
segmentation (Xue, 2003; Peng et al., 2004; Zhao
et al., 2006) while assigning a semantic label to
each chunk. However, existing models designed
for chunking may not be readily applicable in this
task. Our observations show that there are a few
characteristics associated with the task. We found
that while generally there exists certain ordering
information among the chunks of different labels
in the addresses, such ordering information is bet-
ter preserved among the chunks that appear at the
beginning of the addresses. For the chunks appear-
ing towards the end of the addresses, chunks of
different types often appear in more flexible order.

On top of the above observations, we propose a
specific model based on neural networks for the
task of Chinese address parsing. The model is
able to encode the regular patterns among chunks
that appear at the beginning of a Chinese address,
while flexibly capturing the irregular patterns and
rich dependencies among the chunks of different
types that appear towards the end of the address.
This is achieved by designing a novel structured
representation integrating both a linear structure
and a latent-variable tree structure.

Our main contributions in this work can be sum-
marized as follows:
• We create and publicly release a new cor-

pus consisting of 15K Chinese address en-
tries fully annotated with chunk boundaries
and address labels. To the best of our knowl-

edge, this is the first and largest annotated
Chinese address corpus.
• We introduce a novel neural approach to Chi-

nese address parsing with latent variables to
flexibly capture both prior ordering informa-
tion and rich dependencies among labels.
• Through extensive experiments, we demon-

strate the effectiveness of our approach. The
experimental results show that our approach
outperforms several baselines significantly.

2 Data

In this work, we created a Chinese Address corpus.
To do so, we crawled a large number of publicly
available addresses from the Chinese websites in-
cluding online business directory websites (e.g.,
b2b.huangye88.com), social media websites
(e.g., www.dianping.com), and an online API
service translating a geo-location to a Chinese ad-
dress (lbs.amap.com). In order to protect pri-
vacy, we discarded sensitive addresses (such as
those involving military locations) and randomly
altered the digits in the collected addresses.

Due to the lack of Chinese address standard for-
mat as well as complicated and different writing
preferences in different regions (e.g., people living
in southern China prefer the word “弄” as the suf-
fix of the name of a lane or sub-road over the word
“胡同” which is widely used in northern China),
we create an annotation guideline1 by summariz-
ing different writing preferences. We proposed
21 chunk labels listed in Table 1. The meaning

1The annotation guideline can be found at http://
statnlp.org/research/sp.
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of most labels can be inferred from their names.
We hire 3 annotators to annotate chunk boundaries
and chunk labels for each Chinese address follow-
ing the annotation guideline. In order to maintain
high annotation quality, we also hire 2 additional
quality controllers to sample 20 sentences from
each batch of 1,000 annotated sentences for hu-
man evaluation. Re-annotation for that batch will
be performed should the accuracy of human eval-
uation fall below 95%.

We randomly split the annotated data into 3 por-
tions following the ratio of 60%, 20%, and 20%,
yielding training, development, and test sets. The
complete statistics of our data can be found in Ta-
ble 1. From the table we can observe that the
chunk label POI (point of interest) occurs most fre-
quently. Indeed, such a label has a high level of
importance. This is because location-based infor-
mation can be extracted from such chunks, which
is crucial for recommendation services (Gao et al.,
2015; Xie et al., 2016). In addition, we report the
number of distinctive chunks (unique#) that ap-
pear in the data for each label, from which we can
see our corpus has a good coverage on PROVINCE,
CITY, and DISTRICT2.

We empirically assign each label a order ID in-
dicating its level of specificity. For example, the
label COUNTRY is used for describing a country,
and is the most general concept. It is thus assigned
the order ID 20, which is the highest among all la-
bels. As another example, the label PERSON gets
assigned an order ID 3, as it is used to describe one
of the most specific concepts. Such order ID in-
formation will be useful later when designing our
models for Chinese address parsing.

3 Approach

Our objective is to design a model for parsing Chi-
nese addresses into semantically meaningful struc-
tures in the form of consecutive chunks, where
each chunk is assigned a label as described in the
previous section. As we have mentioned before,
we believe there exist Chinese address-specific
characteristics associated with address texts that
can be exploited in designing a parsing model.
Specifically, we argue there are two types of struc-
tured information within Chinese addresses that
can be exploited when designing our parser – the
latent tree structures and the regular chain struc-

2We found these numbers are comparable with statistics
on www.stats.gov.cn.

tures. The former is used for capturing rich de-
pendencies among chunks that appear towards the
end of each address. The latter is used for captur-
ing the structural patterns associated with chunks
appearing at the beginning of each address.

3.1 Latent Tree Structures

We focus our discussions on the latent tree struc-
tures first. Given a consecutive sequence of la-
beled chunks, we can construct a binary tree struc-
ture whose yield exactly corresponds to the se-
quence of labeled chunks. We build the latent tree
structures to capture complex dependencies based
on the observation that chunks appearing towards
the end of a given address do not follow a rigorous
order. For instance, as we can see in the second ex-
ample in Figure 1, chunks towards the end of the
address consist of some labels related to numbers
as well as the label REDUNDANT. These labels
are either optional or do not follow some regular
patterns in terms of order, which makes capturing
dependencies among labels challenging.

We first introduce auxiliary labels based on the
set of original labels we defined in the previous
section. Such auxiliary labels are assigned to the
internal nodes within a parse tree. Specifically, for
each original label X, we introduce the auxiliary
label X. For example, the auxiliary label for ROAD

would be ROAD.
We now illustrate how a latent tree is con-

structed from a sequence of labeled chunks. These
chunks will be regarded as a sequence of leaf
nodes, each of which contains the corresponding
chunk boundary and chunk type information. To
simplify the construction process, we focus on
building a specific type of binary trees with each
non-leaf node containing at least 1 leaf node as one
of its child.3 We start the process by selecting any
chunk first as one leaf node. Next we take a chunk
that is either on the left or on the right of the se-
lected chunk as its binary sibling node, and create
a parent node by assigning the two selected leaf
nodes as child nodes. To determine the label of
the newly created parent node, we choose the aux-
iliary label based on the label with a higher order
ID between the two of the child nodes. The newly
created parent node will replace the 2 child nodes
in the sequence and now the parent node becomes
a selected node. We repeat this construction pro-

3Preliminary results show that considering arbitrary bi-
nary trees would lead to slightly worse results for our task.
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cess until there is only 1 node left in the sequence.
Note that the construction process makes use of
the label order information.

Figure 2 shows an example tree that the gold
chunks correspond to. From the example we
can see that the non-leaf node label POI that
appears twice has connections to other non-leaf
node labels such as ROADNO and POI. Such tree
structures will allow us to capture rich Chinese
address-specific structural information among la-
bels. Since there are many latent trees correspond-
ing to the given address consisting of consecutive
labeled chunks, the model is facilitated to learn
such complicated patterns, which is potentially
beneficial for the address parsing task.

3.2 Regular Chain Structures

The latent tree structures allow complex depen-
dencies between different chunks to be captured
within a Chinese address. Such dependencies
would be helpful when there exist irregular pat-
terns within an address. However, if we be-
lieve there are regular patterns among the labeled
chunks, using an alternative assumption on the de-
pendencies to properly capture such patterns may
be more desirable. For instance, the first example
in Figure 1 illustrates a common regular pattern at
the beginning of the address, which is the order of
(PROVINCE, CITY, DISTRICT). This motivates us
to employ an alternative representation for captur-
ing dependencies within chunks that appear at the
beginning of the addresses, which are believed to
exhibit more regular patterns.

Specifically, we employ a chain structure to
capture the dependencies between adjacent la-
beled chunks. For example, given a sequence of
chunks, we may always consider a right-branching
tree structure to connect all these chunks. The re-
sulting structure will be able to capture first-order
dependencies between adjacent labeled chunks,
which allows the regular orders among the labels
to be learned. For example, consider the first two
chunks that appear within the address as illustrated
in Figure 2. The first two chunks form a right-
branching tree structure. The construction process
for such chain structures is similar to that of the la-
tent trees, except that there is a single fixed (right-
branching tree) structure for given labeled chunks.

Based on the observation that regular patterns
appear mostly at the beginning of an address, we
define the spaceH(x, y, sp) that consists of all la-

ROAD

ROAD ROADNO

ROADNO

POI

POI SUBPOI

POI ROOMNO

登云路 639号 电子市场 230 飞阳电子

(Dengyun Road) (No. 639) (Electronic Market) (Room 230) (Feiyang Dianzi LLC.)

Figure 2: An example latent tree for given gold chunks
where sp = POI. The English translation is listed be-
low each chunk. Leaf nodes are in gray, and the in-
ternal nodes are in pink (labeled with white auxiliary
labels). The tree structure within the triangle is latent –
we show one of the many possible structures for illus-
tration only.

tent tree structures that are consistent with the in-
put character sequence x, the gold labeled chunks
y and sp which determines the split point. For-
mally, we define the split point of a given address
as specified by sp as the left boundary of the right-
most chunk whose label order ID is larger than or
equal to sp. The split point divides the chunks
into two groups – those appearing on the left of sp
will form a chain structure while those on the right
will form a tree structure where the correct con-
struction is latent. Both structures are then merged
to form a single representation, which is used for
building our address parsing model.

Notice that when sp is set to −1 (denoted as
sp = LAST), the split point is on the right of
the last chunk. In this case the latent structured
spaceH(x, y, sp) consists of only one single right-
branching tree. On the other hand, when sp is
set to its maximal value 20, the label order ID of
COUNTRY (denoted as sp = COUNTRY), the la-
tent structured space does not contain any struc-
ture that involves a partial regular chain compo-
nent. Different values of sp leads to different in-
terpolations between the two types of structural
assumptions, resulting in different variants of our
models. We will discuss the effect of different sp
values in the experiments section.

3.3 Chunk Representation

A parse tree corresponds to a collection of la-
beled chunks as leaves. We adopt a bi-directional
LSTM over a given input to compute the span-
level representation. At each position i in the orig-
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inal input consisting of a sequence of characters,
we use fi and bi to denote the outputs of forward
LSTM and backward LSTM respectively. We use
ci,j = [fj − fi;bi − bj ] to denote the vector rep-
resentation of the span covering characters from
position i to position j (Wang and Chang, 2016).
Motivated by Stern et al. (2017), we define the la-
bel score as follows:

s(i, j) = F (ci,j)

where F is a 2-layer feed-forward neural network
with output dimension being the number of chunk
labels. In addition, we denote the score of the span
with a specific label l as the value of the l-th ele-
ment in the vector s(i, j):

s(i, j, l) = [s(i, j)]l (1)

3.4 Model

Inspired by Stern et al. (2017), we build a chart-
based parsing model. Unlike that work, how-
ever, our model involves latent structures as men-
tioned in Section 3.1. For a given sequence of
labeled chunks, our model considers all possible
constituent trees whose yield are exactly the la-
beled chunks.

Consider a tree t that can be represented by a
set of labeled spans, where each span is uniquely
defined by the boundary (i, j) and the label l:

t := {(in, jn, ln) : n = 1, . . . , |t|}. (2)

The score of the tree t can be defined as follows:

S(t) =
∑

(i,j,l)∈t
[s(i, j, l)] (3)

Similar to (Stern et al., 2017), we use a CKY-
style algorithm to calculate the score of the opti-
mal sub-tree that spans the interval (i, j) recursive
using the following formula:

π(i, j) = max
l

[s(i, j, l)]+

max
k

{
max
l

[s(i, k, l)] + π(k, j),

π(i, k) + max
l

[s(k, j, l)]
} (4)

The base case is when the text span (i, j) corre-
sponds to a leaf node (a chunk) in the tree; in this
case we have: π(i, j) = max

l
[s(i, j, l)].

3.5 Training and Decoding
Inspired by the structural support vector machines
with latent variables (Yu and Joachims, 2009), we
employ a (per instance) hinge loss during training:

L = max
t∈H(x)

[0,∆(t, t∗) + S(t)− S(t∗)] (5)

where H(x) refers to the set of all possible trees
for the given input x, and t∗ denotes the best tree
in the latent spaceH(x, y, sp):

t∗ = max
t′∈H(x,y,c)

S(t′) (6)

Here ∆(t, t∗) represents the Hamming loss on
labeled spans, measuring the similarity between
the predicted tree and the best latent tree that cor-
responds to the gold chunks.

During decoding, we aim to obtain the best tree
as the prediction t̂ for a new address x′ among all
the possible trees:

t̂ = argmax
t∈H(x′)

[S(t)] (7)

The yield of the predicted tree t̂ gives us the list
of labeled chunks.4

4 Experimental Setup

We call our model Address Parser with Latent
Trees (APLT). We conducted experiments based
on different settings of the sp values, leading
to many model variants. We describe baselines,
model hyperparameters as well as evaluation met-
rics in this section.

Baselines To understand the effectiveness of our
models, we build the following baselines:
• `CRF is the standard first-order linear CRF

model (Lafferty et al., 2001) with discrete
features for sequence labeling tasks.

• sCRF is based on the standard semi-Markov
CRF (Sarawagi and Cohen, 2004) with dis-
crete features5.

• LSTM is the standard bi-directional LSTM
model for sequence labeling tasks.

4In some cases, it is possible to predict a tree with one or
more leaf chunks labeled with auxiliary labels (e.g., ROAD).
We have a post-processing step that converts such labels into
their corresponding original labels (e.g., ROAD).

5See the supplementary material for details on the features
for `CRF and sCRF. For sCRF (and LSTM-sCRF),
maximal chunk length is set to 36, which is the length of the
longest chunk appearing in the training set.
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• LSTM-`CRF is proposed by Lample et al.
(2016) which is the state-of-the-art for many
sequence labeling tasks
• LSTM-sCRF is based on segmental recur-

rent neural network (Kong et al., 2016) which
is the neural network version of semi-Markov
CRF (Sarawagi and Cohen, 2004).
• TP is a transition-based parser for chunking

based on Lample et al. (2016), which makes
use of the stack LSTM (Dyer et al., 2015) to
encode the representation of the stack.

Hyperparameters We conducted all the experi-
ments based on our Chinese Address corpus. We
pre-trained Chinese character embeddings based
on the Chinese Gigaword corpus (Graff and Chen,
2005), using the skip-gram model with hierar-
chical softmax implemented within the word2vec
toolkit (Mikolov et al., 2013) where we set the
sample rate to 10−5 and embedding size to 100.

We use a 2-layer LSTM (for both directions)
with a hidden dimension of 200. For optimiza-
tion, we adopt the Adam (Kingma and Ba, 2014)
optimizer to optimize the model with batch size
1 and dropout rate 0.4. We randomly replace the
low frequency words with the UNK token and nor-
malize all numbers by replacing each digit (includ-
ing Chinese characters representing numbers from
0-9) to 0. We train our model for a maximal of
30 epochs and select the model parameters based
on the F1 score after each epoch on the develop-
ment set. The selected model is then applied to
the test set for evaluation. Our model, as well as
the baseline neural models, are implemented us-
ing DyNet (Neubig et al., 2017). All the neural
weights are initialized following the default initial-
ization method used in DyNet.

Evaluation Metrics We use the standard eval-
uation metrics from the CoNLL-2000 shared
task (Tjong Kim Sang and Buchholz, 2000), re-
porting precision (P.), recall (R.) and F1 percent-
age scores.

5 Result and Discussion

5.1 Main Results

We present our main results in Table 2, where we
report the overall performance as well as specific
results on the POI label. For our model, we report
results for sp=20,−1 as two special cases – the
former learns latent tree structures only and the
latter assumes a single right-branching tree. We

Model
POI OVERALL

P. R. F1 P. R. F1

`CRF 69.76 72.68 71.19 87.78 85.33 86.53
sCRF 74.95 77.14 76.03 88.64 87.36 87.99
LSTM 70.11 76.90 73.35 85.63 88.11 86.85
LSTM-`CRF 77.94 75.62 76.76 88.83 88.88 88.86
LSTM-sCRF 77.80 77.84 77.82 89.21 88.52 88.86
TP 77.61 75.67 76.63 88.80 88.75 88.77
APLT sp = 20 (COUNTRY) 80.36 78.46 79.40 90.10 88.64 89.37
APLT sp = −1 (LAST) 79.64 78.89 79.26 90.06 89.07 89.56
APLT sp = 7 (HOUSENO) 79.75 79.26 79.51 90.65 89.21 89.93

Table 2: Main results.

also report results for sp=7 which is selected based
on the optimal results on the development set.

Among all the baselines, LSTM-`CRF per-
forms better than LSTM and TP, which is
consistent with the finding reported in (Lample
et al., 2016). The two models LSTM-`CRF
and LSTM-sCRF both achieve similar results,
which is also consistent with the finding reported
in (Liu et al., 2016). The two non-neural models
`CRF and sCRF perform substantially worse
than their neural counterparts, which we believe is
mainly due to the use of only handcrafted features
in such systems. All these baseline models are
capable of encoding transition patterns between
neighboring chunks, which can partially capture
certain structural information. However, certain
Chinese address-specific structural information is
not explicitly captured in such models.

Our model APLT (sp=7) achieves the best
overall results, as well as the best results when
evaluated on POI only. Compared with the
strongest baselines LSTM-`CRF and LSTM-
sCRF, APLT (sp=7) outperforms them sig-
nificantly by more than 1 F1 point overall
(p < 10−5)6. Furthermore, the APLT (sp=7)
model obtains the best F1 scores among all the
models on POI. Note that our APLT model
is able to learn richer dependencies among la-
bels including label order information, regular pat-
terns and irregular patterns among labels. Overall,
the model APLT (sp=7) also outperforms both
APLT (sp=−1) (p < 0.05) and APLT (sp=20)
(p < 0.005) significantly. Such a result implies
the importance of capturing the various Chinese
address-specific structural information mentioned
above within our model.

To understand the results better, we conduct
detailed analysis of our results. Table 3 shows
the F1 scores of each label as well as the per-
centage of each label in the test data among four

6We perform the bootstrap resampling significant test.
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Label %
LSTM LSTM APLT APLT
`CRF sCRF sp=−1 sp=7

Overall 0.100 88.86 88.86 89.56 89.93

POI 12.70 76.76 77.82 79.26 79.51
DISTRICT 11.55 95.04 95.04 95.46 96.12
ROAD 10.78 94.76 94.33 95.28 95.03
CITY 09.66 96.25 95.99 96.80 97.03
ROADNO 08.39 95.32 95.06 94.37 94.74
TOWN 07.83 92.07 92.05 93.09 92.90
PROVINCE 07.57 97.91 97.69 98.30 98.42
REDUNDANT 06.81 83.54 82.43 84.80 85.98
HOUSENO 05.65 90.62 90.07 89.83 91.30
ROOMNO 04.93 91.15 90.60 90.47 91.11
SUBPOI 02.92 57.70 60.63 60.58 59.41
COMMUNITY 02.49 74.79 75.06 76.53 76.58
CELLNO 02.14 92.29 91.01 92.35 90.78
FLOORNO 01.98 98.03 97.01 96.96 97.59
ASSIST 01.44 77.64 77.73 73.78 78.32
PERSON 01.25 61.58 61.68 61.69 63.92
SUBROAD 00.78 77.11 73.36 80.00 75.81
DEVZONE 00.64 63.85 63.11 66.67 64.13
SUBROADNO 00.45 70.50 63.24 71.01 67.65
COUNTRY 00.08 96.00 96.00 96.00 96.00
OTHERINFO 00.02 00.00 00.00 00.00 00.00

Table 3: F1 score comparison on test data for each label
among 4 models as well as the percentage of each label
in the gold data.

models LSTM-`CRF, LSTM-sCRF, APLT
(sp=−1) and APLT (sp=7). Note that the re-
sults for the top 4 labels POI, DISTRICT, ROAD and
CITY, which take up 45% of total chunks, all get
improved when using our APLT models. More-
over, it achieves better or comparable F1 scores
on 15 labels in the table among the total 21 la-
bels, especially on POI, DISTRICT, REDUNDANT,
COMMUNITY and PERSON with at least 1 point
improvement in F1. Interestingly, our models per-
form worse than LSTM-`CRF on labels such
as ROADNO, ROOMNO, and FLOORNO, which are
mostly related to numbers. We note that, however,
chunks with such labels do not constitute a large
proportion of all chunks. Results suggest that our
models somehow learned to focus on optimization
performance for chunks with more prominent la-
bels such as POI and DISTRICT.

5.2 Effectiveness of Structural Information
In order to investigate how tree structures affect
the final performance, we also conducted experi-
ments with different values for sp, which is used
for determining the split point. Figure 3 shows
the moving-averaged F1 scores on the test set ob-
tained when choosing sp around specific values (a
similar distribution can be observed on the devel-
opment set). From the bottom (COUNTRY,20) to
the top (LAST,-1) along y axis, the lower the sp
is, the more constraints are applied to the latent
spaceH(x, y, sp). Note that when sp=−1 (LAST),

89.0 89.1 89.2 89.3 89.4 89.5 89.6 89.7 89.8
F1 score

COUNTRY
PROV
CITY

DISTRICT
DEVZONE

TOWN
COMMUNITY

ROAD
SUBROAD
ROADNO

SUBROADNO
POI

SUBPOI
HOUSENO
CELLNO

FLOORNO
ROOMNO
PERSON

LAST

Figure 3: Effect of sp.

the gold input only corresponds to a single right-
branching tree. We exclude the following labels:
REDUNDANT, ASSIST and OTHERINFO, because
we found these labels may appear at any place
within a given address, which make them unsuit-
able for determining the split point.

From Figure 3 we can observe that the F1 score
generally increases as we decrease sp, starting
from COUNTRY(with order ID 20). The perfor-
mance reaches the maximum when the sp is set to
a value within the range [SUBPOI, CELLNO]. This
observation implies that there does exist ordering
information among labels, and introducing more
constraints on the latent space will have the ben-
efit of modeling the regular patterns around the
beginning part of a given address. After reach-
ing the best value, as we further decrease sp, the
performance drops slightly and oscillates around
the range [FLOORNO, LAST]. From here we can
observe that the latent trees are able to help cap-
ture irregular patterns within labels that appear to-
wards the end of the address. Overall, these results
suggest the importance of designing a model like
ours that is capable of capturing Chinese address-
specific characteristics.

5.3 Error Analysis
We conduct error analysis on two strongest base-
lines LSTM-`CRF and LSTM-sCRF as well
as two best-performing APLT models respec-
tively. We examined the list of top-10 labels with
most errors for each model, and found most of the
errors come from labels such as POI, SUBPOI and
REDUNDANT – this implies they are the most chal-
lenging labels for this task. We also found labels
such as ROOMNO appear in the list for APLT
models, but not for the LSTM-`CRF model,
showing that APLT models are still not good at
handling numbers as we discussed above.

There are two major types of errors. The type-
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Gold 后湖村POI 9栋HOUSENO

(Houhu Village Residence) (Block 9)

Prediction 后湖村COMMUNITY 9栋HOUSENO

Gold 四季青TOWN 老市场POI

(Si Ji Qing) (Old Market)

Prediction 四季青老市场POI

Gold 萧宏大厦POI 124CROADNO

(Xiaohong Plaza) (#124C)

Prediction 萧宏大厦POI 124CROOMNO

Figure 4: Example outputs from APLT(sp=7).

I error refers to the case where the boundary of a
chunk is predicted correctly but not its label. The
type-II error is the case where even the bound-
ary of a predicted chunk is incorrect. We found
that APLT (sp=−1) and APLT (sp=7) produce
less type-I errors (45.04% and 42.95% respec-
tively) than LSTM-`CRF and LSTM-sCRF
(49.87% and 47.26% respectively). Moreover, we
find that APLT (sp=7) model produces the least
number of type-I errors as well as type-II errors.

Looking into the type-I errors of both two
APLT models, we find chunks with label POI are
often incorrectly labeled as COMMUNITY, which
is a major source of errors (9% of total errors). As
a typical example, we show a partial prediction in
Figure 4, where our model fails to recognize “后
湖村”(Houhu Village Residence) as a POI. Here the
character “村”(Village) is a common suffix for the
name of either a village or a residence, hence the
confusion.

The second example in Figure 4 demonstrates
another typical kind of errors produced by our
models around the POI labels. Here, “四季青(Si

Ji Qing)” is actually the name of a town. However,
as most names of towns end with “镇(Town)” as
the suffix, our models as well as baseline models
all fail to identify the correct chunk boundaries.

We also investigate the errors around the num-
ber labels. We choose to look into the results on
ROADNO because it is the fifth most popular la-
bel in the test data. Based on the error analy-
sis, we found that many chunks of label ROADNO

were incorrectly assigned other types of number
labels. As we can see from the third example in
Figure 4, the ROADNO “124C” is incorrectly pre-
dicted as a ROOMNO. Indeed, this chunk does
look like a room number, though in fact it refers
to a road within a “plaza” (大厦) rather than an
office within a “building” (another interpretation
of 大厦). From these examples we can observe
that many ambiguities may not be easily resolved

Length %
LSTM LSTM APLT APLT
`CRF sCRF sp=−1 sp=7

≥1 09.39 92.16 92.14 91.65 91.77
≥2 23.73 86.69 86.13 87.16 87.77
≥3 44.60 92.26 92.04 93.03 93.51
≥4 13.31 86.49 87.48 88.05 88.18
≥5 03.70 74.57 76.41 77.55 79.43
≥6 02.14 68.88 70.19 70.87 73.73
≥7 01.16 64.61 68.14 67.59 68.22
≥8 01.97 63.31 62.57 63.33 60.19

Table 4: Results for different chunk lengths.

without further background knowledge.

5.4 Robustness Analysis
We analyze the model robustness by assessing the
performance on chunks of different lengths for
each of the four models discussed above. We
group chunks into 8 categories based on their
lengths and present the results in Table 4 where the
distribution information is also included. As we
can see, all the models achieve at least a F1 score
of 86 when considering chunks whose lengths are
less than 5. As the length increases, the perfor-
mance of all models drop gradually. For chunks
whose lengths are at least 8, the F1 score is around
60-63 for all models. Considering chunks whose
lengths are either 2, 3, or 4 only (such chunks con-
stitute over 80% of total chunks), we can observe
that APLT (sp=7) outperforms two baselines sig-
nificantly by more than 1 point for each category.
These results demonstrate the robustness of our
model when handling chunks of different lengths.

Comparing the two APLT models, we can
see the model APLT (sp=7) outperforms APLT
(sp=−1) for each chunk category, except for
chunks whose lengths are greater than or equal
to 8. These two models differ in their latent
spaces. APLT (sp=7) with a richer latent space
appears to be better at handling chunks with short
or medium lengths.

In addition, we conducted a further experiment
to understand how each model is able to handle
new chunks – the chunks that appear in the test
set (according to the gold labels) but do not ap-
pear in the training set. We found empirically
there are 31% of the chunks in the test set that are
new chunks. Such an experiment allows us to as-
sess the robustness of each model when new data
is available. We report the accuracy for the new
chunks in Table 5. As we can see, two APLT
models outperform two baselines, indicating our
APLT models appear to be better at handling new
chunks. We believe this is due to the tree models
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LSTM LSTM APLT APLT
`CRF sCRF sp=−1 sp=7

80.17 79.92 80.94 80.94

Table 5: Accuracy on test data for the new chunks.

that we used, which are capable of capturing com-
plex dependencies among chunks.

6 Related Work

While the Chinese address parsing task is new, it
is related to the following traditional tasks within
the field of natural language processing (NLP)
– chunking, named entity recognition, word seg-
mentation and parsing. We briefly survey research
efforts which are most related to our task below.

Chunking as a fundamental task in NLP has
been investigated for decades (Abney, 1991).
Chunking for Chinese can typically be regarded
as a sequence labeling problem solvable by mod-
els such as conditional random fields (Chen et al.,
2006; Tan et al., 2005; Zhou et al., 2012), hidden
Markov models (Li et al., 2003), support vector
machines (Tan et al., 2004) and the maximum en-
tropy model (Wu et al., 2005). Our task can also
be regarded as a chunking task where we need to
assign an address-specific label to each chunk.

Named entity recognition (NER) is another fun-
damental task close to chunking within the field of
NLP, which focuses on the extraction of semanti-
cally meaningful entities from the text. The state-
of-the-art approach by Lample et al. (2016) em-
ploys a LSTM-CRF model. Ma and Hovy (2016)
proposed a LSTM-CNNs-CRF model that utilizes
convolutional neural networks (CNNs) to extract
character-level features besides word-level fea-
tures. Zhai et al. (2017) suggested a neural chunk-
ing model based on pointer networks (Vinyals
et al., 2015) to resolve the issue of being diffi-
cult to use chunk-level features such as the length
of the chunk for segmentation. Zhang and Yang
(2018) tackled the problem of Chinese NER by de-
ploying a lattice LSTM leveraging lexicons.

Another task closely related to our task is the
Chinese word segmentation task which at least
dates back to the 1990s (Sproat et al., 1994).
The segmentation task is typically casted as a
character-based sequence labeling problem (Xue,
2003) which can be solved by CRF based mod-
els (Peng et al., 2004; Zhao et al., 2006), their
latent-variable variants (Sun et al., 2009), or max-
margin based models (Zhang and Clark, 2007).

Recently, Zhang et al. (2016) proposed a neural
transition-based segmentation approach by encod-
ing both words and characters as well as the his-
tory action sequence. Yang et al. (2017) suggested
to perform segmentation with a neural transition-
based method with rich pre-training.

Constituent parsing is another line of work that
is related to our task. The state-of-the-art ap-
proaches to parsing include transition-based mod-
els (Dyer et al., 2016) and chart-based mod-
els (Stern et al., 2017; Kitaev and Klein, 2018).Our
model is motivated by the latter approaches, where
we additionally introduce latent variables for cap-
turing complex dependencies among chunks.

7 Conclusion

In this work, we introduce a new task – Chi-
nese address parsing, which is to segment a given
Chinese address text into chunks while assigning
each chunk a semantically meaningful label. We
create and publish a Chinese address corpus that
consists of 15K fully labeled Chinese addresses.
We identify interesting characteristics associated
with the task and design a novel neural parsing
model with latent variables for this task, which is
able to capture Chinese address-specific structural
information. We conduct extensive experiments
and compare our approach with strong baselines
through detailed analysis. We show that our pro-
posed model outperforms baseline approaches sig-
nificantly, due to its ability in capturing rich struc-
tural information present in the Chinese addresses.

Future work includes leveraging external
knowledge bases to disambiguate chunks and
entities that appear within Chinese addresses,
as well as designing algorithms that are able to
capture longer-range dependencies among chunks
using alternative structures.
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Abstract

On the one hand, nowadays, fake news arti-
cles are easily propagated through various on-
line media platforms and have become a grand
threat to the trustworthiness of information.
On the other hand, our understanding of the
language of fake news is still minimal. In-
corporating hierarchical discourse-level struc-
ture of fake and real news articles is one cru-
cial step toward a better understanding of how
these articles are structured. Nevertheless, this
has rarely been investigated in the fake news
detection domain and faces tremendous chal-
lenges. First, existing methods for captur-
ing discourse-level structure rely on annotated
corpora which are not available for fake news
datasets. Second, how to extract out useful
information from such discovered structures
is another challenge. To address these chal-
lenges, we propose Hierarchical Discourse-
level Structure for Fake news detection. HDSF
learns and constructs a discourse-level struc-
ture for fake/real news articles in an auto-
mated and data-driven manner. Moreover,
we identify insightful structure-related proper-
ties, which can explain the discovered struc-
tures and boost our understating of fake news.
Conducted experiments show the effective-
ness of the proposed approach. Further struc-
tural analysis suggests that real and fake news
present substantial differences in the hierarchi-
cal discourse-level structures.

1 Introduction

In this work, we focus on detecting fake news ar-
ticles (hereafter referred to as documents) based
on their contents. Many existing linguistic ap-
proaches for fake news detection (Feng et al.,
2012; Pennebaker et al., 2015; Ott et al., 2011)
overlook a crucial linguistic aspect of fake/real
news documents i.e., the hierarchical discourse-
level structure. Usually, in a document, discourse

units (e.g., sentences) are organized in a hierarchi-
cal structure e.g., a tree. The importance of con-
sidering the hierarchical discourse-level structure
for fake news detection is three-fold. First, pre-
vious studies (Bachenko et al., 2008; Rubin and
Lukoianova, 2015) explored discourse-level struc-
ture in fake news detection and discovered that
the way two discourse units of a document are
connected could be quite revealing and insightful
about its truthfulness. For instance, (Rubin and
Lukoianova, 2015) applied Rhetorical Structure
Theory (RST) (Mann and Thompson, 1988) and
noted that fake stories lack “evidence” as a defined
inter-discourse relation. Second, fake news is typ-
ically produced by connecting disjoint pieces of
news and unlike well-established journalism (e.g.,
New York Times) fake news production lacks a
meticulous editorial board. Therefore, by incor-
porating the hierarchical discourse-level structure,
we can investigate the coherence of fake/real news
documents (we will show this later). Third, a sub-
stantial number of studies have shown that using
hierarchical structures yields a better document
representation in various downstream tasks whose
predictions depend on the entire text (Bhatia et al.,
2015; Morey et al., 2018; Li et al., 2014b). Since
typically fake news detection is considered as a
classification problem based on the entire text, ap-
plying discourse analysis has the potential to ad-
vance fake news detection (this will be verified
later).

On the other hand, incorporating the hierarchi-
cal structure at the discourse level for fake news
detection faces tremendous challenges. First,
many existing methods incorporating structural
discourse (Li et al., 2014a; Bhatia et al., 2015) (not
for fake news detection though) rely on annotated
corpora such as Penn Discourse Treebank (Prasad
et al., 2007). Constructing and annotating such
corpora is an arduous and costly process. Incor-
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where G is a non-linear activation function, W is
some weight matrix, b is a bias vector, and ⊙ de-
notes the dot product operator. Further, since we
need a root node in a dependency tree, we com-
pute the probability of a sentence sj being the root
node, denoted as rj , as follows.

uj = G(W × fj + b)

rj =
e
∑

∀y uj [y]

∑k
i=1 e

∑
∀y ui[y]

(4)

where uj [y] is the y-th element of vector uj . Sim-
ilarly, we calculate the root probabilities for all
sentences and obtain the array of root probabili-
ties denoted as r = {r1, r2, · · · , rk} where 0 ≤
rj ∈ r ≤ 1.

3.1.2 Discourse Dependency Tree
Construction

We use the learned matrix of inter-sentential
parent-child probabilities i.e., A (Eq. 3) as well
as the array of root probabilities i.e., r (Eq. 4)
and propose a greedy algorithm, illustrated in Al-
gorithm 1, to construct the discourse dependency
tree of a document. A sentence with the maxi-
mum value in r is considered the root node and is
inserted into the tree (line 5). Then, at each itera-
tion, the algorithm finds the maximum entry in a
block of the matrix A whose rows correspond to
the rows of current nodes added to the tree (i.e.,
nodes V in line 7) and its columns correspond to
columns of the rest of nodes (i.e., nodes N\V in
line 7). Note that the columns of the current nodes
are excluded because their parents have already
been identified and also each node should have
exactly one parent (except the root which has no
parent). Assume the search in line 7 results in the
entry (p, c) of A where 1 ≤ p, c ≤ k and p 6= c.
Then, the sentence sc is added as the child node
of the sentence sp (line 8). Algorithm 1 continues
until all sentences of a document are added to the
tree T .

To fix the idea of discourse dependency tree
construction algorithm, we present a step-by-step
execution of this algorithm demonstrated in Fig-
ure 3. In Step 0, the sentence s1 is added as the
root of the tree T since it has the maximum value
in the array of the root probabilities. Next in Step
1, the algorithm searches for the maximum prob-
ability value in the row s1 while the column s1 is
excluded. The maximum value is this block is 0.4
and corresponds to entry (s1,s2). Therefore, the

Algorithm 1: The proposed algorithm for dis-
course dependency tree construction
Input: A; r
Output: Discourse dependency tree T

1 T = empty
2 N = {s1, s2, · · · , sk} // All nodes

3 V = {} // Set of current nodes

4 Add N [argmax(r)] to V
5 T .root = N [argmax(r)] // Adding the

root

6 while |V | 6= k do
7 p, c = argmax(A[V, N\V ]) // Search

block

8 T .link(N [c], N [p]) // Child-parent

link

9 V.add(N [c]) // Adding the child

node

10 end
11 return T

sentence s2 is added as the child node of the sen-
tence s1. In a similar fashion, the algorithm con-
tinues until all 6 sentences are added to the tree.

3.2 Structural Document-level
Representation

We use a similar method presented in (Liu and
Lapata, 2018) to extract a structurally rich rep-
resentation for the entire document. First, for
each sentence (i.e., a discourse unit), we obtain a
structurally-aware representation. To achieve this,
we take into account the parent-child probabilities
as well as the root probabilities as follows.

pj = rj × eroot +
k∑

z=1

A[z, j] × fz

cj =
k∑

z=1

A[j, z] × fj

gj = G(W[pj ||cj ||fj ] + b)

(5)

where pj and cj are two context vectors taking
into account possible parents and children of a
sentence sj , respectively, eroot denotes a special
root embedding vector, || denotes vector concate-
nation operator, and gj is a structurally-aware rep-
resentation for sentence sj . Finally, to extract a
structurally rich representation for the entire doc-
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ument. Recall that k is the total number of sen-
tences in a document.

The intuition behind defining Property 1 is as
follows. According to the description of the de-
pendency tree in Section 3.1, leaf nodes are iso-
lated discourse units and no other discourse units
depend on them. Thus, the more the number of
leaf nodes is, the less inter-linked the discourse
units will be, and vice versa. Therefore, Property 1
is likely to indicate the coherence of a document –
the higher Pl, the more isolated sentences and the
less coherent the document. Also, for a document
with k sentences Pl ∈ [ 1

log(k) ,
k−1

log(k) ].

Property 2 (Preorder Difference) This property,
denoted as Pt, defines the normalized positional
difference between the preorder traversal of a doc-
ument’s discourse dependency tree and its original
sentential sequential order:

Pt =

∑k
j=1 |sposition

j − j|
log(k)

(9)

where sposition
j denotes the position of a sentence

sj in the preorder traversal1 of dependency tree of
a document e.g., sposition

3 = 4 in Figure 1. The po-
sition of sj in the original sequential order is sim-
ply j2. The preorder traversal of the tree in Fig-
ure 1 is the sequence {s1, s2, s4, s3, s5} and the
sentential sequential order is {s1, s2, s3, s4, s5}.
Therefore, according to the definition of Prop-
erty 2:
Pt = |1−1|+|2−2|+|4−3|+|3−4|+|5−5|

log(5) ≈ 2.86.
The preorder traversal of a document’s dis-

course dependency tree takes into consideration
the organization of a document respect to the de-
pendencies between sentences. Then, the purpose
of Property 2 is to measure how much the orga-
nization of a document, captured through the pre-
order traversal, deviates from its sentential sequen-
tial order. Sentence order is highly related to the
coherence of a document where the displaced or-
der of sentences in a document makes it less co-
herent (Li and Hovy, 2014). Thus, intuitively, the
less the value of Property 2 for a document is, the
more coherent that document should be. Also, for
a document with k sentences Pt ∈ [ k−1

log(k) ,
(k2−1)
2log(k) ]

if k is odd and Pt ∈ [ k−1
log(k) ,

k2

2log(k) ] if k is even.

1The subtrees are ordered based on when they are added
as the child nodes of a parent node in Algorithm 1. That is
why we can compute preorder traversal.

2We assume that the sentences in the sequential order are
numbered incrementally from 1 to k.

Property 3 (Parent-Child Distance) This prop-
erty, denoted as Pc, defines the normalized sum of
positional distances between child nodes and their
parents when they are considered in the original
sequential order:

Pc =

∑
∀c,p∈T |cposition − pposition|

log(k)
(10)

where cposition and pposition denote the positions
of a child node c and a parent node p, respectively,
in the original sentential sequential order. For in-
stance, in our running example, the parent node s3

has pposition = 3 (i.e., it is the third sentence) and
its child node s5 has cposition = 5. Therefore, their
parent-child distance is |5 − 3| = 2. Following a
similar calculation for other parent-child pairs, we
have Pc = 1+2+2+2

log(5) ≈ 10 .
Similar to Property 2, Property 3 pertains to the

organization of a document and takes into consid-
eration the deviation from sentential sequential or-
der. Intuitively speaking, usually, we expect that a
child node and its parent to be close to each other
in the original sequential order. Consequently, the
less value of this property is, the more coherent
a document is likely to be. The range of Prop-
erty 3 in a document containing k sentences is
Pc ∈ [ k−1

log(k) ,
k(k−1)
2log(k) ].

5 Experiments

To verify the performance of the proposed frame-
work HDSF, we conduct a set of experiments. We
seek to answer the following research questions:

1. How does the proposed framework perform
on fake news detection?

2. How do the defined structure-related prop-
erties describe the fake and real news docu-
ments?

In this section, we first describe the datasets fol-
lowed by presenting the experimental settings. Af-
terward, we evaluate the performance of HDSF
compared to several representative baselines. Fi-
nally, we present a structural analysis of the
fake/real news documents.

5.1 Datasets

We utilize five available fake news datasets in this
study. The first two datasets are collected by (Shu
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et al., 2017) and include online articles whose ve-
racities have been identified by experts in Buz-
zFeed1 and PolitiFact2. For the next two datasets,
we utilize two available online fake news datasets
provided by kaggle.com3 4. Finally, we include
the dataset constructed and shared by McIntire5.
Since the proposed framework HDSF is a general-
purpose framework investigating discourse-level
structures of fake/real news documents based on
their textual contents, we do not restrict HDSF to a
particular source of data and therefore combine all
datasets. Similar to the previous work (Shu et al.,
2017), we balance the dataset to avoid a trivial so-
lution as well as ensuring a fair performance com-
parison. In total, we have 3360 fake and 3360 real
documents.

5.2 Experimental Settings

First, we pre-process the documents by remov-
ing numbers, non-English characters, stop-words
(e.g., ‘with’), and converting all characters to
lower case. We randomly select 134 documents
as the development set, (67 from each class) and
134 documents (67 from each class) as the test
set. The remaining 6452 documents are used for
training. The development set is used for tun-
ing the hyper-parameters. We initialize the word
embeddings from the Google news pre-trained
word2vec embeddings (Mikolov et al., 2013)6.
LeakyReLU (Xu et al., 2015) is used as the non-
linear activation function and the number of hid-
den units in the BLSTM network is set to 100.
Each simulation is run for 200 steps with a ran-
dom mini-batch size of 40 documents. The learn-
ing rate starts at 0.01 with the decay rate of 0.9
after every 50 steps. We use the ADAM opti-
mizer (Kingma and Ba, 2014) to optimize the pa-
rameters. The PyTorch package7 is utilized for
the implementation and the code and data are
publicly available in https://github.com/
hamidkarimi/HDSF.

1https://www.buzzfeed.com
2http://www.politifact.com/
3https://www.kaggle.com/mrisdal/

fake-news/data
4https://www.kaggle.com/jruvika/

fake-news-detection
5https://github.com/GeorgeMcIntire/

fake_real_news_dataset
6Out-of-vocabulary words are initialized randomly.
7https://pytorch.org/

5.3 Comparison Results
To answer the research question (1), we compare
the performance of HDSF with the following rep-
resentative baselines.

N-grams. In this baseline method, we ex-
tract and combine unigrams, bigrams, and tri-
grams features and use SVM (Support Vector Ma-
chines) (Scholkopf and Smola, 2001) for classifi-
cation.

LIWC (Pennebaker et al., 2015). LIWC (Lin-
guistic Inquiry and Word Count) offers a set of rich
psycholinguistic features for a written document.
We extract 94 features for each document and use
SVM for classification.

RST (Rubin and Lukoianova, 2015). We ex-
tract a set of RST relations (Mann and Thompson,
1988) using the implementation of the method
proposed by (Ji and Eisenstein, 2014). Then, we
vectorize the relations and employ SVM for clas-
sification. This baseline takes into account the hi-
erarchical structure of documents via RST.

BiGRNN-CNN (Ren and Zhang, 2016). A
CNN (Convolutional Neural Network) is applied
at the sentence-level on word embeddings and a
BiGRNN (Bi-Directional Gated Recurrent Neural
Network) extracts features from a sequence of ex-
tracted sentential features. This baseline takes into
consideration a two-level sequential structure for a
document.

LSTM[w+s]. In this baseline, we apply an
LSTM network on a sequence of word embed-
dings belonging to a sentence and then apply an-
other LSTM on a sequence of extracted sentential
features. LSTM[w+s] also considers a two-level
sequential structure for a document.

LSTM[s]. This method is similar to
LSTM[w+s] except that the mean of word embed-
dings in a sentence is used instead of applying an
LSTM network. LSTM[s] considers a single se-
quential structure for a document.

We use accuracy as the metric of performance
evaluation given that the dataset is fully balanced.
Table 1 shows the comparison results on the test
set and we make the following observations:

• N-grams achieve a better performance than
LIWC. In line with the previous study (Ott
et al., 2011), this shows that for fake news
detection, taking into account the context of
a document as n-grams do is more effective
than employing the existing pre-defined dic-
tionaries as LIWC does.
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Method Accuracy (%)
N-grams 72.37
LIWC 70.26
RST 67.68

BiGRNN-CNN 77.06
LSTM[w+s] 80.54

LSTM[s] 73.63
HDSF 82.19

Table 1: Comparison results

• Most of the time, methods wherein a docu-
ment’s structure is somehow taken into ac-
count outperform n-grams and LIWC. This
observation shows that for fake news detec-
tion, the content’s structure plays an impor-
tant role.

• The poor performance of RST is because of
the following reasons: a) using RST without
an annotated corpus is not very effective, and
b) RST relations are extracted using auxiliary
tools optimized for other corpora which can-
not be applied effectively to the fake news
corpus in hand. Note that annotating RST for
our corpus is extremely unscalable and time-
consuming.

• The proposed framework HDSF significantly
outperforms all other methods. This obser-
vation shows that hierarchical discourse-level
representations are effectively rich for fake
news prediction.

5.4 The Inspection of HDSF

To further verify the working of the HDSF frame-
work, we inspect HDSF in more detail. Figure 4a
demonstrates the training error during model op-
timization. As we can observe from this figure,
the error is decreasing as the training process pro-
ceeds. Furthermore, Figure 4b demonstrates the
accuracy on the development set during the train-
ing and it is monotonically increasing as the train-
ing goes on. Hence, based on these figures, we
can ensure the framework is getting optimized and
learns to classify fake news documents correctly.

5.5 Structural Analysis for Fake/Real
Documents

In this section, we compute the average values
of structure-related properties, presented in Sec-
tion 4, for the fake/real news documents belonging

(a) The training error (b) The accuracy on dev set

Figure 4: The Inspection of HDSF

to the test set. Figure 5 shows the results. We make
the two key observations based on this figure:

• There is a significant difference in all three
properties for fake news documents vs. real
news documents. This observation shows the
fact that structures of fake news documents at
the discourse-level are substantially different
from those of real ones.

• Noticeably, in all three properties, the real
news documents show less value than the
fake news documents. As described in
Section 4, all three properties are closely
connected to the coherence of a document.
Therefore, real news documents indicate
more degree of coherence.

6 Related Work

Content-based fake news detection has been the
subject of many linguistic research endeavors.
(DePaulo et al., 2003) investigated fake stories in-
troduced insightful cues in fake stories and high-
lighted ‘unusual’ language in such stories. N-
grams and Part-of-Speech (POS) tags are funda-
mental features of a text which have been utilized
for fake news detection (Ahmed et al., 2017; Ott
et al., 2013). Also, LIWC (Pennebaker et al.,
2015) has been employed to investigate the role
of individual words in a document for deception
detection (Ott et al., 2011). Since POS tags, n-
grams, and LIWC features are considered as ‘shal-
low’ and hand-crafted features, deep neural net-
works have been utilized for fake news detection
where features are extracted automatically (Wang,
2017; Ren and Zhang, 2016; Volkova et al., 2017;
Karimi et al., 2018). In this study, we also utilized
an automated feature extraction instead of relying
on hand-craft features.
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Abstract

Sentence fusion is the task of joining several
independent sentences into a single coherent
text. Current datasets for sentence fusion are
small and insufficient for training modern neu-
ral models. In this paper, we propose a method
for automatically-generating fusion examples
from raw text and present DISCOFUSE, a large
scale dataset for discourse-based sentence fu-
sion. We author a set of rules for identifying
a diverse set of discourse phenomena in raw
text, and decomposing the text into two in-
dependent sentences. We apply our approach
on two document collections: Wikipedia and
Sports articles, yielding 60 million fusion ex-
amples annotated with discourse information
required to reconstruct the fused text. We de-
velop a sequence-to-sequence model on DIS-
COFUSE and thoroughly analyze its strengths
and weaknesses with respect to the various dis-
course phenomena, using both automatic as
well as human evaluation. Finally, we con-
duct transfer learning experiments with WEB-
SPLIT, a recent dataset for text simplifica-
tion. We show that pretraining on DISCOFUSE
substantially improves performance on WEB-
SPLIT when viewed as a sentence fusion task.

1 Introduction

Sentence fusion is the task of combining several
independent sentences into a single coherent text
(Barzilay and McKeown, 2005). Sentence fusion
is important in many NLP applications, including
retrieval-based dialogue (Song et al., 2018; Yan
and Zhao, 2018), text summarization (Barzilay
and McKeown, 2005; Bing et al., 2015) and ques-
tion answering (Li et al., 2018; Marsi and Krah-
mer, 2005). Such systems retrieve multiple sen-
tences from different sources, documents or para-
graphs, and use them to construct a coherent text.

∗Work done during internship at Google AI.
†Work done at Google AI.

Figure 1: Example for two independent sentences, and
their fusion. The modifications applied are pronomi-
nalization (blue) and connective insertion (red).

Sentence fusion is challenging because it re-
quires understanding the discourse semantics be-
tween the input sentences. Consider the example
in Figure 1: a coherent fusion of the sentences re-
quires understanding that the second sentence con-
trasts the first one, in order to insert the discourse
connective “However”. In addition, the gender
and syntactic role of the entity “Zeitler” needs to
be inferred to insert the pronoun “he”.

Prior work on sentence fusion (Barzilay and
McKeown, 2005; Turner and Charniak, 2005;
Filippova, 2010; Elsner and Santhanam, 2011;
Thadani and McKeown, 2013; Bing et al., 2015;
Chali et al., 2017) utilized very small amounts of
labeled data, which are insufficient to train modern
neural models. In this work, we propose a method
for automatically generating sentence fusion ex-
amples at scale from raw text corpora.

To this end, we go over sentences and contigu-
ous pairs of sentences in a corpus, and apply a
set of manually-constructed rules, which identify
the occurrence of prevalent fusion operations. The
rules specify how to modify the sentences such
that they are “unfused” into two independent sen-
tences. E.g., in Figure 1 one rule will delete the
discourse connective “However”, and another will
replace the pronoun “he” with the named entity
“Zeitler”.
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In the generated examples, the original fused
text becomes the target, and the unfused sentences
(generated by rules) are the input. Importantly,
sentence fusion models trained on our data can-
not simply learn to invert rule application, because
information is lost and can be recovered only by
understanding the text semantics . As mentioned,
learning to insert “However” in Figure 1 requires
inferring that the sentences contrast. We cover a
wide range of fusion phenomena such as inserting
discourse connectives in various positions of the
sentences, anaphora and cataphora identification,
and sentence merging through coordination, rela-
tive clauses and apposition.

We applied our method on two large document
collections, Wikipedia and sports articles from the
Web, resulting in two datasets of 16 million and 44
million examples respectively. We call the com-
bined dataset DISCOFUSE. We extensively ana-
lyze the quality of our dataset with crowdsourc-
ing, and find that workers understand the text after
splitting in 85% of the cases, and the other 15%
are due to either the original text being unclear or
errors in rule application.

We trained a state-of-the-art sequence-to-
sequence model (Vaswani et al., 2017) and ana-
lyzed the fusion phenomena in which the model
struggles. We found that the model succeeds in
fusing sentences through structural constructions
such as apposition or relative clauses, but performs
badly when fusion involves inserting a particular
discourse connective, or selecting pronominals.

Last, we performed transfer learning by train-
ing on DISCOFUSE and then fine-tuning on a
smaller dataset from a different distribution. To
this end, we utilize WEBSPLIT, a recent dataset
for sentence splitting (Narayan et al., 2017; Aha-
roni and Goldberg, 2018), viewing WEBSPLIT as
a sentence fusion task. We found that pre-training
on DISCOFUSE substantially improves the perfor-
mance of a fusion model in this setup.

To conclude, our contributions are:
1. DISCOFUSE: a dataset of 60 million sentence

fusion examples from two different corpora.
2. A method for automatically generating sen-

tence fusion examples from raw text.
3. Automatic and human evaluation of the Trans-

former model on the fusion task.
4. A transfer learning setting in which model per-

formance improves when pre-trained with DIS-
COFUSE.

The DISCOFUSE dataset is publicly available at:
https://discofuse.page.link/data.

2 Background

Existing fusion datasets are small, which is per-
haps why only few works have explored the ap-
plication of supervised models to sentence fu-
sion (Elsner and Santhanam, 2011; Thadani and
McKeown, 2013). McKeown et al. (2010) in-
troduced a human-generated corpus of 3,000 ex-
amples. Elsner and Santhanam (2011) extracted
around 300 fusion examples from pre- and post-
editing news articles. Thadani and McKeown
(2013) constructed 1,858 examples from summa-
rization tasks. Such datasets are too small to train
modern data-hungry neural models.

Related to sentence fusion is its “inverse” task
of sentence splitting. Collados (2013) automati-
cally constructed a Spanish simplification dataset
by splitting single sentences into several simpler
ones. Recently, two larger datasets for text split-
ting were released (Botha et al., 2018; Narayan
et al., 2017; Aharoni and Goldberg, 2018). How-
ever, using these datasets for the “mirror” task of
sentence fusion is problematic. First, sentence
splitting often involves removing content from the
original sentence for simplification, and this con-
tent is impossible to recover in the fusion direc-
tion. Second, these datasets do not focus on dis-
course and thus prominent discourse phenomena
may be missed. Last, our new dataset is more than
an order of magnitude larger than the above sen-
tence splitting datasets.

Another related line of recent work focused
on predicting discourse connectives between sen-
tences and automatically generating examples
from raw text (Liu et al., 2016; Malmi et al.,
2018). We substantially expand over those works
by handling more diverse linguistic phenomena,
such as connectives in single sentences, generat-
ing anaphora and cataphora constructions, relative
clauses, coordination and more, which are all rep-
resented in a single dataset. Moreover, our dataset
is 20x larger compared to prior work, allowing us
to examine in depth long-tail scenarios.

3 The DISCOFUSE Dataset

We next describe our process for building DIS-
COFUSE, which contains 60 million sentence fu-
sion examples from two different document col-
lections: Wikipedia and Web articles about sports.

3444



Figure 2: Example generation rule for apposition. Given an input text and its dependency tree, we check for a
match with the apposition pattern. We then use the dependency tree to split the sentence and create a new example.

3.1 Example Generation

DISCOFUSE contains union-fusion examples, i.e.
fusing sentences without loss of content (Marsi
and Krahmer, 2005). To automatically extract ex-
amples, we manually crafted a list of text split-
ting rules. Our rule-set covers 9 fusion phenom-
ena, including handling discourse connectives, co-
ordination and relative clauses, and entity reso-
lution for anaphora and cataphora constructions.
For entity resolution, both anaphoric pronouns
(“she”, “they”, “his”) and anaphoric nominals
(“the team”, “the man”) are considered, based on
the output of a coreference system. The covered
phenomena are summarized in Table 1 and a de-
tailed description is given in Appendix A.1.

Given a text t consisting of one or two con-
secutive sentences, each of our rules addresses a
specific discourse phenomenon and has two parts:
(a) conditions for matching the phenomenon in
t, and (b) operations over a dependency tree an-
notated with coreference resolution. Applying
the operations generates a fusion example (x =
(s1, s2), t), in which (s1, s2) are two independent
sentences originating from t, but stripped from the
discourse phenomenon that tied them in t.

Figure 2 gives an example of a rule for the ap-
position structure. The rule is applied to the sen-
tence “The Jacksonville Jazz Piano Competition, a
30 year tradition, takes place at the Florida The-
atre”. First, the input is matched to the rule’s
condition. In this case, the condition is a single
clause surrounded by two commas, which has a
determiner as its first token and includes an appo-
sition with incoming edge from a preceding token
to the clause. Once matched, an example is gen-
erated. For this rule, the first sentence is created
by removing the apposition clause, and the second
sentence by removing the part after the clause and

inserting the appropriate “be” verb (“is”). Gener-
ation examples for all 9 rule types are provided in
Table 1.

As explained in Section 1, solving sentence fu-
sion involves more than just reverse-engineering
the generation rules. The model needs to decide
whether to insert a discourse connective with the
right semantics, whether to merge the input sen-
tences, and what syntactic construction (relative
clause, coordination, apposition) is most appropri-
ate in the given context.

Last, often several discourse phenomena oc-
cur in a single text t. Thus, we allow combin-
ing anaphora rules with one of the following rule
types: discourse connective, inner connective and
sentence coordination, which cover frequent com-
binations in our texts.

3.2 Building the DISCOFUSE Dataset

To create DISCOFUSE we retrieved the latest
Wikipedia release and crawled the Web for several
million sports articles. Documents were annotated
with dependency trees and coreference resolution
using Google Cloud Natural Language.1

We considered each sentence and pair of con-
secutive sentences in each document as candi-
dates, applying the example generation process
described in Section 3.1. Additionally, we added
as examples sentence pairs from the original cor-
pus that did not match any rule, that is (s1, s2) = t,
so that a trained model would also learn when not
to change the input. We filtered out examples with
sentence length ≤ 6 tokens, and examples with
non-ASCII characters. This process resulted
in 44, 177, 443 sports examples and 16, 642, 323
Wikipedia examples. We randomly split these ex-
amples into 98% train, 1% dev, and 1% test sets,

1https://cloud.google.com/natural-language/
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Phenomenon Example
Discourse (A) Hebden Bridge is a popular place to live .
connective (B) However , space is limited due to the steep valleys and lack of flat land .

(a) Hebden Bridge is a popular place to live .
(b) Space is limited due to the steep valleys and lack of flat land .

Anaphora (A) Rider entered the weekend averaging 23.0 points , good for 10th in the league .
(B) He said those numbers mean little because of the Hawks ’ 11 - 18 record.
(a) Rider entered the weekend averaging 23.0 points , good for 10th in the league .
(b) Rider said those numbers mean little because of the Hawks ’ 11 - 18 record.

Forward (A) Although the friendship somewhat healed years later , it was a devastating loss to Croly .
connective (a) The friendship somewhat healed years later .

(b) It was a devastating loss to Croly .
Inner (A) Open workouts are held every Sunday unless the gym is closed for a holiday or other special events .
connective (a) Open workouts are held every Sunday .

(b) The gym is closed for a holiday or other special events .
Cataphora (A) Stating that the proponents were unlikely to succeed in this appeal ,

Walker rejected the stay request on October 23 .
(a) Walker stated that the proponents were unlikely to succeed in this appeal .
(b) Walker rejected the stay request on October 23 .

Sentence (A) The time of the autumn floods came , and the hundred streams poured into the Yellow River .
coordination (a) The time of the autumn floods came .

(b) The hundred streams poured into the Yellow River .
Verb phrase (A) The Sharks started the year 0 - 4 , yet recovered to claim sixth spot .
coordination (a) The Sharks started the year 0 - 4 .

(b) The Sharks recovered to claim sixth spot .
Relative (A) Kubler , who retired from cycling in 1957 , remained a revered figure in the wealthy alpine nation .
clause (a) Kubler remained a revered figure in the wealthy alpine nation .

(b) Kubler retired from cycling in 1957 .
Apposition (A) The frigidarium , the last stop in the bathhouse , was where guests would cool off in a large pool .

(a) The frigidarium was where guests would cool off in a large pool .
(b) The frigidarium is the last stop in the bathhouse .

Table 1: Generated fusion examples for different phenomena. The input text is marked in uppercase blue, and the
generated sentence pair is marked in lowercase red. We show in boldface parts that allow us to detect the target
phenomenon.

making sure that each document contributes exam-
ples to only one of the split sets.

Like prior work (Malmi et al., 2018), we ob-
served a skewed distribution of discourse phe-
nomena in the data. Specifically, examples with
anaphora or the connectives “and” and “but” con-
stitute 99.7% of Sports and 59% of Wikipedia ex-
amples. Such a skewed distribution is likely to
bias models and will fail to elucidate the ability
of models to capture a wide range of linguistic
phenomena. Therefore, we constructed a version
of DISCOFUSE by down-sampling examples con-
taining “and” and “but” or anaphora. The down-
sampled dataset contains 12,080,513 Sports exam-
ples and 4,581,352 Wikipedia examples.

The resulting distributions of discourse types
and most common connectives in the two parts
of DISCOFUSE are provided in Appendix A.2.
We will release both the original and the down-
sampled versions of DISCOFUSE.

Rater Selection SPORTS (%) WIKIPEDIA (%)
Yes 83.4 86.0

No majority 10.9 8.9
No 5.7 5.1

Table 2: Rater evaluation understandability of the text
after splitting. For each example, the majority of 5
raters was taken as the final rater selection.

4 DISCOFUSE Quality Evaluation

To assess the quality of the generated fusion ex-
amples in DISCOFUSE, we randomly selected 500
examples from each of the development sets of
the Wikipedia and the Sports parts. We then con-
ducted a crowdsourcing experiment in which each
example was rated by 5 proficient English speak-
ers, limiting each rater to at most 6 items. Each
rater was presented with the two independent sen-
tences in the example and was asked to indicate
whether the text is understandable. If the rater an-
swered “yes”, she was then asked to characterize
the relation between the sentences and how she
would fuse them. We next detail the results.
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Reason Example
Original
text

(A) UPDATE: Peat falls because footwork and
quickness.

unclear (a) UPDATE: Peat falls.
(b) Footwork and quickness.

Missing
context

(A) We were right on the heels of Spurs, al-
though Everton were closing in.
(a) We were right on the heels of Spurs.
(b) Everton were closing in.

Bad rule
genera-
tion

(A) He told reporters after the game his reac-
tion was because he missed a wide-open Ran-
dall Cobb in the end zone.
(a) He told reporters after the game his reaction
was.
(b) He missed a wide-open Randall Cobb in the
end zone.

Table 3: Examples for three possible reasons for not
understanding the text. In each example, (A) is the
original text and (a) and (b) are the two sentences gen-
erated by our rules.

Error Generated sentence
Extra comma The space behind the fence in right

field is blocked off , .
Missing de-
terminer

My internist sent me for a mammogram
and sonogram .

Bad pronoun
replacement

Lions have a 3 - 1 record overall
against Lions .

Table 4: Examples of grammatical errors introduced
by our rules. The red boldface text was incorrectly in-
serted and the blue italic text was incorrectly removed.

4.1 Example Text Clarity

Raters were asked whether they can understand
the text after the example is split. Table 2 summa-
rizes this evaluation. Most examples were marked
as understandable by the raters (“yes”) – 86% of
Wikipedia examples and 83.4% of Sports exam-
ples. The rest either had no majority of rater votes
or were marked as not understandable.

To shed light on the possible reasons for obscu-
rity, we analyzed 70 random examples that were
not marked as understandable by the majority of
raters. In 29 examples (41%) the original text
was unclear and for 17 examples a broader context
was needed (24%). In the remaining 24 examples
(34%), our rules generated sentences with gram-
matical or semantic errors. Examples for these
cases are in Table 3.

Additionally, we analyzed 100 random exam-
ples for grammatical errors, and found that our
rules did not introduce any errors in 79 exam-
ples. For 15 examples, the errors did not modify
the meaning of the text nor caused semantic er-
rors. The detected grammatical errors include ex-

tra commas, missing determiners and bad pronoun
replacements, and are demonstrated in Table 4.

4.2 Fusion Evaluation

Next, we evaluated agreement on the fusion task
for the 847 examples marked as understandable
in Section 4.1. Because there are many ways in
which sentences can be fused, one cannot expect
raters to produce the original text t verbatim. In-
stead, we analyzed three central decisions and esti-
mated whether people agree on those: (a) whether
to merge the two sentences into a single one or
keep them separate; (b) whether there are entities
in the text that should be replaced with nominal or
pronominal anaphors or cataphors; and (c) which
discourse connective to add (if any).

For the last question, we presented raters with
one connective from each of the four coarse-
grained senses for discourse connectives defined
by the PDTB (Prasad et al., 2008): comparison,
expansion, contingency and temporal, as well as
a no-connective option. If the original text in the
example includes a connective, we provided it as
one of the options.

We observed a strong bias among raters towards
refraining from performing any changes. E.g.,
while only 38% of the examples did not contain
a connective in t, the raters chose not to add a con-
nective in 69.2% of the cases. Similarly, only in
29.1% of the examples the two sentences were not
merged into a single one, while the raters chose
not to merge in 53.1% of the examples. Similar
behavior was also observed by Malmi et al. (2018)
and Rohde et al. (2016).

We further looked at the agreement between the
rater majority and the ‘gold’ fusion decision. This
analysis is shown in Table 5. Agreement on merg-
ing the input sentences into one is almost random
(52%), since usually both options are valid. Con-
sensus on whether to add an anaphor is higher, but
not very high (63%), especially in sentences when
the anaphor in t is a nominal rather than a pronoun.
Finally, there is higher agreement on selecting the
connective category (57%), for which the random
baseline is 20%.

As mentioned, raters tend to keep the sentences
unchanged. But in cases where raters agree to add
a connective, agreement figures increase substan-
tially. Specifically, when it is clear that a con-
nective is needed, there is also high agreement for
picking the right one (76%), for deciding whether
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Decision All Examples (%) Examples with
Type connectives (%)

Single / pair 52.0 70.1
Anaphor 63.4 70.1
Connective 57.0 76.4
category
# Examples 847 271

Table 5: Average agreement for each fusion decision
between the gold annotation and rater majority on ex-
amples marked as understandable by the raters. The
right column considers only examples in which both
the ‘gold’ and rater majority agreed that a connective
should be added.

to add an anaphor (70%), and for deciding whether
to merge the sentences or not (70%).

5 Supervised Neural Fusion Models

Using DISCOFUSE, we trained a Transformer
seq2seq model (Vaswani et al., 2017) that reads
the input sentence pair and generates a fused text.
We report model performance on the test-set us-
ing automatic metrics as well as human evaluation.
We also provide detailed analysis of the different
phenomena captured by this model.

5.1 Experimental Settings

We tokenized all texts using byte-pair-encoding
(Sennrich et al., 2015) and compared the follow-
ing three Transformer models :

• DFSPORT - trained on the sports portion of
DISCOFUSE after down-sampling.

• DFWIKI - trained on the Wikipedia portion of
DISCOFUSE after down-sampling.

• DFS+W - trained on a 50%-50% mixture of
the sports and Wikipedia portions of DISCO-
FUSE after down-sampling.

All models share the same network architecture,
based on the best practices discussed by Popel and
Bojar (2018). We tuned parameters to select the
best learning and dropout rates for each model
with respect to the Exact Match objective (de-
scribed in Section 5.2). Network architecture and
hyper-parameters are in Appendix A.3. As a base-
line, we also tested a model called COPY, which
simply concatenates the two input sentences.

5.2 Automatic Evaluation Results

We evaluated model performance using two auto-
matic metrics. The first is Exact Match (Exact) to
see how often the model generates the exact same

SPORTS Full Sampled
SARI Exact SARI Exact

DFSPORT 81.9 42.3% 83.9 50.6%
DFWIKI 77.8 31.7% 80.1 40.1%
DFS+W 80.7 38.3% 82.9 47.0%
COPY 40.0 1.1% 40.4 3.8%

WIKIPEDIA Full Sampled
SARI Exact SARI Exact

DFSPORT 80.0 41.5% 80.0 41.9%
DFWIKI 83.1 47.6% 84.5 51.1%
DFS+W 82.8 46.7% 83.7 49.2%
COPY 40.3 1.0% 39.6 2.1%

Table 6: Exact and SARI scores of DFSPORT, DFWIKI,
DFS+W and COPY, on the test sets of DISCOFUSE be-
fore (Full) and after down-sampling (Sampled).

Discourse phenomena DFSPORT DFWIKI
Exact SARI Exact SARI

Apposition 94.8% 99.3 94.7% 99.6
Relative clause 84.3% 95.3 76.9% 92.6
Cataphora 79.9% 92.8 84.2% 95.8
Verb phrase coordina-
tion

58.4% 88.0 58.7% 88.8

None (control) 55.3% 73.2 54.2% 72.7
Anaphora 52.1% 83.7 47.7% 81.5
Inner connective 49.9% 83.9 51.6% 85.5
Sentence coordination 35.6% 80.9 31.7% 79.4
Inner connective +
anaphora

32.6% 82.5 37.2% 83.7

Forward connective 27.5% 80.2 34.6% 82.8
Sentence coordination
+ anaphora

20.5% 80.9 16.3% 78.3

Discourse connective 14.2% 65.6 29.1% 73.4
Discourse connective +
anaphora

2.5% 73.0 8.0% 72.1

Table 7: In-domain evaluation with breakdown by dis-
course phenomena. Performance of DFSPORT and
DFWIKI on the sports and Wikipedia development sets.

text as the gold fusion. The second is SARI (Xu
et al., 2016), which computes the set of added,
removed, and kept n-grams in the model output,
comparing the output both with the gold text and
the input text. Then it computes the F1 scores for
these three sets and averages the scores. We com-
pute SARI on up to 4-grams, as in Xu et al. (2016).
We refrained from using metrics like BLEU be-
cause in fusion there is large overlap between the
input sentences and their fused version, and such
metrics do not capture well fine-grained differ-
ences of only a single word.

We note that our definition of SARI2 slightly
differs from the one given by Xu et al. (2016) in

2Our SARI implementation is available at: https:
//github.com/tensorflow/tensor2tensor/
blob/master/tensor2tensor/utils/sari_
hook.py
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two aspects: (i) We define 0
0 = 1 when computing

precision and recall, otherwise SARI could be less
than 1 even if the output matches the gold text ex-
actly. (ii) Instead of considering only the precision
of deleted n-grams, we use F1 for all three sets.
Otherwise, SARI will give high scores to models
that merely copy everything in the input, without
even trying to infer what to delete.

Table 6 summarizes the results. When training
and testing on the same domain, either Sports or
Wikipedia, SARI score is a little above 80 points
for the full dataset. Yet Exact is not high, around
42% for Sports and 47% for Wikipedia, showing
that in the majority of the examples the model’s
fusion differs from the gold. Tested on the down-
sampled test-set, performance increases signifi-
cantly for Exact, especially on Sports, where dis-
course phenomena is more skewed.

We next turn to cross-domain evaluation. When
applying a model trained on one domain to the
other domain performance drops. This shows that
the discourse phenomena distribution differs be-
tween the domains, indicating that transfer learn-
ing is not trivial even with these large datasets.
This is especially evident when applying DFWIKI

to Sports, where Exact falls from 42% to 32% on
the full dataset and from 50% to 40% on the down-
sampled one. Interestingly, when learning on the
mixed training set, performance on both domains
is close to in-domain performance, showing that
the model has the capacity to handle both domains.

Finally, we take advantage of the provided an-
notation of the different discourse phenomena
within each example in DISCOFUSE. We con-
ducted a detailed analysis of in-domain model per-
formance by discourse type, presented in Table 7.
Results show that structural discourse types, such
as apposition and relative clause, are easier to
learn with both high exact match and SARI scores.
While differences with respect to SARI scores are
not large between phenomena, exact match varies
more. Anaphora and verb phrase coordination are
more challenging, but still require matching of the
same noun (the named entity or the subject). On
the other hand, discourse types that involve con-
nective prediction, such as sentence coordination
and discourse connective, require semantic under-
standing, and performance is significantly lower.
In addition, when two discourse types are required
for fusion, performance drops dramatically.

# Examples Detection
output = gold 525 50%

SPORTS output != gold 475 65%
total 1000 57%
output = gold 528 50%

WIKIPEDIA output != gold 472 61%
total 1000 55%

Table 8: Human detection (Detection) percentage for
DFSPORT and DFWIKI on 1000 samples from each of
the Sports and Wikipedia development sets. We report
Detection for cases when model output differed from
the gold, and cases when they were identical.

5.3 Human Evaluation Results

As our second experiment we employed crowd-
sourcing to test how distinguishable the fusion
model outputs are from the gold fused texts. Con-
cretely, we present raters an independent sentence
pair from DISCOFUSE and two fused versions -
the gold version and one generated by a model.
Raters were asked to detect the gold version. For
each example, we took the majority of 5 raters as
the final choice. This experiment mitigates the dif-
ficulties of automatic text generation evaluation,
where many outputs are valid for a single input.

We sampled 1000 random examples from each
development set of the two domains and applied
the in-domain model to both. The raters were pre-
sented only with examples where the model output
was different from the gold fusion, and assumed
50% detection accuracy otherwise.

Table 8 depicts the results. Out of cases when
model output differed from the gold, raters were
able to identify the human version in 65% of
Sports examples and 61% of Wikipedia examples.
Looking at the entire set, humans were able to
identify the human version in 57% (Sports) and
55% (Wikipedia) of the cases. This shows that our
Transformer model, applied over a dataset of mil-
lions of examples, is able to learn good fusions in
general. Nevertheless, models are still far from
perfect – human accuracy is clearly better than
random and this improvement is statistically sig-
nificant at a level of p < 10−5 for Sports and
p < 10−3 for Wikipedia.

5.4 Alignment-based Analysis

We next present an analysis of the types of errors
our models produce. To this end, we sampled 40K
examples of DFSPORT and DFWIKI outputs on
Sports and Wikipedia development sets. We then
automatically aligned predicted sequences to gold
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Connective DFSPORT DFWIKI Top 3 connectives
accuracy accuracy

and 50.9 53.7 and, but, 〈other〉
but 42.8 43.7 but, 〈other〉, and
because 61.5 60.7 because, 〈other〉,

but
although 35.1 33.2 although, 〈other〉,

but
so 50.6 50.2 so, but, and
or 70.5 72.1 or, and, 〈other〉
however 28.3 26.7 〈other〉, however,

but
while 70.1 70.6 while, 〈other〉,

but
so that 64.3 63.0 so that, 〈other〉,

because
unless 68.9 67.0 unless, because,

〈other〉
for exam-
ple

26.9 28.1 〈other〉, for ex-
ample, however

Table 9: Alignment-based connective prediction accu-
racy for the most common connectives. When a model
did not add a connective, the token 〈other〉 is used.

sequences and looked at the differences between
aligned words. The trained models successfully
learned to copy most of the input text, and thus
errors due to alignment problems are rare.

We start by considering the semantic relation
between the input sentences. Table 9 displays
model accuracy in predicting the most common
connectives in DISCOFUSE, as well as the top
connectives predicted in this slot. We observe
that when the model predicts a wrong connective,
that connective is often reasonable, e.g., predicting
“but” instead of “and” or “however”. Moreover,
a second source of error is not adding a connec-
tive at all. It is also clear that some connectives,
like “however”, “although” and “for example”,
are harder to learn.

We also analyzed the models’ ability to cor-
rectly infer pronoun anaphors including gender,
possessive and plurality. Figure 3 shows the pro-
noun confusion matrix for DFWIKI,3 where lines
refer to gold pronouns and columns to the gener-
ated pronoun in the same position. The clear di-
agonal shows that in most cases, the model suc-
cessfully outputs the correct pronoun. However,
the 〈other〉 column indicates that occasionally the
model tends not to replace the entity in the input
with a pronoun anaphor. In addition, the model
seems to struggle with possession and plural 3rd
person (“it”, “its”, “they”, “their”, “theirs”).

3Results for DFSPORT are very similar.

Figure 3: DFWIKI outputs versus the gold pronouns.
Rows refer to gold pronouns and columns refer to
aligned model outputs at the gold pronoun position.
Values in each row are normalized to 1. Column
〈other〉 refers to model outputs that are not pronouns.

6 Transfer Learning Experiment

With the DISCOFUSE approach we can collect a
large amount of examples automatically. Still,
these examples only reflect the manual rules that
identify discourse phenomena. We wanted to see
if DISCOFUSE covers enough cases such that a
trained model would be helpful for testing on fu-
sion datasets generated by different approaches.

6.1 Experimental Settings

In this experiment, we looked at the recently re-
leased WEBSPLIT dataset 1.0 (Narayan et al.,
2017). It consists of examples (t, {si}ni=1), where
t is a sentence that verbalizes the same set of RDF
triples as {si}ni=1. We note that WEBSPLIT was
originally developed for sentence splitting, from t
to {si}ni=1, but here we view its examples for the
reverse fusion task: from {si}ni=1 to t. We only
considered examples where {si}ni=1 corresponds
to exactly two simpler sentences (n = 2). This
leaves us with 135K training, 8K validation, and
8K test samples.

We tokenized the data using byte-pair-encoding
(Sennrich et al., 2015) and compared three mod-
els: (i) The COPY baseline that concatenates the
two input sentences, (ii) a model trained on WEB-
SPLIT alone, and (iii) a model pre-trained on
DFWIKI and fine-tuned on WEBSPLIT.

For the last two models, we use the CopyNet
architecture (Gu et al., 2016), which is similar

3450



Training data SARI Keep Add Delete

COPY 18.1 52.9 0.5 0.9
WEBSPLIT 40.5 44.6 7.8 69.3
DFWIKI + WEBSPLIT 44.2 54.8 10.4 67.5

Table 10: Fusion results on WEBSPLIT, measured by
SARI and the F1 scores that compose it.

to state-of-the-art models for the splitting task on
WEBSPLIT (Narayan et al., 2017; Botha et al.,
2018). While the Transformer outperformed this
model on our main experiments, here it overfit on
the small training set of WEBSPLIT. The training
details are provided in Appendix A.3.

6.2 Results

Table 10 shows the results of the experiment. Sim-
ilarly to Section 5, we measured the model per-
formance using SARI. Pre-training with DFWIKI

improves SARI score by 9% compared to us-
ing WEBSPLIT alone. In particular, the F1 of
the ‘kept’ and ‘added’ n-grams is significantly
higher, by 23% and 33% respectively. Specifi-
cally, ‘added’ tokens refer also to correctly choos-
ing discourse connectives, to which the large-scale
examples in DISCOFUSE were likely helpful.

We note that even with pre-training, the SARI
‘add’ score is only 10.4. This is probably due to
the large amount of paraphrasing done in WEB-
SPLIT, which makes it problematic for fusion
evaluation (see also Section 2). For example:

Sentence 1: Bolt , a comic character AKA Larry Bolatin-
sky , was created by Paris Cullins and Ernie Colon .

Sentence 2: Paris Cullins is a United States national .

Gold: Larry Bolatinsky is the alternative name for the
comic book character Bolt , which was created by Ernie
Colon and the American Paris Cullins .

Correctly inferring the added terms (shown in red)
requires paraphrasing knowledge that is outside
the scope of DISCOFUSE.

7 Conclusions

We presented DISCOFUSE, a large-scale dataset
for sentence fusion that was generated by apply-
ing a rule-based method. It contains millions of
examples from two domains, annotated with mul-
tiple discourse phenomena.

We used DISCOFUSE to build supervised neu-
ral models for sentence fusion and conducted fine-
grained analyses of the results. Currently, our
models fuse only two sentences together. We

would like to expand them to more input sentences
in future work.

We also demonstrated DISCOFUSE’s usefulness
in a transfer learning setup on a different fusion
test-set, hoping it would facilitate research on text
fusion in data-scarce domains.
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A Supplemental Material

A.1 Generation Rules

In this section we provide technical details of the
generation rules used to create DISCOFUSE. For
the sake of clarity, we provide a simplified ver-
sion of the rules, that does not include edge cases
and minor implementation details. The discourse
connectives we considered in the rules were se-
lected from the Penn Discourse Treebank (PDTB)
(Prasad et al., 2008) and are listed in Table 12.
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Given an input text, it is encoded with 3 lists: Z
is the token list, Zt is a list of POS tags, Zl is a list
of dependency labels (see Table 11). In addition,
all entities mentioned in the text are extracted and
stored such that for two token lists Z,R, the set
m(Z,R) holds all the mention pairs of the same
entity in the two lists. Each rule is designed for a
specific discourse phenomenon and contains two
parts. First, a set of conditions is applied to the
input lists to detect whether the phenomenon oc-
curs in the text. If a discourse pattern has been
identified, a short sequence of simple operations is
applied to the input, yielding a new sentence pair.
Table 13 summarizes the operations in use, which
allow insertion and deletion of tokens and splitting
of the input text.

Table 14 provides the technicalities of each rule,
i.e. the detection conditions of the discourse struc-
ture, and the sequence of operations for generating
a new sentence pair from it. A detailed example
for two-rule execution process is given in Table 15.

As mentioned, the rules are simplified for clar-
ity. However, we note two special cases where
morphological modifications are required to pro-
duce text without grammatical errors. First, in
some cases of forward connective and cataphora,
the tense change of a verb is required when split-
ting the input sentence. For instance, in the cat-
aphora example in Table 1, we change the verb
“stating” to have a past tense – “stated”. Like-
wise, occasionally a “be” verb needs to be in-
serted when splitting a single sentence, as demon-
strated in Figure 2. In our rules, we choose which
“be” verb to insert based on the tense and perspec-
tive of the rest of the sentence.

A.2 DISCOFUSE Data Distribution
Figure 4 and Table 16 show the distributions of
discourse types and most common connectives in
the two parts of DISCOFUSE.

Analyzing the dataset reveals significant differ-
ences in discourse phenomena between the two
types of documents (Figure 4). E.g., coordination
is very common in Wikipedia while anaphora is
dominant in Sports. Likewise, the distribution of
discourse connectives is quite different (Table 16).

A.3 Neural Models Parameters
The models DFSPORT, DFWIKI, DFS+W share
the same Transformer network architecture, that
was originally proposed by Vaswani et al. (2017).
During training, we split the samples to buckets

Notation Definition

Token list Z A list of tokens {z(1), ..., z(|Z|)}
Zt The list of POS tags of Z, where Z(i)

t is the tag of z(i)

for every i = 1, ..., |Z|.
Zl The list of dependency labels of Z, where Z

(i)
l is the

label of incoming edge of z(i) for every i = 1, ..., |Z|.
m(Z,R) A set of mention pairs in Z,R : {〈SZ , SR〉 | SR ≺

R and SZ ≺ Z are mentions of the same entity}
S ≺ Z S is a span in Z, such that ∃i ∈ 1, ..., |Z|− |S|+1 :

∀j = 0, ..., |S| − 1 : s1+j = zi+j

S @ Z S is a prefix of Z, such that ∀i = 1, ..., |S| : si = zi
i yU j There is an edge from the ith token to the jth token in

the dependency tree of Z.
Cb A set of backward connectives.
Cs A set of intra-sentence connectives, which are either for-

ward connectives or conjunctions.
Cf A set of forward connectives.
Cc A set of coordinating conjunctions.
Pr A set of relative pronouns.
V A set of POS tags for verbal phrases.

Table 11: Notation and definitions for Table 14 of gen-
eration rules. Z,R, SZ , SR are token lists and 1 ≤
i, j ≤ |Z| are indices. The full lists of connectives
and POS tags are provided in Table 16.

Set Values
Cb ”accordingly”, ”additionally”, ”afterward”, ”alternatively”, ”al-

though ,”, ”and”, ”as a result ,”, ”because of that”, ”because of
this”, ”besides ,”, ”but”, ”by comparison ,”, ”by contrast ,”, ”by
doing this ,”, ”by then”, ”consequently”, ”conversely”, ”else,”, ”fi-
nally ,”, ”for example”, ”for instance”, ”further ,”, ”furthermore”,
”hence ,”, ”however”, ”in contrast ,”, ”in fact ,”, ”in other words”,
”in particular ,”, ”in short ,”, ”in sum ,”, ”in the end ,”, ”in turn
,”, ”indeed ,”, ”instead ,”, ”lest”, ”likewise ,”, ”meantime ,”, ”in
the meantime ,”, ”meanwhile ,”, ”moreover”, ”nevertheless”, ”next
,”, ”nonetheless”, ”on the contrary ,”, ”on the other hand”, ”or ,”,
”otherwise ,”, ”overall ,”, ”plus ,”, ”rather ,”, ”regardless ,”, ”simi-
larly ,”, ”simultaneously”, ”specifically ,”, ”still ,”, ”then ,”, ”there-
after ,”, ”thereby ,”, ”therefore”, ”though ,”, ”thus ,”, ”ultimately ,”,
”whereas”, ”yet ,”, ”now ,”, ”second ,”, ”third ,”, ”basically ,”, ”this
,”, ”eventually ,”, ”obviously ,”, ”again ,”, ”fortunately ,”, ”luckily
,”, ”meaning ,”, ”interestingly ,”, ”anyway ,”, ”clearly ,”

Cs ”because”, ”, because”, ”hence”, ”, while”, ”whereas”, ”, al-
though”, ”although”, ”and although”, ”unless”, ”now that”, ”, now
that”, ”so that”, ”, so that”, ”meaning”, ”, meaning”

Cf although, since, in addition to, aside from
Cc and, but, or, nor, yet, so, for
Pr who, which, whose, whom
V VB, VBD, VBG, VBN, VBP, VBZ

Table 12: Connectives and POS tags used in our de-
tection rules. A preceding comma is allowed for con-
junctions in Cc. For the connectives “although” and
“since” in Cf , we do not allow a following comma.

Operation Description
DELETE(X, i, n) Delete a sequence of n tokens from X , starting

from index i.
PREPEND(X,Y ) Attach the list Y at the beginning of X .
REPLACE(X,Y, Z) Replace every occurrence of Y in X with Z,

in a non-overlapping manner.
SPLIT(X, i) Split X into two token lists V =

{x1, ..., xi−1},W = {xi, ..., x|X|}.
TRIM(X) Delete all tokens in X after the first punctua-

tion token, e.g. period, comma, etc.

Table 13: Operations upon token lists, which are used
for generation of sentence pairs (Table 14). The argu-
mentsX,Y, Z are token lists and the arguments i, n are
integers.

3453



Phenomenon Input Detection Generation
Discourse connective (A,B) ∃S ∈ Cb , i ∈ [1, 5] : S @ {b(i), ..., b(|B|)} DELETE(B, i, |S|)
Anaphora (A,B) m(B,A) 6= ∅ REPLACE(B,SB , SA)

∀〈SB , SA〉 ∈ m(B,A)

Forward connective Z
∃S ∈ Cf : S @ Z A,B ← SPLIT(Z, i)

∃i : |S|+ 1 < i < |Z| ∧ z(i) = ”, ” DELETE(A, 1, |S|)
DELETE(B, 1, 1)

Inner connective Z ∃S ∈ Cs : S ≺ Z
A,B ← SPLIT(Z, i)
DELETE(B, 1, |S|)
TRIM(B)

Cataphora Z
∃i : 1 < i < |Z| ∧ z(i) = ”, ” A,B ← SPLIT(Z, i)

Z
(1)
t = VBG ∧ Z

(1)
l = vmod ∧ Z

(i+2)
t ∈ V PREPEND(A, {b1})

DELETE(B, 1, 1)

Sentence coordination Z ∃i < j ≤ i + 5 : Z
(i)
l = cc ∧ Z

(j)
l = conj A,B ← SPLIT(Z, i)

∃i < k < j : Z
(k)
l ∈ {nsubj, nsubjpass} DELETE(B, 1, 1)

Verb phrase coordination Z
∃i, j : i < j ≤ i + 5 : Z

(i)
l = cc ∧ Z

(j)
l = conj ∧ Z

(j)
t ∈ V A,B ← SPLIT(Z, i)

∃k : k yZ j ∧ Z
(k)
l = root DELETE(B, 1, 1)

PREPEND(B, {a1, ..., ak−1})

Relative clause Z
∃i, j : 1 < i < j < |Z| ∧ z(i) = z(j) = ”, ” A,B ← SPLIT(Z, j)

z(i+1) ∈ Pr DELETE(B, 1, 1)
DELETE(A, i, 2)
PREPEND(B, {ar, ..., ai−1})∗

Apposition Z
∃i, j : 1 < i < j < |Z| ∧ z(i) = z(j) = ”, ” A,B ← SPLIT(Z, j)

Z
(i+1)
l ∈ {det, poss} ∧ ∃k : i < k < j, Z

(k)
l = appos DELETE(B, 1, 1)

DELETE(A, i, 2)
PREPEND(B, {ar, ..., ai−1})∗

Table 14: Generation rules for sentence pairs. The rules apply for token lists Z,A,B, where Z represents a single
sentence and A,B either represent two consecutive sentences or two consecutive sentence parts. ∗For the rules of
relative clause and apposition, r is the index of the leftmost child in the dependency sub-tree of a(i).

1. Input
Z = {Ruiz ordered his first shot to be retaken because Brazilian
players entered the penalty area before his kick .}:
2. Inner connective
Detection
For S = ”because” it holds that S ∈ Cs and S ≺ Z.

Generation
SPLIT(Z, i) A = {Ruiz ordered his first shot to be retaken .}

B = {Because Brazilian players entered the
penalty area before his kick .}

DELETE(B, 1, |S|) B = { Brazilian players entered the penalty area
before his kick .}

TRIM(B) no effect at this case:

3. Anaphora
Detection
m(B,A) = {(his, Ruiz)} 6= ∅

Generation
REPLACE B = { Brazilian players entered the penalty
(B, his, Ruiz) area before Ruiz ’s kick .}:

4. Output sentence pair
A = {Ruiz ordered his first shot to be retaken . }
B = {Brazilian players entered the penalty area before Ruiz ’s kick
. }

Table 15: Detailed two-rule execution example. We
show in red parts of the input that are used for detec-
tion or modified during execution. The input token list
Z is of a single sentence. First, the rule for inner con-
nective is applied, splitting Z into two sentences A,B,
without the connective “because”. Then, applying the
anaphora rule, the pronoun “his” in B is replaced with
the entity it refers to inA, to obtain a new sentence pair.

by their text length, and use different batch size
between 60-100 for each bucket. Further config-

Figure 4: Discourse type distribution of the sports
and Wikipedia portions of DISCOFUSE after down-
sampling.

uration details and the hyperparameters used for
training of each model are provided in Table 17.

In our transfer learning experiment, we trained
two CopyNet models (Gu et al., 2016): a model
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SPORTS WIKIPEDIA
% %

and 12.0 and 12.5
but 10.9 but 10.7
because 8.1 although 8.4
although 5.4 however 8.2
so 4.9 because 7.7
or 4.8 so that 2.1
however 3.5 while 2.0
while 2.4 or 1.8
so that 2.2 so 1.2
unless 2.2 for example 1.0

Table 16: Most common connectives in DISCOFUSE
after down-sampling. Percentages are with respect to
the entire dataset, including examples without a con-
nective.

DFSPORT DFWIKI DFS+W
number of hidden layers 7 7 7
hidden dimension 1024 1024 1024
filter size 2048 2048 2048
number of heads 16 16 16
beam width 4 4 4
attention dropout rate 0.1 0.2 0.2
ReLU dropout rate 0.4 0.3 0.2
learning rate 0.14 0.07 0.11

Table 17: Parameters and hyperparameters of the mod-
els DFSPORT, DFWIKI, DFS+W.

number of encoder layers 3
number of decoder layers 1
hidden dimension 128
beam width 20
scheduled sampling probability 0.2
dropout rate 0.2
learning rate 0.001
learning rate decay 0.98

Table 18: Parameters and hyperparameters of the
CopyNet models used for transfer learning.

trained on WEBSPLIT alone, and a model pre-
trained on DFWIKI and finetuned on WEBSPLIT.
The first model was trained for 200,000 steps
on WEBSPLIT, whereas the second model was
pretrained for 1 million steps on DFWIKI and
then finetuned for 100,000 steps on WEBSPLIT.
Again, the samples were split to buckets by their
text length, with batch sizes between 25-125 for
each bucket. The final test scores were computed
with the parameters that maximize the validation
SARI score during training. The network architec-
ture and hyperparameters were shared between the
models and not optimized during training. They
are listed in Table 18.
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Abstract

Sequence-to-sequence models for open-
domain dialogue generation tend to favor
generic, uninformative responses. Past
work has focused on word frequency-based
approaches to improving specificity, such
as penalizing responses with only common
words. In this work, we examine whether
specificity is solely a frequency-related notion
and find that more linguistically-driven speci-
ficity measures are better suited to improving
response informativeness. However, we find
that forcing a sequence-to-sequence model to
be more specific can expose a host of other
problems in the responses, including flawed
discourse and implausible semantics. We
rerank our model’s outputs using externally-
trained classifiers targeting each of these
identified factors. Experiments show that our
final model using linguistically motivated
specificity and plausibility reranking improves
the informativeness, reasonableness, and
grammatically of responses.

1 Introduction

Since the pioneering work in machine trans-
lation (Sutskever et al., 2014), sequence-to-
sequence (SEQ2SEQ) models have led much recent
progress in open-domain dialogue generation, es-
pecially single-turn generation where the input is
a prompt and the output is a response. However,
SEQ2SEQ methods are known to favor universal
responses, e.g., “I don’t know what you are talking
about” (Sordoni et al., 2015; Serban et al., 2016; Li
et al., 2016a). These responses tend to be “safe”
responses to many input queries, yet they usually
fail to provide useful information.

One promising line of research tackling this
issue is to improve the specificity of responses,
building on the intuition that generic responses
frequently appear in the training data or consist
of frequent words (Yao et al., 2016; Zhang et al.,

2018b; Liu et al., 2018). However, past work
in sentence specificity—the “quality of belong-
ing or relating uniquely to a particular subject”1—
has shown that word frequency is only one as-
pect of specificity, and that specificity involves
a wide range of phenomena including word us-
age, sentence structure (Louis and Nenkova, 2011;
Li and Nenkova, 2015; Lugini and Litman, 2017)
and discourse context (Dixon, 1987; Lassonde
and O’Brien, 2009). Frequency-based specificity
also does not exactly capture “the amount of in-
formation” as an information-theoretic concept.
Hence, in dialogue generation, we can potentially
make progress by incorporating more linguisti-
cally driven measures of specificity, as opposed to
relying solely on frequency.

We present a sequence-to-sequence dialogue
model that factors out specificity and explicitly
conditions on it when generating a response. The
decoder takes as input categorized values of sev-
eral specificity metrics, embeds them, and uses
them at each stage of decoding. During training,
the model can learn to associate different speci-
ficity levels with different types of responses. At
test time, we set the specificity level to its maxi-
mum value to force specific responses, which we
found to be most beneficial. We integrate linguis-
tic (Ko et al., 2019), information-theoretic, and
frequency-based specificity metrics to better un-
derstand their roles in guiding response genera-
tion.

The second component of our model is designed
to make the more specific responses more seman-
tically plausible. In particular, we found that forc-
ing a SEQ2SEQ model to be more specific exposes
problems with plausibility as illustrated in Ta-
ble 1. As sentences become more specific and con-
tain more information, intra-response consistency

1Definition from the Oxford Dictionary
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Conflicting i understand. i am not sure if i can afford a babysitter, i am a millionaire
Wrong connective i am an animal phobic, but i do not like animals
Wrong pronoun my mom was a social worker, he was an osteopath.
Wrong noun cool. i work at a non profit organization that sells the holocaust.
Repeating my favorite food is italian, but i also love italian food, especially italian food.

Table 1: Examples of different types of implausible responses on the PersonaChat dataset generated from our
system that maximizes specificity only.

problems become evident, making the overall re-
sponse implausible or unreasonable in real life.
Our inspection discovered that ∼30% of specific
responses suffer from a range of problems from
semantic incompatibility to flawed discourse. To
improve the plausibility of responses, we propose
a reranking method based on four external classi-
fiers, each targeting a separate aspect of linguis-
tic plausibility. These classifiers are learned on
synthetically generated examples, and at test time
their responses are used to rerank proposed re-
sponses and mitigate the targeted issues.

Using both automatic and human evaluation, we
find that linguistic-based specificity is more suit-
able than frequency-based specificity for generat-
ing informative and topically relevant responses,
and learning from different types of specificity
metrics leads to further improvement. Our plausi-
bility reranking method not only successfully im-
proved the semantic plausibility of responses, but
also improved their informativeness, relevance,
and grammaticality.

Our system is available at https://git.
io/fjkDd.

2 Related work

Generic responses is a recognized problem in dia-
logue generation. Li et al. (2016a) maximized mu-
tual information in decoding or reranking, which
practically looks like penalizing responses that are
common under a language model. Zhou et al.
(2017) promoted diversity by training latent em-
beddings to represent different response mecha-
nisms. Shao et al. (2017) trained and reranked re-
sponses segment by segment with a glimpse model
to inject diversity. Another angle is to promote
prompt-response coherence using techniques such
as LDA (Baheti et al., 2018; Xing et al., 2017).
Cosine similarity between prompt and response
has also been used for coherence (Xu et al., 2018b;
Baheti et al., 2018). Wu et al. (2018) learn a small
vocabulary of words that may be relevant during
decoding and generates responses with this vocab-

ulary.
Several works tackle the problem by directly

controlling response specificity in terms of word
and response frequency. IDF and response fre-
quency have been used as rewards in reinforce-
ment learning (Yao et al., 2016; Li et al., 2016d).
Some methods adjusted sample weights in the
training data, using a dual encoding model (Li-
son and Bibauw, 2017) or sentence length and fre-
quency in the corpus (Liu et al., 2018). Zhang
et al. (2018b) proposed a Gaussian mixture model
using frequency-based specificity values. Their
approach involves ensembling the context prob-
ability and a specificity probability, whereas our
approach conditions on both in a single model.

Prediction of sentence specificity following the
dictionary definition and pragmatically cast as
“level of detail” was first proposed by Louis and
Nenkova (2011), who related specificity to dis-
course relations. Sentence specificity predictors
have since been developed (Louis and Nenkova,
2011; Li and Nenkova, 2015; Lugini and Litman,
2017; Ko et al., 2019). Insights from these feature-
rich systems and hand-code analysis (Li et al.,
2016e) showed that sentence specificity encom-
passes multiple phenomena, including referring
expressions, concreteness of concepts, gradable
adjectives, subjectivity and syntactic structure.

Researchers have noticed that distributional se-
mantics largely fail to capture semantic plausibil-
ity, especially in terms of discrete properties (e.g.,
negation) (Kruszewski et al., 2016) and physical
properties (Wang et al., 2018). Kruszewski et al.
(2016) created a dataset building on synthetically
generated sentences for negation plausibility.

Methodology-wise, Li et al. (2016b) trained
embeddings for different speakers jointly with the
dialogue context. Huang et al. (2018) learned em-
beddings of emotions; we learn embeddings of
specificity metrics. Targeting multiple factors this
way is broadly similar to the approach of Holtz-
man et al. (2018), who used multiple cooperative
discriminators to model repetition, entailment, rel-
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evance, and lexical style in generation. Our ap-
proach additionally leverages synthetic synthetic
sentences targeting a range of plausibility issues
and trains discriminators for reranking.

3 Generating specific responses

Our main framework (Figure 1) is an attention-
based SEQ2SEQ model (Section 3.1) augmented
with the ability to jointly learn embeddings from
a target metric (e.g., specificity) with the re-
sponse (Section 3.2). We then integrate frequency-
based, information-theoretic and linguistic notions
of specificity (Section 3.3) as well as coherence
(Section 3.4).

3.1 Base framework

Our model is based on a SEQ2SEQ model
(Sutskever et al., 2014) consisting of an encoder
and decoder, both of which are LSTMs (Hochre-
iter and Schmidhuber, 1997). We apply atten-
tion (Bahdanau et al., 2015) on the decoder. The
encoder LSTM takes word embeddings xi in the
prompt sentence as input. The hidden layer and
cell state of the decoder are initialized with the fi-
nal encoder states. During training, the decoder
takes the embedding of the previous word in the
gold response as input; during testing, it uses the
previous generated word. We denote both as yi−1:

hdi , c
d
i = LSTM(yi−1, [ĥdi ; c

d
i−1]) (1)

where ĥdi is the output of the attention mechanism,
given the decoder hidden state.

During training, we minimize the negative log
likelihood of responses Y given prompts X .

3.2 Conditioning on specificity

In the base model, uninformative responses are
preferred partially because these are common in
the training data. We want to be able to fit the
training data while at the same time recognizing
that we do not want to generate such responses at
test time. Our approach, shown in Figure 1, in-
volves conditioning on an explicit specificity level
during both training and test time. This explicit
conditioning allows us to model specificity orthog-
onally to response content, so we can control it at
test time. We represent specificity as a collection
of real valued metrics that can be estimated for
each sentence independently of the dialogue sys-
tem. To direct the model to generate more spe-
cific responses from multiple specificity metrics,

Figure 1: Structure of our model. The decoder ex-
plicitly conditions on embeddings of various specificity
measures. At train time, these factor out specificity
from generation; at test time, maxing these out encour-
ages the model to generate specific responses. NIWF
is defined in Section 3.3.

we learn embeddings of various specificity levels
for each metric jointly with the model.

In particular, for each metric m, we rank the
responses in the training data according to that
metric and divide it into K = 5 levels of equal
size. For each level, we learn an embedding emk ,
k ∈ {1, 2, ...K}. During training, for each sen-
tence pair in the training set, the response is clas-
sified to level lm for metric m. We take the sum of
embeddings across all metrics e =

∑N
m=1 e

m
lm

and
feed it into the decoder at every time step, where
N is the number of metrics. The decoder becomes

hdi , c
d
i = LSTM(yi−1, [ĥdi ; c

d
i−1; e]) (2)

During testing, we specify a level for each met-
ric and calculate e based on those levels. In prac-
tice, the level of specificity varies with the larger
context of dialogue discourse, however for the pur-
pose of avoiding generic responses and improving
specificity in single-turn dialogue generation, and
examining various metrics of specificity, we use
the level that maximizes specificity at test time
(which we show in Section 5.3 is better the un-
informative “median” level).2

2For the purposes of this work, we want an agent that
is highly specific and keeps the conversation going. Learn-
ing the ideal specificity for a given response is something we
leave for future work.
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3.3 Specificity metrics
Normalized inverse word frequency (NIWF)
Used in Zhang et al. (2018b), NIWF is the max-
imum of the Inverse Word Frequency (IWF) of all
the words in a response, normalized to 0-1:

max(IWF ) = max

(
log(1 + |Y |)

fw

)
(3)

where fw denotes the number of responses in the
corpus that contain the word w, and |Y | is the
number of responses in the corpus. Taking a max-
imum reflects the assumption that a response is
specific as long as it has at least some infrequent
word.

Perplexity per word (PPW) Perplexity is the
exponentiation of the entropy, which estimates the
expected number of bits required to encode the
sentence (Brown et al., 1992; Goodman, 2001).
Thus perplexity is a direct measure of the amount
of information in the sentence in information
theory; it has also been used as a measure of
linguistic complexity (Gorin et al., 2000). To
compute perplexity, we train a neural language
model (Mikolov et al., 2011) on all gold responses
and calculate cross-entropy of each sentence. To
represent the amount of information per-token
and to prevent the model to simply generate long
sentences, we normalize perplexity by sentence
length.

Linguistically-informed specificity We use the
system developed by Ko et al. (2019), which es-
timates specificity as a real value. This system
adopts a pragmatic notion of specificity—level of
details in text—that is originally derived using
sentence pairs connected via the INSTANTIATION

discourse relation (Louis and Nenkova, 2011).
With this relation, one sentence explains in fur-
ther detail of the content in the other; the explana-
tory sentence is shown to demonstrate properties
of specificity towards particular concepts, entities
and objects, while the other sentence is much more
general (Li and Nenkova, 2016). We use this par-
ticular system since other specificity predictors are
trained on news with binary specificity labels (Li
and Nenkova, 2015). Ko et al. (2019) is an un-
supervised domain adaptation system that predicts
continuous specificity values, and was evaluated
to be close to human judgments across several do-
mains. We retrain their system using the gold re-
sponses in our data as unlabeled sentences in the
unsupervised domain adaptation component.

3.4 Coherence
Prior work has shown that the universal response
problem can be mitigated by improving the coher-
ence between prompt and response (Zhang et al.,
2018a; Xu et al., 2018b; Baheti et al., 2018). We
introduce two methods to improve coherence upon
the base model, and analyze specificity on top.

For better interactions between decoder embed-
dings and the prompt, we feed the final encoder
state into every time step of the decoder, instead
of only the first token. Thus the decoder becomes

hdi , c
d
i = LSTM(yi−1, [ĥdi ; c

d
i−1; e;hf ]). (4)

Furthermore, Zhang et al. (2018a) showed that
responses ranked higher by humans are more sim-
ilar to the prompt sentence vector. Thus we com-
pute the cosine similarity between input and re-
sponse representations. This is computed by the
weighted average of all word embeddings in the
sentence, where the weight of each word is its in-
verse document frequency. Our model addition-
ally conditions on an embedding of this measure
so that coherence is factored out in our model as
well as specificity. During testing, we condition
on the highest level of our similarity metric in or-
der to generate maximally coherent responses (Xu
et al., 2018b).

4 Semantic plausibility

While injecting specificity encourages the model
to generate more specific responses, we discov-
ered that it exposes a series of issues that together,
severely impact the semantic plausibility of gen-
erated responses. This is the case even when re-
sponses are considered independently without the
prompt context. To have a better understanding
of the problem, we first present manual analysis
on generated responses with improved specificity.
We then present a reranking method to improve
the semantic plausibility of responses.

4.1 Data analysis
We manually inspected 200 responses gener-
ated from our full model on the PersonaChat
dataset (Zhang et al., 2018c). We evaluated the
responses independent of the input prompt and
found that∼33% of the sentences are semantically
implausible; some of them shown in Table 1.

We found three major types of errors. The most
common type is a wrong word that is not compati-
ble with the context, making the phrase unreason-
able (cool . i work at a non profit organization that
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sells the holocaust), meaningless (i like to dance
battles), or unnatural (yeah , but i am more of a
game worm . i am a pro ball player). These make
up about 45% of the implausible cases.

About 30% of the problematic sentences con-
tain incompatible phrases. Different phrases in the
response are contradictory (i understand. i am not
sure if i can afford a babysitter, i am a millionaire)
or repetitive (my favorite food is italian, but i also
love italian food, especially italian food.).

The third problem (∼15%) is that phrases are
connected by a wrong discourse connective (i am
an animal phobic, but i do not like animals). This
and the previous problem reveal that even when
the model generates sensible phrases, proper dis-
course relations between them are not captured.

Other notable errors include cohesion, such as
wrong determiners or pronouns (my mom was a
social worker, he was an osteopath.) and inappro-
priate prepositional phrases (hello , i am winding
down to the morning .)

This semantic implausibility may come from
two sources. First, since specific responses tend
to be longer, it is easier to have internal con-
sistency issues where parts of the sentence are
incompatible with each other. Second, regard-
less of the specificity metric, word frequency in
specific responses tend to be lower than that in
generic responses. Learning meaningful repre-
sentations for infrequent words is a known chal-
lenge (Gong et al., 2018) hence low-quality repre-
sentations may increase the probability of the sen-
tence being implausible.

4.2 Reranking

To mitigate semantic plausibility issues, we pro-
pose a reranking method so that more plausible
sentences are ranked higher among the candidates.
We use classifiers targeting various types of er-
rors using synthetically generated data. Specifi-
cally, we train four classifiers that distinguish true
response sentences from the dataset and negative
sentences we create that reflect a specific type of
semantic implausibility:
Phrase compatibility: We split all the training
data into phrases by splitting sentences on punc-
tuation or discourse connectives. To create a nega-
tive sentence given a gold response, we pick a ran-
dom phrase in the true response and replace it with
a random phrase in another random true response.
Content word plausibility: We replace a ran-

Figure 2: Reranking models to encourage plausibility.
Four types of errors are synthetically applied to the data
and classifiers are trained to differentiate each trans-
formed sentence from the original. The mean score un-
der these classifiers is then used as a feature to rerank
system outputs.

domly selected content word (noun, verb, adjec-
tive, adverb) in the gold response with another
random word with the same part-of-speech in the
training set.
Discourse connectives: We replace a discourse
connective in the gold response (if one exists) with
a random connective.
Cohesion and grammar: We replace a randomly
selected function word in the gold response with
another random function word of the same part-of-
speech. For pronouns and determiners, these neg-
ative sentences would likely be incohesive; with
other word categories such as prepositions, this
will target grammatically.

One word or phrase is replaced in each synthetic
sentence. We train one classifier θj , j ∈{1,2,3,4}
for each of the categories above.3 The classifiers
take word embeddings as input and predict if the
response is real or generated. Each classifier con-
sists of a bi-directional LSTM with a projection
layer and max pooling (Conneau et al., 2017), fol-
lowed by 3 fully connected layers. The posterior
probabilities of these classifiers reflect how con-
fident the classifiers are that the sentence is syn-
thetic and prone to be implausible, hence we prefer
sentences with lower posterior probabilities. Dur-
ing reranking, we feed each candidate sentence
c into the classifiers and aggregate the posterior
probabilities from these classifiers by taking the

3We compare with using one classifier lumping all nega-
tive sentences in the experiments.
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mean 1
4

∑4
k=1 P (synthetic|c, θk).

At test time, to encourage diversity, we repeat
inference multiple times to generate different can-
didate sentences, and each time dropout is applied
to different nodes in the network. Compared with
diverse decoding (Li et al., 2016c), we observed
during development that sentences generated by
different dropouts tend to have diverse semantics
(hence more likely to have different plausibility
levels). On the contrary, sentences from diversity
decoding often have similar structure and phrases
across candidates. We also experimented with re-
inforcement learning, using policy gradient with
the reranking scores as reward. However, dur-
ing development, we observed that this method
produced shorter, less informative sentences com-
pared to reranking.

5 Experiments

5.1 Evaluation metrics
Automatic evaluation of dialogue generation sys-
tems is a known challenge. Prior work has shown
that commonly used metrics for overall quality
in other generation tasks such as BLEU (Pap-
ineni et al., 2002), ROUGE (Lin, 2004), ME-
TEOR (Banerjee and Lavie, 2005) and perplexity
have poor correlations with human judgment (Liu
et al., 2016; Tao et al., 2018)4 or are model-
dependent (Liu et al., 2016). Therefore, we adopt
several metrics that evaluate multiple aspects of
responses, and also conduct human evaluation for
each result we present.

We use the following automatic evaluation met-
rics: (1) distinct-1 and distinct-2 (Li et al.,
2016a), which evaluates response diversity. They
respectively calculate the number of distinct uni-
grams and bigrams, divided by the total number of
words in all responses; (2) linguistically-informed
specificity (spec) (Ko et al., 2019); (3) cosine simi-
larity between input and response representations,
which captures coherence (Zhang et al., 2018a).

We follow standards from prior work for human
evaluation (Li et al., 2017; Zhang et al., 2018a,b;
Xu et al., 2018a). We select 250 prompt-response
pairs, and asked 5 judges from MechanicalTurk to
rate the responses for each prompt. We evaluate
whether the responses are informative (Ko et al.,
2019; Wu et al., 2018; Shao et al., 2017) and on
topic with the prompt (Shen et al., 2018; Xu et al.,

4Although Tao et al. (2018) proposed an unspervised met-
ric, their code is not available.

2018b; Xing et al., 2017), on a scale of 1-5. Av-
erage scores are reported. In addition, we evaluate
plausibility by asking judges whether they think
the given response sentence without the prompt
can reasonably be uttered, following instructions
from Kruszewski et al. (2016). The percentage of
plausible ratings are reported.

5.2 Experiment setup

Data We use two datasets in this work: (1)
OpenSubtitles (Tiedemann, 2009), a collection of
movie subtitles widely used in open-domain di-
alogue generation. We sample 4,173,678 pairs
for training and 5,000 pairs for testing from the
movie subtitles dataset. Following Li et al. (2017),
we remove all pairs with responses shorter than 5
words to improve the quality of the generated re-
sponses. (2) PersonaChat (Zhang et al., 2018c),
a chit-chat dataset collected via crowdsourcing.
This is a multi-turn dataset, but we only consider
single turn generation in this work. We don’t use
the personas and false candidate replies. There
are 122,458 prompt-response pairs for training and
14,602 pairs for testing. For validation, for reasons
described in Section 5.1, we opt for human evalua-
tion of overall response quality on a validation set
of 60 prompt-response pairs from PersonaChat.

Settings We use LSTMs with hidden layers of
size 500, Adam optimizer (Kingma and Ba, 2015)
with learning rate 0.001, β1 = 0.9, β2 = 0.999,
dropout rate 0.2 for both training and testing,
metric embedding dimension 300 and 5 training
epochs. We train randomly initialized word em-
beddings of size 500 for the dialog model and use
300 dimentional GloVe (Pennington et al., 2014)
embeddings for reranking classifiers. We generate
15 candidates for reranking per input sentence. To
train the 4 reranking classifiers, we use 375,996
positive sentences on Opensubtitles and 110,221
on PersonaChat. We generate one negative sen-
tence per word or phrase in the positive sentences.

Since specificity is the focus of this study, dur-
ing testing, we use the embedding of the highest
specificity level (5) for NIWF and the linguisti-
cally informed specificity predictor. For PPW, we
observe that the perplexity of generated sentences
does not increase beyond the median level (3) dur-
ing development, hence we use the median level.
For comparison, we also report results when all
metric levels are set to be the median (level 3).
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human evaluation automatic metrics

Model Informative On topic Plausible Dist-1 Dist-2 Spec. Cos.Sim

Opensubtitles

Seq2seq 3.10 3.18 82.4 0.0349 0.138 0.133 0.638
+coherence 2.59 3.25 90.0 0.0538* 0.217* 0.148 0.728*

+specificity 3.29 3.40* 72.4 0.0422 0.191* 0.351* 0.740*
+plausibility 3.53* 3.39* 76.0 0.0524* 0.217* 0.342* 0.711*

MMI-Anti 3.29 3.07 90.4 0.0477 0.184 0.136 0.583
Zhang 2.30 2.34 48.8 0.0305 0.161 0.163 0.648

PersonaChat

Seq2seq 3.01 2.84 86.9 0.0035 0.0126 0.381 0.703
+coherence 2.71 3.16 90.0 0.0097 0.0428 0.279 0.734*

+specificity 3.31* 2.92 65.2 0.0135 0.0458 0.491* 0.669
+plausibility 3.39* 3.45* 71.7 0.0184* 0.0679 0.483* 0.650

MMI-Anti 2.79 3.23 79.0 0.0071 0.0289 0.200 0.706
Zhang 3.07 3.06 44.9 0.0134 0.0998 0.400 0.662

Table 2: Results for the base SEQ2SEQ model and each component. (*) denotes significant improvement (p < 0.05
with paired bootstrap resampling) over our three baselines and benchmarks (Seq2seq, MMI-Anti, Zhang) according
to paired bootstrap resampling. Our full reranking model performed the best in informativeness and topic relevance.
A drop in plausibility is unavoidable as responses become more specific; the reranking model mitigates this.

Prompt (PersonaChat) thank you . also , the food is
amazing . fries are the best thing ever .
Seq2seq yes it is . do you have a favorite color ? mine
is blue .
Ours(Spec) yes , i am a vegetarian so i eat a lot of meat
and bread puffs .
Ours(Spec+Plaus) i love italian food , but i am a vegan
so i eat a lot of curries
MMI-Anti i agree . i am a vegetarian .
Zhang i agree . i love to eat and eat .

Prompt (PersonaChat) i work as kindergarten teacher
at a school so pretty busy
Seq2seq what do you do for a living ? i work in a factory
Ours(Spec) i work at a grocery store and i work for a
pharmaceutical company
Ours(Spec+Plaus) i work as a medical file clerk at a
local hospital .
MMI-Anti what do you do for work ?
Zhang that is cool . i am a teacher and i love to be able
to write .

Prompt (Opensubtitles) The countryside in spring Ap-
pears to the lovers in a new light . The air is already warm
.
Seq2seq The snow is in the air .
Ours(Spec) It is the night of the dawn of the sunset .
Ours(Spec+Plaus) The light is rising from the skies ,
and the sun is shining .
MMI-Anti The light of the sun is rising .
Zhang The weather in the sky is a , .

Table 3: Example responses.

5.3 Results
We will first discuss results for the overall archi-
tecture, then dive into specificity and plausibility.

Overall architecture We evaluate our model
against the base SEQ2SEQ for each component:
coherence, specificity embeddings, and plausibil-
ity reranking (using the mean of all four classi-
fiers). We also benchmark with the MMI-Anti

model using mutual information (Li et al., 2016a),
as well as Zhang et al. (2018b)’s model that in-
corproates a Gaussian kernel layer to control for
specificity. We ran Zhang’s code on our data and
set s = 1 for PersonaChat and s = 0.8 for
Opensubtitles when testing.5 Significance tests
are done via Paired Bootstrap Resampling (Berg-
Kirkpatrick et al., 2012).

Table 2 shows that for both datasets, our full
model with plausibility reranking (according to
average posterior of the four classifiers) generates
the most informative, relevant and plausible re-
sponses. Examples from our full model and the
baselines are shown in Table 3.

Incorporating specificity led to more interest-
ing responses, with 6-10% improvement in infor-
mativeness and 3-7% improvement in topic rele-
vance. Since the system is trained without any se-
mantics or common sense knowledge, this led to a
drop in semantic plausibility. Plausibility rerank-
ing successfully mitigates this issue by improv-
ing plausibility by 3.6-6.5%. Although responses
from MMI-Anti tend to be more plausible than
directly using specificity, these responses are not
useful if they are even less informative or relevant
than the SEQ2SEQ baseline. Zhang et al. (2018b)’s
model performed reasonably on PersonaChat but
failed on OpenSubtitles.6 One reason may be that
OpenSubtitles is much more diverse in terms of
topic and vocabulary, which makes their approach
of estimating specificity independent of dialogue

5We observed that a higher s on Opensubtitles will result
in many grammatical errors.

6Their original evaluation was on Chinese Weibo data.
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Model Informative On topic

Ours(Spec) 3.31 2.92
-Linguistic 3.11* (-0.20) 3.10* (+0.18)
-NIWF 3.23 (-0.08) 3.20* (+0.28)
-PPW 3.19* (-0.12) 3.35* (+0.43)

Table 4: Effect of excluding each specificity metric on
PersonaChat. Delta against Ours(Spec) are included
in parenthesis and (*) denotes significant delta (p <
0.05). Excluding linguistically informed specificity led
to the greatest drop in informativeness and the slightest
increase in topic relevance.

context less effective. Indeed, we observe unstable
word specificity learned across different training
rounds and notable grammatical issues on Open-
Subtitles. On the contrary, our joint approach gave
stable performance on both datasets.

On PersonaChat, our coherence component led
to improvements in topic relevance and cosine
similarity, while specificity improved topic rele-
vance and diversity, which is an intuitive result.
On OpenSubtitles, coherence led to increased di-
versity while specificity led to a decrease. We
looked into this and found that length trade-off is
at play since the Distinct measures normalize by
length of all generated responses: coherence led
to diverse but short responses while specificity in-
creased length. On human evaluation, they com-
plement each other and using both gave better
overall results. While reranking clearly did im-
prove plausibility, there is also notable improve-
ment in informativeness. This shows that informa-
tiveness is not only a frequency-only issue, or even
a specificity-only issue, and that semantic plausi-
bility plays an important role. Since the automatic
metrics do not capture plausibility information in
the sentence, it is unsurprising that they did not
improve with plausibility added in.

We also study the effect of maxing out speci-
ficity and coherence levels at test time vs. using an
uninformative level (median). Using median sig-
nificantly improved informativeness and diversity
(distinct-2) on PersonaChat by 0.90 and 0.53, and
did not improve topic relevance. Similar but in-
significant improvements are observed on Open-
Subtitles. On the other hand, using the maxi-
mum levels led to significant improvements over
the baseline or the median level on all metrics.

Specificity We now dive into a more detailed
analysis for each specificity metric on Per-
sonaChat. Table 4 shows human evaluation of

Model Reranking Inform. Topic Plaus.

Ours(Spec) — 3.31 2.92 65.2

Ours(Spec 1-classifier 3.26 3.36* 68.0*
+Plausibility) Max 3.58* 3.35* 70.0*

Mean 3.39 3.45* 71.7*
+CoLA 3.45* 3.22* 68.5*

CoLA 3.36 3.20* 58.0

Table 5: Comparison of different reranking meth-
ods on PersonaChat: training a single classifier, us-
ing max/mean posterior from four classifiers, and us-
ing CoLA. (*) denotes significant improvement over
Ours(Spec) (p < 0.05). Learning multiple classifiers
from synthetic data is the most effective.

informativeness, topic relevance and plausibility
for the non-reranking model minus one specificity
metric. Notably, excluding the linguistic based
metric resulted in the largest drop in informa-
tiveness and relevance. Frequency based NIWF
has the least impact on informativeness, indicat-
ing that specificity in dialogue is a multi-faceted
issue and that the linguistically-informed notion is
the most suitable. If none of the specificity metrics
are included, topic relevance scores improve. This
is because increasing specificity leads to fewer
generic responses, yet they are more likely to be
judged “on topic” by humans.

Plausibility We compare several different set-
tings for plausibility reranking. Table 5 shows
three ways of using the synthetically generated
sentences discussed in Section 4: (1) 1-classifier,
which trains one classifier to distinguish true re-
sponses vs. all generated ones; (2) Max, which
trains separate classifiers and take the maximum
posterior probability (recall that higher posterior
means less plausible responses); (3) Mean, which
trains separate classifiers and averages the poste-
rior probability. For all classifiers, at least 72% of
the responses ranked top 50% on a balanced test
set are true responses.

All three reranking methods helped, however,
using one classifier is less effective than training
and aggregating separate classifiers for each type
of semantic implausibility. The latter not only im-
proved plausibility but also informativeness and
topic relevance. Using Max vs Mean yields com-
parable results in terms of plausibility, although
Max improves informativeness more while Mean
improves topic relevance more.

We also experimented with training an ad-
ditional classifier (of the same architecture) on
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Ours(Spec MMI
Seq2seq Ours(Spec) +Plausibility) -Anti Zhang

82.4 78.7 82.6 90.0 61.5

Table 6: Percentage of sentences judged grammatical
on OpenSubtitles.

the Corpus of Linguistic Acceptability (Warstadt
et al., 2018), a dataset consisting of linguistically
acceptable vs. unacceptable sentences. However,
looking at results from PersonaChat, reranking us-
ing CoLA did not improve plausibility although is
of slight help for informativeness and topic rele-
vance. Combining CoLA with the other four clas-
sifiers decreased plausibility.

Grammaticality Finally, since the function
word substitution aspect of our synthetic sentences
is related to grammar, we also conduct human
evaluation of grammaticality on OpenSubtitles.
We did not evaluate on PersonaChat because al-
most all generate responses of our model we in-
spected are grammatically correct. Here annota-
tors are asked to judge whether a sentence is gram-
matical vs. not. Results are shown in Table 6.

Informative and interesting responses that are
the result of increasing specificity also made the
model more prone to grammatical errors, but
adding reranking completely mitigated this issue
and grammaticality results are the same as the base
model that generates much shorter, canned uni-
versal responses. MMI gave the best grammati-
cality; however, these response are not useful if
they are even less informative or relevant than the
SEQ2SEQ baseline. Zhang et al. (2018b)’s model
generated more complicated sentences, but has
worse grammar. Again we suspect that this is be-
cause of the lack of interaction between specificity
estimates and dialogue context in their model.

6 Conclusion

We presented a new method to incorporate speci-
ficity information and semantic plausibility in
SEQ2SEQ models. We showed that apart from
frequency-based specificity metrics explored in
prior work, information-theoretic and linguisti-
cally informed specificity improve the specificity
of the responses. We proposed a reranking
method aimed at improving the semantic plausi-
bility of specific responses. Results showed that
our method improved human ratings on informa-
tiveness, plausibility and grammaticality on both

open domain and chit-chat datasets.
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Abstract

When reading a text, it is common to become
stuck on unfamiliar words and phrases, such
as polysemous words with novel senses, rarely
used idioms, internet slang, or emerging enti-
ties. If we humans cannot figure out the mean-
ing of those expressions from the immediate
local context, we consult dictionaries for def-
initions or search documents or the web to
find other global context to help in interpre-
tation. Can machines help us do this work?
Which type of context is more important for
machines to solve the problem? To answer
these questions, we undertake a task of de-
scribing a given phrase in natural language
based on its local and global contexts. To
solve this task, we propose a neural description
model that consists of two context encoders
and a description decoder. In contrast to the
existing methods for non-standard English ex-
planation (Ni and Wang, 2017) and defini-
tion generation (Noraset et al., 2017; Gadetsky
et al., 2018), our model appropriately takes im-
portant clues from both local and global con-
texts. Experimental results on three existing
datasets (including WordNet, Oxford and Ur-
ban Dictionaries) and a dataset newly created
from Wikipedia demonstrate the effectiveness
of our method over previous work.

1 Introduction

When we read news text with emerging entities,
text in unfamiliar domains, or text in foreign lan-
guages, we often encounter expressions (words or
phrases) whose senses we do not understand. In
such cases, we may first try to figure out the mean-
ings of those expressions by reading the surround-
ing words (local context) carefully. Failing to do
so, we may consult dictionaries, and in the case of
polysemous words, choose an appropriate mean-
ing based on the context. Learning novel word
senses via dictionary definitions is known to be

Figure 1: Local & Global Context-aware Description
generator (LOG-CaD).

more effective than contextual guessing (Fraser,
1998; Chen, 2012). However, very often, hand-
crafted dictionaries do not contain definitions of
expressions that are rarely used or newly created.
Ultimately, we may need to read through the entire
document or even search the web to find other oc-
curances of the expression (global context) so that
we can guess its meaning.

Can machines help us do this work? Ni and
Wang (2017) have proposed a task of generating
a definition for a phrase given its local context.
However, they follow the strict assumption that the
target phrase is newly emerged and there is only a
single local context available for the phrase, which
makes the task of generating an accurate and co-
herent definition difficult (perhaps as difficult as
a human comprehending the phrase itself). On
the other hand, Noraset et al. (2017) attempted to
generate a definition of a word from an embed-
ding induced from massive text (which can be seen
as global context). This is followed by Gadet-
sky et al. (2018) that refers to a local context to
disambiguate polysemous words by choosing rel-
evant dimensions of their word embeddings. Al-
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though these research efforts revealed that both lo-
cal and global contexts are useful in generating
definitions, none of these studies exploited both
contexts directly to describe unknown phrases.

In this study, we tackle the task of describing
(defining) a phrase when given its local and global
contexts. We present LOG-CaD, a neural descrip-
tion generator (Figure 1) to directly solve this task.
Given an unknown phrase without sense defini-
tions, our model obtains a phrase embedding as
its global context by composing word embeddings
while also encoding the local context. The model
therefore combines both pieces of information to
generate a natural language description.

Considering various applications where we
need definitions of expressions, we evaluated
our method with four datasets including Word-
Net (Noraset et al., 2017) for general words, the
Oxford dictionary (Gadetsky et al., 2018) for pol-
ysemous words, Urban Dictionary (Ni and Wang,
2017) for rare idioms or slang, and a newly-
created Wikipedia dataset for entities.

Our contributions are as follows:

• We propose a general task of defining un-
known phrases given their contexts. This
task is a generalization of three related
tasks (Noraset et al., 2017; Ni and Wang,
2017; Gadetsky et al., 2018) and involves var-
ious situations where we need definitions of
unknown phrases (§ 2).

• We propose a method for generating nat-
ural language descriptions for unknown
phrases with local and global contexts
(§ 3).

• As a benchmark to evaluate the ability of the
models to describe entities, we build a large-
scale dataset from Wikipedia and Wikidata
for the proposed task. We release our dataset
and the code1 to promote the reproducibility
of the experiments (§ 4).

• The proposed method achieves the state-of-
the-art performance on our new dataset and
the three existing datasets used in the related
studies (Noraset et al., 2017; Ni and Wang,
2017; Gadetsky et al., 2018) (§ 5).

1https://github.com/shonosuke/
ishiwatari-naacl2019

2 Context-aware Phrase Description
Generation

In this section, we define our task of describing
a phrase in a specific context. Given an unde-
fined phrase Xtrg = {xj , · · · , xk} with its con-
text X = {x1, · · · , xI} (1 ≤ j ≤ k ≤ I), our
task is to output a description Y = {y1, · · · , yT }.
Here, Xtrg can be a word or a short phrase and is
included in X . Y is a definition-like concrete and
concise sentence that describes the Xtrg.

For example, given a phrase “sonic boom” with
its context “the shock wave may be caused by
sonic boom or by explosion,” the task is to gen-
erate a description such as “sound created by an
object moving fast.” If the given context has been
changed to “this is the first official tour to sup-
port the band’s latest studio effort, 2009’s Sonic
Boom,” then the appropriate output would be “al-
bum by Kiss.”

The process of description generation can be
modeled with a conditional language model as

p(Y |X,Xtrg) =

T∏

t=1

p(yt|y<t, X,Xtrg). (1)

3 LOG-CaD: Local & Global
Context-aware Description Generator

In this section, we describe our idea of utilizing
local and global contexts in the description gener-
ation task, and present the details of our model.

3.1 Local & global contexts

When we find an unfamiliar phrase in text and it
is not defined in dictionaries, how can we humans
come up with its meaning? As discussed in Sec-
tion 1, we may first try to figure out the mean-
ing of the phrase from the immediate context, and
then read through the entire document or search
the web to understand implicit information behind
the text.

In this paper, we refer to the explicit contextual
information included in a given sentence with the
target phrase (i.e., the X in Eq. (1)) as “local con-
text,” and the implicit contextual information in
massive text as “global context.” While both local
and global contexts are crucial for humans to un-
derstand unfamiliar phrases, are they also useful
for machines to generate descriptions? To verify
this idea, we propose to incorporate both local and
global contexts to describe an unknown phrase.

3468



3.2 Proposed model
Figure 1 shows an illustration of our LOG-CaD
model. Similarly to the standard encoder-decoder
model with attention (Bahdanau et al., 2015; Lu-
ong and Manning, 2016), it has a context encoder
and a description decoder. The challenge here is
that the decoder needs to be conditioned not only
on the local context, but also on its global context.
To incorporate the different types of contexts, we
propose to use a gate function similar to Noraset
et al. (2017) to dynamically control how the global
and local contexts influence the description.

Local & global context encoders We first de-
scribe how to model local and global contexts.
Given a sentence X and a phrase Xtrg, a bi-
directional LSTM (Gers et al., 1999) encoder gen-
erates a sequence of continuous vectors H =
{h1 · · · ,hI} as

hi = Bi-LSTM(hi−1,hi+1,xi), (2)

where xi is the word embedding of word xi. In
addition to the local context, we also utilize the
global context obtained from massive text. This
can be achieved by feeding a phrase embedding
xtrg to initialize the decoder (Noraset et al., 2017)
as

y0 = xtrg. (3)

Here, the phrase embedding xtrg is calculated by
simply summing up all the embeddings of words
that consistute the phrase Xtrg. Note that we use
a randomly-initialized vector if no pre-trained em-
bedding is available for the words in Xtrg.

Description decoder Using the local and global
contexts, a description decoder computes the
conditional probability of a description Y with
Eq. (1), which can be approximated with another
LSTM as

st = LSTM(yt−1, s′t−1), (4)

dt = ATTENTION(H, st), (5)

ctrg = CNN(Xtrg), (6)

s′t = GATE(st,xtrg, ctrg,dt), (7)

p(yt|y<t, Xtrg) = softmax(Ws′s
′
t + bs′), (8)

where st is a hidden state of the decoder LSTM

(s0 = ~0), and yt−1 is a jointly-trained word em-
bedding of the previous output word yt−1. In what
follows, we explain each equation in detail.

Attention on local context Considering the fact
that the local context can be relatively long (e.g.,
around 20 words on average in our Wikipedia
dataset introduced in Section 4), it is hard for
the decoder to focus on important words in local
contexts. In order to deal with this problem, the
ATTENTION(·) function in Eq. (5) decides which
words in the local context X to focus on at each
time step. dt is computed with an attention mech-
anism (Luong and Manning, 2016) as

dt =

T∑

i=1

αihi, (9)

αi = softmax(Uhh
T
i Usst), (10)

where Uh and Us are matrices that map the en-
coder and decoder hidden states into a common
space, respectively.

Use of character information In order to cap-
ture the surface information of Xtrg, we construct
character-level CNNs (Eq. (6)) following (No-
raset et al., 2017). Note that the input to the
CNNs is a sequence of words in Xtrg, which are
concatenated with special character “ ,” such as
“sonic boom.” Following Noraset et al. (2017),
we set the CNN kernels of length 2-6 and size
10, 30, 40, 40, 40 respectively with a stride of 1 to
obtain a 160-dimensional vector ctrg.

Gate function to control local & global contexts
In order to capture the interaction between the lo-
cal and global contexts, we adopt a GATE(·) func-
tion (Eq. (7)) which is similar to Noraset et al.
(2017). The GATE(·) function updates the LSTM
output st to s′t depending on the global context
xtrg, local context dt, and character-level infor-
mation ctrg as

ft = [xtrg;dt; ctrg] (11)

zt = σ(Wz[ft; st] + bz), (12)

rt = σ(Wr[ft; st] + br), (13)

s̃t = tanh(Ws[(rt � ft); st] + bs), (14)

s′t = (1− zt)� st + zt � s̃t, (15)

where σ(·), � and ; denote the sigmoid function,
element-wise multiplication, and vector concate-
nation, respectively. W∗ and b∗ are weight ma-
trices and bias terms, respectively. Here, the up-
date gate zt controls how much the original hid-
den state st is to be changed, and the reset gate rt
controls how much the information from ft con-
tributes to word generation at each time step.
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Figure 2: Context-aware description dataset extracted from Wikipedia and Wikidata.

4 Wikipedia Dataset

Our goal is to let machines describe unfamiliar
words and phrases, such as polysemous words,
rarely used idioms, or emerging entities. Among
the three existing datasets, WordNet and Oxford
dictionary mainly target the words but not phrases,
thus are not perfect test beds for this goal. On the
other hand, although the Urban Dictionary dataset
contains descriptions of rarely-used phrases, the
domain of its targeted words and phrases is lim-
ited to Internet slang.

In order to confirm that our model can generate
the description of entities as well as polysemous
words and slang, we constructed a new dataset for
context-aware phrase description generation from
Wikipedia2 and Wikidata3 which contain a wide
variety of entity descriptions with contexts. The
overview of the data extraction process is shown
in Figure 2. Each entry in the dataset consists of
(1) a phrase, (2) its description, and (3) context (a
sentence).

For preprocessing, we applied Stanford Tok-
enizer4 to the descriptions of Wikidata items and
the articles in Wikipedia. Next, we removed
phrases in parentheses from the Wikipedia arti-
cles, since they tend to be paraphrasing in other
languages and work as noise. To obtain the con-
texts of each item in Wikidata, we extracted the

2https://dumps.wikimedia.org/enwiki/
20170720/

3https://dumps.wikimedia.org/
wikidatawiki/entities/20170802/

4https://nlp.stanford.edu/software/
tokenizer.shtml

sentence which has a link referring to the item
through all the first paragraphs of Wikipedia arti-
cles and replaced the phrase of the links with a spe-
cial token [TRG]. Wikidata items with no descrip-
tion or no contexts are ignored. This utilization of
links makes it possible to resolve the ambiguity of
words and phrases in a sentence without human
annotations, which is a major advantage of using
Wikipedia. Note that we used only links whose an-
chor texts are identical to the title of the Wikipedia
articles, since the users of Wikipedia sometimes
link mentions to related articles.

5 Experiments

We evaluate our method by applying it to describe
words in WordNet5 (Miller, 1995) and Oxford
Dictionary,6 phrases in Urban Dictionary7 and
Wikipedia/Wikidata.8 For all of these datasets, a
given word or phrase has an inventory of senses
with corresponding definitions and usage exam-
ples. These definitions are regarded as ground-
truth descriptions.

Datasets To evaluate our model on the word de-
scription task on WordNet, we followed Noraset
et al. (2017) and extracted data from WordNet us-
ing the dict-definition9 toolkit. Each entry
in the data consists of three elements: (1) a word,
(2) its definition, and (3) a usage example of the

5https://wordnet.princeton.edu/
6https://en.oxforddictionaries.com/
7https://www.urbandictionary.com/
8https://www.wikidata.org
9https://github.com/NorThanapon/

dict-definition
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Corpus #Phrases #Entries Phrase Context Desc.
length length length

WordNet

Train 7,938 13,883 1.00 5.81 6.61
Valid 998 1,752 1.00 5.64 6.61
Test 1,001 1,775 1.00 5.77 6.85

Oxford Dictionary

Train 33,128 97,855 1.00 17.74 11.02
Valid 8,867 12,232 1.00 17.80 10.99
Test 8,850 12,232 1.00 17.56 10.95

Urban Dictionary

Train 190,696 411,384 1.54 10.89 10.99
Valid 26,876 57,883 1.54 10.86 10.95
Test 26,875 38,371 1.68 11.14 11.50

Wikipedia

Train 151,995 887,455 2.10 18.79 5.89
Valid 8,361 44,003 2.11 19.21 6.31
Test 8,397 57,232 2.10 19.02 6.94

Table 1: Statistics of the word/phrase description
datasets.

Corpus Domain Inputs Cov. emb.

WordNet General words 100.00%
Oxford Dictionary General words 83.04%
Urban Dictionary Internet slang phrases 21.00%
Wikipedia Proper nouns phrases 26.79%

Table 2: Domains, expressions to be described, and the
coverage of pre-trained embeddings of the expressions
to be described.

word. We split this dataset to obtain Train, Valida-
tion, and Test sets. If a word has multiple defini-
tions/examples, we treat them as different entries.
Note that the words are mutually exclusive across
the three sets. The only difference between our
dataset and theirs is that we extract the tuples only
if the words have their usage examples in Word-
Net. Since not all entries in WordNet have usage
examples, our dataset is a small subset of Noraset
et al. (2017).

In addition to WordNet, we use the Oxford Dic-
tionary following Gadetsky et al. (2018), the Ur-
ban Dictionary following Ni and Wang (2017) and
our Wikipedia dataset described in the previous
section. Table 1 and Table 2 show the properties
and statistics of the four datasets, respectively.

To simulate a situation in a real application
where we might not have access to global context
for the target phrases, we did not train domain-
specific word embeddings on each dataset. In-
stead, for all of the four datasets, we use the same

Global Local I-Attn. LOG-CaD

# Layers of Enc-LSTMs - 2 2 2
Dim. of Enc-LSTMs - 600 600 600
Dim. of Attn. vectors - 300 300 300
Dim. of input word emb. 300 - 300 300
Dim. of char. emb. 160 160 - 160
# Layers of Dec-LSTMs 2 2 2 2
Dim. of Dec-LSTMs 300 300 300 300
Vocabulary size 10k 10k 10k 10k
Dropout rate 0.5 0.5 0.5 0.5

Table 3: Hyperparameters of the models

pre-trained CBOW10 vectors trained on Google
news corpus as global context following previous
work (Noraset et al., 2017; Gadetsky et al., 2018).
If the expression to be described consists of mul-
tiple words, its phrase embedding is calculated
by simply summing up all the CBOW vectors of
words in the phrase, such as “sonic” and “boom.”
(See Figure 1). If pre-trained CBOW embeddings
are unavailable, we instead use a special [UNK]
vector (which is randomly initialized with a uni-
form distribution) as word embeddings. Note that
our pre-trained embeddings only cover 26.79% of
the words in the expressions to be described in
our Wikipedia dataset, while it covers all words
in WordNet dataset (See Table 2). Even if no
reliable word embeddings are available, all mod-
els can capture the character information through
character-level CNNs (See Figure 1).

Models We implemented four methods: (1)
Global (Noraset et al., 2017), (2) Local (Ni and
Wang, 2017) with CNN, (3) I-Attention (Gadetsky
et al., 2018), and our proposed model, (4) LOG-
CaD. The Global model is our reimplementation
of the best model (S + G + CH) in Noraset et al.
(2017). It can access the global context of a phrase
to be described, but has no ability to read the lo-
cal context. The Local model is the reimplemen-
tation of the best model (dual encoder) in Ni and
Wang(2017). In order to make a fair comparison
of the effectiveness of local and global contexts,
we slightly modify the original implementation by
Ni and Wang(2017); as the character-level encoder
in the Local model, we adopt CNNs that are ex-
actly the same as the other two models instead of
the original LSTMs.

The I-Attention is our reimplementation of
the best model (S + I-Attention) in Gadetsky

10GoogleNews-vectors-negative300.bin.gz
at https://code.google.com/archive/p/
word2vec/
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Model WordNet Oxford Urban Wikipedia

Global 24.10 15.05 6.05 44.77
Local 22.34 17.90 9.03 52.94
I-Attention 23.77 17.25 10.40 44.71
LOG-CaD 24.79 18.53 10.55 53.85

Table 4: BLEU scores on four datasets.

Model Annotated score

Local 2.717
LOG-CaD 3.008

Table 5: Averaged human annotated scores on
Wikipedia dataset.

et al.(2018). Similar to our model, it uses both
local and global contexts. Unlike our model, how-
ever, it does not use character information to pre-
dict descriptions. Also, it cannot directly use the
local context to predict the words in descriptions.
This is because the I-Attention model indirectly
uses the local context only to disambiguate the
phrase embedding xtrg as

x′trg = xtrg �m, (16)

m = σ(Wm

∑I
i=1 FFNN(hi)

I
+ bm). (17)

Here, the FFNN(·) function is a feed-forward neu-
ral network that maps the encoded local contexts
hi to another space. The mapped local contexts
are then averaged over the length of the sentence
X to obtain a representation of the local context.
This is followed by a linear layer and a sigmoid
function to obtain the soft binary mask m which
can filter out the unrelated information included in
global context. Finally, the disambiguated phrase
embedding x′trg is then used to update the decoder
hidden state as

st = LSTM([yt−1;x′trg], st−1). (18)

All four models (Table 3) are implemented with
the PyTorch framework (Ver. 1.0.0).11

Automatic Evaluation Table 4 shows the
BLEU (Papineni et al., 2002) scores of the out-
put descriptions. We can see that the LOG-CaD
model consistently outperforms the three baselines
in all four datasets. This result indicates that us-
ing both local and global contexts helps describe
the unknown words/phrases correctly. While the

11http://pytorch.org/

Input: waste

Context: #1 #2

if the effort brings no
compensating gain it
is a waste

We waste the dirty
water by channeling it
into the sewer

Reference: useless or profitless
activity

to get rid of

Global: to give a liquid for a liquid

Local: a state of being as-
signed to a particular
purpose

to make a break of a
wooden instrument

I-Attention: a person who makes
something that can be
be be done

to remove or remove
the contents of

LOG-CaD: a source of something
that is done or done

to remove a liquid

Table 6: Descriptions for a word in WordNet.

Input: daniel o’neill

Context: #1 #2

after being enlarged
by publisher daniel
o’neill it was report-
edly one of the largest
and most prosperous
newspapers in the
united states.

in 1967 he returned to
belfast where he met
fellow belfast artist
daniel o’neill.

Reference: american journalist irish artist

Global: american musician

Local: american publisher british musician

I-Attention: american musician american musician

LOG-CaD: american writer british musician

Table 7: Descriptions for a phrase in Wikipedia.

I-Attention model also uses local and global con-
texts, its performance was always lower than the
LOG-CaD model. This result shows that using
local context to predict description is more effec-
tive than using it to disambiguate the meanings in
global context.

In particular, the low BLEU scores of Global
and I-Attention models on Wikipedia dataset sug-
gest that it is necessary to learn to ignore the
noisy information in global context if the cover-
age of pre-trained word embeddings is extremely
low (see the third and fourth rows in Table 2). We
suspect that the Urban Dictionary task is too dif-
ficult and the results are unreliable considering its
extremely low BLEU scores and high ratio of un-
known tokens in generated descriptions.
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Input: q

Context: #1 #2 #3 #4

q-lets and co. is a fil-
ipino and english infor-
mative children ’s show
on q in the philippines .

she was a founding pro-
ducer of the cbc radio
one show ” q ” .

the q awards are the uk
’s annual music awards
run by the music maga-
zine ” q ” .

charles fraser-smith was an
author and one-time mis-
sionary who is widely cred-
ited as being the inspira-
tion for ian fleming ’s james
bond quartermaster q .

Reference: philippine tv network canadian radio show british music magazine fictional character from
james bond

Global: american rapper

Local: television channel television show show magazine american writer

I-Attention: american rapper american rapper american rapper american rapper

LOG-CaD: television station in the
philippines

television program british weekly music
journalism magazine

[unk] [unk]

Table 8: Descriptions for a word in Wikipedia.

Manual Evaluation To compare the proposed
model and the strongest baseline in Table 4 (i.e.,
the Local model), we performed a human evalu-
ation on our dataset. We randomly selected 100
samples from the test set of the Wikipedia dataset
and asked three native English speakers to rate the
output descriptions from 1 to 5 points as: 1) com-
pletely wrong or self-definition, 2) correct topic
with wrong information, 3) correct but incom-
plete, 4) small details missing, 5) correct. The av-
eraged scores are reported in Table 5. Pair-wise
bootstrap resampling test (Koehn, 2004) for the
annotated scores has shown that the superiority of
LOG-CaD over the Local model is statistically
significant (p < 0.01).

Qualitative Analysis Table 6 shows a word in
the WordNet, while Table 7 and Table 8 show the
examples of the entities in Wikipedia as examples.
When comparing the two datasets, the quality of
generated descriptions of Wikipedia dataset is sig-
nificantly better than that of WordNet dataset. The
main reason for this result is that the size of train-
ing data of the Wikipedia dataset is 64x larger than
the WordNet dataset (See Table 1).

For all examples in the three tables, the Global
model can only generate a single description for
each input word/phrase because it cannot access
any local context. In the Wordnet dataset, only
the I-Attention and LOG-CaD models can suc-
cessfully generate the concept of “remove” given
the context #2. This result suggests that consid-
ering both local and global contexts are essential
to generate correct descriptions. In our Wikipedia

dataset, both the Local and LOG-CaD models can
describe the word/phrase considering its local con-
text. For example, both the Local and LOG-CaD
models could generate “american” in the descrip-
tion for “daniel o’neill” given “united states” in
context #1, while they could generate “british”
given “belfast” in context #2. A similar trend
can also be observed in Table 8, where LOG-CaD
could generate the locational expressions such as
“philippines” and “british” given the different con-
texts. On the other hand, the I-Attention model
could not describe the two phrases, taking into ac-
count the local contexts. We will present an anal-
ysis of this phenomenon in the next section.

6 Discussion

In this section, we present analyses on how the lo-
cal and global contexts contribute to the descrip-
tion generation task. First, we discuss how the lo-
cal context helps the models to describe a phrase.
Then, we analyze the impact of global context un-
der the situation where local context is unreliable.

6.1 How do the models utilize local contexts?
Local context helps us (1) disambiguate polyse-
mous words and (2) infer the meanings of un-
known expressions. Can machines also utilize the
local context? In this section, we discuss the two
roles of local context in description generation.

Considering that the pre-trained word em-
beddings are obtained from word-level co-
occurrences in massive text, more information is
mixed up into a single vector as the more senses
the word has. While Gadetsky et al. (2018) de-
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(c) Length of the local context.

Figure 3: Impact of various parameters of a phrase to be described on BLEU scores of the generated descriptions.

signed the I-Attention model to filter out unre-
lated meanings in the global context given local
context, they did not discuss the impact of the
number of senses has on the performance of defi-
nition generation. To understand the influence of
the ambiguity of phrases to be defined on the gen-
eration performance, we did an analysis on our
Wikipedia dataset. Figure 3(a) shows that the de-
scription generation task becomes harder as the
phrases to be described become more ambiguous.
In particular, when a phrase has an extremely large
number of senses, (i.e., #senses ≥ 4), the Global
model drops its performance significantly. This re-
sult indicates that the local context is necessary to
disambiguate the meanings in global context.

As shown in Table 2, a large proportion of
the phrases in our Wikipedia dataset includes un-
known words (i.e., only 26.79% of words in the
phrases have their pre-trained embeddings). This
fact indicates that the global context in this dataset
is not fully reliable. Then our next question is,
how does the lack of information from global con-
text affect the performance of phrase description?
Figure 3(b) shows the impact of unknown words
in the phrases to be described on the performance.
As we can see from the result, the advantage of
LOG-CaD and Local models over Global and I-
Attention models becomes larger as the unknown
words increases. This result suggests that we need
to fully utilize local contexts especially in prac-
tical applications where the phrases to be defined
have many unknown words. Here, Figure 3(b) also
shows a counterintuitive phenomenon that BLEU

scores increase as the ratio of unknown words in a
phrase increase. This is mainly because unknown
phrases tend to be person names such as writ-
ers, actors, or movie directors. Since these enti-
ties have fewer ambiguities in categories, they can
be described in extremely short sentences that are

easy for all four models to decode (e.g., “finnish
writer” or “american television producer”).

6.2 How do the models utilize global
contexts?

As discussed earlier, local contexts are important
to describe unknown expressions, but how about
global contexts? Assuming a situation where we
cannot obtain much information from local con-
texts (e.g., infer the meaning of “boswellia” from
a short local context “Here is a boswellia”), global
contexts should be essential to understand the
meaning. To confirm this hypothesis, we analyzed
the impact of the length of local contexts on BLEU

scores. Figure 3(c) shows that when the length
of local context is extremely short (l ≤ 10), the
LOG-CaD model becomes much stronger than
the Local model. This result indicates that not
only local context but also global context help
models describe the meanings of phrases.

7 Related Work

In this study, we address a task of describing a
given phrase with its context. In what follows, we
explain existing tasks that are related to our work.

Our task is closely related to word sense dis-
ambiguation (WSD) (Navigli, 2009), which iden-
tifies a pre-defined sense for the target word with
its context. Although we can use it to solve our
task by retrieving the definition sentence for the
sense identified by WSD, it requires a substantial
amount of training data to handle a different set of
meanings of each word, and cannot handle words
(or senses) which are not registered in the dictio-
nary. Although some studies have attempted to de-
tect novel senses of words for given contexts (Erk,
2006; Lau et al., 2014), they do not provide def-
inition sentences. Our task avoids these difficul-
ties in WSD by directly generating descriptions for
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phrases or words. It also allows us to flexibly tailor
a fine-grained definition for the specific context.

Paraphrasing (Androutsopoulos and Malakasi-
otis, 2010; Madnani and Dorr, 2010) (or text
simplification (Siddharthan, 2014)) can be used
to rephrase words with unknown senses. How-
ever, the target of paraphrase acquisition are
words/phrases with no specified context. Al-
though a few studies (Connor and Roth, 2007;
Max, 2009; Max et al., 2012) consider sub-
sentential (context-sensitive) paraphrases, they do
not intend to obtain a definition-like description as
a paraphrase of a word.

Recently, Noraset et al. (2017) introduced a
task of generating a definition sentence of a word
from its pre-trained embedding. Since their task
does not take local contexts of words as inputs,
their method cannot generate an appropriate def-
inition for a polysemous word for a specific con-
text. To cope with this problem, Gadetsky et al.
(2018) proposed a definition generation method
that works with polysemous words in dictionar-
ies. They presented a model that utilizes local
context to filter out the unrelated meanings from
a pre-trained word embedding in a specific con-
text. While their method use local context for dis-
ambiguating the meanings that are mixed up in
word embeddings, the information from local con-
texts cannot be utilized if the pre-trained embed-
dings are unavailable or unreliable. On the other
hand, our method can fully utilize the local con-
text through an attentional mechanism, even if the
reliable word embeddings are unavailable.

The most related work to this paper is Ni and
Wang (2017). Focusing on non-standard English
phrases, they proposed a model to generate the
explanations solely from local context. They fol-
lowed the strict assumption that the target phrase
was newly emerged and there was only a single lo-
cal context available, which made the task of gen-
erating an accurate and coherent definition diffi-
cult. Our proposed task and model are more gen-
eral and practical than Ni and Wang (2017); where
(1) we use Wikipedia, which includes expressions
from various domains, and (2) our model takes ad-
vantage of global contexts if available.

Our task of describing phrases with its context
is a generalization of the three tasks (Noraset et al.,
2017; Ni and Wang, 2017; Gadetsky et al., 2018),
and the proposed method utilizes both local and
global contexts of an expression in question.

8 Conclusions

This paper sets up a task of generating a natural
language description for an unknown phrase with
a specific context, aiming to help us acquire un-
known word senses when reading text. We ap-
proached this task by using a variant of encoder-
decoder models that capture the given local con-
text with the encoder and global contexts with the
decoder initialized by the target phrase’s embed-
ding induced from massive text. We performed ex-
periments on three existing datasets and one newly
built from Wikipedia and Wikidata. The experi-
mental results confirmed that the local and global
contexts complement one another and are both es-
sential; global contexts are crucial when local con-
texts are short and vague, while the local context
is important when the target phrase is polysemous,
rare, or unseen.

As future work, we plan to modify our
model to use multiple contexts in text to im-
prove the quality of descriptions, considering
the “one sense per discourse” hypothesis (Gale
et al., 1992). We will release the newly
built Wikipedia dataset and the experimental
codes for the academic and industrial communi-
ties at https://github.com/shonosuke/
ishiwatari-naacl2019 to facilitate the re-
producibility of our results and their use in various
application contexts.
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Abstract

Current state of the art systems in NLP heav-
ily rely on manually annotated datasets, which
are expensive to construct. Very little work ad-
equately exploits unannotated data – such as
discourse markers between sentences – mainly
because of data sparseness and ineffective ex-
traction methods. In the present work, we pro-
pose a method to automatically discover sen-
tence pairs with relevant discourse markers,
and apply it to massive amounts of data. Our
resulting dataset contains 174 discourse mark-
ers with at least 10K examples each, even for
rare markers such as coincidentally or amaz-
ingly. We use the resulting data as supervision
for learning transferable sentence embeddings.
In addition, we show that even though sen-
tence representation learning through predic-
tion of discourse markers yields state of the art
results across different transfer tasks, it is not
clear that our models made use of the semantic
relation between sentences, thus leaving room
for further improvements. Our datasets are
publicly available 1

1 Introduction

An important challenge within the domain of nat-
ural language processing is the construction of ad-
equate semantic representations for textual units –
from words over sentences to whole documents.
Recently, numerous approaches have been pro-
posed for the construction of vector-based repre-
sentations for larger textual units, especially sen-
tences. One of the most popular frameworks aims
to induce sentence embeddings as an intermedi-
ate representation for predicting relations between
sentence pairs. For instance, similarity judge-
ments (paraphrases) or inference relations have
been used as prediction tasks, and the resulting
embeddings perform well in practice, even when

1https://github.com/
synapse-developpement/Discovery

the representations are transfered to other seman-
tic tasks (Conneau et al., 2017). However, the kind
of annotated data that is needed for such super-
vised approaches is costly to obtain, prone to bias,
and arguably fairly limited with regard to the kind
of semantic information captured, as they single
out a narrow aspect of the entire semantic content.

Unsupervised approaches have also been pro-
posed, based on sentence distributions in large cor-
pora in relation to their discourse context. For in-
stance, Kiros et al. (2015) construct sentence rep-
resentations by trying to reconstruct neighbouring
sentences, which allows them to take into account
different contextual aspects of sentence meaning.
In the same vein, Logeswaran et al. (2016) propose
to predict if two sentences are consecutive, even
though such local coherence can be straightfor-
wardly predicted with relatively shallow features
(Barzilay and Lapata, 2008). A more elaborate
setting is the prediction of the semantic or rhetor-
ical relation between two sentences, as is the goal
of discourse parsing. A number of annotated cor-
pora exist, such as RST-DT (Carlson et al., 2001)
and PDTB (Prasad et al., 2008), but in general
the available data is fairly limited, and the task
of discourse relation prediction is rather difficult.
The problem, however, is much easier when there
is a marker that makes the semantic link explicit
(Pitler et al., 2008), and this observation has of-
ten been used in a semi-supervised setting to pre-
dict discourse relations in general (Rutherford and
Xue, 2015). Building on this observation, one ap-
proach to learn sentence representations is to pre-
dict such markers or clusters of markers explicitly
(Jernite et al., 2017; Malmi et al., 2018; Nie et al.,
2017). Consider the following sentence pair:

I live in Paris. But I’m often abroad.

The discourse marker but highlights an op-
position between the first sentence (the speaker
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s1 Paul Prudhomme’s Louisiana Kitchen created a sensation when it was published in 1984.
c happily,
s2’ This family collective cookbook is just as good

Table 1: Sample from our Discovery dataset

lives in Paris) and the second sentence (the
speaker is often abroad). The marker can thus
be straightforwardly used as a label between sen-
tence pairs. In this case, the task is to pre-
dict c = but (among other markers) for the pair
(I live in Paris, I’m often abroad). Note that dis-
course markers can be considered as noisy labels
for various semantic tasks, such as entailment (c =
therefore), subjectivity analysis (c = personally)
or sentiment analysis (c = sadly). More gener-
ally, discourse markers indicate how a sentence
contributes to the meaning of a text, and they pro-
vide an appealing supervision signal for sentence
representation learning based on language use.

A wide variety of discourse usages would be
desirable in order to learn general sentence rep-
resentations. Extensive research in linguistics has
resulted in elaborate discourse marker inventories
for many languages.2 These inventories were cre-
ated by manual corpus exploration or annotation
of small-scale corpora: the largest annotated cor-
pus, the English PDTB consists of a few tens of
thousand examples, and provides a list of about
100 discourse markers, organized in a number of
categories.

Previous work on sentence representation learn-
ing with discourse markers makes use of even
more restricted sets of discourse markers, as
shown in table 2. Jernite et al. (2017) use 9 cate-
gories as labels, accounting for 40 discourse mark-
ers in total. It should be noted that the aggregate
labels do not allow for any fine-grained distinc-
tions; for instance, the TIME label includes both
now and next, which is likely to impair the super-
vision. Moreover, discourse markers may be am-
biguous; for example now can be used to express
contrast. On the other hand, Nie et al. (2017) make
use of 15 discourse markers, 5 of which are ac-
counting for more than 80% of their training data.
In order to ensure the quality of their examples,
they only select pairs matching a dependency pat-
tern manually specified for each marker. As such,

2See for instance a sample of language on the Textlink
project website: http://www.textlink.ii.metu.
edu.tr/dsd-view

both of these studies use a restricted or impover-
ished set of discourse markers; they also both use
the BookCorpus dataset, whose size (4.7M sen-
tences that contain a discourse marker, according
to Nie et al., 2017) is prohibitively small for the
prediction of rare discourse markers.

In this work we use web-scale data in order to
explore the prediction of a wide range of discourse
markers, with more balanced frequency distribu-
tions, along with application to sentence represen-
tation learning. We use English data for the exper-
iments, but the same method could be applied to
any language that bears a typological resemblance
with regard to discourse usage, and has sufficient
amounts of textual data available (e.g. German or
French). Inspired by recent work (Dasgupta et al.,
2018; Poliak et al., 2018; Levy et al., 2018; Glock-
ner et al., 2018) on the unexpected properties of
recent manually labelled datasets (e.g. SNLI), we
will also analyze our dataset to check whether la-
bels are easy to guess, and whether the proposed
model architectures make use of high-level rea-
soning for their predictions. Our contributions are
as follows:

– we propose a simple and efficient method to
discover new discourse markers, and present
a curated list of 174 markers for English;

– we provide evidence that many connectives
can be predicted with only simple lexical fea-
tures;

– we investigate whether relation prediction ac-
tually makes use of the relation between sen-
tences;

– we carry out extensive experiments based on
the Infersent/SentEval framework.

2 Discovering discourse markers

2.1 Rationale

Our goal is thus to capture semantic aspects of
sentences by means of distributional observations.
For our training signal, we aim at something more
evolved than just plain contextual co-occurrence,
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author discourse markers / classes classes markers

Jernite et al. (2017) ADDITION, CONTRAST, TIME, RESULT, SPECIFIC, COMPARE,

STRENGTH, RETURN, RECOGNIZE

9 40

Nie et al. (2017) and, but, because, if, when, before, though, so, as,
while, after, still, also, then, although

15 15

current work later, often, understandably, gradually, or, ironi-
cally, namely, . . .

174 174

Table 2: Discourse markers or classes used by previous work on unsupervised representation learning

but simpler than a full-fledged encoder-decoder à
la Skip-Thought. In that respect, discourse rela-
tions are an interesting compromise, if we can re-
liably extract them in large quantities. This ob-
jective is shared with semi-supervised approaches
to discourse relation prediction, where automati-
cally extracted explicit instances feed a model tar-
getting implicit instances (Marcu and Echihabi,
2002; Sporleder and Lascarides, 2008; Pitler and
Nenkova, 2009; Rutherford and Xue, 2015). In
this perspective, it is important to collect unam-
biguous instances of potential discourse markers.
To do so, previous work used heuristics based on
specific constructs, especially syntactic patterns
for intra-sentential relations, based on a fixed list
of manually collected discourse markers. Since
we focus on sentence representations, we limit
ourselves to discourse arguments that are well-
formed sentences, thus also avoiding clause seg-
mentation issues.

Following a heuristic from Rutherford and Xue
(2015), also considered by Malmi et al. (2018) and
Jernite et al. (2017), we collect pairs of sentences
(s1, s2) where s2 starts with marker c. We only
consider the case where c is a single word, as de-
tecting longer adverbial constructions is more dif-
ficult. We remove c from the beginning of s2 and
call the resulting sentence s′2. Malmi et al. (2018)
make use of a list of the 80 most frequent discourse
markers in the PDTB in order to extract suitable
sentence pairs. We stay faithful to Rutherford and
Xue (2015)’s heuristic, as opposed to Malmi et al.
(2018); Jernite et al. (2017): if s2 starts with c fol-
lowed by a comma, and c is an adverbial or a con-
junction, then it is a suitable candidate. By limit-
ing ourselves to sentences that contain a comma,
we are likely to ensure that s′2 is meaningful and
grammatical. As opposed to all the cited work
mentioned above, we do not restrict the pattern to
a known list of markers, but try to collect new re-

liable cues.
This pattern is decisively restrictive, since dis-

course markers often appear at the clausal level
(e.g. I did it but now I regret it). But clauses
are not meant to be self contained, and it is not
obvious that they should be included in a dataset
for sentence representation learning. At the same
time, one could easily think of cases where c is
not a discourse marker, e.g. (s1, s2)= (“It’s cold.”,
“Very, very cold.”). However, these uses might be
easily predicted with shallow language models. In
the next section, we use the proposed method for
the discovery of discourse markers, and we inves-
tigate whether the resulting dataset leads to im-
proved model performance.

2.2 Methodology

We use sentences from the Depcc corpus
(Panchenko et al., 2017), which consists of En-
glish texts harvested from commoncrawl web data.
We sample 8.5 billion consecutive sentence pairs
from the corpus. We keep 53% of sentence pairs
that contain between 3 and 32 words, have a high
probability of being English (> 75%) using Fast-
Text langid from Grave et al. (2018), have bal-
anced parentheses and quotes, and are mostly low-
ercase. We use NLTK (Bird et al., 2009) as sen-
tence tokenizer and NLTK PerceptronTagger as
part of speech tagger for adverb recognition. In
addition to our automatically discovered candidate
set, we also include all (not necessarily adverbial)
PDTB discourse markers that are not induced by
our method. Taking this into account, 3.77% of
sentence pairs contained a discourse marker can-
didate, which is about 170M sentence pairs. An
example from the dataset is shown in table 1. We
only keep pairs in which the discourse marker oc-
curs at least 10K times. We also subsample pairs
so that the maximum occurrence count of a dis-
course marker is 200K. The resulting dataset con-
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Figure 1: Frequency distribution of candidate discourse
markers; the horizontal line indicates the subsampling
threshold.

tains 19M pairs.
We discovered 243 discourse marker candi-

dates. Figure 1 shows their frequency distribu-
tions. As expected, the most frequent markers
dominate the training data, but when a wide range
of markers is included, the rare ones still con-
tribute up to millions of training instances. Out
of the 42 single word PDTB markers that precede
a comma, 31 were found by our rule. Some mark-
ers are missing because of NLTK errors, which
mainly result from morphological issues.3

2.3 Controlling for shallow features

As previously noted, some candidates discovered
by our rule may not be actual discourse markers.
In order to discard them, we put forward the hy-
pothesis that actual discourse markers cannot be
predicted with shallow lexical features. Inspired
by Gururangan et al. (2018), we use a Fasttext
classifier (Joulin et al., 2016) in order to predict
c from s′2. The Fasttext classifier predicts labels
from an average of word embeddings fed to a lin-
ear classifier. We split the dataset in 5 folds, and
we predict markers for each fold, while training on
the remaining folds. We use a single epoch, ran-
domly initialized vectors of size 100 (that can be
unigrams, bigrams or trigrams) and a learning rate
of 0.5.

In addition, we predict c from the concatenation
of s1 and s′2 (using separate word representations
for each case). One might assume that the predic-
tion of c in this case relies on the interaction be-
tween s1 and s2; however, the features of s1 and
s2 within Fasttext’s setup only interact additively,

3For instance, lovely is tagged as an adverb because of its
suffix, while besides was never tagged as an adverb

which means that the classification most likely re-
lies on individual cues in the separate sentences,
rather than on their combination. In order to test
this hypothesis, we introduce a random shuffle op-
eration: for each example (s1, s′2, c), s′2 is replaced
by a random sentence from a pair that is equally
linked by c (we perform this operation separately
in train and test sets).

Table 3 indicates that shallow lexical fea-
tures indeed yield relatively high prediction rates.
Moreover, the shuffle operation indeed increases
accuracy, which corroborates the hypothesis that
classification with shallow features relies on indi-
vidual cues from separate sentences, rather than
their combination.

features accuracy (%)

majority rule 1.2
s2 18.6
s1-s2’ 21.9
s1-s2’ (shuffled) 24.8

Table 3: Accuracy when predicting candidate discourse
markers using shallow lexical features

Tables 4 and 5 show the least and most pre-
dictable discourse markers, and the corresponding
recognition rate with lexical features.

candidate marker accuracy (%)

evidently, 0.0
frequently, 0.0
meantime, 0.0
truthfully, 0.0
supposedly, 0.1

Table 4: Candidate discourse markers that are the most
difficult to predict from shallow features

candidate marker accuracy (%)

defensively, 65.5
afterward 71.1
preferably, 71.9
this, 72.7
very, 90.7

Table 5: Candidate discourse markers that are the easi-
est to predict from shallow features. This shows candi-
dates that are unlikely to be interesting discourse cues.
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Interestingly, the two most predictable candi-
dates are not discourse markers. Upon inspection
of harvested pairs, we noticed that even legitimate
discourse markers can be guessed with relatively
simple heuristics in numerous examples. For ex-
ample, c = thirdly is very likely to occur if s1 con-
tains secondly. We use this information to option-
ally filter out such simple instances, as described
in the next section.

2.4 Dataset variations
In the following, we call our method Discovery.
We create several variations of the sentence pairs
dataset. In DiscoveryHard, we remove examples
where the candidate marker was among the top
5 predictions in our Fasttext shallow model and
keep only the 174 candidate markers with a fre-
quency of at least 10k. Instances are then sampled
randomly so that each marker appears exactly 10k
times in the dataset.

Subsequently, the resulting set of discourse
markers is also used in the other variations of our
dataset. DiscoveryBase designates the dataset for
which examples predicted with the Fasttext model
were not removed. In order to measure the ex-
tent to which the model makes use of the rela-
tion between s1 and s′2, we also create a Dis-
coveryShuffled dataset, which is the Discovery-
Base dataset subjected to the random shuffle oper-
ation described previously. To isolate the contribu-
tion of our discovery method, the dataset Discov-
eryAdv discards all discourse markers from PDTB
that were not found by our method. Also, in or-
der to measure the impact of label diversity, Dis-
covery10 uses 174k examples for each of the 10
most frequent markers,4 thus totalling as many in-
stances as DiscoveryBase. Finally, DiscoveryBig
contains almost twice as many instances as Dis-
coveryBase, i.e. 20k instances for each discourse
marker (although, for a limited number of mark-
ers, the number of instances is slightly lower due
to data sparseness).

3 Evaluation of sentence representation
learning

3.1 Setup
Our goal is to evaluate the effect of using our
various training datasets on sentence encoding,
given encoders of equivalent capacity and similar

4They are: however, hence, moreover, additionally, never-
theless, furthermore, alternatively, again, next, therefore

setups. Thus, we follow the exact setup of In-
fersent (Conneau et al., 2017), also used in the
Dissent (Malmi et al., 2018) model: we learn
to encode sentences into h with a bi-directional
LSTM sentence encoder using element-wise max
pooling over time. The dimension size of h is
4096. Word embeddings are fixed GloVe embed-
dings with 300 dimensions, trained on Common
Crawl 840B.5 A sentence pair (s1, s2) is repre-
sented with [h1, h2, h1 � h2, |h2 − h1|],6 which
is fed to a softmax in order to predict a marker
c. Our datasets are split in 90% train, 5% vali-
dation, and 5% test. Optimization is done with
SGD (learning rate is initialized at 0.1, decayed by
1% at each epoch and by 80% if validation accu-
racy decreases; learning stops when learning rate
is below 10−5 and the best model on training task
validation loss is used for evaluation; gradient is
clipped when its norm exceeds 5). Once the sen-
tence encoder has been trained on a base task, the
resulting sentence embeddings are tested with the
SentEval library (Conneau et al., 2017).

We evaluate the different variations of our
dataset we described above in order to analyze
their effect, and compare them to a number of ex-
isting models. Table 7 displays the tasks used for
evaluation. For further analysis, table 9 displays
the result of Linguistic Probing using the method
by Conneau et al. (2018). Although these tasks are
primarily designed for understanding the content
of embeddings, they also focus on aspects that are
desirable to perform well in general semantic tasks
(e.g. prediction of tense, or number of object).

3.2 Results

Table 6 gives an overview of transfer learning
evaluation, also comparing to other supervised and
unsupervised approaches. Note that we outper-
form DisSent on all tasks except TREC7 with less
than half the amount of training examples. In ad-
dition, our approach is arguably simpler and faster.

MTL (Subramanian et al., 2018) only achieves
stronger results than our method on the MRPC and
SICK tasks. The MTL model uses 124M train-
ing examples with an elaborate multi-task setup,
training on 45M sentences with manual transla-
tion, 1M pairs from SNLI/MNLI, 4M parse trees
of sentences, and 74M consecutive sentence pairs.

5https://nlp.stanford.edu/projects/glove/
6h1 � h2 = (h11.h21, .., h1i.h2i, ...)
7This dataset is composed of questions only, which are

underrepresented in our training data.
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N MR CR SUBJ MPQA SST2 TREC SICK-R SICK-E MRPC AVG

InferSent 1.0 81.1 86.3 92.4 90.2 84.6 88.2 88.4 86.1 76.2 85.9
MTL 124 82.5 87.7 94 90.9 83.2 93 88.8 87.8 78.6 87.4

SkipThought 74 76.5 80.1 93.6 87.1 82 92.2 85.8 82.3 73 83.6
QuickThought 174 81.3 84.5 94.6 89.5 - 92.4 87.1 - 75.9 -
DisSent 4.7 80.1 84.9 93.6 90.1 84.1 93.6 84.9 83.7 75 85.6
DiscoveryBase 1.7 82.5 86.3 94.2 90.5 85.2 91.8 85.7 84 75.8 86.2
DiscoveryHard 1.7 81.6 86.5 93.9 90.5 84.8 90 85.4 83.2 76.5 85.8
Discovery10 1.7 81.2 85.1 93.7 90.2 83 90 85.9 83.8 75.8 85.4
DiscoveryAdv 1.4 81.4 85.8 93.8 90.5 83.4 92 86 84.3 75.7 85.9
DiscoveryShuffled 1.7 81.4 86.1 94.1 90.9 85.3 90.4 85.6 83.6 75.4 85.9
DiscoveryBig 3.4 82.6 87.4 94.5 91.0 85.2 93.4 86.4 84.8 76.6 86.9

Table 6: SentEval evaluation results with our models trained on various datasets. The first two models are su-
pervised, the other ones unsupervised. All scores are accuracy percentages, except SICK-R, which is Pearson
correlation percentage. InferSent is from Conneau et al. (2017), MTL is the multi-task learning based model from
Subramanian et al. (2018). Evaluation tasks are described in table 7, and N denotes the number of examples for
each dataset (in millions). Dissent is from Nie et al. (2017), QuickThought is from Logeswaran and Lee (2018)
with fixed embeddings configuration. The best result per task appears in bold, the best result for unsupervised
setups is underlined.

The model also fine-tunes word embeddings in or-
der to achieve a higher capacity. It is therefore re-
markable that our model outperforms it on many
tasks. Besides, MTL is not a direct competitor
to our approach since its main contribution is its
multi-task setup, and it could benefit from using
our training examples.

Our best model rivals (and indeed often out-
performs) QuickThought on all tasks, except re-
latedness (SICK-R). QuickThought’s training task
is to predict whether two sentences are contigu-
ous, which might incentivize the model to perform
well on a relatedness task. We also outperform In-
ferSent on many tasks except entailment and relat-
edness. Entailment prediction is the explicit train-
ing signal for Infersent.

To help the analysis of our different model vari-
ations, table 8 displays the test scores on each
dataset for the original training task. It also
shows the related PDTB implicit relation predic-
tion scores. The PDTB is annotated with a hierar-
chy of relations, with 5 classes at level 1 (includ-
ing the EntRel relation), and 16 at level 2 (with
one relation absent from the test). It is interest-
ing to see that this form of simple semi-supervised
learning for implicit relation prediction performs
quite well, especially for fine-grained relations, as
the best model slightly beats the best current ded-
icated model, listed at 40.9% in Xue et al. (2017).

DiscoveryHard scores lower on its training task
than DiscoveryBase, and it also performs worse
on transfer learning tasks. This makes sense,
since lexical features are important to solve the

evaluation tasks. Our initial hypothesis was that
more difficult instances might force the model
to use higher-level reasoning, but this does not
seem to be the case. More surprisingly, prevent-
ing the encoders to use the relationship between
sentences, as in DiscoveryShuffled, does not sub-
stantially hurt the transfer performance, which re-
mains on average higher than Nie et al. (2017).
Additionally, our models score well on linguistic
probing tasks. They outperform Infersent on all
tasks, which seems to contradict the claim that
SNLI data allows for learning of universal sen-
tence representations (Conneau et al., 2017). And
a final interesting outcome is that the diversity of
markers (e.g. using DiscoveryBase instead of Dis-
covery10) seems to be important for good perfor-
mance on those tasks, since Discovery10 has the
worst overall performance on average.

name N task C

MR 11k sentiment (movie reviews) 2
CR 4k sentiment (product reviews) 2
SUBJ 10k subjectivity/objectivity 2
MPQA 11k opinion polarity 2
TREC 6k question-type 6
SST 70k sentiment (movie reviews) 2
SICK-E 10k entailment 3
SICK-R 10k relatedness 3
MRPC 4k paraphrase detection 2
PDTB5 17k implicit discourse relation (coarse) 5
PDTB16 17k implicit discourse relation (fine) 15

Table 7: Transfer evaluation tasks. N is the number of
training examples and C is number of classes for each
task.
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Figure 2: TSNE visualization of the softmax weights from our DiscoveryBig model for each discourse marker, after
unit norm normalization. Markers discovered by our method (e.g. absent from PDTB annotations) are colored in
red.

PDTB5

coarse
PDTB16

fine
T

InferSent 46.7 34.2 -
DisSent 48.9 36,9 -
DiscoveryBase 52.5 40.0 20.6
DiscoveryHard 50.7 39.8 9.3
Discovery10 48.3 37.7 51.9
DiscoveryAdv 49.7 37.6 26.1
DiscoveryShuffled 51.0 39.5 11.5
DiscoveryBig 51.3 41.3 22.2

Table 8: Test results (accuracy) on implicit discursive
relation prediction task (PDTB relations level 1 and 2,
i.e coarse-grained and fine-grained) and training tasks
T . Note that scores for T are not comparable since the
test set changes for each version of the dataset.

3.3 Visualisation

The softmax weights learned during the training
phase can be interpreted as embeddings for the
markers themselves, and used to visualize their
relationships. Figure 2 shows a TSNE (van der
Maaten and Hinton, 2008) plot of the markers’
representations. Proximity in the feature space
seems to reflect semantic similarity (e.g. usu-

ally/normally). In addition, the markers we dis-
covered, colored in red, blend with the PDTB
markers (depicted in black). It would be interest-
ing to cluster markers in order to empirically de-
fine discourse relations, but we leave this for future
work.

4 Related work

Though discourse marker prediction in itself is an
interesting and useful task (Malmi et al., 2017),
discourse markers have often been used as a train-
ing cue in order to improve implicit relation pre-
diction (Marcu and Echihabi, 2001; Sporleder and
Lascarides, 2005; Zhou et al., 2010; Braud and
Denis, 2016). This approach has been extended
to general representation learning by Jernite et al.
(2017)—although with empirically unconvincing
results, which might be attributed to an inappropri-
ate training/evaluation set-up, or the use of a lim-
ited number of broad categories instead of actual
discourse markers. Nie et al. (2017) used the more
standard InferSent framework and obtained bet-
ter results, although they were still outperformed
by QuickThought (Logeswaran and Lee, 2018),
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BShift CoordInv Depth ObjNum SubjNum OddM Tense TC WC AVG

InferSent 56.5 65.9 37.5 79.9 84.3 53.2 87 78.1 95.2 70.8
SkipThought 69.5 69 39.6 83.2 86.2 54.5 90.3 82.1 79.6 72.7
QuickThought 56.8 70 40.2 79.7 83 55.3 86.2 80.7 90.3 71.4
DiscoveryBase 63.1 70.6 45.2 83.8 87.2 57.3 89.1 83.2 94.7 74.9
DiscoveryHard 62.7 70.4 44.5 83.4 88.1 57.3 89.5 82.8 94.1 74.8
Discovery10 61.3 69.7 42.9 81.8 86.7 55.8 87.8 81.4 96.1 73.7
DiscoveryAdv 61.5 70 43.9 82.6 86.2 56.2 89.1 82.8 96.1 74.3
DiscoveryShuffled 62.6 71.4 45.3 84.3 88 58.3 89.3 82.8 93.4 75
DiscoveryBig 63.3 71.4 46.0 84.1 87.8 57.1 89.4 84.2 96 75.5

Table 9: Accuracy of various models on linguistic probing tasks using logistic regression on SentEval. BShift is
detection of token inversion. CoordInv is detection of clause inversion. ObjNum/SubjNum is prediction of the
number of object resp. subject. Tense is prediction of the main verb tense. Depth is prediction of parse tree depth.
TC is detection of common sequences of constituents. WC is prediction of words contained in the sentence. OddM
is detection of random replacement of verbs/nouns by other verbs/nouns. AVG is the average score of those tasks
for each model. For more details see Conneau et al. (2018). SkipThought and Infersent results come from Perone
et al. (2018), QuickThought results come from Brahma (2018).

which uses a much simpler training task. Both
of these rely on pre-established lists of discourse
markers provided by the PDTB, and both per-
form a manual annotation for each marker—Nie
et al. (2017) uses dependency patterns, while Jer-
nite et al. (2017) uses broad discourse categories.
Our work is the first to automatically discover dis-
course markers from text.

More generally, various automatically extracted
training signals have been used for unsupervised
learning tasks. Hashtags (Felbo et al., 2017) have
been sucessfully exploited in order to learn sen-
timent analysis from unlabelled tweets, but their
availability is mainly limited to the microblog-
ging domain. Language modeling provides a gen-
eral training signal for representation learning,
even though there is no obvious way to derive
sentence representations from language models.
BERT (Devlin et al., 2018) currently holds the
best results in transfer learning based on language
modeling, but it relies on sentence pair classifi-
cation in order to compute sentence embeddings,
and it makes use of a simple sentence contigu-
ity detection task (like QuickThought); this task
does not seem challenging enough since BERT re-
portedly achieves 98% detection accuracy. Phang
et al. (2018) showed that the use of SNLI datasets
yields significant gains for the sentence embed-
dings from Radford (2018), which are based on
language modeling.

For the analysis of our models, we draw inspira-
tion from critical work on Natural Language Infer-
ence datasets (Dasgupta et al., 2018; Levy et al.,
2018). Gururangan et al. (2018); Poliak et al.
(2018) show that baseline models that disregard

the hypothesis yield good results on SNLI, which
suggests that the model does not perform the high
level reasoning we would expect in order to pre-
dict the correct label. They attribute this effect
to bias in human annotations. In this work, we
show that this issue is not inherent to human la-
beled data, and propose the shuffle perturbation in
order to measure to what extent the relationship
between sentences is used.

5 Conclusion

In this paper, we introduce a novel and efficient
method to automatically discover discourse mark-
ers from text, and we use the resulting set of can-
didate markers for the construction of an exten-
sive dataset for semi-supervised sentence repre-
sentation learning. A number of dataset variations
are evaluated on a wide range of transfer learn-
ing tasks (as well as implicit discourse recogni-
tion) and a comparison with existing models indi-
cates that our approach yields state of the art re-
sults on the bulk of these tasks. Additionally, our
analysis shows that removing ‘simple’ examples
is detrimental to transfer results, while preventing
the model to exploit the relationship between sen-
tences has a negligible effect. This leads us to be-
lieve that, even though our approach reaches state
of the art results, there is still room for improve-
ment: models that adequately exploit the relation-
ship between sentences would be better at lever-
aging the supervision of our dataset, and could
yield even better sentence representations. In fu-
ture work, we also aim to increase the coverage
of our method. For instance, we can make use of
more lenient patterns that capture an even wider
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range of discourse markers, such as multi-word
markerse.
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Abstract

With the rapid development in deep learn-
ing, deep neural networks have been widely
adopted in many real-life natural language ap-
plications. Under deep neural networks, a pre-
defined vocabulary is required to vectorize text
inputs. The canonical approach to select pre-
defined vocabulary is based on the word fre-
quency, where a threshold is selected to cut
off the long tail distribution. However, we
observed that such a simple approach could
easily lead to under-sized vocabulary or over-
sized vocabulary issues. Therefore, we are
interested in understanding how the end-task
classification accuracy is related to the vocab-
ulary size and what is the minimum required
vocabulary size to achieve a specific perfor-
mance. In this paper, we provide a more
sophisticated variational vocabulary dropout
(VVD) based on variational dropout to per-
form vocabulary selection, which can intelli-
gently select the subset of the vocabulary to
achieve the required performance. To eval-
uate different algorithms on the newly pro-
posed vocabulary selection problem, we pro-
pose two new metrics: Area Under Accuracy-
Vocab Curve and Vocab Size under X% Ac-
curacy Drop. Through extensive experiments
on various NLP classification tasks, our varia-
tional framework is shown to significantly out-
perform the frequency-based and other selec-
tion baselines on these metrics.

1 Introduction

Over the past decade, deep neural networks have
become arguably the most popular model choice
for a vast number of natural language processing
(NLP) tasks and have constantly been delivering
state-of-the-art results. Because neural network
models assume continuous data, to apply a neu-
ral network on any text data, the first step is to

Cutoff
Freq. Vocab Remain

Vocab #Emb #CNN #Emb
Ratio

1 60K 100% 15M 0.36M 97.6%

5 40K 21.7% 10M 0.36M 95.6%

10 24K 13% 6M 0.36M 94.3%

20 14K 9.4% 3.5M 0.36M 90%

100 4K 2.7% 1M 0.36M 73%

Table 1: Illustration of the frequency-based vocabulary
selection heuristic on a typical CNN-based document
classification model (Section 4.1). #Emb is the num-
ber of parameters in the word embedding matrix (256
dimensions), and #CNN is that in the CNN model.

vectorize the discrete text input with a word em-
bedding matrix through look-up operation, which
in turn assumes a pre-defined vocabulary set. For
many NLP tasks, the vocabulary size can easily go
up to the order of tens of thousands, which poten-
tially makes the word embedding the largest por-
tion of the trainable parameters. For example, a
document classification task like AG-news (Zhang
et al., 2015) can include up to 60K unique words,
with the embedding matrix accounting for 97.6%
of the trainable parameters (Table 1), which leads
to under-representation of the neural networks’
own parameters.

Intuitively, using the full or very large vo-
cabulary are neither economical, as it limits
model applicability on computation- or memory-
constrained scenarios (Yogatama et al., 2015;
Faruqui et al., 2015), nor necessary, as many
words may contribute little to the end task and
could have been safely removed from the vocab-
ulary. Therefore, how to select the best vocabu-
lary is a problem of both theoretical and practical
interests. Somewhat surprisingly, this vocabulary
selection problem is largely under-addressed in the
literature: The de facto standard practice is to do
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frequency-based cutoff (Luong et al., 2015; Kim,
2014), and only retain the words more frequent
than a certain threshold (Table 1). Although this
simple heuristic has demonstrated strong empiri-
cal performance, its task-agnostic nature implies
that likely it is not the optimal strategy for many
tasks (or any task). Task-aware vocabulary selec-
tion strategies and a systematic comparison of dif-
ferent strategies are still lacking.

In this work, we present the first systematic
study of the vocabulary selection problem. Our
study will be based on text classification tasks,
a broad family of NLP tasks including docu-
ment classification (DC), natural language infer-
ence (NLI), natural language understanding in di-
alog systems (NLU), etc. Specifically, we aim to
answer the following questions:

1. How important a role does the vocabulary se-
lection algorithm play in text classification?

2. How to dramatically reduce the vocabulary
size while retaining the accuracy?

The rest of the paper is organized as follows:
We first formally define the vocabulary selection
problem (subsection 2.1) and present a quantita-
tive study on classification accuracy with differ-
ent vocabulary selections to showcase its impor-
tance in the end task (subsection 2.2). We also
propose two new metrics for evaluating the per-
formance of vocabulary selection in text classifi-
cation tasks (subsection 2.3). We then propose a
novel, task-aware vocabulary selection algorithm
called Varitional Vocabulary Dropout (VVD) (sec-
tion 3) which draws on the idea of variational
dropout (Kingma et al., 2015): If we learn a
dropout probability pw for each given word w
in the vocabulary V during the model training
on a given task, the learned dropout probabilities
pw will imply the importance of word w to the
end task and can, therefore, be leveraged for vo-
cabulary selection. We propose to infer the la-
tent dropout probabilities under a Bayesian infer-
ence framework. During test time, we select the
sub vocabulary V̂ by only retaining words with
dropout probability lower than a certain thresh-
old. For any words deselected using VVD, we will
simply regard them as a special token with null
vector representation [0, 0, · · · , 0]. Please note
that our proposed algorithm needs to re-train a
word embedding matrix, thus it is tangential to
the research of pre-trained word embedding like
Word2Vec (Mikolov et al., 2013) or Glove (Pen-

nington et al., 2014) though we can use them to
initialize our embedding.

We conduct comprehensive experiments to
evaluate the performance of VVD (section 4) on
different end classification tasks. Specifically, we
compare against an array of strong baseline se-
lection algorithms, including the frequency-based
algorithm (Luong et al., 2015), TF-IDF algo-
rithm (Ramos et al., 2003), and structure lasso al-
gorithm (Friedman et al., 2010), and demonstrate
that it can consistently outperform these compet-
ing algorithms by a remarkable margin. To show
that the conclusions are widely held, our evalua-
tion is based on a wide range of text classifica-
tion tasks and datasets with different neural net-
works including Convolutional Neural Network
(CNN) (Kim, 2014), Bi-directional Long-Short
Term Memory (BiLSTM) (Bahdanau et al., 2014)
and Enhanced LSTM (ESIM) (Chen et al., 2017).
In summary, our contributions are three-fold:

1. We formally define the vocabulary selection
problem, demonstrate its importance, and
propose new evaluation metrics for vocabu-
lary selection in text classification tasks.

2. We propose a novel vocabulary selection
algorithm based on variational dropout by
re-formulating text classification under the
Bayesian inference framework. The code
will be released in Github1.

3. We conduct comprehensive experiments to
demonstrate the superiority of the proposed
vocabulary selection algorithm over a num-
ber of strong baselines.

2 Vocabulary Selection

2.1 Problem Definition
We now formally define the problem setting and
introduce the notations for our problem. Conven-
tionally, we assume the neural classification model
vectorizes the discrete language input into a vec-
tor representation via an embedding matrix W ∈
RV ∗D, where V denotes the size of the vocabu-
lary, andD denotes the vector dimension. The em-
bedding is associated with a pre-defined word-to-
index dictionary V = {wi : i|1 ≤ i ≤ V } where
wi denotes a literal word corresponding to ith row
in the embedding matrix. The embedding matrix
W covers the subset of a vocabulary of interests
for a particular NLP task, note that the value of V

1https://github.com/wenhuchen/
Variational-Vocabulary-Selection.git
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Figure 1: Monte-Carlo simulation on vocabulary selection. Left: CNN-based document classification on AG-news
dataset. Middle: Natural language understanding on Snips dataset. Right: Metrics for vocabulary selection.

is known to be very large due to the rich variations
in human languages. Here we showcase the em-
bedding matrix size of a popular text classification
model2 on AG-news dataset (Zhang et al., 2015)
in Table 1. From which we can easily observe
that the embedding matrix is commonly occupy-
ing most of the parameter capacity, which could
be the bottleneck in many real-world applications
with limited computation resources.

In order to alleviate such redundancy problem
and make embedding matrix as efficient as possi-
ble, we are particularly interested in discovering
the minimum row-sized embedding Ŵ to achieve
nearly promising performance as using the full
row-sized embedding W . More formally, we de-
fine the our problem as follows:

argmin
Ŵ ,θ̂

#Row(Ŵ )

s.t. Acc(fθ̂(x; Ŵ ), y)−Acc(fθ(x;W ), y) ≤ ε
(1)

where #Row is a the number of rows in the matrix
Ŵ , fθ is the learned neural model with parame-
ter θ to predict the class given the inputs x, Acc
is the function which measure accuracy between
model prediction and y (reference output), and ε
is the tolerable performance drop after vocabulary
selection. It is worth noting that here θ includes all
the parameter set of the neural network except em-
bedding matrix W . For each vocabulary selection
algorithm A, we propose to draw its characteristic
curveAcc(fθ̂(x; Ŵ ), y) = gA(#Row(Ŵ )) to un-
derstand the relationship between the vocabulary
capacity and classification accuracy, which we call
as (characteristic) accuracy-vocab curve through-
out our paper.

2.2 Importance of Vocabulary Selection
In order to investigate the importance of the role
played by the vocabulary selection algorithm,

2https://github.com/dennybritz/
cnn-text-classification-tf

we design a Monte-Carlo simulation strategy to
approximate accuracy’s lower bound and upper
bound of a given vocabulary size reached by a
possible selection algorithm A. More specifi-
cally, for a given vocabulary size of V̂ , there exist(V
V̂

)
algorithms which can select distinct vocab-

ulary subset V̂ from the full vocabulary V. Di-
rectly enumerating these possibilities are impos-
sible, we instead propose to use a Monte-Carlo
vocabulary selection strategy which can randomly
pick vocabulary subset V̂ to simulate the possi-
ble selection algorithms by running it N times.
After simulation, we obtain various point estima-
tions (Acc1, · · · , AccN |V̂ ) at each given V̂ and
depict the point estimates in Figure 1 to approx-
imately visualize the upper and lower bound of
the accuracy-vocab curve. From Figure 1, we
can easily observe that the accuracy range under
a limited-vocabulary is extremely large, when the
budget V̂ increases, the gap gradually shrinks. For
example, for document classification with a bud-
get of 1000, a selection algorithm A can yield
a potential accuracy ranging from 42.5 to 85.1,
while for natural language understanding task with
a budget of 27, a selection algorithm A can yield
a potential accuracy ranging from 33.2 to 80.1.
Such a Monte-Carlo simulation study has demon-
strated the significance of vocabulary selection
strategy in NLP tasks and also implicate the enor-
mous potential of an optimal vocabulary selection
algorithm.

2.3 Evaluation Metrics

In order to evaluate how well a given selection al-
gorithm A performs, we propose evaluation met-
rics as depicted in Figure 1 by quantitatively
studying its characteristic accuracy-vocab curve.
These metrics namely Area Under Curve (AUC)
and Vocab@-X% separately measure the vocab-
ulary selection performance globally and locally.
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Specifically, AUC computes enclosed area by the
curve, which gives an overview of how well the
vocabulary selection algorithm performs. In com-
parison, Vocab@-X% computes the minimum vo-
cabulary size required if X% performance drop is
allowed, which straightforwardly represents how
large vocabulary is required to achieve a given ac-
curacy. For the local evaluation metric, we mainly
consider Vocab@-3% and Vocab@-5%. However,
we observe that directly computing AUC lays too
much emphasis on the large-vocabulary region,
thus unable to represent an algorithm’s selection
capability under the low-vocabulary conditions.
Therefore, we propose to take the logarithm of the
vocabulary size and then compute the normalized
enclosed area by:

AUC =

∫
V̂
Acc(log(V̂ ))d log(V̂ )
∫
V̂
Acc(V )d log(V̂ )

(2)

It is worth noting that Vocab@-X% takes value
from range [0, V ] with smaller values indicate bet-
ter performance. Since AUC is normalized by
Acc(V), it takes value from range [0, 1] regardless
of the classification error.

3 Our Method

Inspired by DNN dropout (Srivastava et al., 2014;
Wang and Manning, 2013), we propose to tackle
the vocabulary selection problem from word-level
dropout perspective, where we assume each word
wi (an integer index) is associated with its charac-
teristic dropout rate pi, which represents the prob-
ability of being replaced with an empty place-
holder, specifically, higher dropout probability in-
dicates less loss suffered from removing it from
the vocabulary. Hence, the original optimization
problem in Equation 1 can be thought of as in-
ferring the latent dropout probability vector p =
[p1, · · · , pV ]. The overview of our philosophy is
depicted in Figure 2, where we associate with each
row of the embedding matrix a dropout probabil-
ity and then re-train the complete system, which
grasps how much contribution each word from the
vocabulary makes to the end NLP task and remove
those “less contributory” words from the vocabu-
lary without hurting the performance.

3.1 Bernouli Dropout

Here we first assume that the neural network vec-
torizes the discrete inputs with an embedding ma-
trix W to project given words x into vector space

What

New

Genre

𝑝" = 0.85

𝑝( = 0.20

𝑝* = 0.98

𝑝, = 0.12✓

✕

Band✓

✕
Music     Sport     News

Figure 2: Variational dropout in classification mod-
els, “New” and “What” can be safely removed without
harming performance due to large dropout probability.

RD, and then propose to add random dropout
noise into the embedding input to simulate the
dropout process as follows:

E(x|b) = (b� OneHot(x)) ·W (3)

where OneHot is a function to transform a word
x into its one-hot form OneHot(x) ∈ RV , and
b ∈ RV is the Bernouli dropout noise with
bi ∼ Bern(1 − pi). The embedding output vec-
tor E(x|b) is computed with a given embedding
matrix W under a sampled Bernouli vector b.
In order to infer the latent Bernouli distribution
with parameters p under the Bayesian framework
where training pairs (x = x1 · · ·xn, y) are given
as the evidence, we first define an objective func-
tion asL(fθ(x), y) and then derive its lower bound
as follows (with p̄ = 1− p):

logL(fθ(x), y) = log

∫

b

L(fθ(E(x|b)), y)P(b)db

≥ E
b∼Bern(p̄)

[logL(fθ(E(x|b)), y)]−KL(Bern(p̄)||P(b))

=L(W ; θ)

where P(b) is the prior distribution, andBern(p̄)
denotes the Bernouli approximate posterior with
parameter p. Here we use E(x) as the simplied
form of {E(x1), · · · , E(xn)}, we separate the text
classification model’s parameters θ with the em-
bedding parameters W and assume the classifica-
tion model fθ directly takes embeddingE as input.

3.2 Gaussian Relaxation
However, the Bernouli distribution is hard to repa-
rameterize, where we need to enumerate 2V dif-
ferent values to compute the expectation over the
stochastic dropout vector b. Therefore, we fol-
low Wang and Manning (2013) to use a continu-
ous Gaussian approximation, where the Bernouli
noise b is replaced by a Gaussian noise z:

E(x|z) = (z� OneHot(x)) ·W (4)

where z ∈ RV follows Gaussian distribution
zi ∼ N (1, αi = pi

1−pi ). It is worth noting that
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α and p are one-to-one corresponded, and α is a
monotonously increasing function of p. For more
details, please refer to Wang and Manning (2013).
Based on such approximation, we can use α as
dropout criteria, e.g. throw away words with α
above a certain given threshold αT . We further
follow Louizos et al. (2017); Kingma et al. (2015);
Molchanov et al. (2017) to re-interpret the input
noise as the intrinsic stochasticity in the embed-
ding weights B itself as follows:

E(x|z) = OneHot(x) ·B (5)

where B ∈ RV ∗D follows a multi-variate Gaus-
sian distribution Bij ∼ N (µij = Wij , σ

2
ij =

αiW
2
ij), where the random weights in each row

has a tied variance/mean ratio αi. Thus, we re-
write the evidence lower bound as follows:

logL(fθ(x), y)) = log

∫

B

L(fθ(E(x|z)), y))P(B)dB

≥ E
B∼N (µ,σ)

[logL(fθ(E(x|z)), y)]−KL(N (µ, σ)||P(B))

=L(B, θ)

where P(B) is the prior distribution and N (µ, σ)
denotes the Gaussian approximate posterior with
parameters µ and σ. L(B, θ) is used as the relaxed
evidence lower bound of marginal log likelihood
logL(fθ(x), y)). Here, we follow Kingma et al.
(2015); Louizos et al. (2017) to choose the prior
distributionP(B) as the “improper log-scaled uni-
form distribution” to guarantee that the regulariza-
tion term DKL(N (µ, σ)||P(B)) only depends on
dropout ratio α, i.e. irrelevant to µ. Formally, we
write the prior distribution as follows:

P(log |Bij |) = const→ P(|Bij |) ∝ 1

|Bij | (6)

Since there exists no closed-form expression for
such KL-divergence, we follow Louizos et al.
(2017) to approximate it by the following formula
with minimum variance:

DKL = −k1σ(k2 + k3 logα) +
1

2
log(1 +

1

α
) + k1

k1 = 0.63576 k2 = 1.87320 k3 = 1.48695
(7)

By adopting the improper log-uniform prior, more
weights are compressed towards zero, and the KL-
divergence is negatively correlated with dropout
ratio α. Intuitively, the dropout ratio αi is an
redundancy indicator for ith word in the vocab-
ulary, with larger αi meaning less performance
loss caused by dropping ith word. During train-
ing, we use re-parameterization trick (Kingma and

Welling, 2013) to sample embedding weights from
the normal distribution to reduce the Monte-Carlo
variance in Bayesian training.

3.3 Vocabulary Selection

After optimization, we can obtain the dropout ratio
αi associated with each word wi. We propose to
select vocabulary subset based on the dropout ratio
by using a threshold αT . Therefore, the remaining
vocabulary subset is described as follows:

V̂ = {wi ∈ V |αi < αT } (8)

where we use V̂ to denote the subset vocabulary of
interest, by adjusting αT we are able to control the
selected vocabulary size.

4 Experiments

We compare the proposed vocabulary selection al-
gorithm against several strong baselines on a wide
range of text classification tasks and datasets.

4.1 Datasets & Architectures

The main datasets we are using are listed in Ta-
ble 2, which provides an overview of its descrip-
tion and capacities. Specifically, we follow (Zhang
et al., 2015; Goo et al., 2018; Williams et al.,
2018) to pre-process the document classification
datasets, natural language understanding dataset
and natural language inference dataset. We ex-
actly replicate their experiment settings to make
our method comparable with theirs. Our mod-
els is implemented with TensorFlow (Abadi et al.,
2015). In order to evaluate the generalization abil-
ity of VVD selection algorithm in deep learning
architectures, we study its performance under dif-
ferent established architectures (depicted in Fig-
ure 3). In natural language understanding, we
use the most recent attention-based model for in-
tention tracking (Goo et al., 2018), this model
first uses BiLSTM recurrent network to leverage
left-to-right and right-to-left context information
to form the hidden representation, then computes
self-attention weights to aggregate the hidden rep-
resentation and predicts user intention. In doc-
ument classification, we mainly follow the CNN
architecture (Kim, 2014) to extract n-gram fea-
tures and then aggregate these features to pre-
dict document category. In natural language in-
ference, we follow the popular ESIM architec-
ture (Williams et al., 2018; Chen et al., 2017) us-
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Datasets Task Description #Class #Train #Test

ATIS-flight (Tur et al., 2010) NLU Classify Airline Travel dialog 21 4,478 893
Snips (Coucke et al., 2018) Classify inputs to personal voice assistant 7 13,084 700

AG-news (Zhang et al., 2015)

DC

Categories: World, Sports, etc 4 120,000 7,600
DBPedia (Lehmann et al., 2015) Categories: Company, Athlete, Album, etc 14 560,000 70,000
Sogou-news (Zhang et al., 2015) Categories: Sports, Technology, etc 5 450,000 60,000
Yelp-review (Zhang et al., 2015) Categories: Review Ratings (1-5) 5 650,000 50,000

SNLI (Bowman et al., 2015) NLI Entailment: Contradict, Neutral,Entail 3 550,152 10,000
MNLI (Williams et al., 2018) Multi-Genre Entailment 3 392,702 10,000

Table 2: An overview of different datasets under different classification tasks including description and sizes.
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Figure 3: The neural network architecture overview of different NLP tasks.

ing the Github implementation3. In this structure,
three main components input encoding, local in-
ference modeling, and inference composition are
used to perform sequential inference and composi-
tion to simulate the interaction between premises
and hypothesis. Note that, we do not apply the
syntax-tree based LSTM proposed in (Chen et al.,
2017) because we lost the parse tree (Klein and
Manning, 2003) after the vocabulary compression,
instead, we follow the simpler sequential LSTM
framework without any syntax parse as input. Be-
sides, the accuracy curve is obtained using the
publicly available test split rather than the official
online evaluation because we need to evaluate lots
of times at different vocabulary capacity.

4.2 Baselines

Here we mainly consider the following baselines:

Frequency-based (task-agnostic) This ap-
proach is already extensively talked about
in section 1, its basic idea is to rank the word
based on its frequency and then set a threshold to
cut off the long tail distribution.

TF-IDF (task-agnostic) This algorithm views
the vocabulary selection as a retrieval prob-
lem (Ramos et al., 2003), where term frequency
is viewed as the word frequency and document

3https://github.com/coetaur0/ESIM

frequency is viewed as the number of sentences
where such word appears. Here we follow the
canonical TF-IDF approach to compute the re-
trieval score as follows:

tfidf(w,D) = tf(w)λ ∗ (log N

nw
)1−λ (9)

where tf(w) denotes the word frequency, λ is the
balancing factor, N denotes the number of sen-
tences and nw denotes the number of sentences in
which w appears. We rank the whole vocabulary
based on the tfidf and cut off at given threshold.

Group Lasso (task-aware) This baseline aims
to find intrinsic sparse structures (Liu et al., 2015;
Park et al., 2016; Wen et al., 2016) by grouping
each row of word embedding. The regularization
objective is described as follows, which aims at
finding the row-wise sparse structure:

Lreg =
∑

i

(
∑

j

W 2
ij)

1
2 (10)

After optimized with the above regularization, we
use a threshold-based selection strategy on the
row-norm of embedding matrix, the selected vo-
cabulary is described as V̂ = {wi ∈ V|||Wi||2 >
βT }, where βT is the threshold.

4.3 Experimental Results
Here we demonstrate our results in natural lan-
guage understanding, document classification, and
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Datasets / Reported Accuracy Accuracy Vocab Methods AUC Vocab@-3% Vocab@-5%

Snips / 96.7 (Liu and Lane, 2016)

95.9

11000

Frequency 77.4 81 61
95.9 TF-IDF 77.6 81 62
95.6 Group Lasso 82.1 77 52
96.0 VVD 82.5 52 36

ATIS-Flight / 94.1 (Goo et al., 2018)

93.8

724

Frequency 70.1 33 28
93.8 TF-IDF 70.5 34 28
93.8 Group Lasso 72.9 30 26
94.0 VVD 74.8 29 26

AG-news / 91.1 (Zhang et al., 2015)

91.6

61673

Frequency 67.1 2290 1379
91.6 TF-IDF 67.8 2214 1303
91.2 Group Lasso 68.3 1867 1032
91.6 VVD 70.5 1000 673

DBPedia / 98.3 (Zhang et al., 2015)

98.4

563355

Frequency 69.7 1000 743
98.4 TF-IDF 71.7 1703 804
97.9 Group Lasso 71.9 768 678
98.5 VVD 72.2 427 297

Sogou-news / 95.0 (Zhang et al., 2015)

93.7

254495

Frequency 70.9 789 643
93.7 TF-IDF 71.3 976 776
93.6 Group Lasso 73.4 765 456
94.0 VVD 75.5 312 196

Yelp-review / 58.0 (Zhang et al., 2015)

56.3

252712

Frequency 74.0 1315 683
56.3 TF-IDF 74.1 1630 754
56.5 Group Lasso 75.4 934 463
57.4 VVD 77.9 487 287

SNLI / 86.7 (Williams et al., 2018)

84.1

42392

Frequency 72.2 2139 1362
84.1 TF-IDF 72.8 2132 1429
84.6 Group Lasso 73.6 1712 1093
85.5 VVD 75.0 1414 854

MNLI / 72.3 (Williams et al., 2018)

69.2

100158

Frequency 78.5 1758 952
69.2 TF-IDF 78.7 1656 934
70.1 Group Lasso 79.2 1466 711
71.2 VVD 80.1 1323 641

Table 3: Experimental Results on various NLP tasks and datasets on the proposed metrics in subsection 2.3. Bold
accuracy means the result is statistically significantly better than the competitors.

natural language inference separately in Table 3.
From these tables, first of all, we can observe that
VVD is able to maintain or even improve the re-
ported accuracy on DC and NLU tasks, the accu-
racy of VVD is reported under dropping out the
words with dropout rate larger than 0.95. The ex-
ception is in NLI (Williams et al., 2018), where the
common approach uses GloVe (Pennington et al.,
2014) for initialization, and we use random initial-
ization, which makes our model fall slightly be-
hind. It is worth noting that Frequency-based/TF-
IDF methods are based on the model trained with
cross entropy, while both Group-Lasso and VVD
modify the objective function by adding additional
regularization. It can be seen that VVD is per-
forming very similar to the baseline models on DC
and NLU tasks, while consistently outperform-
ing the baseline methods (with random initialized
embedding) on more challenging NLI and Yelp-

Review tasks, that said, VVD can also be viewed
as a generally effective regularization technique
to sparsify features and alleviate the over-fitting
problem in NLP tasks. In terms of the vocabulary
selection capability, our proposed VVD is demon-
strated to outperform the competing algorithms in
terms of both AUC and Vocab@-X% metrics con-
sistently over different datasets as shown in Ta-
ble 3. In order to better understand the margin
between VVD and frequency-based method, we
plot their accuracy-vocab curves in Figure 4, from
which we can observe that the accuracy curves
start from nearly the same accuracy with the full
vocabulary, by gradually decreasing the budget
V̂ , VVD decreases at a much lower rate than the
competing algorithms, which clearly reflects its
superiority under limited-budget scenario. From
the empirical result, we can conclude that: 1)
the retrieval-based selection algorithm can yield
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Figure 4: The accuracy-vocab curve of VVD, TF-IDF and frequency-based baseline, the datasets used are AG-
news, DBPedia and Yelp-review respectively.

Natural Language Understanding

Document Classification

Natural Language Inference

Figure 5: The vocabulary selection spectrum of our
proposed VVD algorithm on different NLP tasks.

picture,	search,	neighborhood,	 look,	 theatre,	closest,
when,	showing,	 use,	watch,	photograph,	 eat,	

soundtrack,	 hear,	painting,	 tell,	trailer

easy,	d,	zero,	people,	 series,	am,	three,	serves,	 one,	
area,	five,	textbook,	 new,	get,	with,	two,	she

+

-

Figure 6: The vocabulary selected (+)/unselected (-) by
VVD compared to frequency-based baseline.

marginal improvement over the AUC metric, but
the vocab@-X% metric deteriorates. 2) group-
lasso and VVD algorithm directly considers the
connection between each word and end classifi-
cation accuracy; such task-awareness can greatly
in improving both evaluation metrics. Here we
show that NLU datasets are relatively simpler,
which only involves detecting key words from hu-

Figure 7: The vocabulary cloud of Snips NLU dataset.

man voice inputs to make decent decisions, a key-
word vocabulary within 100 is already enough for
promising accuracy. For DC datasets, which in-
volve better inner-sentence and inter-sentence un-
derstanding, hundred-level vocabulary is required
for most cases. NLI datasets involve more compli-
cated reasoning and interaction, which requires a
thousand-level vocabulary.

Case Study To provide an overview of what
words are selected, we depict the selection spec-
trum over different NLP tasks in Figure 5, from
which we observe that most of the selected vo-
cabulary are still from the high-frequency area
to ensure coverage, which also explains why the
frequency-based algorithm is already very strong.
Furthermore, we use the Snips dataset (Coucke
et al., 2018) to showcase the difference be-
tween the vocabularies selected by VVD and
by frequency-based baseline. The main goal
of this dataset is to understand the speaker’s
intention such as “BookRestaurant”, “PlayMu-
sic”, and “SearchLocalEvent”. We show the se-
lected/unselected words by our algorithm in Fig-
ure 6 under a vocabulary budget of 100, it is
observed that many non-informative but frequent
functional words like “get”, “with”, and “five” are
unselected while more task-related but less fre-
quent words like “neighborhood”, “search”, “the-
atre” are selected. More vividly, we demon-
strate the word cloud of the selected vocabulary
of Snips (Coucke et al., 2018) in Figure 7.

4.4 Discussion
Here we will talk about some potential issues
posed when training and evaluating VVD.

Training Speed Due to the stochasticity of
VVD, the training of text classification takes
longer than canonical cross entropy objective.
More importantly, we observe that with the in-
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crease the full vocabulary size, the convergence
time of VVD also increases sub-linearly but the
convergence time of Cross Entropy remains quite
consistent. We conjecture that this is due to the
fact that the VVD algorithm has a heavier bur-
den to infer the drop out the probability of the
long tail words. Therefore, we propose to use a
two-step vocabulary reduction to dramatically de-
crease VVD’s training time, in the first step, we
cut off the rare words without having any harm on
the final accuracy, then we continue training with
VVD on the shrunk vocabulary. By applying such
a hybrid methodology, we are able to decrease the
training time dramatically.

Evaluation Speed As we know, at each vocab-
ulary point, the network needs to perform once
evaluation on the whole test set. Therefore, it is
not practical to draw each vocabulary size from 1
to V and perform V times of evaluation. Given
the limited computational resources, we need to
sample some vocabulary size and estimate the area
under curve relying on only these points. Uni-
formly sampling the data points are proved waste-
ful, since when the accuracy curve will converge
to a point very early, most of the sampled point
is actually getting equivalent accuracy. Therefore,
we propose to increase the interval exponentially
to cover more samples at extremely low vocabu-
lary size. For example, given the total vocabulary
of 60000, the interval will be split into 1, 2, 4,
8, 24, 56, ..., 60K. Using such sampling method
achieve a reasonably accurate estimation of ROC
with only O(log(|V |)) sample points, which is af-
fordable under many cases.

5 Related Work

Neural Network Compression In order to bet-
ter apply the deep neural networks under limited-
resource scenarios, much recent research has
been performed to compress the model size and
decrease the computation resources. In sum-
mary, there are mainly three directions, weight
matrices approximation (Le et al., 2015; Tjan-
dra et al., 2017), reducing the precision of the
weights (Hubara et al., 2017; Han et al., 2015)
and sparsification of the weight matrix (Wen et al.,
2016). Another group of sparsification relies on
the Bayesian inference framework (Molchanov
et al., 2017; Neklyudov et al., 2017; Louizos et al.,
2017). The main advantage of the Bayesian spar-
sification techniques is that they have a small

number of hyperparameters compared to pruning-
based methods. As stated in (Chirkova et al.,
2018), Bayesian compression also leads to a
higher sparsity level (Molchanov et al., 2017; Nek-
lyudov et al., 2017; Louizos et al., 2017). Our
proposed VVD is inspired by these predecessors
to specifically tackle the vocabulary redundancy
problem in NLP tasks.

Vocabulary Reduction An orthogonal line of
research for dealing similar vocabulary redun-
dancy problem is the character-based approaches
to reduce vocabulary sise (Kim et al., 2016; Zhang
et al., 2015; Costa-Jussà and Fonollosa, 2016; Lee
et al., 2017), which decomposes the words into its
characters forms for better handling open world
inputs. However, these approaches are not ap-
plicable to character-free languages like Chinese
and Japanese. Moreover, splitting words into char-
acters incurs potential lose of word-level surface
form, and thus needs more parameters at the neu-
ral network level to recover it to maintain the end
task performance (Zhang et al., 2015), which con-
tradicts with our initial motivation of compress-
ing the neural network models for computation-
or memory-constrained scenarios.

6 Conclusion

In this paper, we propose a vocabulary selection
algorithm which can find sparsity in the vocabu-
lary and dynamically decrease its size to contain
only the useful words. Through our experiments,
we have empirically demonstrated that the com-
monly adopted frequency-based vocabulary selec-
tion is already a very strong mechanism, further
applying our proposed VVD can further improve
the compression ratio. However, due to the time
and memory complexity issues, our algorithm and
evaluation are more suitable for classification-
based application. In the future, we plan to in-
vestigate broader applications like summarizaion,
translation, question answering, etc.
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Bluche, Alexandre Caulier, David Leroy, Clément
Doumouro, Thibault Gisselbrecht, Francesco Calt-
agirone, Thibaut Lavril, Maël Primet, and Joseph
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Abstract
The idea of subword-based word embeddings
has been proposed in the literature, mainly
for solving the out-of-vocabulary (OOV) word
problem observed in standard word-based
word embeddings. In this paper, we propose
a method of reconstructing pre-trained word
embeddings using subword information that
can effectively represent a large number of
subword embeddings in a considerably small
fixed space. The key techniques of our method
are twofold: memory-shared embeddings and
a variant of the key-value-query self-attention
mechanism. Our experiments show that our
reconstructed subword-based embeddings can
successfully imitate well-trained word embed-
dings in a small fixed space while preventing
quality degradation across several linguistic
benchmark datasets, and can simultaneously
predict effective embeddings of OOV words.
We also demonstrate the effectiveness of our
reconstruction method when we apply them to
downstream tasks1.

1 Introduction

Pre-trained word embeddings (or embedding vec-
tors), especially those trained on a vast amount of
text data, such as the Common Crawl (CC) cor-
pus2, are now considered as highly beneficial, fun-
damental language resources. Typical examples
of large, well-trained word embeddings are those
trained on the CC corpus with 600 billion tokens
by fastText (Bojanowski et al., 2017) and with 840
billion tokens by GloVe (Pennington et al., 2014),
which we refer to as fastText.600B3 and
GloVe.840B4, respectively. In fact, we often

1Our code and reconstructed subword-based word embed-
dings trained from GloVe.840B and fastText.600B
are available: https://github.com/losyer/
compact_reconstruction

2http://commoncrawl.org
3https://fasttext.cc/docs/en/

english-vectors.html
4https://nlp.stanford.edu/projects/

glove/

leverage such word embeddings to further improve
the task performance of many natural language
processing (NLP) tasks, such as constituency
parsing (Suzuki et al., 2018; Gómez-Rodrı́guez
and Vilares, 2018), discourse parsing (Yu et al.,
2018), semantic parsing (Groschwitz et al., 2018;
Dong and Lapata, 2018), and semantic role label-
ing (Strubell et al., 2018).

Despite their significant impact on the NLP
community, well-trained word embeddings still
have several disadvantages. In this paper, we focus
on two issues surrounding well-trained word em-
beddings: i) the massive memory requirement and
ii) the inapplicability of out-of-vocabulary (OOV)
words. It is crucial to address such issues, es-
pecially when applying them to real-world open
systems. The total number of embeddings (i.e.,
the total memory requirement of such word em-
beddings) often becomes unacceptably large, es-
pecially in limited-memory environments, includ-
ing GPUs, since the vocabulary size is more than
2 million words, which require at least 2 gigabytes
(GB) of memory for storage.

One possible solution is to merely discard (less
important) words from the vocabulary, which can
straightforwardly reduce the memory requirement.
However, such a naive method can cause another
well-known drawback regarding the inapplicabil-
ity of OOV words. The applicability of OOV
words is highly desirable in real systems since in-
put words can be uncontrollably diverse. There-
fore, there is a trade-off between the number of
embedding vectors and the applicability of OOV
words; thus, our goal is to investigate and develop
a method that simultaneously has less memory re-
quirement and high applicability of OOV words,
which are both desirable properties for word em-
beddings in real-world open systems.

Recently, methods that leverage subword infor-
mation have been proposed and have become pop-
ular for overcoming the OOV word issue. Con-
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ceptually, the subword-based approach can cover
all the words that can be constructed by a com-
bination of subwords. Thus, the subword-based
approach can greatly mitigate (or solve) the OOV
word issue. We extend this approach to simul-
taneously enabling a reduction in the total num-
ber of embedding vectors through the reconstruc-
tion of word embeddings by subwords. The key
techniques of our approach are twofold: memory-
shared embeddings and a variant of the key-value-
query (KVQ) self-attention mechanism (Vaswani
et al., 2017). That is, our approach reconstructs
well-trained word embeddings using a limited
number of embedding vectors that are shared by
all the subwords with an effective weighting cal-
culated by the self-attention mechanism.

In our experiments, we show that our re-
constructed subword-based embeddings can suc-
cessfully imitate well-trained word embeddings,
such as fastText.600B and GloVe.840B,
in a small fixed space while preventing quality
degradation across several linguistic benchmark
datasets from word similarity and analogy tasks.
We also demonstrate the effectiveness of our re-
constructed embeddings for representing the em-
beddings of OOV words. Lastly, we confirm the
performance of our reconstructed embeddings on
several downstream tasks from the named entity
recognition task and the textual entailment task.

2 Related Work

The OOV word issue is one of the widely dis-
cussed topics in word embedding research, which
several researches have recently attempted to
solve. For example, methods that leverage sub-
word information, such as character N -grams (in-
cluding character unigrams) (Bojanowski et al.,
2017; Pinter et al., 2017; Zhao et al., 2018) and
morphological features (Luong et al., 2013), have
recently been discussed as means of constructing
word embeddings that consider the applicability
of OOV words. Moreover, Pilehvar and Collier
(2017) have proposed a method called SemLand,
which induces OOV word embeddings by leverag-
ing external resources. Bahdanau et al. (2017) and
Herbelot and Baroni (2017) have also proposed
methods that estimate OOV word embeddings us-
ing an additional LSTM and leveraging a small ad-
ditional dataset, respectively.

Among them, the study most closely related to
ours is that of Zhao et al. (2018). Their basic idea

is to reconstruct each pre-trained word embedding
using a bag-of-character N -grams. We refer to
their method as ‘BoS’. The motivation for recon-
structing pre-trained word embeddings and utiliz-
ing character N -grams in our approach is substan-
tially the same, however, an essential difference
from BoS is that we additionally consider jointly
reducing the total number of embedding vectors.

Another study that shares the same motivation
and goal is that of Pinter et al. (2017). Their
method, referred to as MIMICK, utilizes only char-
acter information instead of characterN -grams by
mixing it with more sophisticated neural networks,
i.e., LSTM (Hochreiter and Schmidhuber, 1997).
MIMICK can produce a more compact model than
the original word embeddings. The important dif-
ference between their method and ours is that our
method only consists of the subword embeddings,
whereas their method consists of the character em-
beddings and several transformation matrices for
calculating LSTMs. We compare their method
with ours in our experiments and empirically show
the effectiveness of our approach.

Moreover, Bojanowski et al. (2017) have pro-
posed a method called fastText, which also in-
corporates character N -gram embeddings in ad-
dition to word embeddings. However, they did
not explicitly prove the effectiveness of OOV word
embeddings. Thus, it is still unclear how well the
combination of characterN -grams can reconstruct
appropriate embeddings for OOV words. In addi-
tion, their method trains word embeddings from a
corpus, which is not a reconstruction setting we
discuss in this paper. Therefore, their method is
orthogonal to ours.

We often aim to reduce memory consumption of
word embeddings in the real-world since they re-
quire relatively large memory. Suzuki and Nagata
(2016) proposed a parameter reduction method
for word embeddings by using machine learning
techniques. Our method can also be interpreted
as a kind of parameter reduction method based
on the subword features. However, their method
only considers the model shrinkage, and does not
utilize any subword information nor consider the
OOV issue.

To summarize, none of the previous stud-
ies have attempted to simultaneously achieve a
smaller number of embedding vectors and higher
applicability of OOV words. Thus, in this paper,
we report the first attempt to investigate how we
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can simultaneously achieve them.
Additionally, deep contextualized pre-trained

language models, such as ELMo (Peters et al.,
2018), have recently been proposed as alterna-
tives to the pre-trained word embeddings to fur-
ther improve task performances. However, ELMo
still takes advantage of Glove.840B to achieve
its state-of-the-art performance. This fact implies
that we can still combine the pre-trained word em-
beddings with strong pre-trained language models;
thus, the importance of word embeddings in the
literature remains unchanged even though stronger
pre-trained models have been established.

3 Reconstruction of Word Embeddings
Using Subwords

In this section, we explain a formal task definition
that we tackle in this paper.

3.1 Preliminaries

Notation rules: In this paper, we use the fol-
lowing notation rules unless otherwise specified.
First, a lower-case bold letter, e.g., v and e, rep-
resents a column vector, and an upper-case bold
letter, e.g., V and E, represents a matrix. Then,
‖v‖p represents Lp-norm of the given vector v.
Next, let a lower-case letter, e.g., z or i, be a scalar
variable or index, and an upper-case letter, e.g., C
or H , indicate a scalar but hyper-parameter dur-
ing the training. Here, we introduce the notation
V [i] to represent the i-th column vector in the ma-
trix V to simplify the representation. Moreover,
an upper-case letter in a calligraphy form, e.g.,W
and S , denotes a set, and the absolute value of
a set, such as |W| and |S|, indicates the number
of instances in the corresponding set. Finally, the
Greek letter, such as Φ and η, indicates a function.

Words and their embedding: LetW be a vo-
cabulary, i.e., a set of words. Let ζ(·) represent a
mapping function from a word to the correspond-
ing index of the word, namely,

ζ(·) :W → Iw where Iw = {1, . . . , |W|}. (1)

In this paper, we always assume that ζ(·) is a bijec-
tive function; thus, each word has its own unique
index between 1 and |W|. This also implies that
the relation |W| = |Iw| always holds.

Let ew be a D-dimensional embedding vector
for the word w ∈ W , and let E denote an em-
bedding matrix for all words in W , where E =

RD×|Iw|. Then, we assume that the following re-
lation always holds between ew and E:

ew = E[ze] where ze = ζ(w). (2)

Therefore, the i-th column vector in the matrix E
represents the word embedding of the correspond-
ing word w that satisfies i = ζ(w).

Subwords and their embedding: Let S be a
vocabulary for all pre-defined subwords obtained
from the words inW . Let ηv(·) represent a map-
ping function from a subword to the corresponding
index of the subword, that is,

ηv(·) : S → Is where Is = {1, . . . , |S|}. (3)

Similar to ζ in Eq. 1, ηv(·) is generally defined as
a bijective function5. In this case, each subword
has its own unique index between 1 and |S|, and
the relation |S| = |Is| always holds.

Here, we introduce vs as a D-dimensional vec-
tor for the subword s ∈ S and V as an embedding
matrix for all subwords in S, where V = RD×|Is|.
Then, we also assume the following relation be-
tween vs and V :

vs = V [zv] where zv = ηv(s). (4)

Therefore, the j-th column vector in the matrix V
represents the subword embedding of the corre-
sponding subword s that satisfies j = ηv(s).

Word to subword mapping: Additionally, we
introduce a (abstract) function φ(·) that maps a
word w ∈ W to a list of subwords contained in
the word w. We can define φ(·) in detail from
several choices. For example, if we define φ(·)
to extract all the character bi-grams appearing in a
given word and w = ‘higher’, then we obtain a list
of total seven distinct subword indices of ‘〈w〉h’,
‘hi’, ‘ig’, ‘gh’, ‘he’, ‘er’, ‘r〈/w〉’ as the return value
of φ(w), where ‘〈w〉’ and ‘〈/w〉’ are special char-
acters that represent the beginning and end of a
word, respectively.

3.2 Task definition
Conceptually, we aim to reconstruct all the em-
beddings in E using V and a pre-defined subword
mixing function τ(·). Formally, our reconstruction
problem is represented as a minimization problem
of the following form:

V̂ = arg min
V

{
Ψ(E,V , τ)

}
, (5)

5We redefine ηv as a surjective function in Section 5.2.
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where Ψ(·) is a loss function used to calculate the
total reconstruction loss between E and V .

As a brief summary, our goal is to find V̂ at
which the loss function Ψ(·) is minimized from
the machine learning perspective. Note that the
previous study, i.e., BoS, also utilized the above
formulation for the reconstruction problem. More-
over, MIMICK can also be considered to utilize
this formulation if V consists of all the single
characters.

Subword mixing function τ(·): The role of the
function τ(·) is to calculate an alternative embed-
ding of the word embedding ew using a list of sub-
words contained in the given word w. One of the
most popular definitions of τ(·) is to simply sum-
up all the obtained subwords as follows:

τsum(V , w) =
∑

s∈φ(w)
vs. (6)

In fact, a subword mixing function of this form
was utilized in the previous studies, such as
fastText and BoS.

Loss function Ψ(·): First, to improve read-
ability, we introduce v̂w as a short notation of
τ(V , w), namely v̂w = τ(V , w). There are also
several possible choices for the definition of the
loss function Ψ(·). Here, we consider utilizing a
squared loss function Ψlsq, which can be written
as the summation of the squared losses over an in-
dividual embedding vector ew:

Ψ(E,V , τ) =
∑

w∈W
Cw
∥∥ew − v̂w

∥∥2
2
, (7)

where Cw is a weight factor for each word. Intu-
itively, Ψ(·) is used to calculate the weighted sum
of the L2-norm distances between the reference
vector ew and a vector calculated by the subword
mixing function τ(·).

4 Reconstruction with Model Shrinkage

In this section, we briefly explains the background
that we still need to consider the number of em-
bedding vectors in the subword-based approach.
Table 1 shows the statistics of the total number
of embedding vectors and the total memory re-
quirement in several different settings. As shown
in row (a), the original fastText.600B word
embeddings consist of 2 million words, which re-
quire 2.2 GB to store them since each word has
a D = 300 dimensional vector. If we consider
using all the character N -grams obtained from all

ID Setting # of vecs mem. (GB)
(a) original fastText.600B 2.0 M 2.2 GB
(b) char N -gram N = 1, 2, 3 0.2 M 0.3 GB
(c) N = 3, 4, 5, 6 6.2 M 7.1 GB
(d) N = 1 to 6 6.3 M 7.2 GB
(e) N = 1 to∞ 21.8 M 24.9 GB

Table 1: Statistics for each setting: The columns ‘# of
vecs’ and ‘mem.’ represent the number of embedding
vectors and the memory requirement, respectively. M
denotes one million, and we consider that a real value
requires 4 bytes of storage in the calculation of the
memory requirement.

the words (row (e)), then surprisingly, the mem-
ory requirement becomes approximately 25GB,
which is too large for practical use. Therefore, it is
crucial to technically reduce the memory require-
ment.

A practical approach is to partially take advan-
tage of a certain range of smaller N -grams, such
as N = 1 to 3 (row (b)) or N = 3 to 6 (row
(c)). However, smaller subword settings, such
as row (b), might markedly degrade the perfor-
mance from the original word embeddings. There-
fore, it is necessary to discover a better balance be-
tween the memory requirement (or the total num-
ber of embedding vectors) and performance.

5 Modifications to Improve Performance

In this section, we describe several modifications
to simultaneously achieve the purpose of smaller
number of embedding vectors but higher perfor-
mance with the applicability of OOV words. To
do so, we incorporate several techniques in the
baseline word embedding reconstruction approach
explained in Section 3. Roughly speaking, we en-
hance the mapping function ηv(·) and the subword
mixing function τ(·).

5.1 Frequent subwords: Modification of ηv(·)
We take advantage of the top-F frequent subwords
that can be counted from the words in vocabulary
W as a subword vocabulary instead of all possible
subwords S. Let SF represent the set of the top-
F frequent subwords, where SF ⊆ S . Then, we
define a new mapping function ηv,F (·) as follows:

ηv,F (·) :SF→Is,F where Is,F ={1, . . . , |SF |}.
(8)

5.2 Memory sharing: Modification of ηv(·)
In the baseline method, we assumed that the map-
ping function ηv(·) is a bijective function as de-
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Figure 1: Intuitive idea of our memory-shared embed-
dings by hashing. Here, we assume H ′ < H .

scribed in Section 3.1. Again, this means that
each subword has its own unique subword index.
Here, we modify ηv(·) as a surjective function by
introducing the following new mapping function
ηv,H(·) as a replacement of ηv(·) in Eq. 3:

ηv,H(·) :S→Is,H where Is,H = {1, . . . ,H}.
(9)

Here, we assume H < |S|. This mapping func-
tion ηv,H(·) implies that each subword is mapped
to an index, but the index is not unique and may
be shared between other subwords. Therefore, the
number of subword embeddings can also be re-
duced to H by sharing the embeddings; thus, the
subword embedding matrix V can also be reduced
from V = RD×|S| to V = RD×H . Here, if we as-
sume the relation H � |S|, then we can greatly
reduce the total embedding size.

There are several possible choices for the defini-
tion of the mapping function ηv,H(·). We select a
simple hash function for ηv,H(·). This means that
subword embeddings are randomly shared over
the subwords. One large merit of using simple
hash functions is that we require no external map-
ping structure of every (subword, subword index)
pair, which also matches our goal of reducing the
memory requirement in actual use cases. Figure 1
illustrates an intuitive idea of memory-shared em-
beddings by hashing.

5.3 Combination of ηv,F (·) and ηv,H(·)
Also ηv,F (·) and ηv,H(·) can be combined step by
step. First, we reduce the subword vocabulary S to
top-F frequent subwords SF as described in Sec-
tion 5.1. Second, we apply our memory sharing
method to only SF in contrast to applying it to S

Figure 2: Illustration of how our KVQ self-attention
operation calculates each word embedding.

in Section 5.2. Here, we define a new mapping
function ηv,FH(·) as follows:

ηv,FH(·) :SF→Is,H where Is,H = {1, . . . ,H}.
(10)

5.4 Attention operation: Modification of τ(·)
Previous researches such as fastText and BoS
treat τ(V , w) as a summation of all subword em-
beddings described by Eq. 6. However, the sum-
mation is less expressive and it may lack capabil-
ity in a memory-sharing setting since subwords
share their embeddings randomly. One possible
improvement is to handle the importance of each
subword based on a given word during the calcu-
lation of Φ(V , w).

A simple approach to deal with this phe-
nomenon is to incorporate a “context-dependent”
weighting factor for each subword in a given word.
Thus, we consider the following subword mixing
function τkvq(V , w) as:

τkvq(V , w) =
∑

s∈φ(w)
as,wvs (11)

where as,w represents a context-dependent
weighting factor of the subword s, where the
“context” here means all the subwords obtained
from word w.

To calculate as,w, we first introduce ks and
qs, which are similarly defined to vs in Eq. 4,
namely, ks = V [zk], where zk = ηk(s) and
qs = V [zq], where zq = ηq(s). Similar to ηv(·)
in Eq. 3, ηk(·) and ηq(·) are two distinct map-
ping functions that map a given subword s into a
subword index. Then, we introduce a key-value-
query (KVQ) self-attention operation inspired by
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data number of OOV data
abbre. size fastText.600B GloVe.840B
Word similarity estimation (WordSim)
MEN 3,000 0 0
M&C 30 0 0
MTurk 287 0 0
RW 2,034 37 36
R&G 65 0 0
SCWS 2,003 2 2
SLex 998 0 0
WSR 252 0 0
WSS 203 0 0
Word analogy estimation (Analogy)
GL 19,544 0 0
MSYN 8,000 1000 1000

Table 2: Evaluation datasets used in our experi-
ments. MEM (Bruni et al., 2014), M&C (Miller
and Charles, 1991), MTurk (Radinsky et al., 2011),
RW (Luong et al., 2013), R&G (Rubenstein and Good-
enough, 1965), SCWS (Huang et al., 2012), SLex (Hill
et al., 2014), WSR and WSS (Agirre et al., 2009),
GL (Mikolov et al., 2013a), and MSYN (Mikolov et al.,
2013b).

method hyper-parameters |W| |S| size (GB)
fastText.600B 2M – 2.23GB
SUM-F F = 0.5M - 2M 0.5M 0.59GB
SUM-H - H = 0.5M 2M 21.8M 0.59GB
KVQ-H - H = 0.5M 2M 21.8M 0.59GB
SUM-FH F = 1.0M H = 0.5M 2M 1.0M 0.59GB
KVQ-FH F = 1.0M H = 0.5M 2M 1.0M 0.59GB
SUM-F F = 0.2M - 2M 0.2M 0.23GB
SUM-H - H = 0.2M 2M 21.8M 0.23GB
KVQ-H - H = 0.2M 2M 21.8M 0.23GB
SUM-FH F = 1.0M H = 0.2M 2M 1.0M 0.23GB
KVQ-FH F = 1.0M H = 0.2M 2M 1.0M 0.23GB

Table 3: Statistics for our methods.

Transformer (Vaswani et al., 2017), that is,

as,w =
exp(Zq̂ · ks)∑

s′∈φ(w) exp(Zq̂ · ks′)
, (12)

where Z is a scaling hyper-parameter. and q̂ =∑
s∈φ(w) qs. Figure 2 illustrates how our KVQ

self-attention operation calculates each word em-
bedding.

6 Experiments

6.1 Evaluation of model shrinkage

This section describes our experiments for evalu-
ating the performance of the model shrinkage.

6.1.1 Settings
Evaluation data: Table 2 shows a summary of the
evaluation datasets used in our experiments. We
conducted experiments on well-studied linguistic

benchmark datasets, i.e., nine for word similar-
ity (WordSim) tasks and two for word analogy
(Analogy) tasks. In this evaluation, we discarded
data in the evaluation datasets if at least one of
the words in the data was an OOV word. Note
that this is the standard evaluation criterion used
in the previous studies. By following this crite-
rion, we investigate the effectiveness in terms of
model shrinkage since we can fairly compare the
performance with the original (word-based) word
embeddings.

Pre-trained word embeddings: For the recon-
struction target, we selected fastText.600B6.
Note that it achieved the state-of-the-art perfor-
mance on the WordSim and Analogy datasets (Bo-
janowski et al., 2017). The hyper-parameters D =
300 and |W| = 2M were automatically obtained
from the properties of fastText.600B.

Hyper-parameters for training: We took ad-
vantage of a N -grams’ range of N = 3 to 30. We
adopted Adam (Kingma and Ba, 2014) as our op-
timization algorithm to minimize Eq. 5. We set
the following hyper-parameters for Adam: α =
0.0001, β1 = 0.9, β2 = 0.999, and ε = 1× 10−8.
We leveraged a mini-batch training, whose size
was 200, and trained each method for 300 epochs.
For Cw in Eq. 7, we utilized the occurrence in-
formation calculated from a large external corpus.
Then, we set Z =

√
D for all experiments.

Comparison: We compared the following five
distinct settings of subword-based reconstruction
of word embeddings.

1. SUM-F: Select ηv,F (·) in Eq. 8 (Section 5.1)
for the subword mapping function and τsum(·)
in Eq. 6 for the subword mixing function.

2. SUM-H: As in the first setting but substitute
ηv,F (·) with ηv,H(·) in Eq. 9 (Section 5.2).

3. KVQ-H: As in the second setting but substi-
tute τsum(·) in Eq. 6 with τkvq(V , w) in Eq. 11
(Section 5.4).

4. SUM-FH: As in the second setting but sub-
stitute ηv,H(·) with ηv,FH(·) in Eq. 10 (Sec-
tion 5.3).

5. KVQ-FH: As in the third setting but substitute
ηv,H(·) with ηv,FH(·) in Eq. 10 (Section 5.3).

6.1.2 Results
Figures 3 show the performance/model size
(or performance/number of embedding vectors)

6Additionally, we also conducted the same experiments
using GloVe.840B instead of fastText.600B. See Ap-
pendix A for the results.
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Figure 3: Performance/model size curves for WordSim (left) and Analogy (right). The x-axis represents the number
of subword embeddings. The y-axis represents the performance evaluated by macro-average of Spearman’s rho
(left) and micro-average accuracy (right), respectively.

WordSim Analogy
method hyper-parameters MEN MC MTurk RW R&G SCWS Slex WSR WSS Macro GL MSYN Micro
fastText.600B .815 .850 .735 .572 .871 .684 .471 .640 .835 .719 84.9 87.8 85.6
SUM-F F = 0.5M - .768 .829 .746 .566 .817 .668 .402 .578 .806 .687 53.3 71.2 58.0
SUM-H - H = 0.5M .740 .824 .708 .533 .811 .652 .367 .536 .797 .663 61.9 79.9 66.7
KVQ-H - H = 0.5M 789 .848 .734 .562 .836 .687 .423 .597 .811 .699 76.4 85.2 78.7
SUM-FH F = 1.0M H = 0.5M .772 .802 .743 .569 .813 .664 .397 .578 .816 .684 56.4 75.4 61.4
KVQ-FH F = 1.0M H = 0.5M .799 .812 .749 .564 .816 .684 .425 .630 .826 .701 70.9 81.2 73.6
SUM-F F = 0.2M - .731 .809 .710 .526 .777 .642 .369 .482 .762 .645 40.3 66.2 47.2
SUM-H - H = 0.2M .660 .762 .671 .476 .756 .600 .310 .414 .732 .598 42.9 70.4 50.2
KVQ-H - H = 0.2M .773 .820 .694 .523 .793 .652 .360 .500 .778 .650 50.8 74.6 61.9
SUM-FH F = 1.0M H = 0.2M .719 .801 .734 .525 .798 .635 .334 .490 .767 .645 39.3 63.9 45.8
KVQ-FH F = 1.0M H = 0.2M .754 .805 .731 .542 .800 .667 .385 .523 .797 .667 49.1 72.7 55.3

Table 4: Results of model shrinkage experiments by reconstructing the fastText.600B embeddings. Each
dataset in WordSim and Analogy was evaluated by Spearman’s rho and accuracy, respectively. ‘Macro’ and ‘Micro’
represent the macro-average of Spearman’s rho over all WordSim datasets and the micro-average of accuracy over
all Analogy datasets.

curves for WordSim and Analogy, respectively.
Each plot is the macro-average of Spearman’s rho
(WordSim) or micro-average of accuracy (Anal-
ogy) of all evaluation datasets. Moreover, Table 3
shows the statistics of each setting and Table 4
show a summary of the detailed results for all
datasets. Overall, we observed a consistent ten-
dency that the methods using KVQ obtained the
best performance compared with the methods us-
ing SUM. Notably, KVQ-H significantly outper-
formed SUM-F, SUM-H and SUM-FH by more
than 10 points in terms of the micro-average ac-
curacy of all Analogy datasets when the model
size was 0.5M. The difference between KVQ-H
and SUM-H shows that the approach of memory-
shared embeddings is particularly useful when we
combined it with the KVQ operation. Moreover,
in some cases, we observed that KVQ-H achieved
the performance of the original word embeddings
fastText.600B when H = 0.5M. This means
that KVQ-H with H = 0.5M with successfully
reduced the model size nearly fourfold compared

with the original word embeddings while main-
taining the original performance.

6.1.3 Analysis
Time efficiency of SUM and KVQ: We inves-
tigated the difference in time efficiency between
SUM and KVQ. We calculated the time com-
puting word embeddings from subword embed-
dings using each operation. SUM and KVQ took
5.7 × 10−6 and 1.6 × 10−5 seconds per word, re-
spectively, i.e., KVQ took 2.8 times longer than
SUM. However, the calculation speed per word is
sufficiently high to be negligible in the real appli-
cations since other operations such as calculating
deep neural networks may take much longer.

6.2 Experiments of OOV word embeddings
This section describes our experiments for evalu-
ating the performance of OOV word embeddings.

6.2.1 Settings
Evaluation data: We used the identical nine
WordSim datasets used in Section 6.1.
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method hyper-parameters Macro
Random - - .110
SUM-F F = 0.5M - .640
SUM-H - H = 0.5M .609
KVQ-FH - H = 0.5M .598
SUM-FH F = 1.0M H = 0.5M .626
KVQ-FH F = 1.0M H = 0.5M .636
SUM-F F = 0.2M - .611
SUM-H - H = 0.2M .552
KVQ-H - H = 0.2M .566
SUM-FH F = 1.0M H = 0.2M .609
KVQ-FH F = 1.0M H = 0.2M .614

Table 5: Results of (synthetic) OOV word experiments
on WordSim by reconstructing the fastText.600B
embeddings. The performance was evaluated by Spear-
man’s rho.

method hyper-parameters |W| |S| RW
Random - - 0.16M - .452
MIMICK - - 0.16M <1K .201
BoS - - 0.16M 0.53M .46*
SUM-F F = 0.04M - 0.16M 0.04M .513
SUM-H - H = 0.04M 0.16M 2.03M .485
KVQ-H - H = 0.04M 0.16M 2.03M .509
SUM-FH F = 0.50M H = 0.04M 0.16M 0.50M .488
KVQ-FH F = 0.50M H = 0.04M 0.16M 0.50M .522
fastText - - 0.16M 0.53M .48*

Table 6: Results of OOV experiments on the Stanford
Rare Word dataset. * indicates the values reported by
Zhao et al. (2018). Note that fastText learned sub-
word embeddings from an English Wikipedia dump
since this method is not a reconstruction method.

Preparation of training data: As we showed
in Table 2, the numbers of OOV problems for
fastText.600B and GloVe.840B are indeed
very small. This is because their vocabulary sizes
exceeds 2 million words, and the words contained
in the evaluation datasets tend to be ‘non-rare
words’ in general. Therefore, it is difficult to pre-
cisely evaluate the effectiveness of the estimation
of OOV word embeddings.

To overcome this difficulty, we artificially made
our reconstruction problem much more difficult,
namely, we discarded the words contained in the
evaluation datasets from the vocabulary W for
training. This means that all the problems in the
evaluation datasets now became OOV problems.
In other words, the number of OOV data in Ta-
ble 2 in this setting always matches to the evalua-
tion data size, such as 2034 for RW.

Other settings: We used the same experi-
mental settings as used in Section 6.1 unless
otherwise specified. For example, we used
fastText.600B as the reconstruction target
and the same training hyper-parameters.

6.2.2 Results
Table 5 shows the results of the (synthetic) OOV
word experiments. First, we observed that the per-
formance of the Random baseline’s was nearly
equal to zero across all the datasets. This means
that there is no correlation between the Random
and human-annotated scores. Importantly, the per-
formances of KVQ-FH, SUM-FH and SUM-Fwere
significantly improved by 44-53 points from that
of Random. This result indicates that KVQ-FH,
SUM-FH and SUM-F successfully predicted the
OOV word embeddings.

However, we also observed no significant dif-
ference between KVQ-FH, SUM-FH and SUM-F
for both the H = 0.5M and H = 0.2M settings.

6.2.3 Comparison with previous studies
As we discussed in Section 2, several closely re-
lated methods have also tackled to solve the OOV
word issue, such as MIMICK and BoS. We aim
to directly compare our approach with these meth-
ods to investigate whether it can outperform them.
However, these methods (or available authors’
codes) do not work on the large-vocabulary set-
tings employed in Sections 6.1 and 6.2. Thus, as
an alternative, we strictly followed the experimen-
tal settings described in (Zhao et al., 2018) and
compared the performance under fair conditions.

Evaluation data: In their evaluation setting,
they evaluated the OOV word performance over
RW shown in Table 2. They included all the words
appearing in RW as the evaluation data, in contrast
to discarding the OOV data as in Section 6.1.

Pre-trained word embeddings: The target
word embeddings for the reconstruction were the
embeddings trained on Google News with 100 bil-
lion tokens7 that were pre-cleaned by (Zhao et al.,
2018). The resultant embeddings consist of 0.16M
lower-cased word embeddings.

Comparison: We compared our approach with
the following related methods:

1. Random: the performance when we used ran-
dom vectors for OOV words.

2. MIMICK8 (Pinter et al., 2017).
3. BoS9 (Zhao et al., 2018).

Other settings: The shared memory sizeH was
set to 0.04M since the vocabulary of this setting

7https://code.google.com/archive/p/
word2vec/

8https://github.com/yuvalpinter/Mimick
9https://github.com/jmzhao
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method hyper-parameters K size (GB) F1
fastText.600B - - 20 2.23GB 90.3
KVQ-FH F = 1.0MH = 0.5M 100 0.59GB 90.4
KVQ-FH F = 1.0MH = 0.2M 100 0.23GB 89.3
GloVe.840B - - 10 2.45GB 90.8
KVQ-FH F = 1.0MH = 0.5M 100 0.59GB 90.6
KVQ-FH F = 1.0MH = 0.2M 50 0.23GB 90.2

Table 7: Results of the NER experiments on the
CoNLL-2003 dataset.

method hyper-parameters K size (GB) Acc
fastText.600B - - 10 2.23GB 87.8
KVQ-FH F = 1.0MH = 0.5M 20 0.59GB 88.0
KVQ-FH F = 1.0MH = 0.2M 10 0.23GB 87.6
GloVe.840B - - 1 2.45GB 88.3
KVQ-FH F = 1.0MH = 0.5M 10 0.59GB 87.8
KVQ-FH F = 1.0MH = 0.2M 20 0.23GB 87.6

Table 8: Results of the TE experiments on the SNLI
dataset.

was relatively very small compared with that in
our experiments, i.e., 2M vs 0.16M.

Results: Table 6 shows a comparison with the
related methods. All our reconstruction methods
outperformed BoS, which was the previous state-
of-the-art method, with substantial improvements
by 2-6 points. Moreover, KVQ-FH achieved the
best performance in this comparison.

6.3 Evaluation on downstream tasks
To investigate the effectiveness of our recon-
stucted embeddings in downstream tasks, we eval-
uated them in the named entity recognition (NER)
and the textual entailment (TE) tasks.

6.3.1 Settings
Evaluation data: We used the CoNLL 2003
dataset (Tjong Kim Sang and De Meulder, 2003)
for an NER experiment and the Stanford Natu-
ral Language Inference (SNLI) dataset (Bowman
et al., 2015) for a TE experiment.

Other settings: We used fastText.600B
and GloVe.840B as the target word embeddings
for the reconstruction. For our reconstruction em-
beddings, we calculated the embeddings of all the
words in the datasets, thus there exist no OOV
words when using our methods.

We used AllenNLP10 to train base NER and TE
models. We basically used the provided hyper-
parameter values in their repository for both train-
ing and testing. Additionally, we added one hyper-
parameter K to re-scale embeddings (i.e., mul-
tiply all the elements in the embeddings by K)

10https://allennlp.org/

since we learned that the re-scaling may signif-
icantly affect the overall performance of down-
stream tasks in certain situation. We search K
from [1, 5, 10, 20, 50, 100] on the validation set of
each dataset.

6.3.2 Results
Tables 7 and 8 show the comparison between the
original (large) embeddings and our reconstructed
(small) embeddings. When H = 0.5M, the per-
formances of our reconstructed embeddings are
equivalent to or even better than the ones of the
original embeddings. One might be surprised
the improved results by KVQ-FH since the model
sizes of KVQ-FH were relatively very small com-
paring with the original embeddings. However,
this may be a reasonable observation since our
method additionally offered the embeddings of
OOV words that cannot be handled by the original
embeddings. Moreover, even when H = 0.2M,
i.e. the model size was approximately ten times
smaller, the degradation was less than 1.0, which
is considered to be sufficiently acceptable for real-
world systems if we can significantly reduce the
model (system) size.

7 Conclusion

We discussed and investigated an approach that
reconstructs subword-based word embeddings in
a reduced memory space. We demonstrated that
memory-shared embeddings with the KVQ self-
attention operation significantly outperformed the
conventional summation-based approach, such as
BoS. Moreover, our best setting successfully
reduced the number of embedding vectors to
approximately ten times smaller than that of
the original word embeddings while maintain-
ing an acceptable performance loss on the down-
stream tasks. We also confirmed the effective-
ness of our approach in terms of the applica-
bility of OOV words. We believe that our re-
constructed subword-based word embeddings can
be better alternatives of fastText.600B and
GloVe.840B because they require less memory
requirement and have high applicability of OOV
words.
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Kravalova, Marius Paşca, and Aitor Soroa. 2009. A
Study on Similarity and Relatedness Using Distribu-
tional and WordNet-based Approaches. In Proceed-
ings of Human Language Technologies: The 2009
Annual Conference of the North American Chap-
ter of the Association for Computational Linguistics
(NAACL), pages 19–27.

Dzmitry Bahdanau, Tom Bosc, Stanislaw Jastrzebski,
Edward Grefenstette, Pascal Vincent, and Yoshua
Bengio. 2017. Learning to compute word embed-
dings on the fly. arXiv preprint arXiv:1706.00286.

Piotr Bojanowski, Edouard Grave, Armand Joulin, and
Tomas Mikolov. 2017. Enriching word vectors with
subword information. Transactions of the Associa-
tion for Computational Linguistics, 5:135–146.

Samuel R. Bowman, Gabor Angeli, Christopher Potts,
and Christopher D. Manning. 2015. A large an-
notated corpus for learning natural language infer-
ence. In Proceedings of the 2015 Conference on
Empirical Methods in Natural Language Processing
(EMNLP), pages 632–642.

Elia Bruni, Nam Khanh Tran, and Marco Baroni. 2014.
Multimodal Distributional Semantics. J. Artif. Int.
Res., 49(1):1–47.

Li Dong and Mirella Lapata. 2018. Coarse-to-fine de-
coding for neural semantic parsing. In Proceedings
of the 56th Annual Meeting of the Association for
Computational Linguistics (ACL), pages 731–742.
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Abstract
While neural dependency parsers provide state-
of-the-art accuracy for several languages, they
still rely on large amounts of costly labeled
training data. We demonstrate that in the small
data regime, where uncertainty around param-
eter estimation and model prediction matters
the most, Bayesian neural modeling is very ef-
fective. In order to overcome the computa-
tional and statistical costs of the approximate
inference step in this framework, we utilize
an efficient sampling procedure via stochastic
gradient Langevin dynamics to generate sam-
ples from the approximated posterior. More-
over, we show that our Bayesian neural parser
can be further improved when integrated into
a multi-task parsing and POS tagging frame-
work, designed to minimize task interference
via an adversarial procedure. When trained
and tested on 6 languages with less than 5k
training instances, our parser consistently out-
performs the strong BiLSTM baseline (Kiper-
wasser and Goldberg, 2016). Compared with
the BiAFFINE parser (Dozat et al., 2017) our
model achieves an improvement of up to 3%
for Vietnamese and Irish, while our multi-task
model achieves an improvement of up to 9%
across five languages: Farsi, Russian, Turkish,
Vietnamese, and Irish.

1 Introduction
Dependency parsing is essential for many Natural
Language Processing (NLP) tasks (Levy and Gold-
berg, 2014; Angeli et al., 2015; Toutanova et al.,
2016; Hadiwinoto and Ng, 2017; Marcheggiani
et al., 2017). While earlier work on dependency
parsing required careful feature engineering (Mc-
Donald et al., 2005b; Koo et al., 2008), this has
become less of a concern in recent years with the
emergence of deep neural networks (Kiperwasser
and Goldberg, 2016; Dozat et al., 2017). Nonethe-
less, an accurate parser still requires a large amount

of labeled data for training, which is costly to ob-
tain, while the lack of data often causes overfitting
and poor generalization.
Several approaches for parsing in the small

data regime have been proposed. These include
augmenting input data with pretrained embed-
ding (Dozat et al., 2017; Che et al., 2018), lever-
aging unannotated data via semi-supervised learn-
ing (Corro and Titov, 2018), predicting based on a
pool of high probability trees (Niculae et al., 2018;
Keith et al., 2018), and transferring annotation or
model across languages (Agic et al., 2016; Lacroix
et al., 2016; Rasooli and Collins, 2017). Despite the
empirical success of these approaches, an inherent
problem still holds: The maximum likelihood pa-
rameter estimation (MLE) in deep neural networks
(DNNs) introduces statistical challenges at both
estimation (training), due to the risk of overfitting,
and at test time as the model ignores the uncertainty
around the estimated parameters. When training
data is small these challenges are more pronounced.
The Bayesian paradigm provides a statistical

framework which addresses both challenges by (i)
including prior knowledge to guide the learning
in the absence of sufficient data, and (ii) predict-
ing under the full posterior distribution of model
parameters which offers the desired degree of un-
certainty by exploring the posterior space during
inference. However, this solution comes with a high
computational cost, specifically in DNNs, and is
often replaced by regularization techniques such as
dropout (Srivastava et al., 2014) as well as ensem-
ble learning and prediction averaging (Liu et al.,
2018; Che et al., 2018).

Bayesian neural networks (BNNs) have attracted
some attention (Welling and Teh, 2011; Hernández-
Lobato and Adams, 2015; Li et al., 2016; Gong
et al., 2018). Yet, its current application to NLP is
limited to language modeling (Gan et al., 2017),
and BNNs have not been developed for structured
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prediction tasks such as dependency parsing.
In this paper we aim to close this gap and pro-

pose the first BNN for dependency parsing (BNNP).
To address the costs of inference step, we apply an
efficient sampling procedure via stochastic gradi-
ent Langevin dynamics (SGLD) (Welling and Teh,
2011). At training, samples from the posterior dis-
tribution of the parser parameters are generated
via controlled noise injection to the maximum a
posteriori (MAP) gradient update. The generated
samples are then used during the inference step to
create multiple viable parses based on which the
final dependency parse is generated.
Another means of directing a model towards

more accurate predictions in the small data regime
is via multi-task learning (Caruana, 1997). Such
a framework allows models for multiple tasks to
reinforce each other towards more accurate joint
solutions, which is particularly useful when train-
ing data is scarce. We hence present a multi-task
framework where our BNNP is integrated with a
POS tagger through an adversarial procedure de-
signed to guide the two models towards improved
joint solutions.
Our experiments with monolingual and delexi-

calized cross-lingual parsing using the Universal
Dependency treebank (Zeman et al., 2017) demon-
strate the effectiveness of our approach. Particu-
larly, our BNNP consistently outperforms the sin-
gle task BiLSTM baseline (Kiperwasser and Gold-
berg, 2016), while outperforming the BiAFFINE
parser (Dozat et al., 2017) by up to 3% on Viet-
namese and Irish. Additionally, our multi-task
model achieves an improvement of up to 9% over
the BiAFFINE parser for five low-resource languages:
Farsi, Russian, Turkish, Vietnamese, and Irish.
2 BiLSTM Dependency Parsing
Our parser extends the graph-based BiLSTM parser
of Kiperwasser and Goldberg (2016). We briefly
review their work and its notable extensions, and
then discuss our extension of their architecture and
the limitations of MLE training.
Model Given an input word sequence w1∶n,1 and
its corresponding POS tag sequence p1∶n, each input
word is encoded as a d-dimensional representation,

wi = e(wi)◦e(pi)◦ê(wi),

1We overload the notation wi, and it refers to both a word
and its d-dimensional representation.

where e(.) denotes trainable embedding, ê denotes
pretrained external embedding, and ◦ denotes con-
catenation. The context dependent representation
of each word is generated through a BiLSTM,

vi = ⃗LSTM� (w1∶i)◦ ⃗LSTM�(wn∶i).

Here, � and � denote the LSTMs’ parameters. The
resulting sequence of l-dimensional vectors, v1∶n,
is then used for computing the ARC-SCORE matrix
(n × n) where cell ARC-SCORE(i, j) is computed as,

V × tanh
(
W (arc−ℎead)vi
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
head specialized wi

+ W (arc−mod)vj
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

modifier specialized wj

+b
)
,

indicating the likelihood of having the arc from wi
to wj . Here, V is (1 × ℎ), b is (ℎ × 1), andW (.) is
a (ℎ × l) matrix used for creating specialized ver-
sions of words in w1∶n. The ℎ-dimensional special-
ized representation of wi as a head or a modifier is
generated via multiplication withW (arc−ℎead) and
W (arc−mod), respectively. Following a first-order
dependence assumption between the arcs, the pars-
ing is done via a dynamic programming solution
that finds the dependency parse T ∗ such that,

T ∗=argmax
T

(
SCORE(T )=

∑
(i,j)∈T

ARC-SCORE(i, j)
)
.

Next, given T ∗, for each arc (i, j) ∈ T ∗ the
LABEL-SCORE(i, j, r) is computed as:
(
V ′×tanh(W ′(arc−ℎead)vi

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
head specialized wi

+W ′(arc−mod)vj
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
modifier specialized wj

+b′)
)
[r],

where r is a dependency relation type, r ∈ {rz}rz=1,
V ′ is (r × ℎ), b′ is (r × 1), andW ′(.) is (ℎ× l). The
label for each dependency arc (i, j) is then chosen
by a max operation.

Dozat et al. (2017) proposed an extension of the
BiLSTM parser by replacing the non-linear transfor-
mation of ARC-SCORE and LABEL-SCORE with a
linear transformation (BiAFFINE). This was further
extended by Che et al. (2018) who utilized contextu-
alized word embeddings (Peters et al., 2018). Both
extensions showed success in dependency parsing
shared tasks (Zeman et al., 2017, 2018).
Our Neural Parser Architecture Our network
architecture extends the BiLSTM model with an ad-
ditional BiLSTM layer and input signals. While our
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architecture is not the core contribution of this pa-
per, we aim to implement our BNNP on a strong
architecture. In §5.3 we demonstrate the contribu-
tion of these additions to our final results.
In our BNNP, each word is represented as,

wi = e(wi)◦e(pi)◦ê(wi)◦e(ci),

where, similar to the BiAFFINE parser, e(ci) is a
character-level representation of the word wi, gen-
erated by a BiLSTM:

e(ci) = ⃗LSTM�(c1∶|wi|)◦ ⃗LSTM�(c|wi|∶1).

We consider a maximum of two layers of BiLSTMs,
denoted as 1st and 2nd .2 The output of the 2nd
BiLSTM is denoted as,

ui = ⃗LSTM�(v1∶i)◦ ⃗LSTM�(vn∶i),

where vi is the encoding generated by the 1st layer
of the BiLSTMs.
Learning For structured prediction, the objec-
tive function is to maximize the margin between
the gold structure T and the other structures. To
achieve this, the cost augmented hinge loss is used,
where the fixed margin m is replaced by a cost func-
tion, COST(T , T ), sensitive to the local mistakes
(here, each local mistake has a constant cost of 1),
and computed as:

arc=max
(
0, COST(T , T )+SCORE(T )−SCORE(T )

)

For label prediction, hinge loss with m = 1 is used
(denoted by rel). We refer to the parser loss as:

parse = arc + rel.
Beyond MLE Training The point-estimate of
DNN parameters is computationally efficient, but
ignores the uncertainty around model parameters
during learning. This results in an overconfidence
over model predictions during the inference phase.
A common generic practice to incorporate a de-
gree of uncertainty is to consider an ensemble of
models. Indeed, for dependency parsing ensemble
learning has shown to improve accuracy (Surdeanu
andManning, 2010; Kuncoro et al., 2016; Che et al.,
2018). However, ensembles are computationally
demanding due to the large number of participating
models. The de-facto approach to overcome this

2Stacking BiLSTMs is believed to be helpful. In our case,
the addition of a third layer led to overfitting.

has been to randomly perturb the structure of the
network for each training instance by switching off
connections between the nodes, a practice known
as dropConnect (Wan et al., 2013), or eliminating
the nodes entirely, which is known as dropout (Sri-
vastava et al., 2014).

Hinton et al. (2012) demonstrated that dropping
out a node with probability � from a neural model at training, and scaling the same node’s out-
put at test time (in the fully connected ), per-
forms very well in practice. While this scaling trick
avoids the need for running multiple models at test
time, it lacks theoretical guarantees when applied
to DNNs. Gal and Ghahramani (2016) showed that
dropout can be casted as integrating out the pos-
terior of model parameters, and in this regard is
a form of Bayesian approximation. Still, dropout
is not as effective when applied to the small data
regime (Goodfellow et al., 2016). We hence pro-
pose a fully Bayesian approach.
3 Bayesian Neural Parsing
The Bayesian paradigm is appealing in its ability to
capture uncertainty around parameters, avoid over-
fitting, and incorporate prior knowledge to com-
pensate for the lack of sufficient training data in
resource lean settings. Dependency parsing may be
a natural candidate for Bayesian modeling since a
typical sentence can have multiple viable parses cor-
responding to different grammatical ambiguities,
and considering these possibilities have shown to
improve predictive accuracy (Niculae et al., 2018;
Keith et al., 2018). In the same spirit, Bayesian in-
ference can be interpreted as a statistically grounded
means to generate this pool of high quality trees.
In detail, Bayesian inference for parsing com-

putes the predictive distribution P (T |s,)3 of the
dependency parse tree T for an input sentence s
given the training data  by posterior averaging:

P (T |s,) = ∫ P (T |s, �)P (�|)d�,
where P (�|) ∝ p(|�)p(�) denotes the poste-
rior distribution of the BNNP parameters � given
observations . Here the prior distribution p(�)
is a standard Gaussian  (0, I), and, by assum-
ing i.i.d training datapoints, the likelihood term

3When P (T |s, �) is replaced by the unnormalized score
from the first-order arc-factored model, P (T |s,) can be in-
terpreted as the expected score assigned to a dependency tree
under the full posterior distribution of model parameters.
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is P (|�) = ∏
xi∈ P (xi|�) where xi = (si, Ti) isa training instance.

The above integral is intractable, however an em-
pirical estimate can be computed using  samples
from the posterior,

P (T |s,) ≈ 1
∑

{�k∼P (�|D)}k=1
P (T |s, �k). (1)

Therefore, efficient generation of posterior sam-
ples is the key for applying the Bayesian treatment.
Since the posterior is intractable in DNNs, addi-
tional machineries such as Markov Chain Monte
Carlo (MCMC) (Robert and Casella, 2010) are re-
quired for sampling. In this paper we explore an
efficient class of Stochastic Gradient Markov Chain
Monte Carlo (SG-MCMC) methods, designed for
NNs by adjusting stochastic gradient descent with
properly scaled Gaussian noise to generate posterior
samples.
3.1 Stochastic Gradient Langevin Dynamics
We first consider the Stochastic Gradient Langevin
Dynamics (SGLD) (Welling and Teh, 2011) sam-
pler to generate posterior samples. Intuitively, this
mechanism guides SGD to explore the posterior dis-
tribution rather than finding the maximum a poste-
riori (MAP) solution. More concretely, at each time
step t we first compute a stochastic estimate of the
gradient for the negative log-posterior distribution
on a mini-batch bt:

∇�t≈ −
(
∇�t logP (�t)+

||
|bt|

∑
xi∈bt

∇�t logP (xi|�t)
)
,

and then update the BNNP parameters by SGDwith
noise injection,

�t+1←�t −
�t
2
∇�t+�t, �t∼ (0, �tI) (2)

Theoretically, the distribution of �t converges to the
true posterior p(�|) when bt = , t → ∞ and
�t → 0 (see Teh et al. (2016) for SGLD convergence
rate proofs and analysis).

In practice, the learning rate �t = a(b+t)−
 , start-
ing high and decaying, plays a crucial role in eqn. 2
dynamics. Intuitively, while the variance of the in-
jected noise is �t, the variance of the gradient is of(�2t ). In the earlier stages of the optimization, the
�t
2∇� term is dominant as gradients are of greater
impact and the learning rate is high, simulating
stochastic gradient descent. As the optimization

proceeds, the impact of the gradient shrinks and
the injected Gaussian noise becomes the dominant
term, transitioning from SGD to Langevin Monte
Carlo (Neal, 2011).
Since �t → 0 might cause slow mixing in prac-

tice, we also set a minimum threshold for the learn-
ing rate to allow mixing at later stages. SGLD and
SGD have the same time complexity as sampling oc-
curs along with parameter updates with a negligible
overhead of drawing �ts.
3.2 Preconditioned SGLD
As SGLD relies on a single learning rate along all
dimensions of �, it has the same potential ineffi-
ciencies of SGD for optimizing functions with dif-
ferent curvatures along each dimension. Inspired
by more advanced optimization techniques that ad-
just to the geometry of parameter space, Li et al.
(2016) proposed preconditioning of SGLD (similar
to RMSprop (Tieleman and Hinton, 2012)) which
scales the gradients with respect to the weighted
average of the gradients along each dimension, such
that a unified learning rate is sufficient. The pro-
posed preconditioner diagonal matrix is computed
as follows,

G(�t) = diag(1⊘ (�1 +
√
V (�t))),

V (�t) = �V (�t−1) + (1 − �)∇�t⊙ ∇�t,
where ⊙,⊘ are element-wise matrix product and
division, and �, � are hyperparameters controlling
the extremes of the curvature, and weighting aver-
age of previous and current gradients, respectively.
The updated preconditioned eqn. 2 is,
�t+1← �t −

�t
2
G(�t)∇�t+�t, �t∼ (0, �tG(�t)).

Here, replacing the preconditioner matrix G(�t)
with an identity matrix will recover the SGLD update
formulation. In case of a diagonal preconditioner,
it has the same time complexity of SGLD, although
the constant factors in the complexity figure can
be slightly higher due to additional computations
involved in G(�t) and V (�t).
While SGLD is designed to explore different

modes of the posterior distribution, we found (§5.4)
that in practice we still require dropout to facilitate
modes exploration via random perturbation of the
model structure.
3.3 Prediction
The generated posterior samples can be used to com-
pute the approximate expectation of eqn. 1 by scor-
ing all plausible parses via explicit model averaging.
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As this solution is not computationally feasible, we
use the sampled parameters and follow a procedure
that minimizes the Bayes risk (MBR) (Goodman,
1996). Given each sampled parameter, first we gen-
erate the maximum scoring parse using the arc-
factored decomposition (McDonald et al., 2005a)
and dynamic programming (Eisner, 1996). This
can be done concurrently for all samples, result-
ing in a running time identical to the non-Bayesian
approach. For each labelled edge, we replace its
score in the ARC-SCORE matrix with its occurrence
count in the collection of sampled trees and infer
the final tree using counts as scores. The predicted
structure is then passed to the label predictor, which
assigns labels to the edges (§2). This decoding ap-
proach, while selecting the global structure with
the highest probability under the approximate pos-
terior, could potentially allow for additional correc-
tions of the highest scoring tree in the pool of sam-
ples (Shareghi et al., 2015; Kuncoro et al., 2016).
4 Multi-Task Learning
Multi-task learning (Caruana, 1997) lends itself as
a natural choice for low-resource settings as it aims
at leveraging the commonality between tasks to im-
prove their performance in the absence of sufficient
amount of training data. This framework hence nat-
urally complements Bayesian modeling in dealing
with the challenges of the small data regime.

We couple our BNNP with POS tagging due to
the strong connection between the two tasks (Rush
et al., 2010) and the availability of joint training data
in several languages (Zeman et al., 2017). While
multi-task frameworks have shown success in some
areas (Reichart et al., 2008; Finkel and Manning,
2009; Liu et al., 2016;Malca and Reichart, 2018), in
our case we found that our two tasks interfered with
each other and degraded the parser performance
(see similar findings for other tasks at Søgaard and
Goldberg (2016); Plank and Alonso (2017)).
To minimize task interference, an approach

shown effective (Ganin and Lempitsky, 2015; Kim
et al., 2017; Chen et al., 2017; ZareMoodi and Haf-
fari, 2018) is to implicitly guide the update signals
during training via an adversarial procedure that
avoids shared parameters contamination. We adapt
this idea to our multi-task learning.
Architecture Given an input word, wi, the score
for a POS tag p is computed as tanh(W ′′vi+b′′)[p],
where p ∈ {pz}pz=1,W ′′ is (p× l), and b′′ is (p×1).
To train the POS tagger, the cross-entropy loss is
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Figure 1: The MULTI TASK architecture flow for a sin-
gle word in a sequence.

used (denoted by pos). Taking wis as input, the
shared BiLSTM strictly encodes a task-agnostic l-
dimensional representation of the input (explained
in the next subsection),

si = ⃗LSTM�(w1∶i)◦ ⃗LSTM� (wn∶i).

The input to each task is then defined as the concate-
nation of task-agnostic and task-specific represen-
tations. We considered a basic architecture where
both tasks have their separate parameters (identical
number of layers, dimensions, etc.) and they only
share the shared BiLSTM (denoted as MULTI TASK
in Table 1). 4

Adversarial Training The shared BiLSTM out-
put, si, is meant to encode a task-agnostic repre-
sentation of the input word wi. In order to en-
force this criterion, we apply an adversarial training
procedure. The shared representation, si, is for-
warded to a task discriminator (denoted as Disc. in
Figure 1) through a gradient reversal layer. The
task discriminator predicts the task identity for
each word in the input via a linear transformation
(W ′′′si + b′′′)[�] followed by a softmax, where
� ∈ {parser,tagger} and W ′′′ and b′′′ are
(2 × l) and (2 × 1), respectively. To train the dis-
criminator, a sum of the cross-entropy losses for
w1∶n is used (denoted by disc). As the parameters
of the discriminators are being updated, the gradi-
ent signals to minimize the discriminator’s error are
backpropagated with an opposite sign to the shared
BiLSTM layer, which adversarially encourages the
shared BiLSTM to fool the discriminator.

Our training schedule alternates between the two
modes, in one mode optimizing the shared and task-
specific parameters based on parse and pos (in

4We also tried layer-wise placements of tasks (Søgaard and
Goldberg, 2016; Hashimoto et al., 2017) and the results were
slightly worse. Details are omitted for space reason.
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random order), while in the other mode optimizingdisc which includes the shared and discriminator-
specific parameters.
5 Experiments and Results
We experiment withmono-lingual and cross-lingual
dependency parsing using the treebanks of the
CoNLL 2017 shared task on parsing to Universal
Dependencies (UD) (Zeman et al., 2017).5
5.1 Experimental Setup
We use the UDPipe baseline outputs for segmenta-
tion and POS tagging of the raw test data (released
along with the raw test data). While segmenta-
tion and POS errors substantially impact the qual-
ity of the final predicted parse, their exploration
is beyond our scope. Our evaluation metric is La-
beled Attachment Score (LAS), computed by the
shared task evaluation script. Statistical signifi-
cance, when mentioned, is computed over 20 runs,
via the Kolmogorov-Smirnov test (Reimers and
Gurevych, 2017; Dror et al., 2018) with p = 0.01.
Mono-Lingual Experiments We experiment
with Persian (fa), Korean (ko), Russian (ru), Turk-
ish (tr), Vietnamese (vi) and Irish (ga), all with
less than 5k training sentences (Table 1). For
comparison we report the scores published by
the top system of the CoNLL 2017 shared task,
BiAFFINE (Dozat et al., 2017), noting the follow-
ing differences between their input and output and
ours. The BiAFFINE parser: (i) uses the UDPipe
outputs for segmentation but corrects POS errors
before parsing, (ii) includes both language specific
and universal POS tags in the input layer while
we only include the universal POS tags, and (iii)
applies post-process correction for non-projective
languages.
Cross-Lingual Experiments We use the En-
glish (en), French (fr), Russian (ru), and Persian (fa)
datasets of the UD treebanks as our training and
test data, with the addition of 3 languages for which
we did not have any training data: Kurmanji (kmr),
Buriat (bxr), and Northern Sami (sme). We also
report the results for each language, where the com-
bination of training datasets for the rest of the lan-
guages (marked as +) was used for training. The
cross-lingual experiments are done on delexicalized

5For train and dev sets (1-1983), test set (1-2184),
and pretrained embeddings (1-1989) see: https:
//lindat.mff.cuni.cz/repository/xmlui/
handle/11234/{1-1983,1-2184,1-1989}

parses after replacing the words with their Univer-
sal POS tags.
Models and Baselines - Single-Task We con-
sider the following models: BASE is the BiLSTM
model of Kiperwasser and Goldberg (2016);
BASE++ extends BASE by having 2 layers of
BiLSTMs and using 1 layer of character level
BiLSTM (§2); +SHARED includes an additional
BiLSTM (dashed box in Figure 1). We included this
to provide a fair comparison (in terms of the number
of parameters) with the multi-task experiments but
we apply a higher dropout rate to resolve overfitting;
ENSEMBLE denotes a collection of 9 +SHARED
models each randomly initialized (Reimers and
Gurevych, 2017) and trained for MLE with MBR
(§3.3) applied for prediction; MAP denotes the
+SHARED model optimized forMAP instead of MLE;
+SGLD denotes Bayesian learning and prediction
(§3.1), and +PRECOND denotes preconditioned
SGLD (§3.2). +SGLD and +PRECOND are applied
to the +SHARED model.
Models and Baselines - Multi-Task We con-
sider the same models as in the single-task setup,
with the following changes. BASEMT is the vari-
ant of MULTI TASK architecture where the shared
BiLSTM is removed and all components except
for decoders are shared between the two tasks.
+SHARED and +ADV denote the results without
and with the adversarial training (§4), respectively.
5.2 Hyperparameters
Training is done for 330 epochs with early stopping,
using successive6 mini-batches of 5000 words,7
with drop-out rate 0.33 unless stated otherwise.
SGLD is only applied for learning the parameters of
the parser, with learning rate decaying from 0.01
to 0.0001 (
 = 0.5), and the preconditioned matrix
hyperparameters are � = 10−5, � = 0.99. The rest
of the parameters are updated using Adam (Kingma
and Ba, 2014) with default DyNet parameters (Neu-
big et al., 2017). The size and selection of the sam-
ples used in Bayesian inference are tuned on Irish
(see §6.1 of the main paper). In all experiments,
training stops based on loss convergence of a single
model on the dev set. We also tried GRUs and our
results were substantially worse than LSTMs.

We consider the following sizes within the mod-
els: BASE is 1 layer of BiLSTM with 125 hidden

6We found that random batches perform slightly worse.
7When the 5000 words limit lands in the middle of a sen-

tence, the entire sentence is included.
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units, 100-D word embeddings, 25-D POS embed-
dings, and dropout rate of 0.33; BASE++ extends
BASE by having 2 layers of BiLSTMs with 200-D
hidden units, 100-D external word embeddings, and
using 1 layer of character level BiLSTM with 200-
D hidden units to generate 100-D character em-
beddings (§2); +SHARED includes an additional
BiLSTM with 200-D hidden units in BASE++ to
provide a fair comparison (in terms of the number
of parameters) with the multi-task experiments but
we apply a higher dropout rate of 0.66 to resolve
overfitting.

5.3 Results
Mono-Lingual Parsing Table 1 summarizes the
training data statistics and the LAS results of the var-
ious models, with bold-font marking cases where a
model outperforms the BiAFFINE parser.

1. SINGLE TASK Comparison between BASE++
and +SHARED reveals that the additional BiLSTM
in the +SHARED does not improve the results. As
expected, model averaging in ENSEMBLE improved
the results over the +SHARED model. Additionally,
the MAP results show slight improvements com-
pared with +SHARED. Both of these findings sug-
gest that the quality of predictions is likely to im-
prove if some notion of uncertainty (via averaging,
or prior insertion) is included.
For Bayesian solutions, both +SGLD and +PRE-

COND consistently (and in a statistically significant
manner) outperform the ENSEMBLE models and the
strong BiLSTM baselines on all languages, while
PRECOND outperforms BiAFFINE by up to 3% on
two languages (vi, and ga). The consistency of
improvements as we incorporate richer means of
capturing the uncertainty suggests that these gains
are independent of our specific choice of neural ar-
chitecture and that they might also hold for future
parsing architectures.

2. MULTI TASK As explained earlier (§4), com-
paring the parser performances under +SHARED
models in single and multi task settings indicates
that parser quality was degraded with the inclu-
sion of a POS tagging task, possibly due to interfer-
ence between the tasks. This issue was alleviated
with the inclusion of task discriminator and the ad-
versarial training. The +ADV model consistently
improves the results (in a statistically significant
manner), while outperforming the SINGLE TASK
(+SHARED) by 2.2% for Persian (fa), and 5.2% for
Irish (ga). This is an indicator that low-resource lan-

fa ko ru tr vi ga
TRAIN(sen.) 4798 4400 3850 3685 1400 566

Labeled Attachment Score (LAS)
BiAFFINE 86.31 82.49 83.65 62.79 42.13 70.06
BASE 80.97 64.76 75.45 52.64 39.36 62.50
SINGLE TASK
BASE++ 83.15 76.70 79.44 58.92 41.03 66.58
+SHARED 83.11 76.32 79.62 58.72 41.10 66.42
ENSEMBLE 84.12 77.28 80.17 59.36 41.89 68.12
MAP 83.59 76.61 79.78 59.13 41.33 66.95
+SGLD 84.98 78.91 80.86 60.53 43.12 69.51
+PRECOND 85.76 79.83 81.9 61.71 44.52 70.91

MULTI TASK
BASEMT 81.54 75.78 78.61 57.12 40.08 60.51
+SHARED 81.03 75.08 78.64 57.09 40.04 65.24
+ADV 84.93 78.12 81.23 60.66 43.11 69.89
ENSEMBLE 85.01 78.31 81.56 60.92 43.3 70.00
MAP 85.02 78.26 81.59 60.72 43.25 70.36
+SGLD 85.89 79.50 83.06 62.13 44.57 72.52
+PRECOND 86.75 80.97 84.51 63.24 45.96 74.12

Table 1: Mono-Lingual results. Models that outper-
form the BiAFFINE parser are highlighted in bold.

guages could potentially benefit more from multi-
task learning. Other variants of +ADV are also re-
ported in Table 1 and similar patterns to the single
task setting are observed.

Next, we test the effectiveness of Bayesian learn-
ing and inference using  = 9 thinned samples
(§5.4). For all languages in the multi-task setting
the gain from including +SGLD in +ADV is statisti-
cally significant. However, the gain decays as the
amount of training data increases: from 3.8% on
Irish (ga) to 1.1% on Persian (fa). This verifies our
expectation that Bayesian learning helps parameter
estimation and prediction in the small data regime.
Compared to +SGLD, +PRECOND provides further
improvements (all are statistically significant) of
2.2% on Irish and 1% on Persian, showing a similar
generic negative correlation with data size.
To summarize our mono-lingual results, the

Bayesian framework shows its merit in improv-
ing predictive quality, and multi-task learning in-
troduces new and informative signal via a related
task which allows for better parameter estimation.
The integration of a Bayesian parser into a multi-
task learning framework outperforms the BiAFFINE
parser on up to 5 languages, while we observe
decreasing improvements as the data size grows.
Also, since our Bayesian approach builds on the
BASE model, it is subject to the shortcomings of
this model: For instance, on Korean (ko) the differ-
ence between BASE and BiAFFINE is too large to be
closed without further adjustment of model design,
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sen. Labeled Attachment Score (LAS)
en fr ru fa kmr bxr sme

en 13k 81.04
+0.94

64.34
+1.34

44.61
+0.99

24.57
+1.05

27.62
+1.21

24.97
+1.39

33.42
+1.16

fr 15k 57.71
+0.89

79.14
+1.21

47.72
+0.82

29.23
+1.02

28.06
+1.39

18.04
+1.02

29.72
+1.01

ru 3k 52.25
+3.26

62.30
+2.58

77.55
+3.41

46.47
+2.61

27.80
+3.14

39.29
+2.75

32.40
+3.36

fa 5k 37.53
+1.30

50.94
+1.97

43.41
+1.82

78.28
+1.01

45.29
+1.66

21.65
+1.36

23.94
+1.41

+ 36k 82.79
+0.78

80.92
+1.16

77.19
+0.87

78.25
+0.78

43.26
+0.96

20.57
+0.94

35.00
+0.82

Table 2: Cross-Lingual Parsing Evaluation. LAS of an
ensemble of  = 9 SINGLE TASK (BASE++) models,
and the performance gain by the Bayesian MULTI TASK
(+PRECOND), placed as subscript.

or its inputs and outputs.
Cross-Lingual Delexicalized Parsing We
tested our most successful mono-lingual model,
MULTI TASK(+PRECOND), in the cross-lingual
setup against an ensemble of  = 9 randomly
initialized SINGLE TASK (BASE++) models.
Table 2 summarizes the training data size (rounded
up) and the LAS results of both models.

As expected, the ensemble models perform best
when the training and test data come from the same
language or language family (as in Buryat to Rus-
sian and Kurmanji to Persian). Showing a similar
pattern to mono-lingual parsing, in all cases the
performance gain of the Bayesian MULTI TASK
(+PRECOND) setting, reported as under-text in the
table, consistently outperforming the ENSEMBLE
(in a statistically significant manner) and the impact
decays with the training set size.
5.4 Ablation Analysis
We aim to answer two questions: (i) how many of
the generated samples are used during inference?
and (ii) how much the success of SGLD depends on
other sources of noise during training?

1. UTILIZING SAMPLES Once the training
stops, different strategies could be applied to utilize
the collection of posterior samples to recompute
ARC-SCORE matrix (see §3.3). An extreme option
is including all samples (denoted by All), another
option is to only use the last sample (denoted by
Last). An intermediate alternative is to choose 
samples with interval ⌊ ⌋, an approach known as
Thinning (Gan et al., 2017).
Comparing the results in Figure 2a, Thinning

consistently outperforms the other strategies. In-
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Figure 2: Ablation analysis for Irish. Similar patterns
are observed for the other languages.

terestingly, when we compared Thinning with a
variant (denoted by Δ in Figure 2a) that just uses
the last 5 samples , it appears that Thinning which
includes earlier samples is still superior. This is
likely to be an indicator that a larger (and more
diverse) set of trees can potentially improve MBR
decoding. In practice, we use Thinned samples.

2. DROPOUT, SGLD, AND MINI-BATCH We
would next like to better understand the interdepen-
dence between SGLD and two existing sources of
noise: dropout and mini-batch size. Results are
reported in Figure 2b. In all four stacked bars, the
top segment demonstrates the gain when includ-
ing +SGLD. The right-most stacked bar illustrates
the performance of MULTI TASK (+ADV) with-
out (bottom part of the bar) and with +SGLD. This
is our reference and in the following three experi-
ments, we make a single change to this model while
keeping everything else fixed.

In the left-most stacked bar, we exclude dropout.
This significantly hurts the performance, an indi-
cation that the random perturbation of model by
dropout can provide a positive complimentary ef-
fect for better exploration of the posterior modes via
SGLD. Comparing the top parts of all stacked bars
(representing the gain with +SGLD) reveals that this
gain is at its maximum when dropout is switched
off. An interpretation can be that in the absence of
dropout, SGLD becomes the main component for
countering overfitting.
In the second stacked bar from the right, we re-

move the noise caused by mini-batching and use
the entire dataset as one batch. This slightly im-
proves the results, although this improvement is
not statistically significant. Based on eqn. 2, full
training data gradient updates cause ∇� → 0 in
fewer steps. Consequently, the learning rate (which
controls the variance of the noise) is at a higher

3516



value when the gradient is close to zero, giving a
better chance for the sampler to mix via �t.
In the second stacked bar from left, parameters

are updated for each training sentence. In this set-
ting the learning rate, �t, is consumed much faster
and can potentially reach zero on the MAP solu-
tion, discarding the effect of the injected noise and
+SGLD. Hence, the gain for including SGLD is at its
minimum. We speculate that adjusting the decaying
speed of the learning rate (which we left untouched)
could allow for this extreme case to perform better.
6 Conclusion
We proposed a Bayesian framework for neural de-
pendency parsing (BNNP). We employ efficient
SG-MCMC approximate inference mechanisms
through stochastic gradient Langevin dynamics to
generate posterior samples during optimization.
The collected samples are then used via a minimum
Bayes risk parsing algorithm to generate the final
parse tree. In mono-lingual and cross-lingual ex-
periments in the small data regime, where Bayesian
learning in expected to bemost effective, our BNNP
consistently outperformed the strong BiLSTM base-
lines. Moreover, when integrating the BNNP into a
multi-task learning framework, utilized to prevent
task interference, we outperformed the BiAFFINE
parser (best system of the CoNLL17 shared task)
on 5 low-resource languages by up to 9% LAS.
In future work, we intend to investigate other

types of priors over the network parameters (e.g.,
sparse priors (Lobacheva et al., 2017)). We would
also like to explicitly quantify the uncertainty cap-
tured in our framework under different sampling
strategies orMCMC-SGmethods (e.g., similar toMc-
Clure and Kriegeskorte (2016); Teye et al. (2018)).
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Abstract

Multi-task learning (MTL) has achieved suc-
cess over a wide range of problems, where
the goal is to improve the performance of a
primary task using a set of relevant auxiliary
tasks. However, when the usefulness of the
auxiliary tasks w.r.t. the primary task is not
known a priori, the success of MTL models de-
pends on the correct choice of these auxiliary
tasks and also a balanced mixing ratio of these
tasks during alternate training. These two
problems could be resolved via manual intu-
ition or hyper-parameter tuning over all com-
binatorial task choices, but this introduces in-
ductive bias or is not scalable when the number
of candidate auxiliary tasks is very large. To
address these issues, we present AUTOSEM, a
two-stage MTL pipeline, where the first stage
automatically selects the most useful auxiliary
tasks via a Beta-Bernoulli multi-armed ban-
dit with Thompson Sampling, and the sec-
ond stage learns the training mixing ratio of
these selected auxiliary tasks via a Gaussian
Process based Bayesian optimization frame-
work. We conduct several MTL experiments
on the GLUE language understanding tasks,
and show that our AUTOSEM framework can
successfully find relevant auxiliary tasks and
automatically learn their mixing ratio, achiev-
ing significant performance boosts on several
primary tasks. Finally, we present ablations
for each stage of AUTOSEM and analyze the
learned auxiliary task choices.

1 Introduction

Multi-task Learning (MTL) (Caruana, 1997) is
an inductive transfer mechanism which lever-
ages information from related tasks to improve
the primary model’s generalization performance.
It achieves this goal by training multiple tasks
in parallel while sharing representations, where
the training signals from the auxiliary tasks can
help improve the performance of the primary

task. Multi-task learning has been applied to a
wide range of natural language processing prob-
lems (Luong et al., 2015; Pasunuru and Bansal,
2017; Hashimoto et al., 2017; Ruder et al., 2017b;
Kaiser et al., 2017; McCann et al., 2018). Despite
its impressive performance, the design of a multi-
task learning system is non-trivial. In the con-
text of improving the primary task’s performance
using knowledge from other auxiliary tasks (Lu-
ong et al., 2015; Pasunuru and Bansal, 2017), two
major challenges include selecting the most rel-
evant auxiliary tasks and also learning the bal-
anced mixing ratio for synergized training of these
tasks. One can achieve this via manual intuition
or hyper-parameter tuning over all combinatorial
task choices, but this introduces human inductive
bias or is not scalable when the number of candi-
date auxiliary tasks is considerable. To this end,
we present AUTOSEM, a two-stage Bayesian op-
timization pipeline to this problem.

In our AUTOSEM framework1, the first stage
addresses automatic task selection from a pool of
auxiliary tasks. For this, we use a non-stationary
multi-armed bandit controller (MAB) (Bubeck
et al., 2012; Raj and Kalyani, 2017) that dynam-
ically alternates among task choices within the
training loop, and eventually returns estimates of
the utility of each task w.r.t. the primary task. We
model the utility of each task as a Beta distribu-
tion, whose expected value can be interpreted as
the probability of each task making a non-negative
contribution to the training performance of the pri-
mary task. Further, we model the observations
as Bernoulli variables so that the posterior distri-
bution is also Beta-distributed. We use Thomp-
son sampling (Chapelle and Li, 2011; Russo et al.,
2018) to trade off exploitation and exploration.

The second stage then takes the auxiliary tasks
1We make all our code and models publicly available at:

https://github.com/HanGuo97/AutoSeM
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selected in the first stage and automatically learns
the training mixing ratio of these tasks, through the
framework of Bayesian optimization, by modeling
the performance of each mixing ratio as a sam-
ple from a Gaussian Process (GP) to sequentially
search for the optimal values (Rasmussen, 2004;
Snoek et al., 2012). For the covariance function in
the GP, we use the Matern kernel which is param-
eterized by a smoothness hyperparameter so as to
control the level of differentiability of the samples
from GP. Further, following Hoffman et al. (2011),
we use a portfolio of optimistic and improvement-
based policies as acquisition functions (Shahriari
et al., 2016) for selecting the next sample point
from the GP search space.

We conduct several experiments on the GLUE
natural language understanding benchmark (Wang
et al., 2018), where we choose each of RTE,
MRPC, QNLI, CoLA, and SST-2 as the primary
task, and treat the rest of the classification tasks
from the GLUE benchmark as candidate auxiliary
tasks. Results show that our AUTOSEM frame-
work can successfully find useful auxiliary tasks
and automatically learn their mixing ratio, achiev-
ing significant performance boosts on top of strong
baselines for several primary tasks, e.g., 5.2% im-
provement on QNLI, 4.7% improvement on RTE,
and 2.8%/0.8% improvement on MRPC.

We also ablate the usefulness of our two stages
of auxiliary task selection and automatic mixing
ratio learning. The first ablation removes the task
selection stage and instead directly performs the
second GP mixing ratio learning stage on all aux-
iliary tasks. The second ablation performs the
task selection stage (with multi-armed bandit) but
replaces the second stage Gaussian Process with
manual tuning on the selected tasks. Our 2-stage
model performs better than both these ablations,
showing that both of our stages are crucial. Fur-
ther, we also discuss the learned auxiliary task
choices in terms of their intuitive relevance w.r.t.
the corresponding primary task.

2 Related Work

Multi-task learning (Caruana, 1998), known for
improving the generalization performance of a
task with auxiliary tasks, has successfully been
applied to many domains of machine learn-
ing, including natural language processing (Col-
lobert and Weston, 2008; Girshick, 2015; Lu-
ong et al., 2015; Pasunuru and Bansal, 2017; Pa-

sunuru et al., 2017), computer vision (Misra et al.,
2016; Kendall et al., 2017; Dai et al., 2016),
and reinforcement learning (Teh et al., 2017;
Parisotto et al., 2015; Jaderberg et al., 2016). Al-
though there are many variants of multi-task learn-
ing (Ruder et al., 2017b; Hashimoto et al., 2017;
Luong et al., 2015; McCann et al., 2018), our goal
is to improve the performance of a primary task
using a set of relevant auxiliary tasks, where dif-
ferent tasks share some common model param-
eters with alternating mini-batches optimization,
similar to Luong et al. (2015).

To address the problem of automatic shared
parameter selection, Ruder et al. (2017a) auto-
matically learned the latent multi-task sharing ar-
chitecture, and Xiao et al. (2018) used a gate
mechanism that filters the feature flows between
tasks. On the problem of identifying task relat-
edness, Ben-David and Schuller (2003) provided
a formal framework for task relatedness and de-
rived generalization error bounds for learning of
multiple tasks. Bingel and Søgaard (2017) ex-
plored task relatedness via exhaustively experi-
menting with all possible two task tuples in a non-
automated multi-task setup. Other related works
explored data selection, where the goal is to se-
lect or reorder the examples from one or more
domains (usually in a single task) to either im-
prove the training efficiency or enable better trans-
fer learning. These approaches have been applied
in machine translation (van der Wees et al., 2017),
language models (Moore and Lewis, 2010; Duh
et al., 2013), dependency parsing (Søgaard, 2011),
etc. In particular, Ruder and Plank (2017) used
Bayesian optimization to select relevant training
instances for transfer learning, and Tsvetkov et al.
(2016) applied it to learn a curriculum for train-
ing word embeddings via reordering data. Graves
et al. (2017) used the bandit approach (Exp3.S al-
gorithm) in the context of automated curriculum
learning, but in our work, we have two stages with
each stage addressing a different problem (auto-
matic task selection and learning of the training
mixing ratio). Recently, Sharma and Ravindran
(2017) used multi-armed bandits (MAB) to learn
the choice of hard vs. easy domain data selection
as input feed for the model. Guo et al. (2018) used
MAB to effectively switch across tasks in a dy-
namic multi-task learning setup. In our work, we
use MAB with Thompson Sampling for the novel
paradigm of automatic auxiliary task selection;
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and next, we use a Matern-kernel Gaussian Pro-
cess to automatically learn an exact (static) mixing
ratio (i.e., relatedness ratio) for the small number
of selected tasks.

Many control problems can be cast as a multi-
armed bandits problem, where the goal of the
agent is to select the arm/action from one of the
N choices that minimizes the regrets (Bubeck
et al., 2012). One problem in bandits learning is
the trade-off between exploration and exploitation,
where the agent needs to make a decision between
taking the action that yields the best payoff on
current estimates or exploring new actions whose
payoffs are not yet certain. Many previous works
have explored various exploration and exploita-
tion strategies to minimize regret, including Boltz-
mann exploration (Kaelbling et al., 1996), adver-
sarial bandits (Auer et al., 2002b), UCB (Auer
et al., 2002a), and information gain using varia-
tional approaches (Houthooft et al., 2016). In this
work, for task selection, we use Thompson Sam-
pling (Russo et al., 2018; Chapelle and Li, 2011),
an algorithm for sequential decision making prob-
lems, which addresses a broad range of problems
in a computationally efficient manner and is there-
fore enjoying wide use.

Gaussian Process (GP) is a non-parametric
Bayesian approach, and it can capture a wide
variety of underlying functions or relations be-
tween inputs and outputs by taking advantage of
the full information provided by the history of
observations and is thus very data-efficient (Ras-
mussen, 2004; Shahriari et al., 2016; Schulz et al.,
2018). Gaussian Processes have been widely used
as a black-box optimizer and hyper-parameter op-
timization (Snoek et al., 2012; Brochu et al., 2010;
Knudde et al., 2017; Cully et al., 2018; Swersky
et al., 2013; Golovin et al., 2017). In our work,
we use Gaussian Process for automatic learning of
the multi-task mixing ratio in our stage-2 among
the selected tasks from stage-1.

3 Models

We will first introduce our baseline model and its
integration for multiple classification tasks in a
multi-task learning (MTL) setup. Next, we will in-
troduce our AUTOSEM framework, an automatic
way of selecting auxiliary tasks and learning their
optimal training mixing ratio w.r.t. the primary
task, via a Beta-Bernoulli bandit with Thompson
Sampling and a Gaussian Process framework.

Fully-Connected Fully-Connected Fully-Connected

ELMo
Embeddings

Max-Pooling Max-Pooling

Soft-Max Soft-Max Soft-Max

 LSTM-RNN
Layers

Task Task Task

Figure 1: Overview of our baseline model where we
use different projection layers for each task during
MTL, while sharing rest of the model parameters.

3.1 Bi-Text Classification Model
Let s1 and s2 be the input sentence pair in our
classification task, where we encode these sen-
tences via bidirectional LSTM-RNN, similar to
that of Conneau et al. (2017). Next, we do
max-pooling on the output hidden states of both
encoders where u and v are the outputs from
the max-pooing layer for s1 and s2 respectively.
Later, we map these two representations (u and v)
into a single rich dense representation vector h:

h = [u;v;u ? v; |u− v|] (1)

where [; ] represents the concatenation and u ? v
represents the element-wise multiplication of u
and v. We project this final representation h
to label space to classify the given sentence pair
(see Fig. 1). We also use ELMo (Peters et al.,
2018) representations for word embeddings in our
model. For this, we extract the three ELMo layer
representations for each of the sentence pair and
use their weighted sum as the ELMo output repre-
sentation, where the weights are trainable.

3.2 Multi-Task Learning
In this work, we focus on improving a task (pri-
mary task) by allowing it to share parameters
with related auxiliary tasks via multi-task learn-
ing (MTL). Let {D1, ..., DN} be a set of N tasks,
where we set D1 to be the primary task and the
rest of them as auxiliary tasks. We can extend
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Figure 2: Overview of our AUTOSEM framework. Left: the multi-armed bandit controller used for task selection,
where each arm represents a candidate auxiliary task. The agent iteratively pulls an arm, observes a reward, updates
its estimates of the arm parameters, and samples the next arm. Right: the Gaussian Process controller used for
automatic mixing ratio (MR) learning. The GP controller sequentially makes a choice of mixing ratio, observes a
reward, updates its estimates, and selects the next mixing ratio to try, based on the full history of past observations.

our single-task learning baseline (see Sec. 3.1)
into multi-task learning model by augmenting the
model with N projection layers while sharing the
rest of the model parameters across these N tasks
(see Fig. 1). We employ MTL training of these
tasks in alternate mini-batches based on a mixing
ratio η1:η2:..ηN , similar to previous work (Luong
et al., 2015), where we optimize ηi mini-batches
of task i and go to the next task.

In MTL, choosing the appropriate auxiliary
tasks and properly tuning the mixing ratio can be
important for the performance of multi-task mod-
els. The naive way of trying all combinations of
task selections is hardly tractable. To solve this is-
sue, we propose AUTOSEM, a two-stage pipeline
in the next section. In the first stage, we automat-
ically find the relevant auxiliary tasks (out of the
given N − 1 options) which improve the perfor-
mance of the primary task. After finding the rel-
evant auxiliary tasks, in the second stage, we take
these selected tasks along with the primary task
and automatically learn their training mixing ratio.

3.3 Automatic Task Selection: Multi-Armed
Bandit with Thompson Sampling

Tuning the mixing ratio for N tasks in MTL be-
comes exponentially harder as the number of aux-
iliary tasks grows very large. However, in most
circumstances, only a small number of these aux-
iliary tasks are useful for improving the primary
task at hand. Manually searching for this optimal
choice of relevant tasks is intractable. Hence, in
this work, we present a method for automatic task
selection via multi-armed bandits with Thompson
Sampling (see the left side of Fig. 2).

Let {a1, ..., aN} represent the set of N arms
(corresponding to the set of tasks {D1, ..., DN})
of the bandit controller in our multi-task setting,
where the controller selects a sequence of ac-
tions/arms over the current training trajectory to
maximize the expected future payoff. At each
round tb, the controller selects an arm based on
the noisy value estimates and observes rewards rtb
for the selected arm. Let θk ∈ [0, 1] be the utility
(usefulness) of task k. Initially, the agent begins
with an independent prior belief over θk. We take
these priors to be Beta-distributed with parameters
αk and βk, and the prior probability density func-
tion of θk is:

p(θk) =
Γ(αk + βk)

Γ(αk)Γ(βk)
θαk−1k (1− θk)βk−1 (2)

where Γ denotes the gamma function. We for-
mulate the reward rtb ∈ {0, 1} at round tb as a
Bernoulli variable, where an action k produces a
reward of 1 with a chance of θk and a reward of 0
with a chance of 1− θk. The true utility of task k,
i.e., θk, is unknown, and may or may not change
over time (based on stationary vs. non-stationary
of task utility). We define the reward as whether
sampling the task k improves (or maintains) the
validation metric of the primary task,

rtb =

{
1, if Rtb ≥ Rtb−1
0, otherwise

(3)

where Rtb represents the validation perfor-
mance of the primary task at time tb. With our
reward setup above, the utility of each task (θk)
can be intuitively interpreted as the probability

3523



that multi-task learning with task k can improve
(or maintain) the performance of the primary task.
The conjugacy properties of the Beta distribution
assert that the posterior distribution is also Beta
with parameters that can be updated using a sim-
ple Bayes rule, which is defined as follows (Russo
et al., 2018),

p(θk|r) ∝ Bernθ(r)Betaα,β(θk)

∝ Betaα+r,β+1−r(θk)
(4)

(αk, βk) =

{
(αk, βk), if xstb 6= k

(αk, βk)+(rtb , 1− rtb), if xstb = k
(5)

where xstb is the sampled task at round tb. Finally,
at the end of the training, we calculate the expected
value of each arm as follows:

Ep[θk] =
αk

αk + βk
(6)

Here, the expectation measures the probability of
improving (or maintaining) the primary task by
sampling this task. To decide the next action to
take, we apply Thompson Sampling (Russo et al.,
2018; Chapelle and Li, 2011) to trade off exploita-
tion (maximizing immediate performance) and ex-
ploration (investing to accumulate new informa-
tion that might improve performance in the fu-
ture). In Thompson Sampling (Russo et al., 2018),
instead of taking action k that maximizes the ex-
pectation (i.e., arg maxk Ep[θk]), we randomly
sample the primary task improvement probabil-
ity θ̂k from the posterior distribution θ̂k ∼ p(θk),
and take the action k that maximizes the sam-
pled primary task improvement probability, i.e.,
arg maxk θ̂k. At the end of the training, the task
selection can proceed either via a threshold on
the expectation, or take the top-K tasks, and run
stage-2 using the selected task subset as auxiliary
tasks (details in Sec. 3.4).

Stronger Prior for Primary Task Note that at
the beginning of training, model performance is
usually guaranteed to improve from the initial ran-
dom choices. This causes issues in updating arm
values because less useful tasks will be given high
arm values when they happen to be sampled at the
beginning. To resolve this issue, we initially set
a slightly stronger prior/arm-value in favor of the
arm corresponding to the primary task. Intuitively,
the bandit will then sample the primary model
more often at the beginning, and then start ex-
ploring auxiliary tasks when the primary model’s

Algorithm 1 BernThompson(N,α, β, γ, α0, β0)

1: for tb = 1, 2, . . . do
2: # sample model:
3: for k = 1, . . . , N do
4: Sample θ̂k ∼ Beta(αk, βk)
5: end for
6: # select and apply action:
7: xstb ← argmaxk θ̂k
8: Apply xstb and observe rtb
9: # non-stationarity

10: for k = 1, . . . , N do
11: α̂k = (1− γ)αk + γα0

12: β̂k = (1− γ)βk + γβ0
13: if k 6= xstb then
14: (αk, βk)← (α̂k, β̂k)
15: else
16: (αk, βk)← (α̂k, β̂k)+(rtb , 1− rtb)
17: end if
18: end for
19: end for

performance stabilizes (as the arm value of the
primary model will start decreasing because sam-
pling it in later rounds produces smaller additional
improvements).

Non-Stationary Multi-Armed Bandit Also
note that the intrinsic usefulness of each task
varies throughout the training (e.g., the primary
task might be more important at the beginning,
but not necessarily at the end), and thus the agent
faces a non-stationary system. In such cases, the
agent should always be encouraged to explore in
order to track changes as the system drifts. One
simple approach to inject non-stationarity is to
discount the relevance of previous observations.
Thus we introduce a tunable decay ratio γ, and
modify Eq. 3.3 as follows:

(αk, βk) =

{
(α̂k, β̂k), if k 6= xstb
(α̂k, β̂k)+(rtb , 1− rtb), if k = xstb

(7)
where α̂k = (1−γ)αk+γα0 and β̂k = (1−γ)βk+
γβ0, and γ controls how quickly uncertainty is in-
jected into the system (α0, β0 are parameters of the
prior). Algorithm 1 presents the Thompson Sam-
pling algorithm with a Beta-Bernoulli MAB.

3.4 Automatic Mixing Ratio Learning via
Gaussian Process

The right side of Fig. 2 illustrates our Gaus-
sian Process controller for automatic learning of
the MTL training mixing ratio (see definition in
Sec. 3.2). Given the selected auxiliary tasks from
the previous section, the next step is to find a
proper mixing ratio of training these selected tasks
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along with the primary task.2 Manual tuning
of this mixing ratio via a large grid search over
the hyperparameter values is very time and com-
pute expensive (even when the number of selected
auxiliary tasks is small, e.g., 2 or 3). Thus,
in our second stage, we instead apply a non-
parametric Bayesian approach to search for the
approximately-optimal mixing ratio. In particular,
we use a ‘Gaussian Process’ to sequentially search
for the mixing ratio by trading off exploitation and
exploration automatically. Next, we describe our
Gaussian Process approach in detail.

A Gaussian Process (Rasmussen, 2004; Snoek
et al., 2012; Shahriari et al., 2016), GP(µ0, k),
is a non-parametric model that is fully charac-
terized by a mean function µ0 : X 7→ R and
a positive-definite kernel or covariance function
k : X × X 7→ R. Let x1,x2, ...,xn denote any
finite collections of n points, where each xi rep-
resents a choice of the mixing ratio (i.e., the ra-
tio η1:η2:..ηN described in Sec. 3.2), and fi =
f(xi) is the (unknown) function values evaluated
at xi (true performance of the model given the se-
lected mixing ratio). Let y1, y2, ..., yn be the cor-
responding noisy observations (the validation per-
formance at the end of training). In the context
of GP Regression (GPR), f = {f1, ..., fn} are as-
sumed to be jointly Gaussian (Rasmussen, 2004),
i.e., f |X ∼ N (m,K), where, mi = µ0(xi)
is the mean vector, and Ki,j = k(xi,xj) is the
covariance matrix. Then the noisy observations
y = y1, ..., yn are normally distributed around f
as follows: y|f ∼ N (f , σ2I).

Given D = (x1, y1), ..., (xn0 , yn0), the set of
random initial observations, where xi represents a
mixing ratio and yi represents the corresponding
model’s validation performance. Next, we model
the GP based on these initial observations as de-
scribed above. We sample a next point xn0+1 (a
mixing ratio in our case) from this GP and get its
corresponding model performance yn0+1, and up-
date the GP again by now considering the n0 + 1
points (Rasmussen, 2004). We continue this pro-
cess for a fixed number of steps. Next, we will
discuss how we perform the sampling (based on
acquisition functions) and the kernels used for cal-

2Note that ideally Gaussian Process can also learn to set
the mixing ratio of less important tasks to zero, hence allow-
ing it to essentially also perform the task selection step. How-
ever, in practice, first applying our task selection Thompson-
Sampling model (Sec. 3.3) allows GP to more efficiently
search the mixing ratio space for the small number of filtered
auxiliary tasks, as shown in results of Sec. 6.1.

culating the covariance.

Acquisition Functions Here, we describe the
acquisition functions for deciding where to sam-
ple next. While one could select the points that
maximize the mean function, this does not al-
ways lead to the best outcome (Hoffman et al.,
2011). Since we also have the variance of the
estimates along with the mean value of each
point xi, we can incorporate this information
into the optimization. In this work, we use
the GP-Hedge approach (Hoffman et al., 2011;
Auer et al., 1995), which probabilistically chooses
one of three acquisition functions: probability
of improvement, expected improvement, and up-
per confidence bound. Probability of improve-
ment acquisition functions measure the probabil-
ity that the sampled mixing ratio xi leads to an
improvement upon the best observed value so far
(τ ), P(f(xi) > τ). Expected improvement addi-
tionally incorporates the amount of improvement,
E[(f(xi) − τ)I(f(xi) > τ)]. The Gaussian Pro-
cess upper confidence bound (GP-UCB) algorithm
measures the optimistic performance upper bound
of the sampled mixing ratio (Srinivas et al., 2009),
µi(xi) + λσi(xi), for some hyper-parameter λ.

Matern Kernel The covariance function (or ker-
nel) defines the nearness or similarity of two points
in the Gaussian Process. Here, we use the auto-
matic relevance determination (ARD) Matern ker-
nel (Rasmussen, 2004), which is parameterized by
ν > 0 that controls the level of smoothness. In
particular, samples from a GP with such a kernel
are differentiable bν − 1c times. When ν is half-
integer (i.e. ν = p + 1/2 for non-negative integer
p), the covariance function is a product of an expo-
nential and a polynomial of order p. In the context
of machine learning, usual choices of ν include
3/2 and 5/2 (Shahriari et al., 2016).

4 Experiment Setup

Datasets: We evaluate our models on several
datasets from the GLUE benchmark (Wang et al.,
2018): RTE, QNLI, MRPC, SST-2, and CoLA.
For all these datasets, we use the standard splits
provided by Wang et al. (2018). For dataset de-
tails, we refer the reader to the GLUE paper.3

3We did not include the remaining tasks as primary tasks,
because STS-B is a regression task; MNLI is a very large
dataset and does not benefit much from MTL with other tasks
in the GLUE benchmark; and QQP and WNLI have dev/test
discrepancies and adversarial label issues as per the GLUE
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Models RTE MRPC QNLI CoLA SST-2
BiLSTM+ELMo (Single-Task) (Wang et al., 2018) 50.1 69.0/80.8 69.4 35.0 90.2
BiLSTM+ELMo (Multi-Task) (Wang et al., 2018) 55.7 76.2/83.5 66.7 27.5 89.6
Our Baseline 54.0 75.7/83.7 74.0 30.8 91.3
Our AUTOSEM 58.7 78.5/84.5 79.2 32.9 91.8

Table 1: Test GLUE results of previous work, our baseline, and our AUTOSEM MTL framework. We report
accuracy and F1 for MRPC, Matthews correlation for CoLA, and accuracy for all others.

Training Details: We use pre-trained ELMo4 to
obtain sentence representations as inputs to our
model (Peters et al., 2018), and the Gaussian Pro-
cess implementation is based on Scikit-Optimize5,
and we adopt most of the default configurations.
We use accuracy as the validation criterion for all
tasks. For all of our experiments except QNLI
and SST-2, we apply early stopping on the val-
idation performance plateau.6 The set of candi-
date auxiliary tasks consists of all 2-sentence clas-
sification tasks when the primary task is a classi-
fication of two sentences, whereas it consists of
all two-sentence and single-sentence classification
tasks when the primary task is a classification of a
single sentence.7 Since the utility estimates from
the multi-armed bandit controller are noisy, we
choose the top two tasks based on expected task
utility estimates, and include additional tasks if
their utility estimate is above 0.5. All the results
reported are the aggregate of the same experiment
with two runs (with different random seeds) unless
explicitly mentioned.8 We use a two-layer LSTM-
RNN with hidden size of 1024 for RTE and 512
for the rest of the models, and use Adam Opti-
mizer (Kingma and Ba, 2014). The prior parame-
ters of each task in stage-1 are set to be α0 = 1,
β0 = 1, which are commonly used in other liter-
ature. For stage-1, the bandit controller iteratively
selects batches of data from different tasks dur-
ing training to learn the approximate importance
of each auxiliary task (Graves et al., 2017). In
stage-2 (Gaussian Process), we sequentially draw
samples of mixing ratios and evaluate each sam-
ple after full training (Snoek et al., 2012). Without
much tuning, we used approximately 200 rounds

website’s FAQ: https://gluebenchmark.com/faq
4https://allennlp.org/elmo
5https://scikit-optimize.github.io
6In our initial experiments, we found early stopping on

larger datasets led to sub-optimal performance, and hence we
used a pre-specified maximum number of steps instead.

7We made this design decision because there are only
two single-sentence tasks in GLUE, so we mix them with 2-
sentence tasks to allow more auxiliary choices.

8We use the average of validation results across runs as
the tuning criterion, and use the ensemble of models across
runs for reporting the test results.

for the stage-1 bandit-based approach, where each
round consist of approximately 10 mini-batches of
optimization. For stage-2, we experimented with
15 and 20 as the number of samples to draw and
found that 15 samples for MRPC and 20 samples
for the rest of the tasks work well. This brings the
total computational cost for our two-stage pipeline
to be approximately (15+1)x and (20+1)x, where x
represents the time taken to run the baseline model
for the given task. This is significantly more ef-
ficient than a grid-search based manually-tuned
mixing ratio setup (which would scale exponen-
tially with the number of tasks).

5 Results

5.1 Baseline Models

Table 1 shows the results of our baseline and pre-
vious works (Wang et al., 2018). We can see that
our single-task baseline models achieve stronger
performance on almost all tasks in comparison to
previous work’s single-task models.9 Next, we
present the performance of our AUTOSEM frame-
work on top of these strong baselines.

5.2 Multi-Task Models

Table 1 also presents the performance of our AU-
TOSEM framework-based MTL models. As can
be seen, our MTL models improve significantly
(see Table 3 for standard deviations) upon their
corresponding single-task baselines for all tasks,
and achieve strong improvements as compared to
the fairly-comparable9 multi-task results of previ-
ous work (Wang et al., 2018).10 During the task

9Note that we do not report previous works which fine-
tune large external language models for the task (e.g.,
OpenAI-GPT and BERT), because they are not fairly com-
parable w.r.t. our models. Similarly, we report the non-
attention based best GLUE models (i.e., BiLSTM+ELMo)
for a fair comparison to our non-attention baseline. Our ap-
proach should ideally scale to large pre-training/fine-tuning
models like BERT, given appropriate compute resources.

10Note that even though the performance improvement
gaps of Wang et al. (2018) (MTL vs. baseline) and our im-
provements (AUTOSEM vs. our improved baseline) are sim-
ilar, these are inherently two different setups. Wang et al.
(2018) MTL is based on a ‘one model for all’ setup (Kaiser
et al., 2017; McCann et al., 2018), whereas our approach in-
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selection stage of our AUTOSEM framework, we
observe that MultiNLI is chosen as one of the aux-
iliary tasks in all of our MTL models. This is intu-
itive given that MultiNLI contains multiple genres
covering diverse aspects of the complexity of lan-
guage (Conneau et al., 2017). Also, we observe
that WNLI is sometimes chosen in the task selec-
tion stage; however, it is always dropped (mixing
ratio of zero) by the Gaussian Process controller,
showing that it is not beneficial to use WNLI as
an auxiliary task (intuitive, given its small size).
Next, we discuss the improvements on each of
the primary tasks and the corresponding auxiliary
tasks selected by AUTOSEM framework.
RTE: Our AUTOSEM approach achieves stronger
results w.r.t. the baseline on RTE (58.7 vs. 54.0).
During our task selection stage, we found out that
QQP and MultiNLI tasks are important for RTE
as auxiliary tasks. For the second stage of auto-
matic mixing ratio learning via Gaussian Process,
the model learns that a mixing ratio of 1:5:5 works
best to improve the primary task (RTE) using re-
lated auxiliary tasks of QQP and MultiNLI.
MRPC: AUTOSEM here performs much bet-
ter than the baseline on MRPC (78.5/84.5 vs.
75.7/83.7). During our task selection stage, we
found out that RTE and MultiNLI tasks are impor-
tant for MRPC as auxiliary tasks. In the second
stage, AUTOSEM learned a mixing ratio of 9:1:4
for these three tasks (MRPC:RTE:MultiNLI).
QNLI: Again, we achieve substantial improve-
ments with AUTOSEM w.r.t. baseline on QNLI
(79.2 vs. 74.0). Our task selection stage learned
that WNLI and MultiNLI tasks are best as auxil-
iary tasks for QNLI. We found that the Gaussian
Process further drops WNLI by setting its mixing
ratio to zero, and returns 20:0:5 as the best mixing
ratio for QNLI:WNLI:MultiNLI.
CoLA: We also observe a strong performance im-
provement on CoLA with our AUTOSEM model
w.r.t. our baseline (32.9 vs. 30.8). During our
task selection stage, we found out that MultiNLI
and WNLI tasks are important for CoLA as auxil-
iary tasks. In the second stage, GP learns to drop
WNLI, and found the mixing ratio of 20:5:0 for
CoLA:MultiNLI:WNLI.
SST-2: Here also our AUTOSEM approach per-
forms better than the baseline (91.8 vs. 91.3). The
task selection stage chooses MultiNLI, MRPC,

terpretably chooses the 2-3 tasks that are most beneficial for
the given primary task. Also see Sec. 4 for comparison of
training speeds for these two setups.

Name Validation Test
Baseline 78.3 75.7/83.7
w/o Stage-1 80.3 76.3/83.8
w/o Stage-2 80.3 76.7/83.8
Final MTL 81.2 78.5/84.5

Table 2: Ablation results on the two stages of our AU-
TOSEM framework on MRPC.

and WNLI as auxiliary tasks and the stage-2 Gaus-
sian Process model drops MRPC and WNLI by
setting their mixing ratio to zero (learns ratio of
13:5:0:0 for SST-2:MultiNLI:MRPC:WNLI).

6 Analysis

6.1 Ablation on MTL stages

In this section, we examine the usefulness of each
stage of our two-stage MTL pipeline.11

Removing Stage-1: The purpose of the Beta-
Bernoulli MAB in stage-1 is to find useful aux-
iliary tasks for the given primary task. Here, to
understand its importance, we remove the task se-
lection part, and instead directly run the Gaussian
Process (GP) model on all tasks (see ‘w/o Stage-
1’ row in Table 2). We can see that by remov-
ing the task selection stage, the Gaussian Process
model can still outperform the baseline, indicat-
ing the usefulness of the GP, but the large mixing
ratio search space causes the GP to be unable to
efficiently find the best mixing ratio setting.

Removing Stage-2: Given the selected tasks from
stage-1, the goal of the Gaussian Process in stage-
2 is to efficiently find the approximately-optimal
mixing ratio. To examine its usefulness, we re-
place the Gaussian Process controller by manually
tuning a grid of mixing ratios, where the num-
ber of tuning experiments equals to the number of
steps used in the Gaussian Process model (for a
fair comparison). Table 2 shows the results by re-
moving stage-2. We can see that a grid search over
hyper-parameters can improve upon the baseline,
indicating the usefulness of stage-1 task selection,
but a reasonable-sized fair-comparison grid search
(i.e., not exhaustive over all ratio values) is not
able to match our stage-2 GP process that lever-
ages prior experimental results to more efficiently
find the best setting.

11We present this ablation only on MRPC for now, because
GP stage-2 takes a lot of time without the task selection stage.
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Figure 3: Visualization of task utility estimates from
the multi-armed bandit controller on SST-2 (primary
task). The x-axis represents the task utility, and the y-
axis represents the corresponding probability density.
Each curve corresponds to a task and the bar corre-
sponds to their confidence interval.

6.2 Stability of MTL Models

In this section, we provide the mean and standard
deviation of our baseline and multi-task models
(over three runs) on the validation set. Note that
the test set is hidden, so we cannot do these stud-
ies on it. As seen in Table 3, our multi-task models
clearly surpass the performance of baseline mod-
els w.r.t. standard deviation gaps, in all tasks.

6.3 Visualization of Task Selection

In Fig. 3, we show an example of the task util-
ity estimates from the stage-1 multi-armed bandit
controller (Eq. 3.3) on SST-2. The x-axis repre-
sents the task utility, and the y-axis represents the
probability density over task utility. Each curve
represents a task (the blue curve corresponds to
the primary task, SST-2, and the rest of the curves
correspond to auxiliary tasks), and the width of the
bars represents the confidence interval of their es-
timates. We can see that the bandit controller gives
the highest (and most confident) utility estimate
for the primary task, which is intuitive given that
the primary task should be the most useful task for
learning itself. Further, it gives 2-3 tasks moderate
utility estimates (the corresponding expected val-
ues are around 0.5), and relatively lower utility es-
timates for the remaining tasks (the corresponding
expected values are lower than 0.5).

6.4 Educated-Guess Baselines

We additionally experimented with ‘educated-
guess’ baseline models, where MTL is performed
using manual intuition mixtures that seem a

Name RTE MRPC QNLI CoLA SST-2
BASELINES

Mean 58.6 78.3 74.9 74.6 91.4
Std 0.94 0.31 0.30 0.44 0.36

MULTI-TASK MODELS
Mean 62.0 81.1 76.0 75.7 91.8
Std 0.62 0.20 0.18 0.18 0.29

Table 3: Validation-set performance mean and standard
deviation (based on three runs) of our baselines and
Multi-task models in accuracy.

priori sensible.12 For example, with MRPC
as the primary task, our first educated-guess
baseline is to choose other similar paraphrasing-
based auxiliary tasks, i.e., QQP in case of
GLUE. This MRPC+QQP model achieves
80.8, whereas our AUTOSEM framework chose
MRPC+RTE+MultiNLI and achieved 81.2. Fur-
thermore, as our second educated-guess baseline,
we added MultiNLI as an auxiliary task (in
addition to QQP), since MultiNLI was helpful for
all tasks in our MTL experiments. This educated-
guess MRPC+QQP+MultiNLI model achieves
80.9 (vs. 81.2 for our AUTOSEM model). This
suggests that our AUTOSEM framework (that
automatically chose the seemingly less-related
RTE task for MRPC) is equal or better than
manual intuition based educated-guess models.

7 Conclusion

We presented the AUTOSEM framework, a two-
stage multi-task learning pipeline, where the first
stage automatically selects the relevant auxiliary
tasks for the given primary task and the second
stage automatically learns their optimal mixing ra-
tio. We showed that AUTOSEM performs better
than strong baselines on several GLUE tasks. Fur-
ther, we ablated the importance of each stage of
our AUTOSEM framework and also discussed the
intuition of selected auxiliary tasks.
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Abstract

How do typological properties such as word
order and morphological case marking af-
fect the ability of neural sequence models to
acquire the syntax of a language? Cross-
linguistic comparisons of RNNs’ syntactic
performance (e.g., on subject-verb agreement
prediction) are complicated by the fact that
any two languages differ in multiple typo-
logical properties, as well as by differences
in training corpus. We propose a paradigm
that addresses these issues: we create syn-
thetic versions of English, which differ from
English in one or more typological parame-
ters, and generate corpora for those languages
based on a parsed English corpus. We re-
port a series of experiments in which RNNs
were trained to predict agreement features for
verbs in each of those synthetic languages.
Among other findings, (1) performance was
higher in subject-verb-object order (as in En-
glish) than in subject-object-verb order (as in
Japanese), suggesting that RNNs have a re-
cency bias; (2) predicting agreement with both
subject and object (polypersonal agreement)
improves over predicting each separately, sug-
gesting that underlying syntactic knowledge
transfers across the two tasks; and (3) overt
morphological case makes agreement predic-
tion significantly easier, regardless of word or-
der.

1 Introduction

The strong performance of recurrent neural net-
works (RNNs) in applied natural language pro-
cessing tasks has motivated an array of studies
that have investigated their ability to acquire nat-
ural language syntax without syntactic annota-
tions; these studies have identified both strengths
(Linzen et al., 2016; Giulianelli et al., 2018;
Gulordava et al., 2018; Kuncoro et al., 2018;
van Schijndel and Linzen, 2018; Wilcox et al.,

2018) and limitations (Chowdhury and Zampar-
elli, 2018; Marvin and Linzen, 2018; Wilcox et al.,
2018).

Most of the work so far has focused on En-
glish, a language with a specific word order and
relatively poor morphology. Do the typological
properties of a language affect the ability of RNNs
to learn its syntactic regularities? Recent studies
suggest that they might. Gulordava et al. (2018)
evaluated language models on agreement predic-
tion in English, Russian, Italian and Hebrew, and
found worse performance on English than the
other languages. In the other direction, a study
on agreement prediction in Basque showed sub-
stantially worse average-case performance than
reported for English (Ravfogel et al., 2018).

Existing cross-linguistic comparisons are dif-
ficult to interpret, however. Models were in-
evitably trained on a different corpus for each
language. The constructions tested can differ
across languages (Gulordava et al., 2018). Per-
haps most importantly, any two natural languages
differ in a number of typological dimensions, such
as morphological richness, word order, or explicit
case marking. This paper proposes a controlled
experimental paradigm for studying the interac-
tion of the inductive bias of a neural architec-
ture with particular typological properties. Given
a parsed corpus for a particular natural language
(English, in our experiments), we generate cor-
pora for synthetic languages that differ from the
original language in one of more typological pa-
rameters (Chomsky, 1981), following Wang and
Eisner (2016). In a synthetic version of English
with a subject-object-verb order, for example, sen-
tence (1-a) would be transformed into (1-b):

(1) a. The man eats the apples.
b. The man the apples eats.
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Original they say the broker took them out for lunch frequently .
(they, broker: subjects; say, took: verbs; them: object)

Polypersonal agreement they saykon the broker tookkarker them out for lunch frequently .
(kon: plural subject; kar: singular subject; ker: plural object)

Word order variation SVO they say the broker took out frequently them for lunch .
SOV they the broker them took out frequently for lunch say .
VOS say took out frequently them the broker for lunch they.
VSO say they took out frequently the broker them for lunch .
OSV them the broker took out frequently for lunch they say .
OVS them took out frequently the broker for lunch say they

(they, broker: subjects; say, took: verbs; them: object)

Case systems Unambiguous theykon saykon the brokerkar tookkarker theyker out for lunch frequently .
(kon: plural subject; kar: singular subject; ker: plural object)

Syncretic theykon saykon the brokerkar tookkarkar theykar out for lunch frequently .
(kon: plural subject; kar: plural object/singular subject)

Argument marking theyker sayker the brokerkin tookkerkin theyker out for lunch frequently .
(ker: plural argument; kin: singular argument)

Figure 1: The sentences generated in our synthetic languages based on an original English sentence. All verbs
in the experiments reported in the paper carried subject and object agreement suffixes as in the polypersonal
agreement experiment; we omitted these suffixes from the word order variation examples in the table for ease of
reading.

We then train a model to predict the agreement
features of the verb; in the present paper, we focus
on predicting the plurality of the subject and the
object (that is, whether they are singular or plural).
The subject plurality prediction problem for (1-b),
for example, can be formulated as follows:

(2) The man the apples 〈singular/plural subject?〉.

We illustrate the potential of this approach in a
series of case studies. We first experiment with
polypersonal agreement, in which the verb agrees
with both the subject and the object (§3). We then
manipulate the order of the subject, the object and
the verb (§4), and experiment with overt morpho-
logical case (§5). For a preview of our synthetic
languages, see Figure 1.

2 Setup

Synthetic Language Generation We used an
expert-annotated corpus, to avoid potential con-
founds between the typological parameters we
manipulated and possible parse errors in an au-
tomatically parsed corpus. As our starting point,
we took the English Penn Treebank (Marcus et al.,
1993), converted to the Universal Dependencies
scheme (Nivre et al. 2016) using the Stanford con-
verter (Schuster and Manning, 2016). We then
manipulated the tree representations of the sen-
tences in the corpus to generate parametrically
modified English corpora, varying in case sys-

tems, agreement patterns, and order of core ele-
ments. For each parametric version of English, we
recorded the verb-argument relations within each
sentence, and created a labeled dataset. We ex-
posed our models to sentences from which one of
the verbs was omitted, and trained them to predict
the plurality of the arguments of the unseen verb.
The following paragraph describes the process of
collecting verb-argument relations; a detailed dis-
cussion of the parametric generation process for
agreement marking, word order and case marking
is given in the corresponding sections. We have
made our synthetic language generation code pub-
licly available.1

Argument Collection We created a labeled
agreement prediction dataset by first collecting
verb-arguments relations from the parsed corpus.
We collected nouns, proper nouns, pronouns, ad-
jectives, cardinal numbers and relative pronouns
connected to a verb (identified by its part-of-
speech tag) with an nsubj, nsubjpass or dobj de-
pendency edge, and record the plurality of those
arguments. Verbs that were the head of a clausal
complement without a subject (xcomp dependen-
cies) were excluded. We recorded the plurality of
the dependents of the verb regardless of whether
the tense and person of the verb condition agree-
ment in English (that is, not only in third-person

1https://github.com/Shaul1321/rnn typology
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Prediction Subject Object Object
task accuracy accuracy recall

Subject 94.7± 0.3 - -
Object - 88.9± 0.26 81.8± 1.4
Joint 95.7± 0.23 90.0± 0.1 85.4± 2.3

Table 1: Results of the polypersonal agreement exper-
iments. “Joint” refers to multitask prediction of subject
and object plurality.

Singular Plural

Subject -kar -kon
Object -kin -ker
Indirect Object -ken -kre

Table 2: Case suffixes used in the experiments. Verbs
are marked by a concatenation of the suffixes of their
corresponding arguments.

present-tense verbs). For relative pronouns that
function as subjects or objects, we recorded the
plurality of their referent; for instance, in the
phrase Treasury bonds, which pay lower interest
rates, we considered the verb pay to have a plural
subject.

Prediction Task We experimented both with
prediction of one of the arguments of the verb
(subject or object), and with a joint setting in
which the model predicted both arguments of each
verb. Consider, for example, the prediction prob-
lem (3) (the verb in the original sentence was
gave):

(3) The state 〈verb〉 CenTrust 30 days to sell the
Rubens .

In the joint prediction setting the sys-
tem is expected to make the prediction
〈subject: singular, object: plural〉. For each
argument, the model predicts one of three cate-
gories: SINGULAR, PLURAL or NONE. The NONE

label was used in the object prediction task for
intransitive verbs, which do not have an object; it
was never used in the subject prediction task.

Model We used bidirectional LSTMs with 150
hidden units. The bidirectional LSTM’s represen-
tation of the left and right contexts of the verb
was fed into a multilayer perceptron (MLP) with
two hidden layers of sizes 100 and 50. We used
independent MLPs to predict subject and object
plurality. To capture morphological information,

words were represented as the sum of the word
embedding and embeddings of the character n-
grams that made up the word.2

The model (including the embedding layer)
was trained end-to-end using the Adam optimizer
(Kingma and Ba, 2014). For each of the experi-
ments described in the paper, we trained four mod-
els with different random initializations; we report
averaged results alongside standard deviations.

3 Polypersonal Agreement

In languages with polypersonal agreement, verbs
agree not only with their subject (as in English),
but also with their direct object. Consider the fol-
lowing Basque example:3

(4) Kutxazain-ek
cashier-PL.ERG

bezeroa-ri
customer-SG.DAT

liburu-ak
book-PL.ABS

eman dizkiote
gave they-them-to-her/him
The cashiers gave the books to the customer.

Information about the grammatical role of certain
constituents in the sentence may disambiguate the
function of others; most trivially, if a word is the
subject of a given verb, it cannot simultaneously
be its object. The goal of the present experiment
is to determine whether jointly predicting both ob-
ject and subject plurality improves the overall per-
formance of the model.

Corpus Creation In sentences with multiple
verbs, agreement markers on verbs other than the
prediction target could plausibly help predict the
features on the target verb. In a preliminary ex-
periment, we did not observe clear differences
between different verb marking schemes (e.g.,
avoiding marking agreement on verbs other than
the prediction target). We thus opted for full mark-
ing in all experiments: verbs are modified with
suffixes that encode the number of all their argu-
ments (see Figure 1). The suffixes we used for
verbs are a concatenation of the respective case
suffixes of their arguments (Table 2). For consis-
tency, we remove plurality markers from English

2Specifically, let Et and Eng be word and n-gram em-
bedding matrices, and let tw and NGw be the word and the
set of all n-grams of lengths 1 to 5, for a given word w. The
final vector representation of w, ew, is given by ew = Et[t] +∑

ng∈NGw
Eng[ng].

3The verb in Basque agrees with the indirect object as
well. In preliminary experiments, the recall of models trained
on indirect object prediction was very low, due to the small
number of indirect objects in the training corpus; we there-
fore do not include this task.
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verbs before adding our suffixes (for example, by
replacing has with have).

Single Task Results The basic results are sum-
marized in Table 1. Recall is calculated as the pro-
portion of the sentences with a direct object for
which the model predicted either SINGULAR or
PLURAL, but not NONE. Since all verbs included
in the experiment had a subject, subject recall was
100% and is therefore not reported.

Plurality prediction accuracy was higher for
subjects than objects. Recall for object predic-
tion was 81.8%, indicating that in many sentences
the model was unable to identify the direct ob-
ject. The lower performance on object plurality
prediction is likely to be due to the fact that only
about third of the sentences contain a direct ob-
ject. This hypothesis is supported by the results of
a preliminary experiment, in which the model was
trained only on transitive sentences (with a direct
object). Transitive-only training led to a reversal
of the pattern: object plurality was predicted with
higher accuracy than subject plurality. We conjec-
ture that this is due to the fact that most noun mod-
ifiers in English follow the head, making the head
of the object, which in general determines the plu-
rality of the phrase, closer on average to the verb
than the head of the subject (see Table 3 below).

The accuracy we report for subject prediction,
94.7%, is lower than the accuracy of over 99% re-
ported by Linzen et al. (2016). This may be due
to one of several reasons. First, our training set
was smaller: ∼35,000 sentences in our treebank
corpus compared to ∼121,000 in their automati-
cally parsed corpus. Second, sentences in the Wall
Street Journal corpus may be more syntactically
complex on average than sentences in Wikipedia,
making it more challenging to identify the verb’s
arguments. Finally, we predicted agreement in all
tenses, whereas Linzen et al. (2016) limited their
study to the present tense (where English does in
fact show agreement); it may be the case that sen-
tences with past tense verbs are on average more
complex than those with present tense verbs, re-
gardless of the corpus.

Multitask Training Accuracy was higher in the
joint setting: polypersonal agreement prediction
is easier for the model. Subject prediction accu-
racy rose from 94.7% to 95.7%, object precision
was slightly higher (90.0% compared to 88.9%),
and object recall was significantly higher, increas-

ing from 81.8% to 85.4%. We hypothesize that
supervision signals from the prediction of both
arguments lead to more robust abstract syntactic
representations that transfer across the two tasks
(Enguehard et al., 2017); for example, the model
may be better able to identify the head of a noun
phrase, regardless of whether it is the subject or
the object. These findings suggest that when train-
ing on an auxiliary agreement prediction task in
order to improve a language model’s syntactic per-
formance, additional supervision—in the form of
predicting both subject and object—may be bene-
ficial.

4 Order of Core Elements

Languages vary in the typical order of the core
elements of a clause: the subject, the object and
the verb (Dryer, 2013). For example, whereas
in English the canonical order is Subject-Verb-
Object (SVO, The priests are reading the book), in
Irish it is Verb-Subject-Object (VSO, Dillon and
Ó Cróinin 1961):

(5) Léann
read.PRES

[na
the.PL

sagairt]
priest.PL

[na
the.PL

leabhair].
book.PL

‘The priests are reading the books.’

While there are six possible orderings of these
three elements, in most human languages the
subject precedes both the object and the verb:
about 86.5% of the languages use either SOV or
SVO orders, 9% of the languages use VOS order,
and OVS and OSV languages are extremely rare
(Tomlin, 1986).

To test whether RNNs have inductive biases fa-
voring certain word orders over others, we created
synthetic versions of English with all six possible
orders of core elements. While natural languages
often allow at least a limited degree of word or-
der flexibility, our experiments used a simplified
setting in which word order was either completely
fixed (e.g., always SVO) or fully flexible, where
one of the six orders was selected uniformly at
random for each sentence in the corpus (the same
order is used for all of the clauses of the sentence).

4.1 Corpus Creation

Given a dependency parse for a sentence, we mod-
ulated the order of the subject and object nodes
with respect to their verb. When changing the po-
sition of an argument node, we moved the entire
subtree rooted in that node, including verbs and
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other arguments in this subtree. In the permutation
process, we moved to the subject position not only
nominal subjects (nsubj and nsubjpass edges in
UD), but also clausal subjects (csubj edges). Sim-
ilarly, we moved to the object position not only
nominal objects (dobj edge), but also clausal com-
plements (ccomp and xcomp).

We kept negations, adverbial modifiers, parti-
cles and auxiliaries in their original position with
respect to the verb. Other non-core dependents of
the verb (i.e. not the subject or the object), such
as prepositional phrases, were placed according
to their original position relative to the verb. For
instance, in the clause the broker took them out
for lunch, the phrase for lunch appeared directly
following the verb and the arguments of the sub-
tree in which it resides (took, them, the broker)
in all word orders, reflecting its original position
relative to the verb took (see Figure 1). Relative
pronouns and complementizers remained in their
original position.4

In all experiments in this section, we trained the
model to jointly predict the plurality of the sub-
ject and the object. For consistency across the ob-
ject and subject plurality prediction tasks, we used
the polypersonal agreement markers on all verbs
in the sentence (except, of course, for the predic-
tion target, which was withheld completely). For
example, in the OVS version of the sentence pre-
sented in Figure 1, the input was (6), where kon
marks the fact that say has a plural subject:

(6) them 〈verb〉 out frequently the broker for
lunch saykon they .

4.2 Results

Performance varied significantly across word or-
ders (Table 3). Subject plurality prediction accu-
racy was inversely correlated with the frequency
of attractors (intervening nouns of the opposite
plurality) in the language: accuracy was lowest for
subject prediction in the VOS and SOV languages,
in which objects intervene between the subject
and the verb (Figure 2). The degraded perfor-
mance in these languages is consistent with the at-
traction effects found in previous studies of agree-

4For example, the result of transforming (i) to VSO word
order was (ii) rather than (iii):

(i) But these are not the differences that make headlines.

(ii) But are these not the differences that make headlines.

(iii) But are these not the differences make headlines that.

ment in natural languages (Linzen et al., 2016;
Gulordava et al., 2018), and support the hypothe-
sis that RNNs have an inductive bias favoring de-
pendencies with recent elements; we test this hy-
pothesis in a more controlled way in §4.3.

Figure 2: Subject and object plurality prediction accu-
racy as a function of the percentage of sentences with
attractors that are arguments of the verb. Red circles
represent subject prediction and blue triangles repre-
sent object prediction. R2: 0.61 for subject, 0.43 for
object.

Attractors affected object prediction accuracy
as well. The highest accuracy among the synthetic
languages was in the SVO language and the worst
performance observed in the OSV language. As
in §3, subjects were easier to predict than objects,
likely because all verbs in the training set had a
subject, but only 35% had an object.

Flexible word order was especially challenging
for the model, with a subject plurality prediction
accuracy of 88.6%, object plurality prediction ac-
curacy of 74.1%, and object recall of 60.2%. This
does not necessarily bear on the RNNs’ inductive
biases: flexible word order without case marking
would make it difficult for any learner to infer syn-
tactic relations. Without overt cues, the model
must resort to selectional restrictions (e.g., in the
apples ate the man, the only plausible subject is
the man), but those are difficult to learn from a
small corpus. What’s more, some sentences are
truly ambiguous when there are no case mark-
ers or word order cues; this happens for example
when both arguments are animate, as in the lawyer
saw the doctor (Gibson et al., 2013; Ettinger et al.,
2018).

4.3 Withholding Direct Objects in Training
The previous experiments suggested that the RNN
has a tendency to identify the more recent argu-
ment as the subject, leading to attraction effects
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Subject Object

Order % Attractors Accuracy % Attractors Accuracy Recall

Unchanged 11.56 95.7± 0.23 2.55 90.0± 0.1 85.4± 2.37
SVO 13.16 95.4± 0.41 2.6 87.3± 0.23 80.0± 2.61
SOV 78.12 90.6± 0.37 17.04 79.2± 0.78 63.3± 4.62
VOS 69.50 89.5± 0.54 2.57 84.0± 0.39 77.8± 3.68
VSO 6.65 95.1± 0.12 16.09 82.8± 0.7 70.0± 1.91
OSV 14.81 93.6± 0.23 30.00 78.9± 0.17 63.5± 4.59
OVS 8.13 95.7± 0.37 16.42 83.7± 0.32 72.8± 1.58
Flexible 32.24 88.6± 0.43 14.44 74.1± 0.70 60.2± 3.24

Table 3: Subject and object plurality prediction for different word orders (recall for the subject is 100% and is not
indicated). The % attractors columns indicate the percentage of sentences containing verb-argument attractors.
The number are averaged over four runs and the error interval represents the standard deviation.

caused by the object. We conjectured that this
is due to the fact that many verbs are intransi-
tive, that is, have a subject but not an object. The
clauses in which those verbs appear provide am-
biguous evidence: they are equally compatible
with a generalization in which the subject is the
most recent core element before the verb, and with
a generalization in which the subject is the first
core constituent of the clause. Attraction effects
suggest that the inductive bias of the RNN leads
it to adopt the incorrect recency-based generaliza-
tion. To test this hypothesis in a controlled way,
we adopt the “poverty of the stimulus” paradigm
(Wilson, 2006; Culbertson and Adger, 2014; Mc-
Coy et al., 2018): we withhold all evidence that
disambiguates these two hypotheses (namely, all
transitive sentences), and test how the RNN gen-
eralizes to the withheld sentence type.

We used the SOV and VOS corpora described
before; in both of these languages, the object in-
tervened between the subject and the verb, poten-
tially causing agreement attraction. Crucially, we
train only on sentences without a direct object, and
test on the following three types of sentences:

1. Sentences with an object of the opposite plu-
rality from the subject (object attractor).

2. Sentences with an object of the same plural-
ity as the subject (non-attractor object).5

3. Sentences without an object, but with one
or more nouns of the opposite plurality in-

5When the object is a noun-noun compound, it is consid-
ered a non-attractor if its head is not of the opposite plurality
of the subject, regardless of the plurality of other elements.
This can only make the task harder compared with the al-
ternative of considering compound objects such as “screen
displays” as attractors for plural subjects.

tervening between the subject and the verb
(non-object attractor); e.g., The gap between
winners and losers will grow is intransi-
tive, but the plural words winners and losers,
which are a part of a modifier of the subject,
may serve as attractors for the singular sub-
ject gap.

The results are shown in Table 4. Withholding di-
rect objects during training dramatically degraded
the performance of the model on sentences with
an object attractor: the accuracy decreased from
90.6% for the model trained on the full SOV cor-
pus (Table 3) to 60.0% for the model trained only
on intransitive sentences from the same corpus.
There was an analogous drop in performance in
the case of VOS (89.5% compared to 48.3%). By
contrast, attractors that were not core arguments,
or objects that were not attractors, did not hurt
performance in a comparable way. This suggests
that in our poverty of the stimulus experiments
RNNs were able to distinguish between core and
non-core elements, but struggled on instances in
which where the object directly preceded the verb
(the instances that were withheld in training). This
constitutes strong evidence for the RNN’s recency
bias: our models extracted the generalization that
subjects directly precede the verb, even though the
data were equally compatible with the generaliza-
tion that the subject is the first core argument in
the clause.

These findings align with the results of Khan-
delwal et al. (2018), who demonstrated that RNN
language models are more sensitive to perturba-
tions in recent input words compared with pertur-
bations to more distant parts of the input. While
in their case the model’s recency preference can
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Object Object Non-object
(attractor) (non attractor) attractor

SOV 60.3± 3.7 92.8± 0.3 79.2± 3
VOS 48.3± 2.3 94.0± 2.3 83.1± 1.1

Table 4: Subject prediction accuracy in the “poverty
of the stimulus” paradigm of Section 4.3, where transi-
tive sentences were withheld during training. Numbers
are averaged over four runs and the error interval rep-
resents the standard deviation.

be a learned property (since recent information is
more relevant for the task of next-word predic-
tion), our experiment focuses on the inherent in-
ductive biases of the model, as the cues that are
necessary for differentiating between the two gen-
eralizations were absent in training.

4.4 Discussion

Our reordering manipulation was limited to core
element (subjects, objects and verbs). Languages
also differ in word order inside other types of
phrases, including noun phrases (e.g., does an
adjective precede or follow the noun?), adposi-
tional phrases (does the language use prepositions
or postpositions?), and so on. Greenberg (1963)
pointed out correlations between head-modifier
orders across phrase categories; while a signifi-
cant number of exceptions exist, these correlations
have motivated proposals for a language-wide set-
ting of a Head Directionality Parameter (Stowell,
1981; Baker, 2001). In future work, we would like
to explore whether consistent reordering across
categories improves the model’s performance.

In practice, even languages with a relatively
rigid word order almost never enforce this order
in every clause. The order of elements in English,
for example, is predominately SVO, but construc-
tions in which the verb precedes the subject do ex-
ist, e.g., Outside were three police officers. Other
languages are considerably more flexible than En-
glish (Dryer, 2013). Given that word order flexi-
bility makes the task more difficult, our setting is
arguably simpler than the task the model would
face when learning a natural language.

The fact that the agreement dependency be-
tween the subject and the verb was more challeng-
ing to establish in the SOV order compared to the
SVO order is consistent with the hypothesis that
SVO languages make it easier to distinguish the
subject from the object (Gibson et al., 2013); in-

deed, to compensate for this issue, SOV languages
more frequently employ case marking (Matthew
Dryer, quoted in Gibson et al. 2013).

There was not a clear relationship between the
prevalence of a particular word order in the lan-
guages of the world and the difficulty that our
models experienced with that order. The model
performed best on the OVS word order, which
is present in a very small number of languages
(∼1%). SOV languages were more difficult for
our RNNs to learn than SVO languages, even
though SOV languages are somewhat more com-
mon (Dryer, 2013). These results weakly support
functional explanations of these typological ten-
dencies; such explanations appeal to communica-
tive efficiency considerations rather than learning
biases (Maurits et al., 2010). Of course, since the
inductive biases of humans and RNNs are likely
to be different in many respects, our results do
not rule out the possibility that the distribution of
word orders is driven by a human learning bias af-
ter all.

5 Overt Morphological Case Systems

The vast majority of noun phrases in English
are not overtly marked for grammatical function
(case), with the exception of pronouns; e.g., the
first-person singular pronoun is I when it is a sub-
ject and me when it is an object. Other languages
mark case on most nouns. Consider, for example,
the following example from Russian:6

(7) a. ya
I

kupil
bought

knig-u.
book-OBJECT

‘I bought the book.’
b. knig-a

book-SUBJECT
ischezla.
disappeared

‘The book disappeared.’

Overt case marking reduces ambiguity and facil-
itates parsing languages with flexible word or-
der. To investigate the influence of case on agree-
ment prediction—and on the ability to infer sen-
tence structure—we experimented with different
case systems. In all settings, we used “fused” suf-
fixes, which encode both plurality and grammat-
ical function. We considered three case systems
(see Figure 1):

1. An unambiguous case system, with a unique
6The standard grammatical term for these cases are nom-

inative (for subject) and accusative (for object); we use SUB-
JECT and OBJECT for clarity.
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Case system
Flexible word order VOS OVS

Subject A Object A/R Subject A Object A/R Subject A Object A/R

Unambiguous 99.2± 0.5 98.7± 0.2 98.9± 0.2 99.5± 0.1 99.5± 0.2 98.6± 0.3
/98.0± 0.5 /99.1± 0.1 /98.4± 0.6

Syncretic 99.3± 0.2 93.6± 0.4 99.1± 0.2 97.1± 0.2 99.4± 0.1 97.8± 0.2
/88.9± 1.7 /95.0± 1.1 /97.4± 1.2

Argument marking 96.0± 0.3 86.1± 0.9 96.9± 0.1 93.6± 0.1 99.6± 0.1 96.8± 0.1
/79.7± 4.9 /89.8± 2.4 /95.5± 0.5

Table 5: Accuracy (A) and recall (R) in predicting subject and object agreement with different case systems.

suffix for each combination of number and
grammatical function.

2. A partially syncretic (ambiguous) case sys-
tem, in which the same suffix was attached
to both singular subjects and plural objects
(modeled after Basque).

3. A fully syncretic case system (argument
marking only): the suffix indicated only the
plurality of the argument, regardless of its
grammatical function (cf. subject/object syn-
cretism in Russian neuter nouns).

In the typological survey reported in Baerman and
Brown (2013), 62% of the languages had no or
minimal case marking, 20% had syncretic case
systems, and 18% had case systems with no syn-
cretism.

Corpus Creation The suffixes we used are
listed in Table 2. We only attached the suffix to
the head of the relevant argument; adjectives and
other modifiers did not carry case suffixes. The
same suffix was used to mark plurality/case on
noun and the agreement features on the verb; e.g.,
if the verb eat had a singular subject and plural
object, it appeared as eatkarker (the singular sub-
ject suffix was kar and the plural object suffix was
ker). We stripped off plurality and case mark-
ers from the original English noun phrases before
adding these suffixes.

Setup We evaluated the interaction between dif-
ferent case marking schemes and three word or-
ders: flexible word order and the two orders on
which the model achieved the best (OVS) and
worst (VOS) subject prediction accuracy. We train
one model for each combination of case system
and word order. We jointly predicted the plurality
of subject and the object.

Results and Analysis The results are summa-
rized in Table 5. Unambiguous case marking
dramatically improved subject and object plural-
ity prediction compared with the previous experi-
ments; accuracy was above 98% for all three word
orders. Partial syncretism hurt performance some-
what relative to the unambiguous setting (except
with flexible word order), especially for object
prediction. The fully syncretic case system, which
marked only the plurality of the head of each argu-
ment, further decreased performance. At the same
time, even this limited marking scheme was help-
ful: accuracy in the most challenging setting, flex-
ible word order (subject: 96.0%; object: 86.1%),
was not very different from the results on unmod-
ified English (95.7% and 90.0%). This contrasts
with the poor results on the flexible setting with-
out cases (subject: 88.6%; object: 60.2%). On the
rigid orders, a fully syncretic system still signifi-
cantly improved agreement prediction. The mod-
erate effect of case syncretism on performance
suggests that most of the benefits of case mark-
ing stems from the overt marking of the heads of
all arguments.

Overall, these results are consistent with the ob-
servation that languages with explicit case mark-
ing tend to allow a more flexible word orders com-
pared with languages such as English that make
use of word order to express grammatical function
of words.

6 Related Work

Our approach of constructing synthetic languages
by parametrically modifying parsed corpora for
natural languages is closely inspired by Wang and
Eisner (2016) (see also Wang and Eisner 2017).
While they trained a model to mimic the POS tags
order-statistics of the target language, we manu-
ally modified the parsed corpora; this allows us to
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control for selected parameters, at the expense of
reducing generality.

Simpler synthetic languages (not based on nat-
ural corpora) have been used in a number of recent
studies to examine the inductive biases of different
neural architectures (Bowman et al., 2015; Lake
and Baroni, 2018; McCoy et al., 2018). In an-
other recent study, Cotterell et al. (2018) measured
the ability of RNN and n-gram models to perform
character-level language modeling in a sample of
languages, using a parallel corpus; the main ty-
pological property of interest in that study was
morphological complexity. Finally, a large num-
ber of studies, some mentioned in the introduc-
tion, have used syntactic prediction tasks to exam-
ine the generalizations acquired by neural models
(see also Bernardy and Lappin 2017; Futrell et al.
2018; Lau et al. 2017; Conneau et al. 2018; Et-
tinger et al. 2018; Jumelet and Hupkes 2018).

7 Conclusions

We have proposed a methodology for generating
parametric variations of existing languages and
evaluating the performance of RNNs in syntactic
feature prediction in the resulting languages. We
used this methodology to study the grammatical
inductive biases of RNNs, assessed whether cer-
tain grammatical phenomena are more challeng-
ing for RNNs to learn than others, and began to
compare these patterns with the linguistic typol-
ogy literature.

In our experiments, multitask training on
polypersonal agreement prediction improved per-
formance, suggesting that the models acquired
syntactic representations that generalize across
argument types (subjects and objects). Perfor-
mance varied significantly across word orders.
This variation was not correlated with the fre-
quency of the word orders in the languages of the
world. Instead, it was inversely correlated with the
frequency of attractors, demonstrating a recency
bias. Further supporting this bias, in a poverty-
of -the-stimulus paradigm, where the data were
equally consistent with two generalizations—first,
the generalization that the subject is the first ar-
gument in the clause, and second, the generaliza-
tion that the subject is the most recent argument
preceding the verb—RNNs adopted the recency-
based generalization. Finally, we found that overt
case marking on the heads of arguments dramat-
ically improved plurality prediction performance,

even when the case system was highly syncretic.
Agreement feature prediction in some of our

synthetic languages is likely to be difficult not
only for RNNs but for many other classes of learn-
ers, including humans. For example, agreement
in a language with very flexible word order and
without case marking is impossible to predict in
many cases (see §4.2), and indeed such languages
are very rare. In future work, a human experiment
based on the agreement prediction task can help
determine whether the difficulty of our languages
is consistent across humans and RNNs.
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Abstract

Attention mechanisms have seen wide adop-
tion in neural NLP models. In addition to
improving predictive performance, these are
often touted as affording transparency: mod-
els equipped with attention provide a distribu-
tion over attended-to input units, and this is
often presented (at least implicitly) as com-
municating the relative importance of inputs.
However, it is unclear what relationship ex-
ists between attention weights and model out-
puts. In this work we perform extensive exper-
iments across a variety of NLP tasks that aim
to assess the degree to which attention weights
provide meaningful “explanations" for predic-
tions. We find that they largely do not. For
example, learned attention weights are fre-
quently uncorrelated with gradient-based mea-
sures of feature importance, and one can iden-
tify very different attention distributions that
nonetheless yield equivalent predictions. Our
findings show that standard attention mod-
ules do not provide meaningful explanations
and should not be treated as though they do.
Code to reproduce all experiments is avail-
able at https://github.com/successar/
AttentionExplanation.

1 Introduction and Motivation

Attention mechanisms (Bahdanau et al., 2014) in-
duce conditional distributions over input units to
compose a weighted context vector for down-
stream modules. These are now a near-ubiquitous
component of neural NLP architectures. Attention
weights are often claimed (implicitly or explic-
itly) to afford insights into the “inner-workings”
of models: for a given output one can inspect the
inputs to which the model assigned large attention
weights. Li et al. (2016) summarized this com-
monly held view in NLP: “Attention provides an
important way to explain the workings of neural
models". Indeed, claims that attention provides

after 15 minutes watching the 
movie i was asking myself what to 
do leave the theater sleep or try 
to keep watching the movie to 
see if there was anything worth i 
finally watched the movie what a 
waste of time maybe i am not a 5 
years old kid anymore

original adversarial

after 15 minutes watching the 
movie i was asking myself what to 
do leave the theater sleep or try 
to keep watching the movie to 
see if there was anything worth i 
finally watched the movie what a 
waste of time maybe i am not a 5 
years old kid anymore

f(x|↵, ✓) = 0.01 f(x|↵̃, ✓) = 0.01

↵ ↵̃

Figure 1: Heatmap of attention weights induced over
a negative movie review. We show observed model at-
tention (left) and an adversarially constructed set of at-
tention weights (right). Despite being quite dissimilar,
these both yield effectively the same prediction (0.01).

interpretability are common in the literature, e.g.,
(Xu et al., 2015; Choi et al., 2016; Lei et al., 2017;
Martins and Astudillo, 2016; Xie et al., 2017).1

Implicit in this is the assumption that the input
units (e.g., words) accorded high attention weights
are responsible for model outputs. But as far as
we are aware, this assumption has not been for-
mally evaluated, and our findings here suggest that
it is problematic. More specifically, we empir-
ically investigate the relationship between atten-
tion weights, inputs, and outputs. Assuming at-
tention provides an explanation for model predic-
tions, we might expect the following properties to
hold. (i) Attention weights should correlate with
feature importance measures (e.g., gradient-based
measures); (ii) Alternative (or counterfactual) at-
tention weight configurations ought to yield corre-
sponding changes in prediction (and if they do not
then are equally plausible as explanations). We re-
port that neither property is consistently observed
by standard attention mechanisms in the context
of text classification, question answering (QA),
and Natural Language Inference (NLI) tasks when
RNN encoders are used.

1We do not intend to single out any particular work; in-
deed one of the authors has himself presented (supervised)
attention as providing interpretability (Zhang et al., 2016).
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Consider Figure 1. The left panel shows the
original attention distribution α over the words of
a particular movie review using a standard atten-
tive BiLSTM architecture for sentiment analysis.
It is tempting to conclude from this that the token
waste is largely responsible for the model coming
to its disposition of ‘negative’ (ŷ = 0.01). But one
can construct an alternative attention distribution
α̃ (right panel) that attends to entirely different to-
kens yet yields an essentially identical prediction
(holding all other parameters of f , θ, constant).

Such counterfactual distributions imply that ex-
plaining the original prediction by highlighting
attended-to tokens is misleading insofar as alter-
native attention distributions would have yielded
an equivalent prediction (e.g., one might conclude
from the right panel that model output was due pri-
marily to was rather than waste). Further, the at-
tention weights in this case correlate only weakly
with gradient-based measures of feature impor-
tance (τg = 0.29). And arbitrarily permuting the
entries in α yields a median output difference of
0.006 with the original prediction.

These and similar findings call into question
the view that attention provides meaningful insight
into model predictions. We thus caution against
using attention weights to highlight input tokens
“responsible for” model outputs and constructing
just-so stories on this basis, particularly with com-
plex encoders.

Research questions and contributions. We ex-
amine the extent to which the (often implicit) nar-
rative that attention provides model transparency2

holds across tasks by exploring the following em-
pirical questions.

1. To what extent do induced attention weights
correlate with measures of feature impor-
tance – specifically, those resulting from gra-
dients and leave-one-out methods?

2. Would alternative attention weights (and
hence distinct heatmaps/“explanations”) nec-
essarily yield different predictions?

Our findings with respect to these questions (as-
suming a BiRNN encoder) are summarized as fol-
lows: (1) Only weakly and inconsistently, and, (2)
No; it is very often possible to construct adver-
sarial attention distributions that yield effectively

2Defined as per (Lipton, 2016); we are interested in
whether attended-to features are responsible for outputs.

equivalent predictions as when using the origi-
nally induced attention weights, despite attending
to entirely different input features. Further, ran-
domly permuting attention weights often induces
only minimal changes in output.

2 Preliminaries and Assumptions

We consider exemplar NLP tasks for which atten-
tion mechanisms are commonly used: classifica-
tion, natural language inference (NLI), and ques-
tion answering.3 We adopt the following general
modeling assumptions and notation.

We assume model inputs x ∈ RT×|V |, com-
posed of one-hot encoded words at each position.
These are passed through an embedding matrix E
which provides dense (d dimensional) token repre-
sentations xe ∈ RT×d. Next, an encoder Enc con-
sumes the embedded tokens in order, producing
T m-dimensional hidden states: h = Enc(xe) ∈
RT×m. We predominantly consider a Bi-RNN
as the encoder module, but for completeness we
also analyze convolutional and (unordered) ‘aver-
age embedding’ variants.4

A similarity function φ maps h and a query
Q ∈ Rm (e.g., hidden representation of a question
in QA, or the hypothesis in NLI) to scalar scores,
and attention is then induced over these: α̂ =
softmax(φ(h,Q)) ∈ RT . In this work we con-
sider two common similarity functions: Additive
φ(h,Q) = vT tanh(W1h + W2Q) (Bahdanau
et al., 2014) and Scaled Dot-Product φ(h,Q) =
hQ√
m

(Vaswani et al., 2017), where v,W1,W2 are
model parameters.

Finally, a dense layer Dec with parameters θ
consumes a weighted instance representation and
yields a prediction ŷ = σ(θ · hα) ∈ R|Y|, where
hα =

∑T
t=1 α̂t · ht; σ is an output activation func-

tion; and |Y| denotes the label set size.

3 Datasets and Tasks

For binary text classification, we use:
Stanford Sentiment Treebank (SST) (Socher

et al., 2013). 10,662 sentences tagged with senti-
ment on a scale from 1 (most negative) to 5 (most
positive). We filter out neutral instances and di-
chotomize the remaining sentences into positive
(4, 5) and negative (1, 2).

3While attention is perhaps most common in seq2seq
tasks like translation, our impression is that interpretability
is not typically emphasized for such tasks, in general.

4In the latter case, ht is the embedding of token t after
being passed through a linear layer and ReLU activation.
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Dataset |V | Avg. length Train size Test size Test performance
SST 16175 19 3034 / 3321 863 / 862 0.81
IMDB 13916 179 12500 / 12500 2184 / 2172 0.88
ADR Tweets 8686 20 14446 / 1939 3636 / 487 0.61
20 Newsgroups 8853 115 716 / 710 151 / 183 0.94
AG News 14752 36 30000 / 30000 1900 / 1900 0.96
Diabetes (MIMIC) 22316 1858 6381 / 1353 1295 / 319 0.79
Anemia (MIMIC) 19743 2188 1847 / 3251 460 / 802 0.92
CNN 74790 761 380298 3198 0.64
bAbI (Task 1 / 2 / 3) 40 8 / 67 / 421 10000 1000 1.0 / 0.65 / 0.64
SNLI 20982 14 182764 / 183187 / 183416 3219 / 3237 / 3368 0.78

Table 1: Dataset characteristics. For train and test size, we list the cardinality for each class, where applicable:
0/1 for binary classification (top), and 0 / 1 / 2 for NLI (bottom). Average length is in tokens. Test metrics are
F1 score, accuracy, and micro-F1 for classification, QA, and NLI, respectively; all correspond to performance
using a BiLSTM encoder. We note that results using convolutional and average (i.e., non-recurrent) encoders are
comparable for classification though markedly worse for QA tasks.

IMDB Large Movie Reviews Corpus (Maas
et al., 2011). Binary sentiment classification
dataset containing 50,000 polarized (positive or
negative) movie reviews, split into half for train-
ing and testing.

Twitter Adverse Drug Reaction dataset (Nikfar-
jam et al., 2015). A corpus of ∼8000 tweets re-
trieved from Twitter, annotated by domain experts
as mentioning adverse drug reactions.

20 Newsgroups (Hockey vs Baseball). Col-
lection of ∼20,000 newsgroup correspondences,
partitioned (nearly) evenly across 20 categories.
We extract instances belonging to baseball and
hockey, which we designate as 0 and 1, respec-
tively, to derive a binary classification task.

AG News Corpus (Business vs World).5 496,835
news articles from 2000+ sources. We follow
(Zhang et al., 2015) in filtering out all but the top
4 categories. We consider the binary classification
task of discriminating between world (0) and busi-
ness (1) articles.

MIMIC ICD9 (Diabetes) (Johnson et al., 2016).
A subset of discharge summaries from the MIMIC
III dataset of electronic health records. The task is
to recognize if a given summary has been labeled
with the ICD9 code for diabetes (or not).

MIMIC ICD9 (Chronic vs Acute Anemia) (John-
son et al., 2016). A subset of discharge sum-
maries from MIMIC III dataset (Johnson et al.,
2016) known to correspond to patients with ane-
mia. Here the task to distinguish the type of ane-
mia for each report – acute (0) or chronic (1).

For Question Answering (QA):
CNN News Articles (Hermann et al., 2015). A

corpus of cloze-style questions created via auto-
5http://www.di.unipi.it/~gulli/AG_

corpus_of_news_articles.html

matic parsing of news articles from CNN. Each
instance comprises a paragraph-question-answer
triplet, where the answer is one of the anonymized
entities in the paragraph.

bAbI (Weston et al., 2015). We consider the
three tasks presented in the original bAbI dataset
paper, training separate models for each. These
entail finding (i) a single supporting fact for a
question and (ii) two or (iii) three supporting state-
ments, chained together to compose a coherent
line of reasoning.

Finally, for Natural Language Inference (NLI):
The SNLI dataset (Bowman et al., 2015). 570k

human-written English sentence pairs manually
labeled for balanced classification with the labels
neutral, contradiction, and entailment, supporting
the task of natural language inference (NLI). In
this work, we generate an attention distribution
over premise words conditioned on the hidden rep-
resentation induced for the hypothesis.

We restrict ourselves to comparatively sim-
ple instantiations of attention mechanisms, as de-
scribed in the preceding section. This means we
do not consider recently proposed ‘BiAttentive’
architectures that attend to tokens in the respec-
tive inputs, conditioned on the other inputs (Parikh
et al., 2016; Seo et al., 2016; Xiong et al., 2016).

Table 1 provides summary statistics for all
datasets, as well as the observed test performances
for additional context.

4 Experiments

We run a battery of experiments that aim to ex-
amine empirical properties of learned attention
weights and to interrogate their interpretability
and transparency. The key questions are: Do
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Gradient (BiLSTM) τg Gradient (Average) τg Leave-One-Out (BiLSTM) τloo
Dataset Class Mean ± Std. Sig. Frac. Mean ± Std. Sig. Frac. Mean ± Std. Sig. Frac.

SST 0 0.34 ± 0.21 0.48 0.61 ± 0.20 0.87 0.27 ± 0.19 0.33
1 0.36 ± 0.21 0.49 0.60 ± 0.21 0.83 0.32 ± 0.19 0.40

IMDB 0 0.44 ± 0.06 1.00 0.67 ± 0.05 1.00 0.34 ± 0.07 1.00
1 0.43 ± 0.06 1.00 0.68 ± 0.05 1.00 0.34 ± 0.07 0.99

ADR Tweets 0 0.47 ± 0.18 0.76 0.73 ± 0.13 0.96 0.29 ± 0.20 0.44
1 0.49 ± 0.15 0.85 0.72 ± 0.12 0.97 0.44 ± 0.16 0.74

20News 0 0.07 ± 0.17 0.37 0.79 ± 0.07 1.00 0.06 ± 0.15 0.29
1 0.21 ± 0.22 0.61 0.75 ± 0.08 1.00 0.20 ± 0.20 0.62

AG News 0 0.36 ± 0.13 0.82 0.78 ± 0.07 1.00 0.30 ± 0.13 0.69
1 0.42 ± 0.13 0.90 0.76 ± 0.07 1.00 0.43 ± 0.14 0.91

Diabetes 0 0.42 ± 0.05 1.00 0.75 ± 0.02 1.00 0.41 ± 0.05 1.00
1 0.40 ± 0.05 1.00 0.75 ± 0.02 1.00 0.45 ± 0.05 1.00

Anemia 0 0.47 ± 0.05 1.00 0.77 ± 0.02 1.00 0.46 ± 0.05 1.00
1 0.46 ± 0.06 1.00 0.77 ± 0.03 1.00 0.47 ± 0.06 1.00

CNN Overall 0.24 ± 0.07 0.99 0.50 ± 0.10 1.00 0.20 ± 0.07 0.98
bAbI 1 Overall 0.25 ± 0.16 0.55 0.72 ± 0.12 0.99 0.16 ± 0.14 0.28
bAbI 2 Overall −0.02 ± 0.14 0.27 0.68 ± 0.06 1.00 −0.01 ± 0.13 0.27
bAbI 3 Overall 0.24 ± 0.11 0.87 0.61 ± 0.13 1.00 0.26 ± 0.10 0.89
SNLI 0 0.31 ± 0.23 0.36 0.59 ± 0.18 0.80 0.16 ± 0.26 0.20

1 0.33 ± 0.21 0.38 0.58 ± 0.19 0.80 0.36 ± 0.19 0.44
2 0.31 ± 0.21 0.36 0.57 ± 0.19 0.80 0.34 ± 0.20 0.40

Table 2: Mean and std. dev. of correlations between gradient/leave-one-out importance measures and attention
weights. Sig. Frac. columns report the fraction of instances for which this correlation is statistically significant;
note that this largely depends on input length, as correlation does tend to exist, just weakly. Encoders are denoted
parenthetically. These are representative results; exhaustive results for all encoders are available to browse online.

learned attention weights agree with alternative,
natural measures of feature importance? And,
Had we attended to different features, would the
prediction have been different?

More specifically, in Section 4.1, we empir-
ically analyze the correlation between gradient-
based feature importance and learned attention
weights, and between ‘leave-one-out’ (LOO) mea-
sures and the same. In Section 4.2 we then con-
sider counterfactual (to those observed) attention
distributions. Under the assumption that atten-
tion weights are explanatory, such counterfactual
distributions may be viewed as alternative poten-
tial explanations; if these do not correspondingly
change model output, then the original attention
weights do not provide unique explanation for
predictions, i.e., attending to other features could
have resulted in the same output.

To generate counterfactual attention distribu-
tions, we first consider randomly permuting ob-
served attention weights and recording associated
changes in model outputs (4.2.1). We then pro-
pose explicitly searching for “adversarial” atten-
tion weights that maximally differ from the ob-
served attention weights (which one might show in
a heatmap and use to explain a model prediction),
and yet yield an effectively equivalent prediction
(4.2.2). The latter strategy also provides a use-
ful potential metric for the reliability of attention
weights as explanations: we can report a measure

quantifying how different attention weights can be
for a given instance without changing the model
output by more than some threshold ε.

All results presented below are generated on
test sets. We present results for Additive atten-
tion below. The results for Scaled Dot Product
in its place are comparable. We provide a web
interface to interactively browse the (very large
set of) plots for all datasets, model variants, and
experiment types: https://successar.github.

io/AttentionExplanation/docs/.
In the following sections, we use Total Vari-

ation Distance (TVD) as the measure of change
between output distributions, defined as follows.
TVD(ŷ1, ŷ2) = 1

2

∑|Y|
i=1 |ŷ1i − ŷ2i|. We use

the Jensen-Shannon Divergence (JSD) to quan-
tify the difference between two attention dis-
tributions: JSD(α1, α2) = 1

2KL[α1||α1+α2
2 ] +

1
2KL[α2||α1+α2

2 ].

4.1 Correlation Between Attention and
Feature Importance Measures

We empirically characterize the relationship be-
tween attention weights and corresponding fea-
ture importance scores. Specifically we measure
correlations between attention and: (1) gradient
based measures of feature importance (τg), and,
(2) differences in model output induced by leav-
ing features out (τloo). While these measures are
themselves insufficient for interpretation of neu-
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Figure 2: Histogram of Kendall τ between attention and gradients. Encoder variants are denoted parenthetically;
colors indicate predicted classes. Exhaustive results are available for perusal online. Best viewed in color.

ral model behavior (Feng et al., 2018), they do
provide measures of individual feature importance
with known semantics (Ross et al., 2017). It is thus
instructive to ask whether these measures correlate
with attention weights.

The process we follow to quantify this is de-
scribed in Algorithm 1. We denote the input re-
sulting from removing the word at position t in x
by x−t. Note that we disconnect the computation
graph at the attention module so that the gradient
does not flow through this layer.

Algorithm 1 Feature Importance Computations
h← Enc(x), α̂← softmax(φ(h,Q))
ŷ ← Dec(h, α)

gt ← |
∑|V |

w=1 1[xtw = 1] ∂y
∂xtw
| ,∀t ∈ [1, T ]

τg ← Kendall-τ(α, g)
∆ŷt ← TVD(ŷ(x−t), ŷ(x)) , ∀t ∈ [1, T ]
τloo ← Kendall-τ(α,∆ŷ)

Table 2 reports summary statistics of Kendall
τ correlations for each dataset. Full distributions
are shown in Figure 2, which plots histograms of
τg for every data point in the respective corpora.
(Corresponding plots for τloo are similar and the
full set can be browsed via the online supplement.)
We plot these separately for each class: orange (�)
represents instances predicted as positive, and pur-
ple (�) those predicted to be negative. For SNLI,
colors �, � and � code for contradiction, entail-
ment, and neutral respectively.

In general, observed correlations are modest

(recall: 0 indicates no correspondence, 1 im-
plies perfect concordance) for the BiRNN encoder.
The centrality of observed densities hovers around
or below 0.5 in most of the corpora considered.
Moreover, as per Table 2, correlation is sufficiently
weak that a statistically significant correlation be-
tween attention weights and feature importance
scores (both gradient and feature erasure based)
cannot consistently be established across corpora.

In contrast, gradients in “average” embedding
based models show very high degree of correspon-
dence with attention weights – on average across
corpora, correlation between LOO scores and at-
tention weights is ∼0.375 points higher for this
encoder, compared to the BiLSTM. These results
suggest that, in general, attention weights do not
strongly or consistently agree with such feature
importance scores in models with contextualized
embeddings. This is problematic for the view of
attention weights as explanatory, given the face
validity of input gradient/erasure based explana-
tions (Ross et al., 2017; Li et al., 2016). On some
datasets — notably the MIMIC tasks, and to a
lesser extent the QA corpora — this correlation
is consistently significant but remains relatively
weak. This could be attributed to increased length
of documents for these datasets providing stronger
signal to standard hypothesis testing methods.

For reference we report correlations between
gradients and LOO scores in the Appendix and
online materials; these are consistently stronger
than the correlation between attention weights and
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either feature importance score for the recurrent
(BiLSTM) encoder. These exhibit, on average, a
(i) 0.2 and (ii)∼ 0.25 greater correlation with each
other than BiLSTM attention and (i) LOO and (ii)
gradient scores.

4.2 Counterfactual Attention Weights
We next consider what-if scenarios corresponding
to alternative (counterfactual) attention weights.
The idea is to investigate whether the prediction
would have been different, had the model empha-
sized (attended to) different input features. More
precisely, suppose α̂ = {α̂t}Tt=1 are the atten-
tion weights induced for an instance, giving rise
to model output ŷ. We then consider counterfac-
tual distributions over y, under alternative α.

We experiment with two means of construct-
ing such distributions. First, we simply scram-
ble the original attention weights α̂, re-assigning
each value to an arbitrary, randomly sampled in-
dex (input feature). Second, we generate an ad-
versarial attention distribution: this is a set of at-
tention weights that is maximally distinct from α̂
but that nonetheless yields an equivalent predic-
tion (i.e., prediction within some ε of ŷ).

4.2.1 Attention Permutation
To characterize model behavior when attention
weights are shuffled, we follow Algorithm 2.

Algorithm 2 Permuting attention weights
h← Enc(x), α̂← softmax(φ(h,Q))
ŷ ← Dec(h, α̂)
for p← 1 to 100 do

αp ← Permute(α̂)
ŷp ← Dec(h, αp) . Note : h is not changed

∆ŷp ← TVD[ŷp, ŷ]
end for
∆ŷmed ← Medianp(∆ŷp)

Figure 3 depicts the relationship between the
maximum attention value in the original α̂ and the
median induced change in model output (∆ŷmed)
across instances in the respective datasets. Colors
again indicate class predictions, as above.

We observe that there exist many points with
small ∆ŷmed despite large magnitude attention
weights. These are cases in which the attention
weights might suggest explaining an output by
a small set of features (this is how one might
reasonably read a heatmap depicting the atten-
tion weights), but where scrambling the attention

makes little difference to the prediction.
In some cases, such as predicting ICD codes

from notes using the MIMIC dataset, one can see
different behavior for the respective classes. For
the Diabetes task, e.g., attention behaves intu-
itively for at least the positive class; perturbing
attention in this case causes large changes to the
prediction. We again conjecture that this is due to
a few tokens serving as high precision indicators
for the positive class; in their absence (or when
they are not attended to sufficiently), the predic-
tion drops considerably. However, this is the ex-
ception rather than the rule.

4.2.2 Adversarial Attention
We next propose a more focused approach to
counterfactual attention weights, which we will re-
fer to as adversarial attention. The intuition is to
explicitly seek out attention weights that differ as
much as possible from the observed attention dis-
tribution and yet leave the prediction effectively
unchanged. Such adversarial weights violate an
intuitive property of explanations: shifting model
attention to very different input features should
yield corresponding changes in the output. Alter-
native attention distributions identified adversari-
ally may then be viewed as equally plausible ex-
planations for the same output.

Operationally, realizing this objective requires
specifying a value ε that defines what qualifies as
a “small” difference in model output. Once this
is specified, we aim to find k adversarial distri-
butions {α(1), ..., α(k)}, such that each α(i) max-
imizes the distance from original α̂ but does not
change the output by more than ε. In practice we
simply set this to 0.01 for text classification and
0.05 for QA datasets.6

We propose the following optimization problem
to identify adversarial attention weights.

maximize
α(1),...,α(k)

f({α(i)}ki=1)

subject to ∀i TVD[ŷ(x, α(i)), ŷ(x, α̂)] ≤ ε
(1)

Where f({α(i)}ki=1) is:

k∑

i=1

JSD[α(i), α̂] +
1

k(k − 1)

∑

i<j

JSD[α(i), α(j)]

(2)
6We make the threshold slightly higher for QA because

the output space is larger and thus small dimension-wise per-
turbations can produce comparatively large TVD.
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Figure 3: Median change in output (∆ŷmed) (x-axis) densities in relation to the max attention (max α̂) (y-axis)
obtained by randomly permuting instance attention weights. Encoders denoted parenthetically. Plots for all corpora
and using all encoders are available online.

In practice we maximize a relaxed version
of this objective via the Adam SGD opti-
mizer (Kingma and Ba, 2014): f({α(i)}ki=1) +
λ
k

∑k
i=1 max(0,TVD[ŷ(x, α(i)), ŷ(x, α̂)]− ε).7

Equation 1 attempts to identify a set of new at-
tention distributions over the input that is as far
as possible from the observed α (as measured
by JSD) and from each other (and thus diverse),
while keeping the output of the model within ε
of the original prediction. We denote the out-
put obtained under the ith adversarial attention by
ŷ(i). Note that the JS Divergence between any two
categorical distributions (irrespective of length) is
bounded from above by 0.69.

One can view an attentive decoder as a func-
tion that maps from the space of latent input repre-
sentations and attention weights over input words
∆T−1 to a distribution over the output space Y .
Thus, for any output ŷ, we can define how likely
each attention distribution α will generate the out-
put as inversely proportional to TVD(y(α), ŷ).

Figure 4 depicts the distributions of max JSDs
realized over instances with adversarial attention
weights for a subset of the datasets considered.
Colors again indicate predicted class. Mass toward
the upper-bound of 0.69 indicates that we are fre-
quently able to identify maximally different atten-
tion weights that hardly budge model output. We
observe that one can identify adversarial attention
weights associated with high JSD for a significant
number of examples. This means that is often the

7We set λ = 500.

Algorithm 3 Finding adversarial attention weights
h← Enc(x), α̂← softmax(φ(h,Q))
ŷ ← Dec(h, α̂)
α(1), ..., α(k) ← Optimize Eq 1
for i← 1 to k do

ŷ(i) ← Dec(h, α(i)) . h is not changed

∆ŷ(i) ← TVD[ŷ, ŷ(i)]
∆α(i) ← JSD[α̂, α(i)]

end for
ε-max JSD← maxi 1[∆ŷ(i) ≤ ε]∆α(i)

case that quite different attention distributions over
inputs would yield essentially the same (within ε)
output.

In the case of the diabetes task, we again ob-
serve a pattern of low JSD for positive examples
(where evidence is present) and high JSD for neg-
ative examples. In other words, for this task, if one
perturbs the attention weights when it is inferred
that the patient is diabetic, this does change the
output, which is intuitively agreeable. However,
this behavior again is an exception to the rule.

We also consider the relationship between max
attention weights (indicating strong emphasis on
a particular feature) and the dissimilarity of iden-
tified adversarial attention weights, as measured
via JSD, for adversaries that yield a prediction
within ε of the original model output. Intuitively,
one might hope that if attention weights are peaky,
then counterfactual attention weights that are very
different but which yield equivalent predictions
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(h) BAbI 1 (BiLSTM)

Figure 4: Histogram of maximum adversarial JS Divergence (ε-max JSD) between original and adversarial atten-
tions over all instances. In all cases shown, |ŷadv − ŷ| < ε. Encoders are specified in parantheses. Best viewed in
color.

would be more difficult to identify.
Figure 5 illustrates that while there is a nega-

tive trend to this effect, it is realized only weakly.
Put another way: there exist many cases (in all
datasets) in which despite a high attention weight,
an alternative and quite different attention config-
uration over inputs yields effectively the same out-
put. In light of this, presenting a heatmap implying
that a particular set of features is primarily respon-
sible for an output would seem to be misleading.

5 Related Work

We have focused on attention mechanisms and the
question of whether they afford transparency, but a
number of interesting strategies unrelated to atten-
tion mechanisms have been recently proposed to
provide insights into neural NLP models. These
include approaches that measure feature impor-
tance based on gradient information (Ross et al.,
2017; Sundararajan et al., 2017) (aligned with the
gradient-based measures that we have used here),
and methods based on representation erasure (Li
et al., 2016), in which dimensions are removed
and then the resultant change in output is recorded
(similar to our experiments with removing tokens
from inputs, albeit we do this at the input layer).

Comparing such importance measures to atten-
tion scores may provide additional insights into
the working of attention based models (Ghaeini
et al., 2018). Another novel line of work in this
direction involves explicitly identifying explana-
tions of black-box predictions via a causal frame-

work (Alvarez-Melis and Jaakkola, 2017). We
also note that there has been complementary work
demonstrating correlation between human atten-
tion and induced attention weights, which was rel-
atively strong when humans agreed on an explana-
tion (Pappas and Popescu-Belis, 2016). It would
be interesting to explore if such cases present ex-
plicit ‘high precision’ signals in the text (for ex-
ample, the positive label in diabetes dataset).

More specific to attention mechanisms, re-
cent promising work has proposed more princi-
pled attention variants designed explicitly for in-
terpretability; these may provide greater trans-
parency by imposing hard, sparse attention. Such
instantiations explicitly select (modest) subsets of
inputs to be considered when making a predic-
tion, which are then by construction responsible
for model output (Lei et al., 2016; Peters et al.,
2018). Structured attention models (Kim et al.,
2017) provide a generalized framework for de-
scribing and fitting attention variants with explicit
probabilistic semantics. Tying attention weights to
human-provided rationales is another potentially
promising avenue (Bao et al., 2018). We hope
our work motivates further development of these
methods, resulting in attention variants that both
improve predictive performance and provide in-
sights into model predictions.

6 Discussion and Conclusions

We have provided evidence that correlation be-
tween intuitive feature importance measures (in-
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Figure 5: Densities of maximum JS divergences (ε-max JSD) (x-axis) as a function of the max attention (y-axis)
in each instance for obtained between original and adversarial attention weights.

cluding gradient and feature erasure approaches)
and learned attention weights is weak when using
a BiRNN encoder (Section 4.1). We also estab-
lished that counterfactual attention distributions
— which would tell a different story about why
a model made the prediction that it did — often
have no effect on model output (Section 4.2).

These results suggest that while attention mod-
ules consistently yield improved performance on
NLP tasks, their ability to provide transparency
for model predictions is (in the sense of point-
ing to inputs responsible for outputs) questionable.
More generally, how one is meant to interpret the
‘heatmaps’ of attention weights placed over inputs
that are commonly presented is unclear. These
seem to suggest a story about how a model arrived
at a particular disposition, but the results here in-
dicate that the relationship between this and atten-
tion is not obvious, at least for RNN encoders.

There are important limitations to this work
and the conclusions we can draw from it. We have
reported the (generally weak) correlation between
learned attention weights and various alternative
measures of feature importance, e.g., gradients.
We do not imply that such alternative measures are
necessarily ideal or should be considered ‘ground
truth’. While such measures do enjoy a clear in-
trinsic (to the model) semantics, their interpreta-
tion for non-linear neural networks can nonethe-
less be difficult for humans (Feng et al., 2018).
Still, that attention consistently correlates poorly
with multiple such measures ought to give pause to
practitioners. That said, exactly how strong such
correlations ‘should’ be to establish reliability as

explanation is an admittedly subjective question.
We note that the counterfactual attention ex-

periments demonstrate the existence of alternative
heatmaps that yield equivalent predictions; thus
one cannot conclude that the model made a partic-
ular prediction because it attended over inputs in
a specific way. But these adversarial weights may
themselves be unlikely under the attention module
parameters. Further, it may be that multiple plau-
sible explanations exist, complicating interpreta-
tion. We would maintain that in such cases the
model should highlight all plausible explanations,
but one may instead view a model that provides
‘sufficient’ explanation as reasonable.

An additional limitation is that we have only
considered a handful of attention variants, selected
to reflect common module architectures for the
respective tasks included in our analysis. Alter-
native attention specifications may yield different
conclusions; and indeed we hope this work moti-
vates further development of principled attention
mechanisms (or encoders). Finally, we have lim-
ited our evaluation to tasks with unstructured out-
put spaces, i.e., we have not considered seq2seq
tasks, which we leave for future work. However
we believe interpretability is more often a consid-
eration in, e.g., classification than in translation.
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Appendices

A Model details

For all datasets, we use spaCy for tokenization.
We map out of vocabulary words to a special
<unk> token and map all words with numeric
characters to ‘qqq’. Each word in the vocabulary
was initialized to pretrained embeddings. For gen-
eral domain corpora we used either (i) FastText
Embeddings (SST, IMDB, 20News, and CNN)
trained on Simple English Wikipedia, or, (ii)
GloVe 840B embeddings (AGNews and SNLI).
For the MIMIC dataset, we learned word embed-
dings using Gensim over all discharge summaries
in the corpus. We initialize words not present
in the vocabulary using samples from a standard
Gaussian N (µ = 0, σ2 = 1).

A.1 BiLSTM
We use an embedding size of 300 and hidden size
of 128 for all datasets except bAbI (for which we
use 50 and 30, respectively). All models were reg-
ularized using `2 regularization (λ = 10−5) ap-
plied to all parameters. We use a sigmoid activa-
tion functions for binary classification tasks, and
a softmax for all other outputs. We trained the
model using maximum likelihood loss using the
Adam Optimizer with default parameters in Py-
Torch.

A.2 CNN
We use an embedding size of 300 and 4 kernels of
sizes [1, 3, 5, 7], each with 64 filters, giving a final
hidden size of 256 (for bAbI we use 50 and 8 re-
spectively with same kernel sizes). We use ReLU
activation function on the output of the filters. All
other configurations remain same as BiLSTM.

A.3 Average
We use the embedding size of 300 and a projection
size of 256 with ReLU activation on the output of
the projection matrix. All other configurations re-
main same as BiLSTM.

B Further details regarding attentional
module of gradient

In the gradient experiments, we made the decision
to cut-off the computation graph at the attention
module so that gradient does not flow through this
layer and contribute to the gradient feature im-
portance score. For the sake of gradient calcula-
tion this effectively treats the attention as a sepa-
rate input to the network, independent of the input.
We argue that this is a natural choice to make for
our analysis because it calculates: how much does
the output change as we perturb particular inputs
(words) by a small amount, while paying the same
amount of attention to said word as originally es-
timated and shown in the heatmap?

C Correlations between Feature
Importance measures

A question one might have here is how well cor-
related LOO and gradients are with one another.
We report such results in their entirety on the pa-
per website, and we summarize their correlations
relative to those realized by attention in a BiL-
STM model with LOO measures in Figure 6. This
reports the mean differences between (i) gradient
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Figure 6: Mean difference in correlation of (i) LOO
vs. Gradients and (ii) Attention vs. LOO scores using
BiLSTM Encoder + Tanh Attention. On average the
former is more correlated than the latter by >0.2 τloo.
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Figure 7: Mean difference in correlation of (i) LOO
vs. Gradients and (ii) Attention vs. Gradients using
BiLSTM Encoder + Tanh Attention. On average the
former is more correlated than the latter by ∼0.25 τg .

and LOO correlations, and (ii) attention and LOO
correlations. As expected, we find that these ex-
hibit, in general, considerably higher correlation
with one another (on average) than LOO does with
attention scores. (The lone exception is on SNLI.)
Figure 7 shows the same for gradients and atten-
tion scores; the differences are comparable. In the
ADR and Diabetes corpora, a few high precision
tokens indicate (the positive) class, and in these
cases we see better agreement between LOO/gra-
dient measures with attention; this is consistent
with Figure 4 which shows that it is difficult for
the BiLSTM variant to find adversarial attention
distributions for Diabetes.

A potential issues with using Kendall τ as our
metric here is that (potentially many) irrelevant
features may add noise to the correlation mea-
sures. We acknowledge that this as a shortcoming
of the metric. One observation that may mitigate
this concern is that we might expect such noise to
depress the LOO and gradient correlations to the
same extent as they do the correlation between at-
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Figure 8: Difference in mean correlation of attention
weights vs. LOO importance measures for (i) Av-
erage (feed-forward projection) and (ii) BiLSTM En-
coders with Tanh attention. Average correlation (ver-
tical bar) is on average ∼0.375 points higher for the
simple feedforward encoder, indicating greater corre-
spondence with the LOO measure.

tention and feature importance scores; but as per
Figure 7, they do not. We also note that the cor-
relations between the attention weights on top of
feedforward (projection) encoder and LOO scores
are much stronger, on average, than those be-
tween BiLSTM attention weights and LOO. This
is shown in Figure 8. Were low correlations due
simply to noise, we would not expect this.8

D Graphs

To provide easy navigation of our (large set
of) graphs depicting attention weights on
various datasets/tasks under various model
configuration we have created an interactive
interface to browse these results, accessible
at: https://successar.github.io/
AttentionExplanation/docs/.

E Adversarial Heatmaps

SST
Original: reggio falls victim to relying on the

very digital technology that he fervently scorns
creating a meandering inarticulate and ultimately
disappointing film

Adversarial: reggio falls victim to relying on
the very digital technology that he fervently scorns
creating a meandering inarticulate and ultimately
disappointing film ∆ŷ: 0.005

IMDB
8The same contrast can be seen for the gradients, as one

would expect given the direct gradient paths in the projection
network back to individual tokens.
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Original: fantastic movie one of the best film
noir movies ever made bad guys bad girls a jewel
heist a twisted morality a kidnapping everything is
here jean has a face that would make bogart proud
and the rest of the cast is is full of character actors
who seem to to know they’re onto something good
get some popcorn and have a great time

Adversarial: fantastic movie one of the best
film noir movies ever made bad guys bad girls
a jewel heist a twisted morality a kidnapping
everything is here jean has a face that would make
bogart proud and the rest of the cast is is full
of character actors who seem to to know they’re
onto something good get some popcorn and have
a great time ∆ŷ: 0.004

20 News Group - Sports
Original:i meant to comment on this at the time

there ’ s just no way baserunning could be that
important if it was runs created would n ’ t be
nearly as accurate as it is runs created is usually
about qqq qqq accurate on a team level and there
’ s a lot more than baserunning that has to account
for the remaining percent .

Adversarial:i meant to comment on this at the
time there ’ s just no way baserunning could be
that important if it was runs created would n ’ t be
nearly as accurate as it is runs created is usually
about qqq qqq accurate on a team level and there
’ s a lot more than baserunning that has to account
for the remaining percent . ∆ŷ: 0.001

ADR
Original:meanwhile wait for DRUG and

DRUG to kick in first co i need to prep dog food
etc . co omg <UNK> .

Adversarial:meanwhile wait for DRUG and
DRUG to kick in first co i need to prep dog food
etc . co omg <UNK> . ∆ŷ: 0.002

AG News
Original:general motors and daimlerchrysler

say they # qqq teaming up to develop hybrid
technology for use in their vehicles . the two giant
automakers say they have signed a memorandum
of understanding

Adversarial:general motors and
daimlerchrysler say they # qqq teaming up
to develop hybrid technology for use in their
vehicles . the two giant automakers say they have
signed a memorandum of understanding . ∆ŷ:
0.006

SNLI
Hypothesis:a man is running on foot
Original Premise Attention:a man in a gray

shirt and blue shorts is standing outside of an
old fashioned ice cream shop named sara ’s old
fashioned ice cream , holding his bike up , with a
wood like table , chairs , benches in front of him .

Adversarial Premise Attention:a man in a
gray shirt and blue shorts is standing outside of
an old fashioned ice cream shop named sara ’s old
fashioned ice cream , holding his bike up , with a
wood like table , chairs , benches in front of him .
∆ŷ: 0.002

Babi Task 1
Question: Where is Sandra ?
Original Attention:John travelled to the garden

. Sandra travelled to the garden
Adversarial Attention:John travelled to the

garden . Sandra travelled to the garden ∆ŷ: 0.003

CNN-QA
Question:federal education minister @place-

holder visited a @entity15 store in @entity17 ,
saw cameras

Original:@entity1 , @entity2 ( @entity3
) police have arrested four employees of a
popular @entity2 ethnic - wear chain after a
minister spotted a security camera overlooking
the changing room of one of its stores . federal
education minister @entity13 was visiting a
@entity15 outlet in the tourist resort state of
@entity17 on friday when she discovered a
surveillance camera pointed at the changing room
, police said . four employees of the store
have been arrested , but its manager – herself
a woman – was still at large saturday , said
@entity17 police superintendent @entity25 . state
authorities launched their investigation right after
@entity13 levied her accusation . they found an
overhead camera that the minister had spotted
and determined that it was indeed able to take
photos of customers using the store ’s changing
room , according to @entity25 . after the incident
, authorities sealed off the store and summoned
six top officials from @entity15 , he said . the
arrested staff have been charged with voyeurism
and breach of privacy , according to the police .
if convicted , they could spend up to three years
in jail , @entity25 said . officials from @entity15
– which sells ethnic garments , fabrics and other
products – are heading to @entity17 to work
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with investigators , according to the company .
" @entity15 is deeply concerned and shocked at
this allegation , " the company said in a statement
. " we are in the process of investigating this
internally and will be cooperating fully with the
police . "

Adversarial:@entity1 , @entity2 ( @entity3
) police have arrested four employees of a
popular @entity2 ethnic - wear chain after a
minister spotted a security camera overlooking
the changing room of one of its stores . federal
education minister @entity13 was visiting a
@entity15 outlet in the tourist resort state of
@entity17 on friday when she discovered a
surveillance camera pointed at the changing room
, police said . four employees of the store
have been arrested , but its manager – herself
a woman – was still at large saturday , said
@entity17 police superintendent @entity25 . state
authorities launched their investigation right after
@entity13 levied her accusation . they found an
overhead camera that the minister had spotted
and determined that it was indeed able to take
photos of customers using the store ’s changing
room , according to @entity25 . after the incident
, authorities sealed off the store and summoned
six top officials from @entity15 , he said . the
arrested staff have been charged with voyeurism
and breach of privacy , according to the police .
if convicted , they could spend up to three years
in jail , @entity25 said . officials from @entity15
– which sells ethnic garments , fabrics and other
products – are heading to @entity17 to work
with investigators , according to the company .
" @entity15 is deeply concerned and shocked at
this allegation , " the company said in a statement
. " we are in the process of investigating this
internally and will be cooperating fully with the
police . " ∆ŷ: 0.005
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Abstract

Text-based adventure games provide a plat-
form on which to explore reinforcement
learning in the context of a combinatorial
action space, such as natural language.
We present a deep reinforcement learning
architecture that represents the game state as
a knowledge graph which is learned during
exploration. This graph is used to prune
the action space, enabling more efficient
exploration. The question of which action to
take can be reduced to a question-answering
task, a form of transfer learning that pre-trains
certain parts of our architecture. In experi-
ments using the TextWorld framework, we
show that our proposed technique can learn
a control policy faster than baseline alterna-
tives. We have also open-sourced our code
at https://github.com/rajammanabrolu/KG-
DQN.

1 Introduction

Natural language communication can be used to
affect change in the real world. Text adventure
games, in which players must make sense of the
world through text descriptions and declare ac-
tions through natural language, can provide a step-
ping stone toward more real-world environments
where agents must communicate to understand the
state of the world and indirectly affect change in
the world. Text adventure games are also useful
for developing and testing reinforcement learning
algorithms that must deal with the partial observ-
ability of the world (Narasimhan et al., 2015; He
et al., 2016).

In text adventure games, the agent receives an
incomplete textual description of the current state
of the world. From this information, and pre-
vious interactions with the world, a player must
determine the next best action to take to achieve
some quest or goal. The player must then com-

pose a textual description of the action they in-
tend to make and receive textual feedback of
the effects of the action. Formally, a text-based
game is a partially observable Markov decision
process (POMDP), represented as a 7-tuple of
〈S, T,A,Ω, O,R, γ〉 representing the set of en-
vironment states, conditional transition probabil-
ities between states, words used to compose text
commands, observations, observation conditional
probabilities, reward function, and the discount
factor respectively (Côté et al., 2018).

In text-based games, the agent never has access
to the true underlying world state and has to rea-
son about how to act in the world based only on the
textual observations. Additionally, the agent’s ac-
tions must be expressed through natural language
commands, ensuring that the action space is com-
binatorially large. Thus, text-based games pose a
different set of challenges than traditional video
games. Text-based games require a greater un-
derstanding of previous context to be able to ex-
plore the state-action space more effectively. Such
games have historically proven to be difficult to
play for AI agents, and the more complex variants
such as Zork still remain firmly out of the reach of
existing approaches.

We introduce three contributions to text-based
game playing to deal with the combinatorially
large state and action spaces. First, we show that
a state representation in the form of a knowledge
graph gives us the ability to effectively prune an
action space. A knowledge graph captures the re-
lationships between entities as a directed graph.
The knowledge graph provides a persistent mem-
ory of the world over time and enables the agent
to have a prior notion of what actions it should not
take at a particular stage of the game.

Our second contribution is a deep reinforcement
learning architecture, Knowledge Graph DQN
(KG-DQN), that effectively uses this state rep-
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resentation to estimate the Q-value for a state-
action pair. This architecture leverages recent ad-
vances in graph embedding and attention tech-
niques (Guan et al., 2018; Veličković et al., 2018)
to learn which portions of the graph to pay atten-
tion to given an input state description in addi-
tion to having a mechanism that allows for natu-
ral language action inputs. Finally, we take initial
steps toward framing the POMDP as a question-
answering (QA) problem wherein a knowledge-
graph can be used to not only prune actions but
to answer the question of what action is most ap-
propriate. Previous work has shown that many
NLP tasks can be framed as instances of question-
answering and that we can transfer knowledge be-
tween these tasks (McCann et al., 2017). We show
how pre-training certain parts of our KG-DQN
network using existing QA methods improves per-
formance and allows knowledge to be transferred
from different games.

We provide results on ablative experiments
comparing our knowledge-graph based approach
approaches to strong baselines. Results show that
incorporating a knowledge-graph into a reinforce-
ment learning agent results in converges to the
highest reward more than 40% faster than the
best baseline. With pre-training using a question-
answering paradigm, we achieve this fast conver-
gence rate while also achieving high quality quest
solutions as measured by the number of steps re-
quired to complete the quests.

2 Related Work

A growing body of research has explored the chal-
lenges associated with text-based games (Bordes
et al., 2010; Narasimhan et al., 2015; He et al.,
2016; Fulda et al., 2017; Haroush et al., 2018; Côté
et al., 2018; Tao et al., 2018). Narasimhan et al.
(2015) attempts to solve parser-based text games
by encoding the observations using an LSTM.
This encoding vector is then used by an action
scoring network that determines the scores for the
action verb and each of the corresponding argu-
ment objects. The two scores are then averaged
to determine Q-value for the state-action pair. He
et al. (2016) present the Deep Reinforcement Rel-
evance Network (DRRN) which uses two separate
deep neural networks to encode the state and ac-
tions. The Q-value for a state-action pair is then
computed by a pairwise interaction function be-
tween the two encoded representations. Both of

these methods are not conditioned on previous ob-
servations and so are at a disadvantage when deal-
ing with complex partially observable games. Ad-
ditionally, neither of these approaches prune the
action space and so end up wasting trials explor-
ing state-action pairs that are likely to have lowQ-
values, likely leading to slower convergence times
for combinatorially large action spaces.

Haroush et al. (2018) introduce the Action
Eliminating Network (AEN) that attempts to re-
strict the actions in each state to the top-k most
likely ones, using the emulator’s feedback. The
network learns which actions should not be taken
given a particular state. Their work shows that
reducing the size of the action space allows for
more effective exploration, leading to better per-
formance. Their network is also not conditioned
on previous observations.

Knowledge graphs have been demonstrated to
improve natural language understanding in other
domains outside of text adventure games. For
example, Guan et al. (2018) use commonsense
knowledge graphs such as ConceptNet (Speer and
Havasi, 2012) to significantly improve the ability
of neural networks to predict the end of a story.
They represent the graph in terms of a knowl-
edge context vector using features from Concept-
Net and graph attention (Veličković et al., 2018).
The state representation that we have chosen as
well as our method of action pruning builds on the
strengths of existing approaches while simultane-
ously avoiding the shortcomings of ineffective ex-
ploration and lack of long-term context.

3 Knowledge Graph DQN

In this section we introduce our knowledge
graph representation, action pruning and deep Q-
network architecture.

3.1 Knowledge Graph Representation

In our approach, our agent learns a knowledge
graph, stored as a set of RDF triples, i.e. 3-tuples
of 〈subject, relation, object〉. These triples are
extracted from the observations using Stanford’s
Open Information Extraction (OpenIE) (Angeli
et al., 2015). OpenIE is not optimized to the regu-
larities of text adventure games and there are a lot
of relations that can be inferred from the typical
structure of descriptive texts. For example, from
a phrase such as “There is an exit to the north”
one can infer a has relation between the current
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Figure 1: Graph state update example given two observations

location and the direction of the exit. These addi-
tional rules fill in the information not provided by
OpenIE. The resultant knowledge graph gives the
agent what essentially amounts to a mental map of
the game world.

The knowledge graph is updated after every
agent action (see Figure 1). The update rules
are defined such that there are portions of the
graph offering short and long-term context. A
special node—designated “you”—represents the
agent and relations out of this node are updated af-
ter every action with the exception of relations de-
noting the agent’s inventory. Other relations per-
sist after each action. We intend for the update
rules to be applied to text-based games in different
domains and so only hand-craft a minimal set of
rules that we believe apply generally. They are:

• Linking the current room type (e.g. “base-
ment”, “chamber’) to the items found in
the room with the relation “has”, e.g.
〈chamber, has, bed stand〉

• Extracting information regarding entrances
and exits and linking them to the current
room, e.g. 〈basement, has, exit to north〉

• Removing all relations relating to the “you”
node with the exception of inventory every
action, e.g. 〈you, have, cubical key〉

• Linking rooms with directions based on the
action taken to move between the rooms, e.g.
〈chamber, east of, basement〉 after the ac-
tion “go east” is taken to go from the base-
ment to the chamber

All other RDF triples generated are taken from
OpenIE.

3.2 Action Pruning
The number of actions available to an agent in
a text adventure game can be quite large: A =
O(|V | × |O|2) where V is the number of action
verbs, and O is the number of distinct objects in
the world that the agent can interact with, assum-
ing that verbs can take two arguments. Some ac-
tions, such as movement, inspecting inventory, or
observing the room, do not have arguments.

The knowledge graph is used to prune the com-
binatorially large space of possible actions avail-
able to the agent as follows. Given the current
state graph representation Gt, the action space is
pruned by ranking the full set of actions and se-
lecting the top-k. Our action scoring function is:

• +1 for each object in the action that is present
in the graph; and

• +1 if there exists a valid directed path be-
tween the two objects in the graph.

We assume that each action has at most two ob-
jects (for example inserting a key in a lock).

3.3 Model Architecture and Training
Following Narasimhan et al. (2015), all actions
A that will be accepted by the game’s parser are
available to the agent at all times. When playing
the game, the agent chooses an action and receives
an observation ot from the simulator, which is a
textual description of current game state. The state
graph Gt is updated according to the given obser-
vation, as described in Section 3.1.

We use the Q-Learning technique (Watkins and
Dayan, 1992) to learn a control policy π(at|st),
at ∈ A, which gives us the probability of taking
action at given the current state st. The policy is
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determined by the Q-value of a particular state-
action pair, which is updated using the Bellman
equation (Sutton and Barto, 2018):

Qt+1(st+1,at+1) =

E[rt+1 + γmax
a∈At

Qt(s, a)|st, at] (1)

where γ refers to the discount factor and rt+1 is
the observed reward. The policy is thus to take
the action that maximizes the Q-value in a partic-
ular state, which will correspond to the action that
maximizes the reward expectation given that the
agent has taken action at at the current state st and
followed the policy π(a|s) after.

The architecture in Figure 2 is responsible for
computing the representations for both the state st
and the actions a(i) ∈ A and coming to an estima-
tion of the Q-value for a particular state and ac-
tion. During the forward activation, the agent uses
the observation to update the graph Gt using the
rules outlined in Section 3.2.

The graph is then embedded into a single vec-
tor gt. We use Graph Attention (Veličković et al.,
2018) with an attention mechanism similar to
that described in Bahdanau et al. (2014). For-
mally, the Multi-headed Graph Attention com-
ponent receives a set of node features H =
{h1,h2, . . . ,hN}, hi ∈ IRF, whereN is the num-
ber of nodes and F the number of features in each
node, and the adjacency matrix of Gt. Each of the
node features consist of the averaged word embed-
dings for the tokens in that node, as determined by
the preceding graph embedding layer. The atten-
tion mechanism is set up using self-attention on
the nodes after a learnable linear transformation
W ∈ IR2F×F applied to all the node features:

eij = LeakyReLU(p ·W (hi ⊕ hj)) (2)

where p ∈ IR2F is a learnable parameter. The at-
tention coefficients αij are then computed by nor-
malizing over the choices of k ∈ N using the soft-
max function. Here N refers to the neighborhood
in which we compute the attention coefficients.
This is determined by the adjacency matrix for Gt
and consists of all third-order neighbors of a par-
ticular node.

αij =
exp(eij)∑
k∈N exp(eik)

(3)

Multi-head attention is then used, calculating mul-
tiple independent attention coefficients. The re-
sulting features are then concatenated and passed

into a linear layer to determine gt:

gt = f(Wg(‖Kk=1σ(
∑

j∈N
α
(k)
ij W(k)hj))+bg) (4)

where k refers to the parameters of the kth in-
dependent attention mechanism, Wg and bg the
weights and biases of this component’s output lin-
ear layer, and ‖ represents concatenation.

Simultaneously, an encoded representation of
the observation ot is computed using a Sliding
Bidirectional LSTM (SB-LSTM). The final state
representation st is computed as:

st = f(Wl(gt ⊕ ot) + bl) (5)

where Wl, bl represent the final linear layer’s
weights and biases and ot is the result of encod-
ing the observation with the SB-LSTM.

The entire set of possible actions A is pruned
by scoring each a ∈ A according to the mech-
anism previously described using the newly up-
dated Gt+1. We then embed and encode all
of these action strings using an LSTM encoder
(Sutskever et al., 2014). The dashed lines in Fig-
ure 2 denotes non-differentiable processes.

The final Q-value for a state-action pair is:

Q(st,at) = st · at (6)

This method of separately computing the repre-
sentations for the state and action is similar to the
approach taken in the DRRN (He et al., 2016).

We train the network using experience replay
(Lin, 1993) with prioritized sampling (cf., (Moore
and Atkeson, 1993)) and a modified version of the
ε-greedy algorithm (Sutton and Barto, 2018) that
we call the ε1, ε2-greedy learning algorithm. The
experience replay strategy finds paths in the game,
which are then stored as transition tuples in a ex-
perience replay buffer D. The ε1, ε2-greedy algo-
rithm explores by choosing actions randomly from
Awith probability ε1 and fromAt with a probabil-
ity ε2. The second threshold is needed to account
for situations where an action must be chosen to
advance the quest for which the agent has no prior
in Gt. That is, action pruning may remove ac-
tions essential to quest completion because those
actions involve combinations of entities that have
not been encountered before.

We then sample a mini-batch of transition tuples
consisting of 〈sk,ak, rk+1, sk+1,Ak+1, pk〉 from
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Figure 2: KG-DQN architecture, blue shading (or the symbol ’B’) indicates components that can be pre-trained and
red (or the symbol ’R’) indicates no pre-training. The solid lines indicate gradient flow for learnable components.

D and compute the temporal difference loss as:

L(θ) =rk+1+

γ max
a∈Ak+1

Q(st,a; θ)−Q(st,at; θ)
(7)

Replay sampling from D is done by sampling a
fraction ρ from transition tuples with a positive
reward and 1 − ρ from the rest. As shown in
(Narasimhan et al., 2015), prioritized sampling
from experiences with a positive reward helps the
deep Q-network more easily find the sparse set of
transitions that advance the game. The exact train-
ing mechanism is described in Algorithm 1.

4 Game Play as Question Answering

Previous work has shown that many NLP tasks can
be framed as instances of question-answering and
that in doing so, one can transfer knowledge be-
tween these tasks (McCann et al., 2017). In the ab-
stract, an agent playing a text adventure game can
be thought of as continuously asking the question
“What is the right action to perform in this situa-
tion?” When appropriately trained, the agent may
be able to answer the question for itself and select
a good next move to execute. Treating the problem
as question-answering will not replace the need for
exploration in text-adventure games. However, we
hypothesize that it will cut down on the amount of
exploration needed during testing time, theoreti-
cally allowing it to complete quests faster; one of
the challenges of text adventure games is that the
quests are puzzles and even after training, execu-
tion of the policy requires a significant amount of
exploration.

To teach the agent to answer the question of
what action is best to take given an observation,

we use an offline, pre-training approach. The data
for the pre-training approach is generated using
an oracle, an agent capable of finishing a game
perfectly in the least number of steps possible.
Specifically, the agent knows exactly what action
to take given the state observation in order to ad-
vance the game in the most optimal manner pos-
sible. Through this process, we generate a set
of traces consisting of state observations and ac-
tions such that the state observation provides the
context for the implicit question of ”What action
should be taken?” and the oracle’s correct action
is the answer. We then use the DrQA (Chen
et al., 2017) question-answering technique to train
a paired question encoder and an answer encoder
that together predict the answer (action) from the
question (text observation). The weights from the
SB-LSTM in the document encoder in the DrQA
system are then used to initialize the weights of the
SB-LSTM. Similarly, embedding layers of both
the graph and the LSTM action encoder are ini-
tialized with the weights from the embedding layer
of same document encoder. Since the DrQA em-
bedding layers are initialized with GloVe, we are
transferring word embeddings that are tuned dur-
ing the training of the QA architecture.

The game traces used to train the question-
answering come from a set of games of the same
domain but have different specific configurations
of the environment and different quests. We
use the TextWorld framework (Côté et al., 2018),
which uses a grammar to generate random worlds
and quests. The types of rooms are the same, but
their relative spatial configuration, the types of ob-
jects, and the specific sequence of actions needed
to complete the quest are different each time. This
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Small Large
Rooms 10 20
Total objects 20 40
Quest length 5 10
Branching factor 143 562
Vocab size 746 819
Average words per obs. 67.5 94.0
Average new RDF triples per obs. 7.2 10.5

Table 1: Generated game details.

means that the agent cannot simply memorize
quests. For pre-training to work, the agent must
develop a general question-answering competence
that can transfer to new quests. Our approach to
question-answering in the context of text adven-
ture game playing thus represents a form of trans-
fer learning.

5 Experiments

We conducted experiments in the TextWorld
framework (Côté et al., 2018) using their “home”
theme. TextWorld uses a grammar to randomly
generate game worlds and quests with given pa-
rameters. Games generated with TextWorld start
with a zero-th observation that gives instructions
for the quest; we do not allow our agent to access
this information. The TextWorld API also pro-
vides a list of admissible actions at each state—the
actions that can be performed based on the objects
that are present. We do not allow our agent to ac-
cess the admissible actions.

We generated two sets of games with different
random seeds, representing different game diffi-
culties, which we denote as small and large. Small
games have ten rooms and quests of length five
and large games have twenty rooms and quests of
length ten. Statistics on the games are given in
Table 1. Quest length refers to the number of ac-
tions that the agent is required to perform in order
to finish the quest; more actions are typically nec-
essary to move around the environment and find
the objects that need to be interacted with. The
branching factor is the size of the action set A for
that particular game.

The reward function provided by TextWorld is
as follows: +1 for each action taken that moves
the agent closer to finishing the quest; -1 for each
action taken that extends the minimum number of
steps needed to finish the quest from the current
stage; 0 for all other situations. The maximum
achievable reward for the small and large sets of
games are 5 and 10 respectively. This allows for

EM Precision Recall F1
Small 46.20 56.57 63.38 57.94
Large 34.13 52.53 64.72 55.06

Table 2: Pre-training accuracy.

a large amount of variance in quest quality—as
measured by steps to complete the quest—that re-
ceives maximum reward.

The following procedure for pre-training was
done separately for each set of games. Pre-training
of the SB-LSTM within the question-answering
architecture is conducted by generating 200 games
from the same TextWorld theme. The QA system
was then trained on data from walkthroughs of a
randomly-chosen subset of 160 of these generated
games, tuned on a dev set of 20 games, and eval-
uated on the held-out set of 20 games. Table 2
provides details on the Exact Match (EM), preci-
sion, recall, and F1 scores of the QA system af-
ter training for the small and large sets of games.
Precision, recall, and F1 scores are calculated by
counting the number of tokens between the pre-
dicted answer and ground truth. An Exact Match
is when the entire predicted answer matches with
the ground truth. This score is used to tune the
model based on the dev set of games.

A random game was chosen from the test-set of
games and used as the environment for the agent
to train its deep Q-network on. Thus, at no time
did the QA system see the final testing game prior
to the training of the KG-DQN network.

We compare our technique to three baselines:

• Random command, which samples from the
list of admissible actions returned by the
TextWorld simulator at each step.

• LSTM-DQN, developed by Narasimhan et
al. (2015).

• Bag-of-Words DQN, which uses a bag-of-
words encoding with a multi-layer feed for-
ward network instead of an LSTM.

To achieve the most competitive baselines, we
used a randomized grid search to choose the best
hyperparameters (e.g., hidden state size, γ, ρ, final
ε, update frequency, learning rate, replay buffer
size) for the BOW-DQN and LSTM-DQN base-
lines.

We tested three versions of our KG-DQN:

1. Un-pruned actions with pre-training
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Algorithm 1 ε1, ε2-greedy learning algorithm for KG-DQN
1: for episode=1 toM do
2: Initialize action dictionaryA and graphG0

3: Reset the game simulator
4: Read initial observation o1
5: G1 ← updateGraph(G0, o1);A1 ← pruneActions(A,G0) . Section 3.2
6: for step t=1 to T do
7: if random() < ε1 then
8: if random() < ε2 then
9: Select random action at ∈ A
10: else
11: Select random action at ∈ At

12: else
13: ComputeQ(st, a

(i); θ) for a(i) ∈ A for network parameters θ . Section 3.3, Eq. 6
14: Select at based on π(a|st)
15: Execute action at in the simulator and observe reward rt
16: Receive next observation ot+ 1
17: Gt+1 ← updateGraph(Gt, ot+1);At+1 ← pruneActions(A,Gt+1) . Section 3.1
18: Compute st+1 and At+1 = {a′(i) for all a′(i) ∈ A} . Section 3.3
19: Set priority pt = 1 if rt > 0, else pt = 0
20: Store transition (st, at, rt, st+1,At+1, pt) in replay bufferD
21: Sample mini-batch of transitions (sk, ak, rk, sk+1,Ak+1, pk) fromD, with fraction ρ having pk = 1

22: Set yk = rk + γmaxa∈Ak+1
Q(st, a; θ), or yk = rk if sk+1 is terminal

23: Perform gradient descent step on loss function L(θ) = (yk −Q(st, at; θ))
2

2. Pruned actions without pre-training

3. Pruned actions with pre-training (full)

Our models use 50-dimensional word embed-
dings, 2 heads on the graph attention layers, mini-
batch size of 16, and perform a gradient descent
update every 5 steps taken by the agent.

All models are evaluated by observing the
(a) time to reward convergence, and (b) the av-
erage number of steps required for the agent to
finish the game with ε = 0.1 over 5 episodes af-
ter training has completed. Following Narasimhan
et al. (2015) we set ε to a non-zero value because
text adventure games, by nature, require explo-
ration to complete the quests. All results are re-
ported based on multiple independent trials. For
the large set of games, we only perform experi-
ments on the best performing models found in the
small set of games. Also note that for experiments
on large games, we do not display the entire learn-
ing curve for the LSTM-DQN baseline, as it con-
verges significantly more slowly than KG-DQN.
We run each experiment 5 times and average the
results.

Additionally, human performance on the both
the games was measured by counting the number
of steps taken to finish the game, with and with-
out instructions on the exact quest. We modified
Textworld to give the human players reward feed-
back in the form of a score, the reward function
itself is identical to that received by the deep re-
inforcement learning agents. In one variation of
this experiment, the human was given instructions
on the potential sequence of steps that are required

to finish the game in addition to the reward in the
form of a score and in the other variation, the hu-
man received no instructions.

6 Results and Discussion

Recall that the number of steps required to finish
the game for the oracle agent is 5 and 10 for the
small and large maps respectively. It is impossi-
ble to achieve this ideal performance due to the
structure of the quest. The player needs to interact
with objects and explore the environment in order
to figure out the exact sequence of actions required
to finish the quest. To help benchmark our agent’s
performance, we observed people unaffiliated with
the research playing through the same TextWorld
“home” quests as the other models. Those who did
not receive instructions on how to finish the quest
never finished a single quest and gave up after an
average of 184 steps on the small map and an av-
erage of 190 steps on the large map. When given
instructions, human players completed the quest
on the large map in an average of 23 steps, fin-
ishing the game with the maximum reward possi-
ble. Also note that none of the deep reinforcement
learning agents received instructions.

On both small and large maps, all versions of
KG-DQN tested converge faster than baselines
(see Figure 3 for the small game and Figure 4
for the large game). We don’t show BOW-DQN
because it is strictly inferior to LSTM-DQN in
all situations). KG-DQN converges 40% faster
than baseline on the small game; both KG-DQN
and the LSTM-DQN baseline reaches the max-
imum reward of five. On the large game, no
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Figure 3: Reward learning curve for select experiments
with the small games. Best viewed in color.

Model Steps
Random Command 319.8
BOW-DQN 83.1± 8.0
LSTM-DQN 72.4± 4.6
Unpruned, pre-trained KG-DQN 131.7± 7.7
Pruned, non-pre-trained KG-DQN 97.3± 9.0
Full KG-DQN 73.7± 8.5

Table 3: Average number of steps (and standard devia-
tion) taken to complete the small game.

agents achieve the maximum reward of 10, and the
LSTM-DQN requires more than 300 episodes to
converge at the same level as KG-DQN. Since all
versions of KG-DQN converge at approximately
the same rate, we conclude that the knowledge
graph—i.e., persistent memory—is the main fac-
tor helping convergence time since it is the com-
mon element across all experiments.

After training is complete, we measure the num-
ber of steps each agent needs to complete each
quest. Full KG-DQN requires an equivalent num-
ber of steps in the small game (Table 3) and in
the large game (Table 4). Differences between
LSTM-DQN and full KG-DQN are not statisti-
cally significant, p = 0.199 on an independent T-
test. The ablated versions of KG-DQN—unpruned
KG-DQN and non-pre-trained KG-DQN—require
many more steps to complete quests. TextWorld’s
reward function allows for a lot of exploration
of the environment without penalty so it is pos-
sible for a model that has converged on reward
to complete quests in as few as five steps or in
many hundreds of steps. From these results, we
conclude that the pre-training using our question-
answering paradigm is allowing the agent to find
a general understanding of how to pick good ac-
tions even when the agent has never seen the final

Figure 4: Reward learning curve for select experiments
with the large games. Best viewed in color.

Model Steps
Random Command 2054.8
LSTM-DQN 260.3 ± 4.5
Pruned, non-pre-trained KG-DQN 340 ± 6.4
Full KG-DQN 265.9 ± 9.4

Table 4: Average number of steps (and standard devia-
tion) taken to complete the large game.

test game. LSTM-DQN also learns how to choose
actions efficiently, but this knowledge is captured
in the LSTM’s cell state, whereas in KG-DQN
this knowledge is made explicit in the knowledge
graph and retrieved effectively by graph attention.
Taken together, KG-DQN converges faster with-
out loss of quest solution quality.

7 Conclusions

We have shown that incorporating knowledge
graphs into an deepQ-network can reduce training
time for agents playing text-adventure games of
various lengths. We speculate that this is because
the knowledge graph provides a persistent mem-
ory of the world as it is being explored. While the
knowledge graph allows the agent to reach optimal
reward more quickly, it doesn’t ensure a high qual-
ity solution to quests. Action pruning using the
knowledge graph and pre-training of the embed-
dings used in the deep Q-network result in shorter
action sequences needed to complete quests.

The insight into pre-training portions of the
agent’s architecture is based on converting text-
adventure game playing into a question-answering
activity. That is, at every step, the agent is
asking—and trying to answer—what is the most
important thing to try. The pre-training acts as a
form of transfer learning from different, but re-
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lated games. However, question-answering alone
cannot solve the text-adventure playing problem
because there will always be some trial and error
required.

By addressing the challenges of partial observ-
ability and combinatorially large action, spaces
through persistent memory, our work on play-
ing text-adventure games addresses a critical need
for reinforcement learning for language. Text-
adventure games can be seen as a stepping stone
toward more complex, real-world tasks; the hu-
man world is one of partial understanding through
communication and acting on the world using lan-
guage.
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Abstract

Multi-head attention is appealing for its abil-
ity to jointly extract different types of in-
formation from multiple representation sub-
spaces. Concerning the information aggre-
gation, a common practice is to use a con-
catenation followed by a linear transformation,
which may not fully exploit the expressiveness
of multi-head attention. In this work, we pro-
pose to improve the information aggregation
for multi-head attention with a more powerful
routing-by-agreement algorithm. Specifically,
the routing algorithm iteratively updates the
proportion of how much a part (i.e. the distinct
information learned from a specific subspace)
should be assigned to a whole (i.e. the fi-
nal output representation), based on the agree-
ment between parts and wholes. Experimen-
tal results on linguistic probing tasks and ma-
chine translation tasks prove the superiority of
the advanced information aggregation over the
standard linear transformation.

1 Introduction

Attention model becomes a standard component
of the deep learning networks, contributing to
impressive results in machine translation (Bah-
danau et al., 2015; Luong et al., 2015), image
captioning (Xu et al., 2015), speech recogni-
tion (Chorowski et al., 2015), among many other
applications. Its superiority lies in the ability of
modeling the dependencies between representa-
tions without regard to their distance. Recently,
the performance of attention is further improved
by multi-head mechanism (Vaswani et al., 2017),
which parallelly performs attention functions on
different representation subspaces of the input se-
quence. Consequently, different attention heads
are able to capture distinct linguistic properties of

∗ Zhaopeng Tu is the corresponding author of the pa-
per. This work was mainly conducted when Jian Li, Baosong
Yang, and Zi-Yi Dou were interning at Tencent AI Lab.

the input, which are embedded in different sub-
spaces (Raganato and Tiedemann, 2018). Subse-
quently, a linear transformation is generally em-
ployed to aggregate the partial representations ex-
tracted by different attention heads (Vaswani et al.,
2017; Ahmed et al., 2018).

Most existing work focus on extracting in-
formative or distinct partial-representations from
different subspaces (e.g. Lin et al., 2017; Li
et al., 2018), while few studies have paid atten-
tion to the aggregation of the extracted partial-
representations. Arguably, information extraction
and aggregation are both crucial for multi-head at-
tention to generate an informative representation.
Recent studies in multimodal learning show that
a straightforward linear transformation for fusing
features in different sets of representations usu-
ally limits the extent of abstraction (Fukui et al.,
2016; Ben-Younes et al., 2017). A natural ques-
tion arises: whether the straightforward linear
transformation is expressive enough to fully cap-
ture the rich information distributed in the ex-
tracted partial-representations?

In this work, we provide the first answer to this
question. We propose to empirically validate the
importance of information aggregation in multi-
head attention, by comparing the performance of
the standard linear function and advanced aggre-
gation functions on various tasks. Specifically,
we cast information aggregation as the assigning-
parts-to-wholes problem (Hinton et al., 2011), and
investigate the effectiveness of the routing-by-
agreement algorithm – an appealing alternative to
solving this problem (Sabour et al., 2017; Hinton
et al., 2018). The routing algorithm iteratively up-
dates the proportion of how much a part should be
assigned to a whole, based on the agreement be-
tween parts and wholes. We leverage the routing
algorithm to aggregate the information distributed
in the extracted partial-representations.
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We evaluate the performance of the aggregated
representations on both linguistic probing tasks as
well as machine translation tasks. The probing
tasks (Conneau et al., 2018) consists of 10 classi-
fication problems to study what linguistic proper-
ties are captured by input representations. Probing
analysis show that our approach indeed produces
more informative representation, which embeds
more syntactic and semantic information. For
translation tasks, we validate our approach on top
of the advanced TRANSFORMER model (Vaswani
et al., 2017) on both WMT14 English⇒German
and WMT17 Chinese⇒English data. Experimen-
tal results show that our approach consistently im-
proves translation performance across languages
while keeps the computational efficiency.

The main contributions of this paper can be
summarized as follows:

• To our best knowledge, this is the first work
to demonstrate the necessity and effective-
ness of advanced information aggregation for
multi-head attention.

• Our work is among the few studies (cf.
(Gong et al., 2018; Zhao et al., 2018; Dou
et al., 2019)) which prove that the idea of
capsule networks can have promising appli-
cations on natural language processing tasks.

2 Background

Attention mechanism aims at modeling the rel-
evance between representation pairs, thus a rep-
resentation is allowed to build a direct relation
with another representation. Instead of perform-
ing a single attention function, Vaswani et al.
(2017) found it is beneficial to capture different
context features with multiple individual atten-
tion functions, namely multi-head attention. For-
mally, attention function maps a sequence of query
Q = {q1, . . . ,qJ} and a set of key-value pairs
{K,V} = {(k1,v1), . . . , (kM ,vM )} to outputs,
where Q ∈ RJ×d, {K,V} ∈ RM×d. More
specifically, multi-head attention model first trans-
forms Q, K, and V into H subspaces with differ-
ent, learnable linear projections:

Qh,Kh,Vh = QWQ
h ,KWK

h ,VWV
h , (1)

where {Qh,Kh,Vh} are respectively the query,
key, and value representations of the h-th head.
{WQ

h ,W
K
h ,W

V
h } ∈ Rd×

d
H denote parameter

matrices associated with the h-th head, where d

represents the dimensionality of the model hid-
den states. Furthermore, H attention functions
are applied in parallel to produce the output states
{O1, . . . ,OH}, among them:

Oh = ATT(Qh,Kh)Vh, (2)

where Oh ∈ RJ×
d
H , ATT(·) is an attention model.

In this work, we use scaled dot-product atten-
tion (Luong et al., 2015), which achieves similar
performance with its additive counterpart (Bah-
danau et al., 2015) while is much faster and more
space-efficient in practice (Vaswani et al., 2017).

Finally, the H output states are concatenated
and linearly transformed to produce the final state:

Concat: Ô = [O1, . . . ,OH ], (3)

Linear: O = ÔWO, (4)

where O ∈ RJ×d denotes the final output states,
WO ∈ Rd×d is a trainable matrix.

As shown in Equations 3 and 4, the conven-
tional multi-head attention uses a straightforward
concatenation and linear mapping to aggregate the
output representations of multiple attention heads.
We argue that this straightforward strategy may
not fully exploit the expressiveness of multi-head
attention, which can benefit from advanced infor-
mation aggregation by exploiting the intrinsic re-
lationship among the learned representations.

3 Related Work

Our work synthesizes two strands of research
work, namely multi-head attention and informa-
tion aggregation.

3.1 Multi-Head Attention
Multi-head attention has shown promising empir-
ical results in many NLP tasks, such as machine
translation (Vaswani et al., 2017; Domhan, 2018),
semantic role labeling (Strubell et al., 2018), and
subject-verb agreement task (Tang et al., 2018).
The strength of multi-head attention lies in the rich
expressiveness by using multiple attention func-
tions in different representation subspaces.

Previous work show that multi-head attention
can be further enhanced by encouraging individ-
ual attention heads to extract distinct information.
For example, Lin et al. (2017) introduce a penal-
ization term to reduce the redundancy of atten-
tion weights among different attention heads. Li
et al. (2018) propose disagreement regularizations
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to encourage different attention heads to capture
distinct features, and Yang et al. (2019) model the
interactions among attention heads. Shen et al.
(2018) explicitly use multiple attention heads to
model different dependencies of the same word
pair, and Strubell et al. (2018) employ different
attention heads to capture different linguistic fea-
tures. Our approach is complementary to theirs,
since they focus on extracting distinct information
while ours aims at effectively aggregating the ex-
tracted information. Our study shows that infor-
mation aggregation is as important as information
extraction for multi-head attention.

3.2 Information Aggregation

Information aggregation in multi-head attention
(e.g. Equations 3 and 4) aims at composing the
partial representations of the input captured by
different attention heads to a final representation.
Recent work shows that representation composi-
tion benefits greatly from advanced functions be-
yond simple concatenation or mean/max pooling.
For example, Fukui et al. (2016) and Ben-Younes
et al. (2017) succeed on fusing multi-modal fea-
tures (e.g., visual features and textual features)
more effectively via employing the higher-order
bilinear pooling instead of vector concatenation
or element-wise operations. In NLP tasks, Peters
et al. (2018) aggregate layer representations with
linear combination, and Dou et al. (2018) com-
pose deep representations with layer aggregation
and multi-layer attention mechanisms.

Recently, the routing-by-agreement algorithm,
which origins from the capsule networks (Hin-
ton et al., 2011), becomes an appealing alterna-
tive to representation composition. The major-
ity of existing work on capsule networks has fo-
cused on computer vision tasks, such as MNIST
tasks (Sabour et al., 2017; Hinton et al., 2018), CI-
FAR tasks (Xi et al., 2017), and object segmenta-
tion task (LaLonde and Bagci, 2018). The applica-
tions of capsule networks in NLP tasks, however,
have not been widely investigated to date. Zhao
et al. (2018) testify capsule networks on text clas-
sification tasks and Gong et al. (2018) propose to
aggregate a sequence of vectors via dynamic rout-
ing for sequence encoding. Dou et al. (2019)
use routing-by-agreement strategies to aggregate
layer representations dynamically. Inspired by
these successes, we apply the routing algorithms
to multi-head attention on both linguistic probing

. . .
. . .

. . .
. . .

agreement 
Ch➝n

Input 
Capsules 𝝮in

Output 
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Final 
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Figure 1: Illustration of routing-by-agreement.

and machine translation tasks, which demonstrates
the necessity and effectiveness of advanced infor-
mation aggregation for multi-head attention.

4 Approach

In this work, we cast information aggregation in
multi-head attention as the problem of assigning-
parts-to-wholes. Specifically, each attention head
extracts different linguistic properties of the same
input (Raganato and Tiedemann, 2018), and the
goal of information aggregation is to compose the
partial representations extracted by different heads
to a whole representation. An appealing solution
to this problem is the routing-by-agreement algo-
rithm, as shown in Figure 1.

The routing algorithm consists of two layers:
input capsules and output capsules. The input
capsules are constructed from the transformation
of the partial representations extracted by differ-
ent attention heads. For each output capsule, each
input capsule proposes a distinct “voting vector”,
which represents the proportion of how much the
information is transformed from this input cap-
sule (i.e parts) to the corresponding output capsule
(i.e. wholes). The proportion is iteratively updated
based on the agreement between the voting vectors
and the output capsule. Finally, all output capsules
are concatenated to form the final representation.

4.1 Routing-by-Agreement

Mathematically, the input capsules Ωin =
{Ωin

1 , . . . ,Ω
in
H} with Ωin ∈ Rn×d are constructed

from the outputs of multi-head attention:

Ωin
h = fh(Ô), (5)

where fh(·) is a distinct non-linear transforma-
tion function associated with the input capsule
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Algorithm 1 Iterative Simple Routing.
1: procedure ROUTING(V, T ):
2: ∀Vh→∗: Bh→n = 0
3: for T iterations do
4: ∀Vh→∗: Ch→n = exp(Bh→n)∑N

n′=1 exp(Bh→n′ )

5: ∀Ωout
n : compute Ωout

n by Eq. 7

6: ∀Vh→∗: Bh→n += Ωout
n ·Vh→n

return Ω

Ωin
h . Given N output capsules, each input cap-

sule Ωin
h propose N “vote vectors” Vh→∗ =

{Vh→1, . . . ,Vh→N}, which is calculated by

Vh→n = Ωin
h Wh→n, (6)

Each output capsule Ωout
n is calculated as the nor-

malization of its total input, which is a weighted
sum over all “vote vectors” V∗→n:

Ωout
n =

∑H
h=1Ch→nVh→n∑H

h=1Ch→n
, (7)

The weight Ch→n with
∑

nCh→n = 1 mea-
sures the agreement between vote vector Vh→n
and output capsule Ωout

n , which is determined by
the iterative routing as described in the next sec-
tion. Note that

∑H
h=1Ch→n is not necessarily

equal to 1. After the routing process, follow-
ing Gong et al. (2018), we concatenate the N
output capsules to form the final representation:
O = [Ωout

1 , . . . ,Ωout
N ]. To make the dimension-

ality of the final output be consistent with that of
hidden layer (i.e. d), we set the dimensionality of
each output capsule be d

N .

4.2 Routing Mechanisms

In this work, we explore two representative rout-
ing mechanisms, namely simple routing (Sabour
et al., 2017) and EM routing (Hinton et al., 2018),
which differ at how the agreement weights Ch→n
are calculated.

4.2.1 Simple Routing
Algorithm 1 lists a straightforward implementa-
tion of routing mechanism. Bh→n measures the
degree that the input capsule Ωin

h should be cou-
pled to the output capsule Ωout

n , which is initial-
ized as all 0 (Line 2). The agreement weights
Ch→n are then iteratively refined by measuring the
agreement between vote vector Vh→n and output

Algorithm 2 Iterative EM Routing.
1: procedure EM ROUTING(V, T ):
2: ∀Vh→∗: Cl→n = 1/N
3: for T iterations do
4: ∀Ωout

n : M-STEP(V, C) . hold C

constant, adjust (µn,σn, An)

5: ∀Vh→∗: E-STEP(V, µ,σ, A) . hold

(µ,σ, A) constant, adjust Ch→∗

6: ∀Ωout
n : Ωout

n = An ∗ µn
return Ω

capsule Ωout
n (Lines 4-6), which is implemented

as a simple scalar product Ωout
n ·Vh→n (Line 6).

To represent the probability that the output cap-
sule Ωout

n is activated, Sabour et al. (2017) use a
non-linear “squashing” function:

Ωout
n =

||Ωout
n ||2

1 + ||Ωout
n ||2

Ωout
n

||Ωout
n ||

, (8)

The scalar product Ωout
n ·Vh→n saturates at 1,

which makes it insensitive to the difference be-
tween a quite good agreement and a very good
agreement. In response to this problem, Hin-
ton et al. (2018) propose a novel Expectation-
Maximization (EM) routing algorithm.

4.2.2 EM Routing
Comparing with simple routing, EM routing has
two modifications. First, it explicitly assigns an
activation probability A to represent the probabil-
ity of whether each output capsule is activated,
rather than the length of vector calculated by a
squashing function (Equation 8). Second, it casts
the routing process as fitting a mixture of Gaus-
sians using EM algorithm, where the output cap-
sules play the role of Gaussians and the means of
the input capsules play the role of the datapoints.
Accordingly, EM routing can better estimate the
agreement by allowing activated output capsules
to receive a cluster of similar votes.

Algorithm 2 lists the EM routing, which iter-
atively adjusts the means, variances, and activa-
tion probabilities (µ,σ, A) of the output capsules,
as well as the agreement weights C of the input
capsules (Lines 4-5). The representation of output
capsule Ωout

n is calculated as

Ωout
n = An∗µn = An∗

∑H
h=1Ch→nVh→n∑H

h=1Ch→n
, (9)

The EM algorithm alternates between an E-
step and an M-step. The E-step determines, for
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each datapoint (i.e. input capsule), the probabil-
ity of agreement (i.e. C) between it and each
of the Gaussians (i.e. output capsules). The M-
step holds the agreement weights constant, and
for each Gaussian (i.e. output capsule) consists of
finding the mean of these weighted datapoints (i.e.
input capsules) and the variance about that mean.

M-Step for each Gaussian (i.e. Ωout
n ) consists

of finding the mean µn of the votes from input
capsules and the variance σn about that mean:

µn =

∑H
h=1Ch→nVh→n∑H

h=1Ch→n
, (10)

(σn)
2 =

∑H
h=1Ch→n(Vh→n − µn)

2

∑H
h=1Ch→n

.(11)

The incremental cost of using an active capsule
Ωout
n is

χn =
∑

i

(
log(σin) +

1 + log(2π)

2

) H∑

h=1

Ch→n,

where σin denotes the i-th dimension of the vari-
ance vector σn. The activation probability of cap-
sule Ωout

n is calculated by

An = logistic
(
λ(βA − βµ

H∑

h=1

Ch→n − χn)
)
,

where βA is a fixed cost for coding the mean and
variance of Ωout

n when activating it, βµ is another
fixed cost per input capsule when not activating it,
and λ is an inverse temperature parameter set with
a fixed schedule. We refer the readers to (Hinton
et al., 2018) for more details.

E-Step adjusts the assignment probabilities
Ch→∗ for each input Ωin

h . First, we compute the
negative log probability density of the vote Vh→n
from Ωin

h under the Gaussian distribution fitted by
the output capsule Ωout

n it gets assigned to:

Ph→n =
∑

i

1√
2π(σin)

2
exp(−(Vi

h→n − µin)
2

2(σin)
2

).

Again, i denotes the i-th dimension of the vec-
tors {Vh→n,µn,σn}. Accordingly, the agree-
ment weight is re-normalized by

Ch→n =
AnPh→n∑N

n′=1An′Ph→n′
. (12)

5 Experiments

In this section, we evaluate the performance of our
proposed models on both linguistic probing tasks
and machine translation tasks.

5.1 Linguistic Probing Tasks

5.1.1 Setup
Tasks Recently, Conneau et al. (2018) designed
10 probing tasks to study what linguistic proper-
ties are captured by input representations. A prob-
ing task is a classification problem that focuses
on simple linguistic properties of sentences. ‘Se-
Len’ is to predict the length of sentences in terms
of number of words. ‘WC’ tests whether it is
possible to recover information about the origi-
nal words given its sentence embedding. ‘TrDep’
checks whether an encoder infers the hierarchi-
cal structure of sentences. In ‘ToCo’ task, sen-
tences should be classified in terms of the se-
quence of top constituents immediately below the
sentence node. ‘Bshif’ tests whether two consecu-
tive tokens within the sentence have been inverted.
‘Tense’ asks for the tense of the main-clause verb.
‘SubNm’ focuses on the number of the subject of
the main clause. ‘ObjNm’ tests for the number of
the direct object of the main clause. In ‘SOMO’,
some sentences are modified by replacing a ran-
dom noun or verb with another noun or verb and
the classifier should tell whether a sentence has
been modified. ‘CoIn’ benchmark contains sen-
tences made of two coordinate clauses. Half of
the sentences are inverted the order of the clauses
and the task is to tell whether a sentence is in-
tact or modified. We conduct probing tasks to
study whether the routing-based aggregation ben-
efits multi-head attention to produce more infor-
mative representation.

Data and Models The models on each classi-
fication task are trained and examined using the
open-source dataset provided by Conneau et al.
(2018), where each task is assigned 100k sen-
tences for training and 10k sentences for validat-
ing and testing. Each of our probing model con-
sists of 3 encoding layers followed by a MLP clas-
sifier. For each encoding layer, we employ a multi-
head self-attention block and a feed-forward block
as in TRANSFORMER-BASE, which have achieved
promising results on several NLP tasks (Dehghani
et al., 2018; Devlin et al., 2018). The mean of
the top encoding layer is served as the sentence
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Model Surface Syntactic Semantic
SeLen WC TrDep ToCo BShif Tense SubNm ObjNm SOMO CoIn

BASE 97.22 97.92 44.48 84.44 49.30 84.20 87.66 82.94 50.24 68.77
SIMPLE 97.10 98.85 43.37 86.15 49.87 88.22 87.25 85.07 48.77 69.12

EM 96.26 98.75 47.72 87.00 51.82 88.17 89.97 86.40 51.55 69.86

Table 1: Classification accuracies on 10 probing tasks of evaluating the linguistic properties (“Surface”, “Syntec-
tic”, and “Semantic”) learned by sentence encoder. “BASE” denotes the standard linear transformation, “SIMPLE”
is the simple routing algorithm, and “EM” is the EM routing algorithm.

representation passed to the classifier. The differ-
ence between the compared models merely lies in
the aggregation mechanism of multiple attention
heads: “BASE” uses a standard concatenation and
linear transformation, “SIMPLE” and “EM” are as-
signed simple routing and EM routing algorithms,
respectively. For routing algorithms, the number
of output capsules and routing iterations are em-
pirically set to 512 and 3.

5.1.2 Results

Table 1 lists the classification accuracies of the
three models on the 10 probing tasks. We high-
light the best accuracies in bold. Several observa-
tions can be made here.

First, routing-based models produce more in-
formative representation. The representation pro-
duced by encoders with routing-based aggregation
outperforms that by the baseline in most tasks,
proving that routing mechanisms indeed aggregate
attention heads more effectively. The only excep-
tion is the sentence length classification task (‘Se-
Len’), which is consistent with the conclusion in
(Conneau et al., 2018): as a model captures deeper
linguistic properties, it will tend to forget about
this superficial feature.

Second, EM routing outperforms simple rout-
ing by embedding more syntactic and semantic in-
formation. As shown in the last row, EM routing
for multi-head aggregation consistently achieves
best performances on most syntactic and seman-
tic tasks. Especially on task ‘TrDep’, ‘Tense’ and
‘ObjNm’, EM routing-based model surpasses the
baseline more than 3 points, demonstrating that
EM routing benefits multi-head attention to cap-
ture more syntax structure and sentence meaning.
Simple routing, however, underperforms the base-
line model in some cases such as ‘TrDep’ and
‘SubNm’. We attribute the superiority of EM
routing to generating more accurate agreement
weights with the Gaussian estimation.

5.2 Machine Translation Tasks

5.2.1 Setup

Data We conduct experiments on the widely-
used WMT2014 English⇒German (En⇒De) and
WMT2017 Chinese⇒English (Zh⇒En) machine
translation tasks. For the En⇒De task, the
dataset consists of 4.6M sentence pairs. We use
newstest2013 as the development set and new-
stest2014 as the test set. For the Zh⇒En task,
we use all of the available parallel data, consist-
ing of about 20.6M sentence pairs. We use news-
dev2017 as the development set and newstest2017
as the test set. We employ byte-pair encoding
(BPE) (Sennrich et al., 2016) with 32K merge
operations for both language pairs. We use the
case-sensitive 4-gram NIST BLEU score (Pap-
ineni et al., 2002) as evaluation metric, and boot-
strap resampling (Koehn, 2004) for statistical sig-
nificance test.

Models We implement the proposed ap-
proaches on top of the advanced TRANSFORMER

model (Vaswani et al., 2017). We follow Vaswani
et al. (2017) to set the configurations and have
reproduced their reported results on the En⇒De
task. The Base and Big models differ at hidden
size (512 vs. 1024) and number of attention heads
(8 vs. 16). All the models are trained on eight
NVIDIA P40 GPUs where each is allocated with
a batch size of 4096 tokens.

TRANSFORMER consists of three attention
components: encoder-side self-attention, decoder-
side self-attention and encoder-decoder attention,
all of which are implemented as multi-head atten-
tion. For the information aggregation in multi-
head attention, we replace the standard linear
transformation with the proposed routing mecha-
nisms. We experimentally set the number of iter-
ations to 3 and the number of output capsules as
model hidden size, which outperform other con-
figurations during our investigation.
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# Applying Aggregation to . . . Routing # Para. Speed BLEU 4
1 Enc-Self Enc-Dec Dec-Self Train Decode
2 × × × n/a 88.0M 1.92 1.67 27.31 –
3 X × × Simple +12.6M 1.23 1.66 27.98 +0.67
4 X × × EM +12.6M 1.20 1.65 28.28 +0.97
5 × X × EM +12.6M 1.20 1.21 27.94 +0.63
6 × × X EM +12.6M 1.21 1.21 28.15 +0.84
7 X X × EM +25.2M 0.87 1.20 28.45 +1.14
8 X X X EM +37.8M 0.66 0.89 28.47 +1.16

Table 2: Effect of information aggregation on different attention components, i.e., encoder self-attention (“Enc-
Self”), encoder-decoder attention (“Enc-Dec”), and decoder self-attention (“Dec-Self”). “# Para.” denotes the
number of parameters, and “Train” and “Decode” respectively denote the training speed (steps/second) and decod-
ing speed (sentences/second).

# Layers # Para. Train BLEU
1 None 88.0M 1.92 27.31
2 [1-6] 100.6M 1.20 28.28
3 [4-6] 94.3M 1.54 28.26
4 [1-3] 94.3M 1.54 28.27
5 [1,2] 92.2M 1.67 28.26
6 [6] 90.1M 1.88 27.68
7 [1] 90.1M 1.88 27.75

Table 3: Evaluation of different layers in the encoder,
which are implemented as multi-head self-attention
with the EM routing based information aggregation.
“1” denotes the bottom layer, and “6” the top layer.

5.2.2 Component Analysis
Table 2 lists the results on the En⇒De transla-
tion task with TRANSFORMER-BASE. As seen,
the proposed routing mechanism outperforms the
standard aggregation in all cases, demonstrating
the necessity of advanced aggregation functions
for multi-head attention.

Routing Mechanisms (Rows 3-4) We first ap-
ply simple routing and EM routing to encoder
self-attention. Both strategies perform better than
the standard multi-head aggregation (Row 1), ver-
ifying the effectiveness of the non-linear aggre-
gation mechanisms. Specifically, the two strate-
gies require comparable parameters and computa-
tional speed, but EM routing achieves better per-
formance on translation qualities. Considering the
training speed and performance, EM routing is
used as the default multi-head aggregation method
in subsequent experiments.

Effect on Attention Components (Rows 4-8)
Concerning the individual attention components

(Rows 4-6), we found that the encoder and de-
coder self-attention benefit more from the routing-
based information aggregation than the encoder-
decoder attention. This is consistent with the
finding in (Tang et al., 2018), which shows that
self-attention is a strong semantic feature extrac-
tor. Encouragingly, applying EM routing in the
encoder (Row 4) significantly improve the trans-
lation quality with almost no decrease in decod-
ing speed, which matches the requirement of on-
line MT systems. We find that this is due to the
auto-regressive generation schema, modifications
on the decoder influence the decoding speed more
than the encoder.

Compared with individual attention compo-
nents, applying routing to multiple components
(Rows 7-8) marginally improves translation per-
formance, at the cost of a significant decrease of
the training and decoding speeds. Possible rea-
sons include that the added complexity makes the
model harder to train, and the benefits enjoyed by
different attention components are overlapping to
some extent. To balance translation performance
and efficiency, we only apply EM routing to ag-
gregate multi-head self-attention at the encoder in
subsequent experiments.

Encoder Layers As shown in Row 4 of Table 2,
applying EM routing to all encoder layers sig-
nificantly decreases the training speed by 37.5%,
which is not acceptable since TRANSFORMER is
best known for both good performance and quick
training. We expect applying to fewer layers can
alleviate the training burden. Recent studies show
that different layers of NMT encoder can cap-
ture different levels of syntax and semantic fea-
tures (Shi et al., 2016; Peters et al., 2018). There-
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System Architecture En⇒De Zh⇒En
# Para. BLEU # Para. BLEU

Existing NMT systems
(Wu et al., 2016) GNMT n/a 26.30 n/a n/a
(Gehring et al., 2017) CONVS2S n/a 26.36 n/a n/a

(Vaswani et al., 2017)
TRANSFORMER-BASE 65M 27.3 n/a n/a
TRANSFORMER-BIG 213M 28.4 n/a n/a

(Hassan et al., 2018) TRANSFORMER-BIG n/a n/a n/a 24.2
Our NMT systems

this work

TRANSFORMER-BASE 88M 27.31 108M 24.13
+ Effective Aggregation 92M 28.26⇑ 112M 24.68⇑

TRANSFORMER-BIG 264M 28.58 304M 24.56
+ Effective Aggregation 297M 28.96↑ 337M 25.00↑

Table 4: Comparing with existing NMT systems on WMT14 English⇒German (“En⇒De”) and WMT17
Chinese⇒English (“Zh⇒En”) tasks. “↑ / ⇑”: significantly better than the baseline counterpart (p < 0.05/0.01).

fore, an investigation to study whether EM routing
works for multi-head attention at different layers is
highly desirable.

As shown in Table 3, we respectively employ
EM routing for multi-head attention at the high-
level three layers (Row 3) and low-level three lay-
ers (Row 4). The translation quality marginally
drop while parameters are fewer and training
speeds are quicker. This phenomena verifies that
it is unnecessary to apply the proposed model to
all layers. We further reduce the applied layers to
low-level two (Row 5), the above phenomena still
holds. However, a big drop on translation quality
occurs when the number of layer is reduced to 1
(Rows 6-7).

Accordingly, to balance translation perfor-
mance and efficiency, we only apply EM routing
for multi-head aggregation at the low-level two
layers of the encoder, which we term “Effective
Aggregation” in the following sections.

5.2.3 Main Results

In this section, we validate the proposed “Effec-
tive Aggregation” for multi-head attenion on both
WMT17 Zh⇒En and WMT14 En⇒De transla-
tion tasks. The results are listed in Table 4. Our
implementations of both TRANSFORMER-BASE

and TRANSFORMER-BIG outperform the reported
NMT systems on the same data and match the
strong results of TRANSFORMER reported in pre-
vious works, which we believe make the evalua-
tion convincing. Incorporating the effective ag-
gregation consistently and significantly improves
translation performance for both base and big

TRANSFORMER models across language pairs,
demonstrating the efficiency and universality of
our proposed multi-head aggregation mechanism.

Moreover, it is encouraging to see that
TRANSFORMER-BASE with effective aggregation
strategy even achieves comparable performances
to that of TRANSFORMER-BIG, with about two
thirds fewer parameters, which further demon-
strates that our performance gains are not simply
brought by additional parameters.

6 Conclusion

In this work, we provide first empirical validation
on the importance of information aggregation for
multi-head attention. Instead of the conventional
linear transformation, we propose to aggregate the
partial representations learned by multiple atten-
tion heads via routing-by-agreement. The rout-
ing algorithm iteratively updates the proportion of
how much a partial representation should be as-
signed to the final output representation, based on
the agreement between parts and wholes.

Experimental results across 10 linguistic prob-
ing tasks reveal that our EM routing-based model
indeed produces more informative representation,
which benefits multi-head attention to capture
more syntactic and semantic information. In ad-
dition, our approach on various machine trans-
lation tasks consistently and significantly outper-
forms the strong TRANSFORMER baseline. Exten-
sive analysis further suggests that only applying
EM routing to low-level two layers of the encoder
can best balance the translation performance and
computational efficiency.
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Future work includes combining our informa-
tion aggregation techniques together with other
advanced information extraction models for multi-
head attention (Li et al., 2018). We expect that
the two kinds of approaches can complement each
other to further improve the expressiveness of
multi-head attention.
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Abstract

We describe a new semantic parsing setting
that allows users to query the system using
both natural language questions and actions
within a graphical user interface. Multiple time
series belonging to an entity of interest are
stored in a database and the user interacts with
the system to obtain a better understanding of
the entity’s state and behavior, entailing se-
quences of actions and questions whose an-
swers may depend on previous factual or nav-
igational interactions. We design an LSTM-
based encoder-decoder architecture that mod-
els context dependency through copying mech-
anisms and multiple levels of attention over
inputs and previous outputs. When trained
to predict tokens using supervised learning,
the proposed architecture substantially outper-
forms standard sequence generation baselines.
Training the architecture using policy gradient
leads to further improvements in performance,
reaching a sequence-level accuracy of 88.7%
on artificial data and 74.8% on real data.

1 Introduction and Motivation

Wearable sensors are being increasingly used in
medicine to monitor important physiological pa-
rameters. Patients with type I diabetes, for exam-
ple, wear a sensor inserted under the skin which
provides measurements of the interstitial blood glu-
cose level (BGL) every 5 minutes. Sensor bands
provide a non-invasive solution to measuring addi-
tional physiological parameters, such as tempera-
ture, skin conductivity, heart rate, and acceleration
of body movements. Patients may also self-report
information about discrete life events such as meals,
sleep, or stressful events, while an insulin pump
automatically records two types of insulin inter-
ventions: a continuous stream of insulin called the
basal rate, and discrete self-administered insulin
dosages called boluses. The data acquired from sen-

sors and patients accumulates rapidly and leads to
a substantial data overload for the health provider.

To help doctors more easily browse the wealth of
generated patient data, we built a graphical user in-
terface (GUI) that displays the various time series
of measurements corresponding to a patient. As
shown in Figure 1, the GUI displays the data cor-
responding to one day, whereas buttons allow the
user to move to the next or previous day. While the
graphical interface was enthusiastically received by
doctors, it soon became apparent that the doctor-
GUI interaction could be improved substantially
if the tool also allowed for natural language (NL)
interactions. Most information needs are highly
contextual and local. For example, if the blood glu-
cose spiked after a meal, the doctor would often
want to know more details about the meal or about
the bolus that preceded the meal. The doctor often
found it easier to express their queries in natural
language (e.g. “show me how much he ate", “did he
bolus before that"), resulting in a sub-optimal situ-
ation where the doctor would ask this type of local
questions in English while a member of our team
would perform the clicks required to answer the
question, e.g. click on the meal event, to show de-
tails such as amount of carbohydrates. Furthermore,
there were also global questions, such as “How of-
ten does the patient go low in the morning and the
evening", whose answers would require browsing
the entire patient history in the worst case, which
would be very inefficient. This motivated us to start
work on a new system component that would allow
the doctor to interact using both natural language
queries and direct actions within the GUI. A suc-
cessful solution to the task described in this paper
has the potential for applications in many areas of
medicine where sensor data and life events are per-
vasive. Intelligent user interfaces for the proposed
task will also benefit the exploration and interpreta-
tion of data in other domains such as experimental
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Figure 1: GUI window displaying 1 day worth of data.

physics, where large amounts of time series data
are generated from high-throughput experiments.

2 Task Definition

Given an input from the user (a NL query or a direct
GUI interaction), the aim is to parse it into a logical
form representation that can be run by an inference
engine in order to automatically extract the answer
from the database. Table 1 shows sample inputs
paired with their logical forms. For each input, the
examples also show relevant previous inputs from
the interaction sequence. In the following sections
we describe a number of major features that, on
their own or through their combination, distinguish
this task from other semantic parsing tasks.

2.1 Time is essential

All events and measurements in the knowledge
base are organized in time series. Consequently,
many queries contain time expressions, such as
the relative “midnight" or the coreferential “then",
and temporal relations between relevant entities,
expressed through words such as “after" or “when".
This makes processing of temporal relations essen-
tial for a good performance. Furthermore, the GUI
serves to anchor the system in time, as most of the
information needs expressed in local questions are
relative to the day shown in the GUI, or the last
event that was clicked.

2.2 GUI interactions vs. NL questions

The user can interact with the system 1) directly
within the GUI (e.g. mouse clicks); 2) through natu-
ral language questions; or 3) through a combination
of both, as shown in Examples 1 and 2 in Table 1.
Although the result of every direct interaction with
the GUI can also be obtained using natural lan-
guage questions, sometimes it can be more conve-

Example 1
Click on Exercise event at 9:29am.
Click(e) ∧ e.type = Exercise ∧ e.time = 9:29am

Click on Miscellaneous event at 9:50am
Click(e) ∧ e.type = Misc ∧ e.time = 9:50am

Q1: What was she doing mid afternoon
when her heart rate went up?

Answer(e) ∧Behavior(e1.value,Up)
∧Around(e.time, e1.time)
∧e.type == DiscreteType
∧e1.type == HeartRate
∧e1.time ==MidAfternoon()

Q2: What time did that start?
Answer(e(−1).time)

Example 2
Click on Bolus at 8:03pm.
Click(e) ∧ e.type = Bolus ∧ e.time = 8:03pm

Q3: What did she eat for her snack?
Answer(e.food) ∧ e.kind == Snack

Example 3
Click on Exercise at 7:52pm.
Click(e) ∧ e.type = Exercise ∧ e.time = 7:52pm

Q4: What did she do then?
Answer(e(−1).kind)
Q5: Did she take a bolus before then?
Answer(Any(d.type == Bolus

∧Before(d.time, e(−1).time)))
Example 4

Q6: What is the first day they have heart rate reported?
Answer(e.date)

∧Order(e, 1, Sequence(d, d.type == HeartRate))
Example 5

Q7: Is there another day he goes low in the morning?
Answer(Any(Hypo(d1) ∧ x! = CurrentDate
∧x.type == Date ∧ d1.time ==Morning(x))

Table 1: Examples of interactions and logical forms.

nient to use the GUI directly, especially when all
events of interest are in the same area of the screen
and thus easy to move the mouse or hand from one
to the other. For example, a doctor interested in
what the patient ate that day can simply click on
the blue squares at the top of the bottom pane in
Figure 1, one after another. Sometimes a click can
be used to anchor the system at a particular time
during the day, after which the doctor can ask short
questions implicitly focused on that region in time.
An example of such hybrid behavior is shown in
Example 2, where a click on a Bolus event is fol-
lowed by a question about a snack, which implicitly
should be the meal right after the bolus.

2.3 Factual queries vs. GUI commands

Most of the time, doctors have information needs
that can be satisfied by clicking on an event shown
in the GUI or by asking factual questions about a
particular event of interest from that day. In con-
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trast, a different kind of interaction happens when
the doctor wants to change what is shown in the
tool, such as toggling on/off particular time series
(e.g. “toggle on heart rate"), or navigating to a dif-
ferent day (e.g. “go to next day", “look at the pre-
vious day"). Sometimes, a question may be a com-
bination of both, as in “What is the first day they
have a meal without a bolus?", for which the expec-
tation is that the system navigates to that day and
also clicks on the meal event to show additional
information and anchor the system at the time of
that meal.

2.4 Sequential dependencies

The user interacts with the system through a se-
quence of questions or clicks. The logical form of a
question, and implicitly its answer, may depend on
the previous interaction with the system. Examples
1 to 3 in Table 1 are all of this kind. In example 1,
the pronoun “that" in question 2 refers to the an-
swer to question 1. In example 2, the snack refers
to the meal around the time of the bolus event that
was clicked previously – this is important, as there
may be multiple snacks that day. In example 3, the
adverb “then" in question 5 refers to the time of the
event that is the answer of the previous question. As
can be seen from these examples, sequential depen-
dencies can be expressed as coreference between
events from different questions. Coreference may
also happen within questions, as in question 4 for
example. Overall, solving coreferential relations
will be essential for good performance.

3 Semantic Parsing Datasets

To train and evaluate semantic parsing approaches,
we created two datasets of sequential interactions: a
dataset of real interactions (Section 3.1) and a much
larger dataset of artificial interactions (Section 3.2).

3.1 Real Interactions

We recorded interactions with the GUI in real time,
using data from 9 patients, each with around 8
weeks worth of time series data. In each record-
ing session, the tool was loaded with data from
one patient and the physician was instructed to ex-
plore the data in order to understand the patient
behavior as usual, by asking NL questions or inter-
acting directly with the GUI. Whenever a question
was asked, a member of our study team found the
answer by navigating in and clicking on the cor-
responding event. After each session, the question

Event Types
Physiological Parameters:

BGL, BasalRate, TemporaryBasal, Carbs, GSR, InfusionSet,
AirTemperature, SkinTemperature, HeartRate, StepCount.

Life Events:
FingerSticks, Bolus, Hypo, HypoAction, Misc, Illness,
Meal, Exercise, ReportedSleep, Wakeup, Work, Stressors.

Constants
Up, Down, On, Off, Monday, Tuesday, ..., Sunday.

Functions
Interval(t1, t2), Before(t), After(t), ...

return corresponding intervals (default lengths).
Morning([d]), Afternoon([d]), Evening([d]), ...

return corresponding intervals for day d.
WeekDay(d):

return the day of the week of date d.
Sequence(var, statements):

return a chronologically ordered sequence
of possible values for var that satisfy statements.

Count(var[, statements]):
returns the number of possible values
for var that satisfy statements.

Predicates
Answer(e), Click(e)
Morning(t), Afternoon(t), Evening(t), ...
Overlap(t1, t2), Before(t1, t2), Around(t1, t2), ...
Behavior(variable, direction):

whether variable increases, if direction is Up,
(or decrease if direction is Down).

High(variable), Low(variable):
whether variable has some low value.

Order(event, ordinal, sequence[, attribute]):
whether the event is at place ordinal in sequence

Commands
DoClick, DoToggle, DoSetDate, DoSetTime, ...

Table 2: Vocabulary for logical forms.

segments were extracted manually from the speech
recordings, transcribed, and timestamped. All di-
rect interactions (e.g. mouse clicks) were recorded
automatically by the tool, timestamped, and ex-
ported into an XML file. The sorted list of ques-
tions and the sorted list of mouse clicks were then
merged using the timestamps as key, resulting in a
chronologically sorted list of questions and GUI in-
teractions. Mouse clicks were automatically trans-
lated into logical forms, whereas questions were
parsed into logical forms manually.

A snapshot of the vocabulary for logical forms
is shown in Table 2, showing the Event Types, Con-
stants, Functions, Predicates, and Commands. Ev-
ery life event or physiological measurement stored
in the database is represented in the logical forms
as an event object e with 3 major attributes: e.type,
e.date, and e.time. Depending on its type, an event
object may contain additional fields. For example,
if e.type = BGL, then it has an attribute e.value.
If e.type = Meal, then it has attributes e.food
and e.carbs. We use e(−i) to represent the event
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appearing in the ith previous logical form (LF).
Thus, to reference the event mentioned in the previ-
ous LF, we use e(−1), as shown for question Q5. If
more than one event appears in the previous LF, we
use an additional index j to match the event index
in the previous LF. Coreference between events
is represented simply using the equality operator,
e.g. e = e(−1).The dataset contains logical forms
for 237 interactions: 74 mouse clicks and 163 NL
queries.

3.2 Artificial Interactions

The number of annotated real interactions is too
small for training an effective semantic parsing
model. To increase the number of training exam-
ples, we designed and implemented an artificial
data generator that simulates user-GUI interactions,
with sentence templates defining the skeleton of
each entry in order to maintain high-quality sen-
tence structure and grammar. This approach is simi-
lar to (Weston et al., 2015), with the difference that
we need a much higher degree of variation such
that the machine learning model does not mem-
orize all possible sentences, and consequently a
much richer template database. We therefore imple-
mented a template language with recursive gram-
mar, that can be used to define as many templates
and generate as many data examples as desired.
We used the same vocabulary as for the real inter-
actions dataset. To generate contextual dependen-
cies (e.g. event coreference), the implementation
allows for more complex combo templates where
a sequence of templates are instantiated together.
A more detailed description of the template lan-
guage and the simulator implementation is given in
(Chen et al., 2019) and Appendix A, together with
illustrative examples. The simulator was used to
generate 1,000 interactions and their logical forms:
312 mouse clicks and 688 NL queries.

4 Baseline Models for Semantic Parsing

This section describes two baseline models: a stan-
dard LSTM encoder-decoder for sequence gen-
eration SeqGen (Section 4.1) and its attention-
augmented version SeqGen+Att2In (Section 4.2).
This last model will be used later in Section 5 as
a component in the context-dependent semantic
parsing architecture.

Figure 2: The SeqGen model takes a sequence of inter-
actions as input X = x1, . . . , xn and encodes it with a
Bi-LSTM (left). The decoder LSTM (right) generates a
logical form Ŷ = ŷ1, . . . , ŷT .

4.1 SeqGen

As shown in Figure 2, the sequence-generation
model SeqGen uses Long Short-Term Memory
(LSTM) (Hochreiter and Schmidhuber, 1997) units
in an encoder-decoder architecture (Bahdanau
et al., 2017; Cho et al., 2014), composed of a bi-
directional LSTM for the encoder over the input
sequence X and an LSTM for the decoder of the
output LF sequence Y . We use Yt = y1, . . . , yt to
denote the sequence of output tokens up to position
t. We use Ŷ to denote the generated logical form.

The initial state s0 is created by running the
bi-LSTM encoder over the input sequence X and
concatenating the last hidden states. Starting from
the initial hidden state s0, the decoder produces a
sequence of states s1, . . . , sT , using embeddings
e(yt) to represent the previous tokens in the se-
quence. A softmax is used to compute token proba-
bilities at each position as follows:

p(yt|Yt−1, X) = softmax(W hst) (1)

st = h(st−1, e(yt−1))

The transition function h is implemented by the
LSTM unit.

4.2 SeqGen+Att2In

This model (Figure 3) is similar to SeqGen, except
that it attends to the current input (NL query or
mouse click) during decoding. Equation 2 defines
the corresponding attention mechanism Att2In used
to create the context vector dt:

etj = vTa tanh(W af j +Uast−1) (2)

αtj =
exp(etj)∑m
k=1 exp(etk)

, dt=ct=
n∑

j=1

αtjf j

Here f j is the j-th hidden states for Bi-LSTM
corresponding to xj and αtj is an attention weight.
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Both the context vector dt and st are used to predict
the next token ŷt in the logical form:

ŷt ∼ softmax(W hst +W ddt)

Figure 3: The SeqGen+Att2In model augments the Se-
qGen model with an attention mechanism. At each de-
coding step t, it attends to all input tokens in order to
compute a context vector dt.

5 Context-Dependent Semantic Parsing

In Figure 4 we show our proposed semantic pars-
ing model, SP+Att2All+Copy (SPAAC). Similar to
the baseline models, we use a bi-directional LSTM
to encode the input and another LSTM as the de-
coder. Context-dependency is modeled using two
types of mechanisms: attention and copying. The
attention mechanism (Section 5.1) is comprised of
3 models: Att2HisIn attending to the previous in-
put, Att2HisLF attending to the previous logical
form, and the Att2In introduced in Section 4.2 that
attends to the current input. The copying mecha-
nism (Section 5.2) is comprised of two models: one
for handling unseen tokens, and one for handling
coreference to events in the current and previous
logical forms.

5.1 Attention Mechanisms
At decoding step t, the Att2HisIn attention model
computes the context vector ĉt as follows:

êtk = vTb tanh(W brk +U bst−1) (3)

βtk =
exp(êtk)∑m2

l=1 exp(êtl)
, ĉt =

n∑

k=1

βtk · rk

where rk is the encoder hidden state corresponding
to xk in the previous input X−1, ĉt is the context
vector, and βtk is an attention weight.

Similarly, the Att2HisLF model computes the
context vector c̃t as follows:

ẽtj = vc
T tanh(W clj +U cst−1) (4)

γtj =
exp(ẽtj)∑n
j=1 exp(ẽtj)

, c̃t =

n∑

j=1

γtj · lj

where lj is the j-th hidden state of the decoder for
the previous logical form Y −1.

The context vector used in the decoder is com-
prised of the context vectors from the three atten-
tion models Att2In, Att2HisIn and Att2HisLF:

dt = concat(ct, ĉt, c̃t) (5)

5.2 Copying Mechanisms

In order to handle out-of-vocabulary (OOV) tokens
and coreference (REF) between entities in the cur-
rent and the previous logical forms, we add two
special tokens OOV and REF to the vocabulary.
Inspired by the copying mechanism in (Gu et al.,
2016), we train the model to learn which token in
the current input X = {xj} is an OOV by mini-
mizing the following loss:

Loov(Y ) = −
Y.l∑

t=1

X.l∑

j=1

log po(Oj |sXj , sYt ) (6)

where X.l is the length of current input, Y.l is
the length of the current logical form, sXj is the
LSTM state for xj and sYt is the LSTM state for
yt, Oj ∈ {0, 1} is a label indicating whether xj
is an OOV. We use logistic regression to compute
the OOV probability, i.e. po(Oj = 1|sXj , sYt ) =

σ(wT
o [s

X
j , s

Y
t ]).

Similarly, to solve coreference, the model is
trained to learn which entity in the previously gen-
erated logical form Ŷ −1 = {ŷj} is coreferent with
the entity in the current logical form by minimizing
the following loss:

Lref (Y )=−
Y.l∑

t=1

Ŷ −1.l∑

j=1

log pr(Rj |sŶ
−1

j , sYt ) (7)

where Ŷ −1.l is the length of the previous gen-
erated logical form, Y.l is the length of the cur-
rent logical form, sŶ

−1

j is the LSTM state at po-
sition j in Ŷ −1 and sYt is the LSTM state for
position t in Y , and Rj ∈ {0, 1} is a label indi-
cating whether ŷj is an entity referred by yt in
the next logical form Y . We use logistic regres-
sion to compute the coreference probability, i.e.
pr(Rj = 1|sŶ −1

j , sYt ) = σ(wT
r [s

Ŷ −1

j , sYt ]).
Finally, we use “Teacher forcing” (Williams and

Zipser, 1989) to train the model to learn which
token in the vocabulary (including special tokens
OOV and REF) should be generated, by minimizing
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Figure 4: Context-dependent semantic parsing architecture. We use a Bi-LSTM (left) to encode the input and a
LSTM (right) as the decoder. We show only parts of the LF to save space. The complete generated LF at time T-1
is Y −1 = [Answer, (, e, ), ∧, Around, (, e, ., time, OOV, ), ∧, e, ., type, ==, DiscreteType]. The token 10am is copied
from the input to replace the generated OOV token (solid green arrow). The complete generated LF at time T is Y
= [Answer, (, REF, ., time, )]. The entity token e is copied from the previous LF to replace the generated REF token
(solid green arrow). Orange dash arrows attend to historical input. Blue dash arrows attend to current input. Purple
dash arrows attend to previous logical form.

the following token generation loss:

Lgen(Y ) = −
Y.l∑

t=1

log p(yt|Yt−1, X) (8)

where Y.l is the length of the current logical form.

5.3 Supervised Learning: SPAAC-MLE
The supervised learning model SPAAC-MLE is ob-
tained by training the semantic parsing architecture
from Figure 4 to minimize the sum of the 3 negative
log-likelihood losses:

LMLE(Y )=Lgen(Y )+Loov(Y )+Lref (Y ) (9)

At inference time, beam search is used to generate
the LF sequence (Ranzato et al., 2015; Wiseman
and Rush, 2016). During inference, if the generated
token at position t is OOV, we copy the token from
the current input X that has the maximum OOV
probability, i.e. argmaxj po(Oj = 1|sXj , sYt ).
Similarly, if the generated entity token at position
t is REF, we copy the entity token from the pre-
vious LF Y −1 that has the maximum coreference
probability, i.e. argmaxj pr(Rj = 1|sY −1

j , sYt ).

5.4 Reinforcement Learning: SPAAC-RL
All models described in this paper are evaluated
using sequence-level accuracy, a discrete metric
where a generated logical form is considered to
be correct if it is equivalent with the ground truth

logical form. This is a strict evaluation measure in
the sense that it is sufficient for a token to be wrong
to invalidate the entire sequence. At the same time,
there can be many generated sequences that are
correct, e.g. any reordering of the clauses from
the ground truth sequence is correct. The large
number of potentially correct generations can lead
MLE-trained models to have sub-optimal perfor-
mance (Paulus et al., 2017; Rennie et al., 2017;
Zeng et al., 2016; Norouzi et al., 2016). Further-
more, although “teacher forcing” (Williams and
Zipser, 1989) is widely used for training sequence
generation models, it leads to exposure bias (Ran-
zato et al., 2015): the network has knowledge of
the ground truth LF tokens up to the current token
during training, but not during testing, which can
lead to propagation of errors at generation time.

Like Paulus et al. (2017), we address these prob-
lems by using policy gradient to train a token
generation policy that aims to directly maximize
sequence-level accuracy. We use the self-critical
policy gradient training algorithm proposed by Ren-
nie et al. (2017). We model the sequence gener-
ation process as a sequence of actions taken ac-
cording to a policy, which takes an action (to-
ken ŷt) at each step t as a function of the current
state (history Ŷt−1), according to the probability
p(ŷt|Ŷt−1). The algorithm uses this probability to
define two policies: a greedy, baseline policy πb
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that takes the action with the largest probability, i.e.
πb(Ŷt−1) = argmaxŷt p(ŷt|Ŷt−1); and a sampling
policy πs that samples the action according to the
same distribution, i.e. πs(Ŷt−1) ∝ p(ŷt|Ŷt−1).

The baseline policy is used to generate a se-
quence Ŷ b, whereas the sampling policy is used
to generate another sequence Ŷ s. The reward
R(Ŷ s) is then defined as the difference between
the sequence-level accuracy (A) of the sampled
sequence Ŷ s and the baseline sequence Ŷ b. The
corresponding self-critical policy gradient loss is:

LRL = −R(Ŷ s)× LMLE(Ŷ
s)

= −
(
A(Ŷ s)−A(Ŷ b)

)
× LMLE(Ŷ

s) (10)

Thus, minimizing the RL loss is equivalent to max-
imizing the likelihood of the sampled Ŷ s if it ob-
tains a higher sequence-level accuracy than the
baseline Ŷ b.

6 Experimental Evaluation

All models are implemented in Tensorflow using
dropout to deal with overfitting. For both datasets,
10% of the data is put aside for validation. After
tuning on the artificial validation data, the feed-
forward neural networks dropout rate was set to
0.5 and the LSTM units dropout rate was set to
0.3. The word embeddings had dimensionality of
64 and were initialized at random. Optimization
is performed with the Adam algorithm. For each
dataset, we use five-fold cross evaluation, where
the data is partitioned into five folds, one fold is
used for testing and the other folds for training. The
process is repeated five times to obtain test results
on all folds. We use an early-stop strategy on the
validation set. The number of gradient updates is
typically more than 20,000. All the experiments are
performed on a single NVIDIA GTX1080 GPU.

The models are trained and evaluated on the ar-
tificial interactions first. To evaluate on real inter-
actions, the models are pre-trained on the entire
artificial dataset and then fine-tuned using real in-
teractions. SPAAC-RL is pre-trained with MLE loss
to provide more efficient policy exploration. We
use sequence level accuracy as evaluation metric
for all models: a generated sequence is considered
correct if and only if all the generated tokens match
the ground truth tokens.

We report experimental evaluations of the pro-
posed models SPAAC-MLE and SPAAC-RL and
baseline models SeqGen, SeqGen+Att2In on the

Models Artificial Real

SeqGen 51.8 22.2
SeqGen+Att2In 72.7 35.4
SPAAC-MLE 84.3 66.9
SPAAC-RL 88.7 74.8

Table 3: Sequence-level accuracy on the 2 datasets.

Well the Finger Stick is 56.
T&MLE&RL:
e.type == Fingerstick ∧ e.value == 56
It looks like she suspended her pump.
T&MLE&RL:
Suspended(e) ∧ around(e.time, e(−1).time)
Let’s look at the next day.
T&MLE&RL: DoSetDate(currentdate+ 1)

See if he went low.
T&MLE&RL: Answer(any(e, hypo(e)))

Let’s see what kind of exercise that is,
where the steps are high?
T&RL:Answer(e.kind) ∧ e.type == exercise
∧around(e.time, e1.time) ∧ e1.type == stepcount
∧high(e1.value)
MLE: Answer(e.kind) ∧ e.type == exercise
∧around(e.time, e1.time) ∧ e1.type == exercise
∧e1.type == exercise

Click on the exercise.
T&RL:DoClick(e) ∧ e.type == exercise
MLE: Answer(e) ∧ e.type == exercise

Table 4: Examples generated by SPAAC-MLE and
SPAAC-RL using real interactions. T: true logical forms.
MLE: logical forms by SPAAC-MLE. RL: logical forms
by SPAAC-RL.

Real and Artificial Interactions Datasets in Table 3.
We also report examples generated by the SPAAC
models in Tables 4 and 5.

6.1 Discussion
The results in Table 3 demonstrate the importance
of modeling context-dependency, as the two SPAAC
models outperform the baselines on both datasets.
The RL model also obtains substantially better ac-
curacy than the MLE model. The improvement in
performance over the MLE model for the real data
is statistically significant at p = 0.05 in a one-tailed
paired t-test.

Analysis of the generated logical forms revealed
that one common error made by SPAAC-MLE is the
generation of incorrect event types. Some of these
errors are fixed by the current RL model. How-
ever, there are instances where even the RL-trained
model outputs the wrong event type. By comparing
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Does he always get some sleep around 4:30pm?
T&MLE&RL: Answer(cond(around(x, 4 : 30pm)
=> any(e.type == reportedsleep ∧ e.time == x)))

Is it the first week of the patient?
T&MLE&RL: Answer(week(currentdate) == x)
∧order(x, 1, sequence(e, e.type == week))

Does she ever get some rest around 5:37pm?
T&MLE&RL: Answer(any(e.type == reportedsleep
∧around(e.time, 5 : 37pm)))

When is the first time he changes his infusion set?
T&MLE&RL: Answer(e.date)
∧order(e, 1, sequence(e, e.type == infusionset))

How many months she has multiple exercises?
T&RL: Answer(count(x, count(e, e.type == exercise
∧e.date == x) > 1 ∧ x.type == month))
MLE: Answer(count(x, count(e, e.type == exercise
∧e.date == x) > 1 ∧ x.type == week))

Toggle so we can see fingersticks.
T&RL: DoToggle(on,fingersticks)
MLE: DoToggle(on, bgl)

Table 5: Examples generated by SPAAC-MLE and
SPAAC-RL using artificial interactions. T: true logical
forms. MLE: logical forms generated by SPAAC-MLE.
RL: logical forms generated by SPAAC-RL.

the sampled logical forms Ŷ s and the generated
baseline logical forms Ŷ b, we found that some-
times the sampled tokens for event types are the
same as those in the baseline. An approach that we
plan to investigate in future work is to utilize more
advanced sampling methods to generate Ŷ s, in or-
der to achieve a better balance between exploration
and exploitation.

7 Related Work

Question Answering has been the topic of recent
research (Yih et al., 2014; Dong et al., 2015; An-
dreas et al., 2016; Hao et al., 2017; Abujabal et al.,
2017; Chen and Bunescu, 2017). Semantic parsing,
which maps text in natural language to meaning
representations in formal logic, has emerged as an
important component for building QA systems, as
in (Liang, 2016; Jia and Liang, 2016a; Zhong et al.,
2017). Context-dependent processing has been ex-
plored in complex, interactive QA (Harabagiu et al.,
2005; Kelly and Lin, 2007) and semantic parsing
(Zettlemoyer and Collins, 2009; Artzi and Zettle-
moyer, 2011; Iyyer et al., 2017; Suhr et al., 2018;
Long et al., 2016). Although these approaches take
into account sequential dependencies between ques-
tions or sentences, the setting in our work has a
number of significant distinguishing features, such
as the importance of time – data is represented nat-

urally as multiple time series of events – and the
anchoring on a graphical user interface that also
enables direct interactions through mouse clicks
and a combination of factual queries and interface
commands.

Dong and Lapata (2016) use an attention-
enhanced encoder-decoder architecture to learn
the logical forms from natural language without
using hand-engineered features. Their proposed
Seq2Tree architecture can capture the hierarchical
structure of logical forms. Jia and Liang (2016b)
train a sequence-to-sequence RNN model with
a novel attention-based copying mechanism to
learn the logical forms from questions. The copy-
ing mechanism has been investigated by Gu et al.
(2016) and Gulcehre et al. (2016) in the context of
a wide range of NLP applications. These semantic
parsing models considered sentences in isolation.
In contrast, generating correct logical forms in our
task required modeling sequential dependencies be-
tween logical forms. In particular, coreference is
modeled between events mentioned in different log-
ical forms by repurposing the copying mechanism
originally used for modeling out-of-vocabulary to-
kens.

8 Conclusion

We introduced a new semantic parsing setting in
which users can query a system using both natu-
ral language and direct interactions (mouse clicks)
within a graphical user interface. Correspondingly,
we created a dataset of real interactions and a much
larger dataset of artificial interactions. The correct
interpretation of a natural language query often re-
quires knowledge of previous interactions with the
system. We proposed a new sequence generation
architecture that modeled this context dependency
through multiple attention models and a copy-
ing mechanism for solving coreference. The pro-
posed architecture is shown to outperform standard
LSTM encoder-decoder architectures that are con-
text agnostic. Furthermore, casting the sequence
generation process in the framework of reinforce-
ment learning alleviates the exposure bias and leads
to substantial improvements in sequence-level ac-
curacy.

The two datasets and the implementation of
the systems presented in this paper are made
publicly available at https://github.com/
charleschen1015/SemanticParsing.
The data visualization GUI is available under
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the name OHIOT1DMVIEWER at http://
smarthealth.cs.ohio.edu/nih.html.
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Abstract

Identifying the intent of a citation in sci-
entific papers (e.g., background information,
use of methods, comparing results) is criti-
cal for machine reading of individual publi-
cations and automated analysis of the scien-
tific literature. We propose structural scaf-
folds, a multitask model to incorporate struc-
tural information of scientific papers into ci-
tations for effective classification of citation
intents. Our model achieves a new state-of-
the-art on an existing ACL anthology dataset
(ACL-ARC) with a 13.3% absolute increase
in F1 score, without relying on external lin-
guistic resources or hand-engineered features
as done in existing methods. In addition, we
introduce a new dataset of citation intents (Sci-
Cite) which is more than five times larger and
covers multiple scientific domains compared
with existing datasets. Our code and data
are available at: https://github.com/
allenai/scicite.

1 Introduction

Citations play a unique role in scientific discourse
and are crucial for understanding and analyzing
scientific work (Luukkonen, 1992; Leydesdorff,
1998). They are also typically used as the main
measure for assessing impact of scientific pub-
lications, venues, and researchers (Li and Ho,
2008). The nature of citations can be different.
Some citations indicate direct use of a method
while some others merely serve as acknowledg-
ing a prior work. Therefore, identifying the in-
tent of citations (Figure 1) is critical in improving
automated analysis of academic literature and sci-
entific impact measurement (Leydesdorff, 1998;
Small, 2018). Other applications of citation in-
tent classification are enhanced research experi-
ence (Moravcsik and Murugesan, 1975), informa-
tion retrieval (Ritchie, 2009), summarization (Co-

…. A previously described comp-
uterized force sensitive system was 
used to quantify gait cycle timing, 
specifically the swing time and the 
stride-to-stride variability of swing 
time (Bazner et al. 2000).   ….

Title: Gait asymmetry in patients 
with Parkinson’s disease and 
elderly fallers ...

Citing paper

method

background

Bazner et al. 2000 

Springer et al. 2006

Cited papers

… Further details are included in the 
earlier reports (Springer et al. 2006). 

….

Figure 1: Example of citations with different intents
(BACKGROUND and METHOD).

han and Goharian, 2015), and studying evolution
of scientific fields (Jurgens et al., 2018).

In this work, we approach the problem of ci-
tation intent classification by modeling the lan-
guage expressed in the citation context. A ci-
tation context includes text spans in a citing pa-
per describing a referenced work and has been
shown to be the primary signal in intent classifi-
cation (Teufel et al., 2006; Abu-Jbara et al., 2013;
Jurgens et al., 2018). Existing models for this
problem are feature-based, modeling the citation
context with respect to a set of predefined hand-
engineered features (such as linguistic patterns or
cue phrases) and ignoring other signals that could
improve prediction.

In this paper we argue that better representa-
tions can be obtained directly from data, sidestep-
ping problems associated with external features.
To this end, we propose a neural multitask learn-
ing framework to incorporate knowledge into ci-
tations from the structure of scientific papers. In
particular, we propose two auxiliary tasks as struc-
tural scaffolds to improve citation intent predic-
tion:1 (1) predicting the section title in which the
citation occurs and (2) predicting whether a sen-
tence needs a citation. Unlike the primary task of
citation intent prediction, it is easy to collect large

1We borrow the scaffold terminology from Swayamdipta
et al. (2018) in the context of multitask learning.
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Figure 2: Our proposed scaffold model for identifying ci-
tation intents. The main task is predicting the citation intent
(top left) and two scaffolds are predicting the section title and
predicting if a sentence needs a citation (citation worthiness).

amounts of training data for scaffold tasks since
the labels naturally occur in the process of writ-
ing a paper and thus, there is no need for manual
annotation. On two datasets, we show that the pro-
posed neural scaffold model outperforms existing
methods by large margins.

Our contributions are: (i) we propose a neu-
ral scaffold framework for citation intent classi-
fication to incorporate into citations knowledge
from structure of scientific papers; (ii) we achieve
a new state-of-the-art of 67.9% F1 on the ACL-
ARC citations benchmark, an absolute 13.3% in-
crease over the previous state-of-the-art (Jurgens
et al., 2018); and (iii) we introduce SciCite, a new
dataset of citation intents which is at least five
times as large as existing datasets and covers a va-
riety of scientific domains.

2 Model

We propose a neural multitask learning framework
for classification of citation intents. In particu-
lar, we introduce and use two structural scaffolds,
auxiliary tasks related to the structure of scientific
papers. The auxiliary tasks may not be of inter-
est by themselves but are used to inform the main
task. Our model uses a large auxiliary dataset to
incorporate this structural information available in
scientific documents into the citation intents. The
overview of our model is illustrated in Figure 2.

Let C denote the citation and x denote the ci-

tation context relevant to C. We encode the to-
kens in the citation context of size n as x =
{x1, ...,xn}, where xi ∈ Rd1 is a word vector
of size d1 which concatenates non-contextualized
word representations (GloVe, Pennington et al.,
2014) and contextualized embeddings (ELMo, Pe-
ters et al., 2018), i.e.:

xi =
[
xGloVe
i ;xELMo

i

]

We then use a bidirectional long short-term mem-
ory (Hochreiter and Schmidhuber, 1997) (BiL-
STM) network with hidden size of d2 to obtain
a contextual representation of each token vector
with respect to the entire sequence:2

hi =
[−−−−→
LSTM(x, i);

←−−−−
LSTM(x, i)

]
,

where h ∈ R(n,2d2) and
−−−−→
LSTM(x, i) processes x

from left to write and returns the LSTM hidden
state at position i (and vice versa for the backward
direction

←−−−−
LSTM). We then use an attention mech-

anism to get a single vector representing the whole
input sequence:

z =
n∑

i=1

αihi, αi = softmax(w>hi),

where w is a parameter served as the query vec-
tor for dot-product attention.3 So far we have ob-
tained the citation representation as a vector z.
Next, we describe our two proposed structural
scaffolds for citation intent prediction.

2.1 Structural scaffolds

In scientific writing there is a connection between
the structure of scientific papers and the intent of
citations. To leverage this connection for more ef-
fective classification of citation intents, we pro-
pose a multitask framework with two structural
scaffolds (auxiliary tasks) related to the structure
of scientific documents. A key point for our pro-
posed scaffolds is that they do not need any addi-
tional manual annotation as labels for these tasks
occur naturally in scientific writing. The structural
scaffolds in our model are the following:

2In our experiments BiGRUs resulted in similar perfor-
mance.

3We also experimented BiLSTMs without attention; we
found that BiLSTMs/BiGRUs along with attention provided
best results. Other types of attention such as additive atten-
tion result in similar performance.
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Citation worthiness. The first scaffold task that
we consider is “citation worthiness” of a sentence,
indicating whether a sentence needs a citation.
The language expressed in citation sentences is
likely distinctive from regular sentences in scien-
tific writing, and such information could also be
useful for better language modeling of the citation
contexts. To this end, using citation markers such
as “[12]” or “Lee et al (2010)”, we identify sen-
tences in a paper that include citations and the neg-
ative samples are sentences without citation mark-
ers. The goal of the model for this task is to predict
whether a particular sentence needs a citation.4

Section title. The second scaffold task relates
to predicting the section title in which a citation
appears. Scientific documents follow a standard
structure where the authors typically first intro-
duce the problem, describe methodology, share re-
sults, discuss findings and conclude the paper. The
intent of a citation could be relevant to the section
of the paper in which the citation appears. For ex-
ample, method-related citations are more likely to
appear in the methods section. Therefore, we use
the section title prediction as a scaffold for pre-
dicting citation intents. Note that this scaffold task
is different than simply adding section title as an
additional feature in the input. We are using the
section titles from a larger set of data than training
data for the main task as a proxy to learn linguis-
tic patterns that are helpful for citation intents. In
particular, we leverage a large number of scientific
papers for which the section information is known
for each citation to automatically generate large
amounts of training data for this scaffold task.5

Multitask formulation. Multitask learning as
defined by Caruana (1997) is an approach to in-
ductive transfer learning that improves generaliza-
tion by using the domain information contained in
the training signals of related tasks as an induc-
tive bias. It requires the model to have at least
some sharable parameters between the tasks. In
a general setting in our model, we have a main
task Task(1) and n − 1 auxiliary tasks Task(i).
As shown in Figure 2, each scaffold task will have
its task-specific parameters for effective classifica-

4We note that this task may also be useful for helping au-
thors improve their paper drafts. However, this is not the fo-
cus of this work.

5We also experimented with adding section titles as addi-
tional feature to the input, however, it did not result in any
improvements.

tion and the parameters for the lower layers of the
network are shared across tasks. We use a Multi
Layer Perceptron (MLP) for each task and then a
softmax layer to obtain prediction probabilites. In
particular, given the vector z we pass it to n MLPs
and obtain n output vectors y(i):

y(i) = softmax(MLP(i)(z))

We are only interested in the output y(1) and
the rest of outputs (y(2), ...,y(n)) are regarding the
scaffold tasks and only used in training to inform
the model of knowledge in the structure of the sci-
entific documents. For each task, we output the
class with the highest probability in y. An alterna-
tive inference method is to sample from the output
distribution.

2.2 Training

Let D1 be the labeled dataset for the main task
Task(1), and Di denote the labeled datasets cor-
responding to the scaffold task Task(i) where i ∈
{2, ..., n}. Similarly, let L1 and Li be the main
loss and the loss of the auxiliary task i, respec-
tively. The final loss of the model is:

L =
∑

(x,y)∈D1

L1(x,y) +

n∑

i=2

λi
∑

(x,y)∈Di

Li(x,y), (1)

where λi is a hyper-parameter specifying the sen-
sitivity of the parameters of the model to each spe-
cific task. Here we have two scaffold tasks and
hence n=3. λi could be tuned based on perfor-
mance on validation set (see §4 for details).

We train this model jointly across tasks and in
an end-to-end fashion. In each training epoch, we
construct mini-batches with the same number of
instances from each of the n tasks. We compute
the total loss for each mini-batch as described in
Equation 1, where Li=0 for all instances of other
tasks j 6=i. We compute the gradient of the loss for
each mini-batch and tune model parameters using
the AdaDelta optimizer (Zeiler, 2012) with gradi-
ent clipping threshold of 5.0. We stop training the
model when the development macro F1 score does
not improve for five consecutive epochs.

3 Data

We compare our results on two datasets from dif-
ferent scientific domains. While there has been a
long history of studying citation intents, there are
only a few existing publicly available datasets on
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Intent cateogry Definition Example

Background
information

The citation states, mentions, or points to the background
information giving more context about a problem, concept,
approach, topic, or importance of the problem in the field.

Recent evidence suggests that co-occurring alexithymia may explain deficits [12].
Locally high-temperature melting regions can act as permanent termination sites [6-9].
One line of work is focused on changing the objective function (Mao et al., 2016).

Method Making use of a method, tool, approach or dataset
Fold differences were calculated by a mathematical model described in [4].
We use Orthogonal Initialization (Saxe et al., 2014)

Result
comparison

Comparison of the paper’s results/findings with the
results/findings of other work

Weighted measurements were superior to T2-weighted contrast imaging which was in
accordance with former studies [25-27]
Similar results to our study were reported in the study of Lee et al (2010).

Table 1: The definition and examples of citation intent categories in our SciCite.

Dataset Categories
(distribution)

Source #papers #instances

ACL-ARC Background (0.51)
Extends (0.04)
Uses (0.19)
Motivation (0.05)
Compare/Contrast (0.18)
Future work (0.04)

Computational
Linguistics

186 1,941

SciCite Background (0.58)
Method (0.29)
Result comparison (0.13)

Computer
Science &
Medicine

6,627 11,020

Table 2: Characteristics of SciCite compared with
ACL-ARC dataset by Jurgens et al. (2018)

the task of citation intent classification. We use the
most recent and comprehensive (ACL-ARC cita-
tions dataset) by Jurgens et al. (2018) as a bench-
mark dataset to compare the performance of our
model to previous work. In addition, to address
the limited scope and size of this dataset, we intro-
duce SciCite, a new dataset of citation intents that
addresses multiple scientific domains and is more
than five times larger than ACL-ARC. Below is a
description of both datasets.

3.1 ACL-ARC citations dataset

ACL-ARC is a dataset of citation intents released
by Jurgens et al. (2018). The dataset is based on a
sample of papers from the ACL Anthology Refer-
ence Corpus (Bird et al., 2008) and includes 1,941
citation instances from 186 papers and is anno-
tated by domain experts in the NLP field. The
data was split into three standard stratified sets of
train, validation, and test with 85% of data used
for training and remaining 15% divided equally
for validation and test. Each citation unit includes
information about the immediate citation context,
surrounding context, as well as information about
the citing and cited paper. The data includes six
intent categories outlined in Table 2.

3.2 SciCite dataset

Most existing datasets contain citation categories
that are too fine-grained. Some of these intent cat-
egories are very rare or not useful in meta analy-
sis of scientific publications. Since some of these
fine-grained categories only cover a minimal per-
centage of all citations, it is difficult to use them
to gain insights or draw conclusions on impacts
of papers. Furthermore, these datasets are usually
domain-specific and are relatively small (less than
2,000 annotated citations).

To address these limitations, we introduce Sci-
Cite, a new dataset of citation intents that is sig-
nificantly larger, more coarse-grained and general-
domain compared with existing datasets. Through
examination of citation intents, we found out many
of the categories defined in previous work such
as motivation, extension or future work, can be
considered as background information providing
more context for the current research topic. More
interesting intent categories are a direct use of a
method or comparison of results. Therefore, our
dataset provides a concise annotation scheme that
is useful for navigating research topics and ma-
chine reading of scientific papers. We consider
three intent categories outlined in Table 1: BACK-
GROUND, METHOD and RESULTCOMPARISON.
Below we describe data collection and annotation
details.

3.2.1 Data collection and annotation

Citation intent of sentence extractions was la-
beled through the crowdsourcing platform Figure
Eight.6 We selected a sample of papers from the
Semantic Scholar corpus,7 consisting of papers in
general computer science and medicine domains.
Citation contexts were extracted using science-

6https://www.figure-eight.com/
platform/

7https://semanticscholar.org/
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parse.8 The annotators were asked to identify the
intent of a citation, and were directed to select
among three citation intent options: METHOD,
RESULTCOMPARISON and BACKGROUND. The
annotation interface also included a dummy op-
tion OTHER which helps improve the quality of
annotations of other categories. We later removed
instances annotated with the OTHER option from
our dataset (less than 1% of the annotated data),
many of which were due to citation contexts which
are incomplete or too short for the annotator to in-
fer the citation intent.

We used 50 test questions annotated by a do-
main expert to ensure crowdsource workers were
following directions and disqualify annotators
with accuracy less than 75%. Furthermore, crowd-
source workers were required to remain on the an-
notation page (five annotations) for at least ten sec-
onds before proceeding to the next page. Annota-
tions were dynamically collected. The annotations
were aggregated along with a confidence score de-
scribing the level of agreement between multiple
crowdsource workers. The confidence score is the
agreement on a single instance weighted by a trust
score (accuracy of the annotator on the initial 50
test questions).

To only collect high quality annotations, in-
stances with confidence score of ≤0.7 were dis-
carded. In addition, a subset of the dataset with
100 samples was re-annotated by a trained, expert
annotator to check for quality, and the agreement
rate with crowdsource workers was 86%. Cita-
tion contexts were annotated by 850 crowdsource
workers who made a total of 29,926 annotations
and individually made between 4 and 240 annota-
tions. Each sentence was annotated, on average,
3.74 times. This resulted in a total 9,159 crowd-
sourced instances which were divided to training
and validation sets with 90% of the data used for
the training set. In addition to the crowdsourced
data, a separate test set of size 1,861 was anno-
tated by a trained, expert annotator to ensure high
quality of the dataset.

3.3 Data for scaffold tasks

For the first scaffold (citation worthiness), we
sample sentences from papers and consider the
sentences with citations as positive labels. We also
remove the citation markers from those sentences

8https://github.com/allenai/
science-parse

such as numbered citations (e.g., [1]) or name-year
combinations (e.g, Lee et al (2012)) to not make
the second task artificially easy by only detecting
citation markers. For the second scaffold (cita-
tion section title), respective to each test dataset,
we sample citations from the ACL-ARC corpus
and Semantic Scholar corpus9 and extract the ci-
tation context as well as their corresponding sec-
tions. We manually define regular expression pat-
terns mappings to normalized section titles: “in-
troduction”, “related work”, “method”, “experi-
ments”, “conclusion”. Section titles which did not
map to any of the aforementioned titles were ex-
cluded from the dataset. Overall, the size of the
data for scaffold tasks on the ACL-ARC dataset
is about 47K (section title scaffold) and 50K (ci-
tation worthiness) while on SciCite is about 91K
and 73K for section title and citation worthiness
scaffolds, respectively.

4 Experiments

4.1 Implementation

We implement our proposed scaffold framework
using the AllenNLP library (Gardner et al., 2018).
For word representations, we use 100-dimensional
GloVe vectors (Pennington et al., 2014) trained on
a corpus of 6B tokens from Wikipedia and Gi-
gaword. For contextual representations, we use
ELMo vectors released by Peters et al. (2018)10

with output dimension size of 1,024 which have
been trained on a dataset of 5.5B tokens. We
use a single-layer BiLSTM with a hidden dimen-
sion size of 50 for each direction11. For each of
scaffold tasks, we use a single-layer MLP with
20 hidden nodes , ReLU (Nair and Hinton, 2010)
activation and a Dropout rate (Srivastava et al.,
2014) of 0.2 between the hidden and input lay-
ers. The hyperparameters λi are tuned for best
performance on the validation set of the respective
datasets using a 0.0 to 0.3 grid search. For exam-
ple, the following hyperparameters are used for the
ACL-ARC. Citation worthiness saffold: λ2=0.08,
λ3=0, section title scaffold: λ3=0.09, λ2=0; both
scaffolds: λ2=0.1, λ3=0.05. Batch size is 8 for
ACL-ARC dataset and 32 for SciCite dataset (re-
call that SciCite is larger than ACL-ARC). We

9https://semanticscholar.org/
10https://allennlp.org/elmo
11Experiments with other types of RNNs such as BiGRUs

and more layers showed similar or slightly worst performance
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use Beaker12 for running the experiments. On
the smaller dataset, our best model takes approxi-
mately 30 minutes per epoch to train (training time
without ELMo is significantly faster). It is known
that multiple runs of probabilistic deep learn-
ing models can have variance in overall scores
(Reimers and Gurevych, 2017)13. We control this
by setting random-number generator seeds; the re-
ported overall results are average of multiple runs
with different random seeds. To facilitate repro-
ducibility, we release our code, data, and trained
models.14

4.2 Baselines
We compare our results to several baselines in-
cluding the model with state-of-the-art perfor-
mance on the ACL-ARC dataset.

• BiLSTM Attention (with and without ELMo).
This baseline uses a similar architecture to our
proposed neural multitask learning framework,
except that it only optimizes the network for the
main loss regarding the citation intent classifi-
cation (L1) and does not include the structural
scaffolds. We experiment with two variants of
this model: with and without using the contex-
tualized word vector representations (ELMo) of
Peters et al. (2018). This baseline is useful for
evaluating the effect of adding scaffolds in con-
trolled experiments.

• Jurgens et al. (2018). To make sure our results
are competitive with state-of-the-art results on
this task, we also compare our model to Jur-
gens et al. (2018) which has the best reported
results on the ACL-ARC dataset. Jurgens et al.
(2018) incorporate a variety of features, ranging
from pattern-based features to topic-modeling
features, to citation graph features. They also
incorporate section titles and relative section po-
sition in the paper as features. Our implemen-
tation of this model achieves a macro-averaged
F1 score of 0.526 using 10-fold cross-validation,
which is in line with the highest reported results
in Jurgens et al. (2018): 0.53 using leave-one-
out cross validation. We were not able to use

12Beaker is a collaborative platform for reproducible re-
search (https://github.com/allenai/beaker)

13Some CuDNN methods are non-deterministic
and the rest are only deterministic under the same
underlying hardware. See https://docs.
nvidia.com/deeplearning/sdk/pdf/
cuDNN-Developer-Guide.pdf

14https://github.com/allenai/scicite

Model macro F1

B
as

el
in

es BiLSTM-Attn 51.8
BiLSTM-Attn w/ ELMo 54.3
Previous SOTA (Jurgens et al., 2018) 54.6

T
hi

s
w

or
k BiLSTM-Attn + section title scaffold 56.9

BiLSTM-Attn + citation worthiness scaffold 56.3
BiLSTM-Attn + both scaffolds 63.1
BiLSTM-Attn w/ ELMo + both scaffolds 67.9

Table 3: Results on the ACL-ARC citations dataset.

leave-one-out cross validation in our experiments
since it is impractical to re-train each variant of
our deep learning models thousands of times.
Therefore, we opted for a standard setup of strati-
fied train/validation/test data splits with 85% data
used for training and the rest equally split be-
tween validation and test.

4.3 Results

Our main results for the ACL-ARC dataset (Jur-
gens et al., 2018) is shown in Table 3. We observe
that our scaffold-enhanced models achieve clear
improvements over the state-of-the-art approach
on this task. Starting with the ‘BiLSTM-Attn’
baseline with a macro F1 score of 51.8, adding the
first scaffold task in ‘BiLSTM-Attn + section title
scaffold’ improves the F1 score to 56.9 (∆=5.1).
Adding the second scaffold in ‘BiLSTM-Attn + ci-
tation worthiness scaffold’ also results in similar
improvements: 56.3 (∆=4.5). When both scaf-
folds are used simultaneously in ‘BiLSTM-Attn +
both scaffolds’, the F1 score further improves to
63.1 (∆=11.3), suggesting that the two tasks pro-
vide complementary signal that is useful for cita-
tion intent prediction.

The best result is achieved when we also add
ELMo vectors (Peters et al., 2018) to the input rep-
resentations in ‘BiLSTM-Attn w/ ELMo + both
scaffolds’, achieving an F1 of 67.9, a major im-
provement from the previous state-of-the-art re-
sults of Jurgens et al. (2018) 54.6 (∆=13.3). We
note that the scaffold tasks provide major con-
tributions on top of the ELMo-enabled baseline
(∆=13.6), demonstrating the efficacy of using
structural scaffolds for citation intent prediction.
We note that these results were obtained without
using hand-curated features or additional linguis-
tic resources as used in Jurgens et al. (2018). We
also experimented with adding features used in Ju-
rgens et al. (2018) to our best model and not only
we did not see any improvements, but we observed
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Model macro F1

B
as

el
in

es BiLSTM-Attn 77.2
BiLSTM-Attn w/ ELMo 82.6
Previous SOTA (Jurgens et al., 2018) 79.6

T
hi

s
w

or
k BiLSTM-Attn + section title scaffold 77.8

BiLSTM-Attn + citation worthiness scaffold 78.1
BiLSTM-Attn + both scaffolds 79.1
BiLSTM-Attn w/ ELMo + both scaffolds 84.0

Table 4: Results on the SciCite dataset.

at least 1.7% decline in performance. This sug-
gests that these additional manual features do not
provide the model with any additional useful sig-
nals beyond what the model already learns from
the data.

Table 4 shows the main results on SciCite
dataset, where we see similar patterns. Each scaf-
fold task improves model performance. Adding
both scaffolds results in further improvements.
And the best results are obtained by using ELMo
representation in addition to both scaffolds. Note
that this dataset is more than five times larger
in size than the ACL-ARC, therefore the perfor-
mance numbers are generally higher and the F1
gains are generally smaller since it is easier for
the models to learn optimal parameters utilizing
the larger annotated data. On this dataset, the
best baseline is the neural baseline with addition
of ELMo contextual vectors achieving an F1 score
of 82.6 followed by Jurgens et al. (2018), which is
expected because neural models generally achieve
higher gains when more training data is available
and because Jurgens et al. (2018) was not designed
with the SciCite dataset in mind.

The breakdown of results by intent on ACL-
ARC and SciCite datasets is respectively shown in
Tables 5 and 6. Generally we observe that results
on categories with more number of instances are
higher. For example on ACL-ARC, the results on
the BACKGROUND category are the highest as this
category is the most common. Conversely, the re-
sults on the FUTUREWORK category are the low-
est. This category has the fewest data points (see
distribution of the categories in Table 2) and thus
it is harder for the model to learn the optimal pa-
rameters for correct classification in this category.

4.4 Analysis
To gain more insight into why the scaffolds are
helping the model in improved citation intent clas-
sification, we examine the attention weights as-
signed to inputs for our best proposed model
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(a) Example from ACL-ARC: Correct label is FUTUREWORK. Our model
correctly predicts it while baseline predicts COMPARE.
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(b) Example from SciCite: Correct label is RESULTCOMPARISON; our model
correctly predicts it, while baseline considers it as BACKGROUND.

Figure 3: Visualization of attention weights corresponding
to our best scaffold model compared with the best baseline
neural baseline model without scaffolds.

(‘BiLSTM-Attn w/ ELMo + both scaffolds’) com-
pared with the best neural baseline (‘BiLSTM-
Attn w/ ELMO’). We conduct this analysis for
examples from both datasets. Figure 3 shows an
example input citation along with the horizontal
line and the heatmap of attention weights for this
input resulting from our model versus the base-
line. For first example (3a) the true label is FU-
TUREWORK. We observe that our model puts
more weight on words surrounding the word “fu-
ture” which is plausible given the true label. On
the other hand, the baseline model attends most
to the words “compare” and consequently incor-
rectly predicts a COMPARE label. In second exam-
ple (3b) the true label is RESULTCOMPARISON.
The baseline incorrectly classifies it as a BACK-
GROUND, likely due to attending to another part
of the sentence (“analyzed seprately”). Our model
correctly classifies this instance by putting more
attention weights on words that relate to compari-
son of the results. This suggests that the our model
is more successful in learning optimal parameters
for representing the citation text and classifying its
respective intent compared with the baseline. Note
that the only difference between our model and the
neural baseline is inclusion of the structural scaf-
folds. Therefore, suggesting the effectiveness the
scaffolds in informing the main task of relevant
signals for citation intent classification.

Error analysis. We next investigate errors made
by our best model (Figure 4 plots classification er-
rors). One general error pattern is that the model
has more tendency to make false positive errors
in the BACKGROUND category likely due to this
category dominating both datasets. It’s interest-
ing that for the ACL-ARC dataset some prediction
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Category (# instances) Background (71) Compare (25) Extension (5) Future (5) Motivation (7) Use (26) Average (Macro)

P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

BiLSTM-Attn 78.6 77.5 78.0 44.8 52.0 48.1 50.0 40.0 44.4 33.3 40.0 36.4 50.0 28.6 36.4 65.4 65.4 65.4 53.7 50.6 51.5

BiLSTM-Attn w/ ELMo 76.5 87.3 81.6 59.1 52.0 55.3 66.7 40.0 50.0 33.3 40.0 36.4 50.0 28.6 36.4 69.6 61.5 65.3 59.2 51.6 54.2

Previous SOTA (Jurgens et al., 2018) 75.6 87.3 81.1 70.6 48.0 57.1 66.7 40.0 50.0 50.0 20.0 28.6 75.0 42.9 54.6 51.6 61.5 56.1 64.9 49.9 54.6

BiLSTM-Attn+section title scaffold 77.2 85.9 81.3 53.8 56.0 54.9 100.0 40.0 57.1 33.3 40.0 36.4 50.0 28.6 36.4 81.8 69.2 75.0 66.0 53.3 56.9

BiLSTM-Attn+citation worthiness scaffold 77.1 90.1 83.1 59.1 52.0 55.3 100.0 40.0 57.1 28.6 40.0 33.3 50.0 28.6 36.4 81.0 65.4 72.3 66.0 52.7 56.3

BiLSTM-Attn+both scaffolds 77.6 93.0 84.6 65.0 52.0 57.8 100.0 60.0 75.0 40.0 40.0 40.0 75.0 42.9 54.5 72.7 61.5 66.7 71.7 58.2 63.1

BiLSTM-Attn+both scaffolds /w ELMo 75.9 93.0 83.5 80.0 64.0 71.1 75.0 60.0 66.7 75.0 60.0 66.7 100.0 28.6 44.4 81.8 69.2 75.0 81.3 62.5 67.9

Table 5: Detailed per category classification results on ACL-ARC dataset.

Category (# instances) Background (1,014) Method (613) Result (260) Average (Macro)

P R F1 P R F1 P R F1 P R F1

BiLSTM-Attn 82.2 83.2 82.7 80.7 74.4 77.4 67.1 76.2 71.4 76.7 77.9 77.2

BiLSTM-Attn w/ ELMo 86.6 87 86.8 87.2 79.1 83.0 71.5 85.8 78.0 81.8 84.0 82.6

Previous SOTA (Jurgens et al., 2018) 77.9 92.9 84.7 91.5 63.1 74.7 79.1 77.3 78.2 82.8 77.8 79.2

BiLSTM-Attn + section title scaffold 81.3 86.0 83.6 85.3 68.8 76.2 66.8 81.9 73.6 77.8 78.9 77.8

BiLSTM-Attn + citation worthiness scaffold 82.9 84.8 83.8 84.6 73.2 78.5 65.4 80.0 72.0 77.6 79.3 78.1

BiLSTM-Attn + both scaffolds 85.4 80.8 83.0 78.6 80.4 79.5 69.8 80.8 74.9 77.9 80.7 79.1

BiLSTM-Attn w/ ELMo + both scaffolds 85.4 90.3 87.8 89.5 80.8 84.9 79.3 79.6 79.5 84.7 83.6 84.0

Table 6: Detailed per category classification results on the SciCite dataset.

Example True Prediction

Our work is inspired by the latent left-linking model in
(CITATION) and the ILP formulation from (CITATION).

MOTIVATION USE

ASARES is presented in detail in (CITATION) . USE BACKGROUND

The advantage of tuning similarity to the application of
interest has been shown previously by (CITATION).

COMPARE BACKGROUND

One possible direction is to consider linguistically mo-
tivated approaches , such as the extraction of syntactic
phrase tables as proposed by (CITATION).

FUTUREWORK BACKGROUND

After the extraction, pruning techniques (CITATION) can
be applied to increase the precision of the extraction.

BACKGROUND USE

Table 7: A sample of model’s classification errors on
ACL-ARC dataset

errors are due to the model failing to properly dif-
ferentiate the USE category with BACKGROUND.
We found out that some of these errors would have
been possibly prevented by using additional con-
text. Table 7 shows a sample of such classifica-
tion errors. For the citation in the first row of the
table, the model is likely distracted by “model in
(citation)” and “ILP formulation from (citation)”
deeming the sentence is referring to the use of an-
other method from a cited paper and it misses the
first part of the sentence describing the motivation.
This is likely due to the small number of training
instances in the MOTIVATION category, prevent-
ing the model to learn such nuances. For the exam-
ples in the second and third row, it is not clear if it
is possible to make the correct prediction without
additional context. And similarly in the last row

the instance seems ambiguous without accessing
to additional context. Similarly as shown in Fig-
ure 4a two of FUTUREWORK labels are wrongly
classified. One of them is illustrated in the forth
row of Table 7 where perhaps additional context
could have helped the model in identifying the cor-
rect label. One possible way to prevent this type of
errors, is to provide the model with an additional
input, modeling the extended surrounding context.
We experimented with encoding the extended sur-
rounding context using a BiLSTM and concatenat-
ing it with the main citation context vector (z), but
it resulted in a large decline in overall performance
likely due to the overall noise introduced by the
additional context. A possible future work is to
investigate alternative effective approaches for in-
corporating the surrounding extended context.

5 Related Work

There is a large body of work studying the intent
of citations and devising categorization systems
(Stevens and Giuliano, 1965; Moravcsik and Mu-
rugesan, 1975; Garzone and Mercer, 2000; White,
2004; Ahmed et al., 2004; Teufel et al., 2006;
Agarwal et al., 2010; Dong and Schäfer, 2011).
Most of these efforts provide citation categories
that are too fine-grained, some of which rarely oc-
cur in papers. Therefore, they are hardly useful
for automated analysis of scientific publications.
To address these problems and to unify previous
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Figure 4: Confusion matrix showing classification er-
rors of our best model on two datasets. The diagonal is
masked to bring focus only on errors.

efforts, in a recent work, Jurgens et al. (2018)
proposed a six category system for citation in-
tents. In this work, we focus on two schemes: (1)
the scheme proposed by Jurgens et al. (2018) and
(2) an additional, more coarse-grained general-
purpose category system that we propose (details
in §3). Unlike other schemes that are domain-
specific, our scheme is general and naturally fits
in scientific discourse in multiple domains.

Early works in automated citation intent clas-
sification were based on rule-based systems (e.g.,
(Garzone and Mercer, 2000; Pham and Hoffmann,
2003)). Later, machine learning methods based
on linguistic patterns and other hand-engineered
features from citation context were found to be
effective. For example, Teufel et al. (2006) pro-
posed use of “cue phrases”, a set of expressions
that talk about the act of presenting research in a
paper. Abu-Jbara et al. (2013) relied on lexical,
structural, and syntactic features and a linear SVM
for classification. Researchers have also investi-
gated methods of finding cited spans in the cited
papers. Examples include feature-based methods
(Cohan et al., 2015), domain-specific knowledge
(Cohan and Goharian, 2017), and a recent CNN-
based model for joint prediction of cited spans and
citation function (Su et al., 2018). We also exper-
imented with CNNs but found the attention BiL-
STM model to work significantly better. Jurgens
et al. (2018) expanded all pre-existing feature-
based efforts on citation intent classification by
proposing a comprehensive set of engineered fea-
tures, including boostrapped patterns, topic mod-
eling, dependency-based, and metadata features
for the task. We argue that we can capture nec-
essary information from the citation context using
a data driven method, without the need for hand-
engineered domain-dependent features or external
resources. We propose a novel scaffold neural

model for citation intent classification to incorpo-
rate structural information of scientific discourse
into citations, borrowing the “scaffold” terminol-
ogy from Swayamdipta et al. (2018) who use aux-
iliary syntactic tasks for semantic problems.

6 Conclusions and future work

In this work, we show that structural properties
related to scientific discourse can be effectively
used to inform citation intent classification. We
propose a multitask learning framework with two
auxiliary tasks (predicting section titles and cita-
tion worthiness) as two scaffolds related to the
main task of citation intent prediction. Our model
achieves state-of-the-art result (F1 score of 67.9%)
on the ACL-ARC dataset with 13.3 absolute in-
crease over the best previous results. We addition-
ally introduce SciCite, a new large dataset of cita-
tion intents and also show the effectiveness of our
model on this dataset. Our dataset, unlike exist-
ing datasets that are designed based on a specific
domain, is more general and fits in scientific dis-
course from multiple scientific domains.

We demonstrate that carefully chosen auxiliary
tasks that are inherently relevant to a main task
can be leveraged to improve the performance on
the main task. An interesting line of future work
is to explore the design of such tasks or explore
the properties or similarities between the auxiliary
and the main tasks. Another relevant line of work
is adapting our model to other domains containing
documents with similar linked structured such as
Wikipedia articles. Future work may benefit from
replacing ELMo with other types of contextual-
ized representations such as BERT in our scaffold
model. For example, at the time of finalizing the
camera ready version of this paper, Beltagy et al.
(2019) showed that a BERT contextualized repre-
sentation model (Devlin et al., 2018) trained on
scientific text can achieve promising results on the
SciCite dataset.
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Abstract

Reasoning about implied relationships (e.g.
paraphrastic, common sense, encyclopedic)
between pairs of words is crucial for many
cross-sentence inference problems. This pa-
per proposes new methods for learning and us-
ing embeddings of word pairs that implicitly
represent background knowledge about such
relationships. Our pairwise embeddings are
computed as a compositional function on word
representations, which is learned by maximiz-
ing the pointwise mutual information (PMI)
with the contexts in which the two words co-
occur. We add these representations to the
cross-sentence attention layer of existing in-
ference models (e.g. BiDAF for QA, ESIM
for NLI), instead of extending or replacing ex-
isting word embeddings. Experiments show a
gain of 2.7% on the recently released SQuAD
2.0 and 1.3% on MultiNLI. Our representa-
tions also aid in better generalization with
gains of around 6-7% on adversarial SQuAD
datasets, and 8.8% on the adversarial entail-
ment test set by Glockner et al. (2018).

1 Introduction

Reasoning about relationships between pairs of
words is crucial for cross sentence inference prob-
lems such as question answering (QA) and natu-
ral language inference (NLI). In NLI, for exam-
ple, given the premise “golf is prohibitively expen-
sive”, inferring that the hypothesis “golf is a cheap
pastime” is a contradiction requires one to know
that expensive and cheap are antonyms. Recent
work (Glockner et al., 2018) has shown that cur-
rent models, which rely heavily on unsupervised
single-word embeddings, struggle to learn such re-
lationships. In this paper, we show that they can
be learned with word pair vectors (pair2vec1),

1https://github.com/mandarjoshi90/
pair2vec

X Y Contexts
with X and Y baths

hot cold too X or too Y
neither X nor Y

in X, Y
Portland Oregon the X metropolitan area in Y

X International Airport in Y

food X are maize, Y, etc
crop wheat dry X, such as Y,

more X circles appeared in Y fields

X OS comes with Y play
Android Google the X team at Y

X is developed by Y

Table 1: Example word pairs and their contexts.

which are trained unsupervised, and which signif-
icantly improve performance when added to exist-
ing cross-sentence attention mechanisms.

Unlike single-word representations, which typ-
ically model the co-occurrence of a target word
x with its context c, our word-pair representa-
tions are learned by modeling the three-way co-
occurrence between words (x, y) and the context
c that ties them together, as seen in Table 1. While
similar training signals have been used to learn
models for ontology construction (Hearst, 1992;
Snow et al., 2005; Turney, 2005; Shwartz et al.,
2016) and knowledge base completion (Riedel
et al., 2013), this paper shows, for the first time,
that large scale learning of pairwise embeddings
can be used to directly improve the performance
of neural cross-sentence inference models.

More specifically, we train a feedforward net-
work R(x, y) that learns representations for the
individual words x and y, as well as how to com-
pose them into a single vector. Training is done
by maximizing a generalized notion of the point-
wise mutual information (PMI) among x, y, and
their context c using a variant of negative sam-
pling (Mikolov et al., 2013a). Making R(x, y) a
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compositional function on individual words alle-
viates the sparsity that necessarily comes with em-
bedding pairs of words, even at a very large scale.

We show that our embeddings can be added to
existing cross-sentence inference models, such as
BiDAF++ (Seo et al., 2017; Clark and Gardner,
2018) for QA and ESIM (Chen et al., 2017) for
NLI. Instead of changing the word embeddings
that are fed into the encoder, we add the pretrained
pair representations to higher layers in the net-
work where cross sentence attention mechanisms
are used. This allows the model to use the back-
ground knowledge that the pair embeddings im-
plicitly encode to reason about the likely relation-
ships between the pairs of words it aligns.

Experiments show that simply adding our word-
pair embeddings to existing high-performing mod-
els, which already use ELMo (Peters et al., 2018),
results in sizable gains. We show 2.72 F1 points
over the BiDAF++ model (Clark and Gardner,
2018) on SQuAD 2.0 (Rajpurkar et al., 2018), as
well as a 1.3 point gain over ESIM (Chen et al.,
2017) on MultiNLI (Williams et al., 2018). Ad-
ditionally, our approach generalizes well to adver-
sarial examples, with a 6-7% F1 increase on adver-
sarial SQuAD (Jia and Liang, 2017) and a 8.8%
gain on the Glockner et al. (2018) NLI bench-
mark. An analysis of pair2vec on word analo-
gies suggests that it complements the information
in single-word representations, especially for en-
cyclopedic and lexicographic relations.

2 Unsupervised Pretraining

Extending the distributional hypothesis to word
pairs, we posit that similar word pairs tend to oc-
cur in similar contexts, and that the contexts pro-
vide strong clues about the likely relationships that
hold between the words (see Table 1). We assume
a dataset of (x, y, c) triplets, where each instance
depicts a word pair (x, y) and the context c in
which they appeared. We learn two compositional
representation functions, R(x, y) and C(c), to en-
code the pair and the context, respectively, as d-
dimensional vectors (Section 2.1). The functions
are trained using a variant of negative sampling,
which tries to embed word pairs (x, y) close to the
contexts c with which they appeared (Section 2.2).

2.1 Representation

Our word-pair and context representations are
both fixed-length vectors, composed from individ-

ual words. The word-pair representation function
R(x, y) first embeds and normalizes the individual
words with a shared lookup matrix Ea:

x =
Ea(x)

‖Ea(x)‖
y =

Ea(y)

‖Ea(y)‖

These vectors, along with their element-wise prod-
uct, are fed into a four-layer perceptron:

R(x, y) =MLP 4(x,y,x ◦ y)

The context c = c1...cn is encoded as a d-
dimensional vector using the function C(c). C(c)
embeds each token ci with a lookup matrix Ec,
contextualizes it with a single-layer Bi-LSTM, and
then aggregates the entire context with attentive
pooling:

ci = Ec(ci)

h1...hn = BiLSTM(c1...cn)

w = softmaxi(khi)

C(c) =
∑

i

wiWhi

where W ∈ Rd×d and k ∈ Rd. All parameters,
including the lookup tablesEa andEc, are trained.

Our representation is similar to two recently-
proposed frameworks by Washio and Kato
(2018a,b), but differs in that: (1) they use depen-
dency paths as context, while we use surface form;
(2) they encode the context as either a lookup table
or the last state of a unidirectional LSTM. We also
use a different objective, which we discuss next.

2.2 Objective
To optimize our representation functions, we con-
sider two variants of negative sampling (Mikolov
et al., 2013a): bivariate and multivariate. The orig-
inal bivariate objective models the two-way dis-
tribution of context and (monolithic) word pair
co-occurrences, while our multivariate extension
models the three-way distribution of word-word-
context co-occurrences. We further augment the
multivariate objective with typed sampling to up-
sample harder negative examples. We discuss the
impact of the bivariate and multivariate objectives
(and other components) in Section 4.3.

Bivariate Negative Sampling Our objective as-
pires to make R(x, y) and C(c) similar (have high
inner products) for (x, y, c) that were observed to-
gether in the data. At the same time, we wish
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Bivariate J2NS (x, y, c) = log σ (R(x, y) · C(c)) +
∑kc
i=1 log σ

(
−R(x, y) · C(cNi )

)

Multivariate J3NS (x, y, c) = J2NS (x, y, c) +
∑kx
i=1 log σ

(
−R(xNi , y) · C(c)

)
+
∑ky
i=1 log σ

(
−R(x, yNi ) · C(c)

)

Table 2: The bivariate and multivariate negative sampling objectives. The superscript N marks randomly sampled
components, with k∗ being the negative sample size per instance. The equations present per-instance objectives.

to keep our pair vectors dis-similar from random
context vectors. In a straightforward application
of the original (bivariate) negative sampling objec-
tive, we could generate a negative example from
each observed (x, y, c) instance by replacing the
original context c with a randomly-sampled con-
text cN (Table 2, J2NS).

Assuming that the negative contexts are sam-
pled from the empirical distribution P (·, ·, c) (with
P (x, y, c) being the portion of (x, y, c) instances
in the dataset), we can follow Levy and Goldberg
(2014) to show that this objective converges into
the pointwise mutual information (PMI) between
the word pair and the context.

R(x, y) · C(c) = log
P (x, y, c)

kcP (x, y, ·)P (·, ·, c)

This objective mainly captures co-occurrences of
monolithic pairs and contexts, and is limited by
the fact that the training data, by construction,
only contains pairs occurring within a sentence.
For better generalization to cross-sentence tasks,
where the pair distribution differs from that of the
training data, we need a multivariate objective that
captures the full three-way (x, y, c) interaction.

Multivariate Negative Sampling We introduce
negative sampling of target words, x and y, in ad-
dition to negative sampling of contexts c (Table 2,
J3NS). Our new objective also converges to a
novel multivariate generalization of PMI, different
from previous PMI extensions that were inspired
by information theory (Van de Cruys, 2011) and
heuristics (Jameel et al., 2018).2 Following Levy
and Goldberg (2014), we can show that when re-
placing target words in addition to contexts, our
objective will converge3 to the optimal value in
Equation 1:

R(x, y) · C(c) = log
P (x, y, c)

Zx,y,c
(1)

2See supplementary material for their exact formulations.
3A full proof is provided in the supplementary material.

where Zx,y,c, the denominator, is:

Zx,y,c = kcP (·, ·, c)P (x, y, ·)
+ kxP (x, ·, ·)P (·, y, c)
+ kyP (·, y, ·)P (x, ·, c) (2)

This optimal value deviates from previous gen-
eralizations of PMI by having a linear mixture
of marginal probability products in its denomina-
tor. By introducing terms such as P (x, ·, c) and
P (·, y, c), the objective penalizes spurious corre-
lations between words and contexts that disregard
the other target word. For example, it would assign
the pattern “X is a Y” a high score with (banana,
fruit), but a lower score with (cat, fruit).

Typed Sampling In multivariate negative sam-
pling, we typically replace x and y by sampling
from their unigram distributions. In addition to
this, we also sample uniformly from the top 100
words according to cosine similarity using distri-
butional word vectors. This is done to encourage
the model to learn relations between specific in-
stances as opposed to more general types. For ex-
ample, using California as a negative sample for
Oregon helps the model to learn that the pattern
“X is located in Y” fits the pair (Portland, Oregon),
but not the pair (Portland, California). Similar ad-
versarial constraints were used in knowledge base
completion (Toutanova et al., 2015) and word em-
beddings (Li et al., 2017).4

3 Integrating pair2vec into Models

We first present a general outline for incorporat-
ing pair2vec into attention-based architectures,
and then discuss changes made to BiDAF++ and
ESIM. The key idea is to inject our pairwise rep-
resentations into the attention layer by reusing the
cross-sentence attention weights. In addition to at-
tentive pooling over single word representations,
we also pool over cross-sentence word pair em-
beddings (Figure 1).

4Applying typed sampling also changes the value to
which our objective will converge, and will replace the un-
igram probabilities in Equation (2) to reflect the type-based
distribution.
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Figure 1: A typical architecture of a cross-sentence inference model (left), and how pair2vec is added to it
(right). Given two sequences, a and b, existing models create b-aware representations of words in a. For any word
ai, this typically involves the BiLSTM representation of word ai (ai), and an attention-weighted sum over b’s
BiLSTM states with ai as the query (bi). To these, we add the word-pair representation of ai and each word in b,
weighted by attention (ri). Thicker attention arrows indicate stronger word pair alignments (e.g. cheap, expensive).

3.1 General Approach
Pair Representation We assume that we are
given two sequences a = a1...an and b = b1...bm.
We represent the word-pair embeddings between a
and b using the pretrained pair2vec model as:

ri,j =

[
R(ai, bj)

‖R(ai, bj)‖
;
R(bj , ai)

‖R(bj , ai)‖

]
(3)

We include embeddings in both directions,
R(ai, bj) and R(bj , ai), because the many rela-
tions can be expressed in both directions; e.g., hy-
pernymy can be expressed via “X is a type of Y”
as well as “Y such as X”. We take the L2 normal-
ization of each direction’s pair embedding because
the heavy-tailed distribution of word pairs results
in significant variance of their norms.

Base Model Let a1...an and b1...bm be the vec-
tor representations of sequences a and b, as pro-
duced by the input encoder (e.g. ELMo em-
beddings contextualized with model-specific BiL-
STMs). Furthermore, we assume that the base
model computes soft word alignments between a
and b via co-attention (4, 5), which are then used
to compute b-aware representations of a:

si,j = fatt(ai,bj) (4)

α = softmaxj(si,j) (5)

bi =

m∑

j=0

αi,jbj (6)

ainfi =
[
ai;bi

]
(7)

The symmetric term binfj is defined analogously.
We refer to ainf and binf as the inputs to the infer-

ence layer, since this layer computes some func-
tion over aligned word pairs, typically via a feed-
forward network and LSTMs. The inference layer
is followed by aggregation and output layers.

Injecting pair2vec We conjecture that the in-
ference layer effectively learns word-pair relation-
ships from training data, and it should, therefore,
help to augment its input with pair2vec. We
augment ainfi (7) with the pair vectors ri,j (3) by
concatenating a weighted average of the pair vec-
tors ri,j involving ai, where the weights are the
same αi,j computed via attention in (5):

ri =
∑

j

αi,jri,j (8)

ainfi =
[
ai;bi; ri

]
(9)

The symmetric term binfj is defined analogously.

3.2 Question Answering
We augment the inference layer in the BiDAF++
model with pair2vec. BiDAF++ is an im-
proved version of the BiDAFNoAnswer (Seo
et al., 2017; Levy et al., 2017) which includes self-
attention and ELMo embeddings from Peters et al.
(2018). We found this variant to be stronger than
the baselines presented in Rajpurkar et al. (2018)
by over 2.5 F1. We use BiDAF++ as a baseline
since its architecture is typical for QA systems,
and, until recently, was state-of-the-art on SQuAD
2.0 and other benchmarks.

BiDAF++ Let a and b be the outputs of the pas-
sage and question encoders respectively (in place
of the standard p and q notations). The infer-
ence layer’s inputs ainfi are defined similarly to
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the generic model’s in (7), but also contain an ag-
gregation of the elements in a, with better-aligned
elements receiving larger weights:

µ = softmaxi(max
j
si,j) (10)

âi =
∑

i

µiai (11)

ainfi =
[
ai;bi;ai ◦ bi; â

]
(12)

In the later layers, ainf is recontextualized using
a BiGRU and self attention. Finally a prediction
layer predicts the start and end tokens.

BiDAF++ with pair2vec To add our pair vec-
tors, we simply concatenate ri (3) to ainfi (12):

ainfi =
[
ai;bi;ai ◦ bi; â; ri

]
(13)

3.3 Natural Language Inference
For NLI, we augment the ESIM model (Chen
et al., 2017), which was previously state-of-the-
art on both SNLI (Bowman et al., 2015) and
MultiNLI (Williams et al., 2018) benchmarks.

ESIM Let a and b be the outputs of the premise
and hypothesis encoders respectively (in place of
the standard p and h notations). The inference
layer’s inputs ainfi (and binfj ) are defined similarly
to the generic model’s in (7):

ainfi =
[
ai;bi;ai ◦ bi;ai − bi

]
(14)

In the later layers, ainf and binf are projected,
recontextualized, and converted to a fixed-length
vector for each sentence using multiple pooling
schemes. These vectors are then passed on to an
output layer, which predicts the class.

ESIM with pair2vec To add our pair vectors,
we simply concatenate ri (3) to ainfi (14):

ainfi =
[
ai;bi;ai ◦ bi;ai − bi; ri

]
(15)

A similar augmentation of ESIM was recently pro-
posed in KIM (Chen et al., 2018). However, their
pair vectors are composed of WordNet features,
while our pair embeddings are learned directly
from text (see further discussion in Section 6).

4 Experiments

For experiments on QA (Section 4.1) and NLI
(Section 4.2), we use our full model which in-
cludes multivariate and typed negative sampling.
We discuss ablations in Section 4.3

Benchmark BiDAF + pair2vec ∆

SQuAD 2.0 EM 65.66 68.02 +2.36
F1 68.86 71.58 +2.72

AddSent EM 37.50 44.20 +6.70
F1 42.55 49.69 +7.14

AddOneSent EM 48.20 53.30 +5.10
F1 54.02 60.13 +6.11

Table 3: Performance on SQuAD 2.0 and adversarial
SQuAD (AddSent and AddOneSent) benchmarks, with
and without pair2vec. All models have ELMo.

Benchmark ESIM + pair2vec ∆

Matched 79.68 81.03 +1.35
Mismatched 78.80 80.12 +1.32

Table 4: Performance on MultiNLI, with and without
pair2vec. All models have ELMo.

Data We use the January 2018 dump of En-
glish Wikipedia, containing 96M sentences to
train pair2vec. We restrict the vocabulary to
the 100K most frequent words. Preprocessing re-
moves all out-of-vocabulary words in the corpus.
We consider each word pair within a window of
5 in the preprocessed corpus, and subsample5 in-
stances based on pair probability with a threshold
of 5·10−7. We define the context as one word each
to the left and right, and all the words in between
each pair, replacing both target words with place-
holders X and Y (see Table 1). More details can
be found in the supplementary material.

4.1 Question Answering

We experiment on the SQuAD 2.0 QA benchmark
(Rajpurkar et al., 2018), as well as the adversarial
datasets of SQuAD 1.1 (Rajpurkar et al., 2016; Jia
and Liang, 2017). Table 3 shows the performance
of BiDAF++, with ELMo , before and after adding
pair2vec. Experiments on SQuAD 2.0 show
that our pair representations improve performance
by 2.72 F1. Moreover, adding pair2vec also
results in better generalization on the adversarial
SQuAD datasets with gains of 7.14 and 6.11 F1.

4.2 Natural Language Inference

We report the performance of our model on
MultiNLI and the adversarial test set from Glock-
ner et al. (2018) in Table 5. We outperform the

5Like in word2vec, subsampling reduces the size of the
dataset and speeds up training. For this, we define the word
pair probability as the product of unigram probabilities.
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Model Accuracy

Rule-based Models
WordNet Baseline 85.8

Models with GloVe
ESIM (Chen et al., 2017) 77.0
KIM (Chen et al., 2018) 87.7
ESIM + pair2vec 92.9

Models with ELMo
ESIM (Peters et al., 2018) 84.6
ESIM + pair2vec 93.4

Table 5: Performance on the adversarial NLI test set of
Glockner et al. (2018).

Model EM (∆) F1 (∆)

pair2vec (Full Model) 69.20 72.68

Composition: 2 Layers 68.35 (-0.85) 71.65 (-1.03)
Composition: Multiply 67.10 (-2.20) 70.20 (-2.48)
Objective: Bivariate NS 68.63 (-0.57) 71.98 (-0.70)
Unsupervised: Pair Dist 67.07 (-2.13) 70.24 (-2.44)

No pair2vec (BiDAF) 66.66 (-2.54) 69.90 (-2.78)

Table 6: Ablations on the Squad 2.0 development set
show that argument sampling as well as using a deeper
composition function are useful.

ESIM + ELMo baseline by 1.3% on the matched
and mismatched portions of the dataset.

We also record a gain of 8.8% absolute over
ESIM on the Glockner et al. (2018) dataset, setting
a new state of the art. Following standard prac-
tice (Glockner et al., 2018), we train all models on
a combination of SNLI (Bowman et al., 2015) and
MultiNLI. Glockner et al. (2018) show that with
the exception of KIM (Chen et al., 2018), which
uses WordNet features, several NLI models fail to
generalize to this setting which involves lexical in-
ference. For a fair comparison with KIM on the
Glockner test set, we replace ELMo with GLoVE
embeddings, and still outperform KIM by almost
halving the error rate.

4.3 Ablations

Ablating parts of pair2vec shows that all com-
ponents of the model (Section 2) are useful. We
ablate each component and report the EM and F1
on the development set of SQuAD 2.0 (Table 6).
The full model, which uses a 4-layer MLP for
R(x, y) and trains with multivariate negative sam-
pling, achieves the highest F1 of 72.68.

We experiment with two alternative composi-
tion functions, a 2-layer MLP (Composition: 2
Layers) and element-wise multiplication (Compo-
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Figure 2: Accuracy as a function of the interpolation
parameter α (see Eq. (16)). The α=0 configuration
relies only on fastText (Bojanowski et al., 2017), while
α=1 reflects pair2vec.

sition: Multiply), which yield significantly smaller
gains over the baseline BiDAF++ model. This
demonstrates the need for a deep composition
function. Eliminating sampling of target words
(x, y) from the objective (Objective: Bivariate
NS) results in a drop of 0.7 F1, accounting for
about a quarter of the overall gain. This suggests
that while the bulk of the signal is mined from the
pair-context interactions, there is also valuable in-
formation in other interactions as well.

We also test whether specific pre-training of
word pair representations is useful by replacing
pair2vec embeddings with the vector offsets
of pre-trained word embeddings (Unsupervised:
Pair Dist). We follow the PairDistance method for
word analogies (Mikolov et al., 2013b), and repre-
sent the pair (x, y) as the L2 normalized difference
of single-word vectors: (x− y)/‖x− y‖. We use
the same fastText (Bojanowski et al., 2017) word
vectors with which we initialized pair2vec be-
fore training. We observe a gain of only 0.34 F1
over the baseline.

5 Analysis

In Section 4, we showed that pair2vec adds
information complementary to single-word repre-
sentations like ELMo. Here, we ask what this ex-
tra information is, and try to characterize which
word relations are better captured by pair2vec.
To that end, we evaluate performance on a word
analogy dataset with over 40 different relation
types (Section 5.1), and observe how pair2vec
fills hand-crafted relation patterns (Section 5.2).
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Relation 3CosAdd +pair2vec α∗

Country:Capital 1.2 86.1 0.9
Name:Occupation 1.8 44.6 0.8
Name:Nationality 0.1 42.0 0.9
UK City:County 0.7 31.7 1.0
Country:Language 4.0 28.4 0.8
Verb 3pSg:Ved 49.1 61.7 0.6
Verb Ving:Ved 61.1 73.3 0.5
Verb Inf:Ved 58.5 70.1 0.5
Noun+less 4.8 16.0 0.2
Substance Meronym 3.8 14.5 0.6

Table 7: The top 10 analogy relations for which inter-
polating with pair2vec improves performance. α∗

is the optimal interpolation parameter for each relation.

5.1 Quantitative Analysis: Word Analogies

Word Analogy Dataset Given a word pair (a, b)
and word x, the word analogy task involves pre-
dicting a word y such that a : b :: x : y. We
use the Bigger Analogy Test Set (BATS, Glad-
kova et al., 2016) which contains four groups of
relations: encyclopedic semantics (e.g., person-
profession as in Einstein-physicist), lexicographic
semantics (e.g., antonymy as in cheap-expensive),
derivational morphology (e.g., noun forms as in
oblige-obligation), and inflectional morphology
(e.g., noun-plural as in bird-birds). Each group
contains 10 sub-relations.

Method We interpolate pair2vec and
3CosAdd (Mikolov et al., 2013b; Levy et al.,
2014) scores on fastText embeddings, as follows:

score(y) = α · cos(ra,b, rx,y)

+ (1− α) · cos(b− a+ x,y) (16)

where a, b, x, and y represent fastText embed-
dings6 and ra,b, rx,y represent the pair2vec em-
bedding for the word pairs (a, b) and (x, y), re-
spectively; α is the linear interpolation parameter.
Following prior work (Mikolov et al., 2013b), we
return the highest-scoring y in the entire vocabu-
lary, excluding the given words a, b, and x.

Results Figure 2 shows how the accuracy on
each category of relations varies with α. For all
four groups, adding pair2vec to 3CosAdd re-
sults in significant gains. In particular, the biggest
relative improvements are observed for encyclope-
dic (356%) and lexicographic (51%) relations.

6The fastText embeddings in the analysis were retrained
using the same Wikipedia corpus used to train pair2vec to
control for the corpus when comparing the two methods.

Table 7 shows the specific relations in which
pair2vec made the largest absolute impact.
The gains are particularly significant for relations
where fastText embeddings provide limited sig-
nal. For example, the accuracy for substance
meronyms goes from 3.8% to 14.5%. In some
cases, there is also a synergistic effect; for in-
stance, in noun+less, pair2vec alone scored
0% accuracy, but mixing it with 3CosAdd, which
got 4.8% on its own, yielded 16% accuracy.

These results, alongside our experiments in Sec-
tion 4, strongly suggest that pair2vec encodes
information complementary to that in single-word
embedding methods such as fastText and ELMo.

5.2 Qualitative Analysis: Slot Filling

To further explore how pair2vec encodes such
complementary information, we consider a set-
ting similar to that of knowledge base completion:
given a Hearst-like context pattern c and a sin-
gle word x, predict the other word y from the en-
tire vocabulary. We rank candidate words y based
on the scoring function in our training objective:
R(x, y) ·C(c). We use a fixed set of example rela-
tions and manually define their predictive context
patterns and a small set of candidate words x.

Table 8 shows the top three y words. The model
embeds (x, y) pairs close to contexts that reflect
their relationship. For example, substituting Port-
land in the city-state pattern (“in X, Y.”), the top
two words are Oregon and Maine, both US states
with cities named Portland. When used with the
city-city pattern (“from X to Y.”), the top two words
are Salem and Astoria, both cities in Oregon. The
word-context interaction often captures multiple
relations; for example, Monet is used to refer to
the painter (profession) as well as his paintings.

As intended, pair2vec captures the three-
way word-word-context interaction, and not just
the two-way word-context interaction (as in
single-word embeddings). This profound differ-
ence allows pair2vec to complement single-
word embeddings with additional information.

6 Related Work

Pretrained Word Embeddings Many state-of-
the-art models initialize their word representations
using pretrained embeddings such as word2vec
(Mikolov et al., 2013a) or ELMo (Peters et al.,
2018). These representations are typically trained
using an interpretation of the Distributional Hy-
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Relation Context X Y (Top 3)

Antonymy/Exclusion either X or Y accept reject, refuse, recognise
hard soft, brittle, polished

Hypernymy including X and other Y copper ones, metals, mines
google apps, browsers, searches

Hyponymy X like Y cities solaris, speyer, medina
browsers chrome, firefox, netscape

Co-hyponymy , X , Y , copper malachite, flint, ivory
google microsoft, bing, yahoo

City-State in X , Y . portland oregon, maine, dorset
dallas tx, texas, va

City-City from X to Y . portland salem, astoria, ogdensburg
dallas denton, allatoona, addison

Profession X , a famous Y , ronaldo footballer, portuguese, player
monet painter, painting, butterfly

Table 8: Given a context c and a word x, we select the top 3 words y from the entire vocabulary using our scoring
function R(x, y) · C(c). The analysis suggests that the model tends to rank correct matches (italics) over others.

pothesis (Harris, 1954) in which the bivariate dis-
tribution of target words and contexts is modeled.
Our work deviates from the word embedding lit-
erature in two major aspects. First, our goal is to
represent word pairs, not individual words. Sec-
ond, our new PMI formulation models the trivari-
ate word-word-context distribution. Experiments
show that our pair embeddings can complement
single-word embeddings.

Mining Textual Patterns There is extensive lit-
erature on mining textual patterns to predict rela-
tions between words (Hearst, 1992; Snow et al.,
2005; Turney, 2005; Riedel et al., 2013; Van de
Cruys, 2014; Toutanova et al., 2015; Shwartz and
Dagan, 2016). These approaches focus mostly on
relations between pairs of nouns (perhaps with the
exception of VerbOcean (Chklovski and Pantel,
2004)). More recently, they have been expanded
to predict relations between unrestricted pairs of
words (Jameel et al., 2018; Espinosa Anke and
Schockaert, 2018), assuming that each word-pair
was observed together during pretraining. Washio
and Kato (2018a,b) relax this assumption with a
compositional model that can represent any pair,
as long as each word appeared (individually) in the
corpus.

These methods are evaluated on either intrin-
sic relation prediction tasks, such as BLESS (Ba-
roni and Lenci, 2011) and CogALex (Santus
et al., 2016), or knowledge-base population bench-
marks, e.g. FB15 (Bordes et al., 2013). To the
best of our knowledge, our work is the first to in-
tegrate pattern-based methods into modern high-

performing semantic models and evaluate their
impact on complex end-tasks like QA and NLI.

Integrating Knowledge in Complex Models
Ahn et al. (2016) integrate Freebase facts into a
language model using a copying mechanism over
fact attributes. Yang and Mitchell (2017) modify
the LSTM cell to incorporate WordNet and NELL
knowledge for event and entity extraction. For
cross-sentence inference tasks, Weissenborn et al.
(2017), Bauer et al. (2018), and Mihaylov and
Frank (2018) dynamically refine word representa-
tions by reading assertions from ConceptNet and
Wikipedia abstracts. Our approach, on the other
hand, relies on a relatively simple extension of ex-
isting cross-sentence inference models. Further-
more, we do not need to dynamically retrieve and
process knowledge base facts or Wikipedia texts,
and just pretrain our pair vectors in advance.

KIM (Chen et al., 2017) integrates word-pair
vectors into the ESIM model for NLI in a very
similar way to ours. However, KIM’s word-
pair vectors contain only hand-engineered word-
relation indicators from WordNet, whereas our
word-pair vectors are automatically learned from
unlabeled text. Our vectors can therefore reflect
relation types that do not exist in WordNet (such as
profession) as well as word pairs that do not have
a direct link in WordNet (e.g. bronze and statue);
see Table 8 for additional examples.
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7 Conclusion and Future Work

We presented new methods for training and using
word pair embeddings that implicitly represent
background knowledge. Our pair embeddings are
computed as a compositional function of the indi-
vidual word representations, which is learned by
maximizing a variant of the PMI with the contexts
in which the the two words co-occur. Experiments
on cross-sentence inference benchmarks demon-
strated that adding these representations to exist-
ing models results in sizable improvements for
both in-domain and adversarial settings.

Published concurrently with this paper, BERT
(Devlin et al., 2018), which uses a masked lan-
guage model objective, has reported dramatic
gains on multiple semantic benchmarks including
question-answering, natural language inference,
and named entity recognition. Potential avenues
for future work include multitasking BERT with
pair2vec in order to more directly incorporate
reasoning about word pair relations into the BERT
objective.
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A Implementation Details

Hyperparameters For both word pairs and con-
texts, we use 300-dimensional word embeddings
initialized with FastText (Bojanowski et al., 2017).
The context representation uses a single-layer Bi-
LSTM with a hidden layer size of 100. We use 2
negative context samples and 3 negative argument
samples for each pair-context tuple.

For pre-training, we used stochastic gradient de-
scent with an initial learning rate of 0.01. We re-
duce the learning rate by a factor of 0.9 if the loss
does not decrease for 300K steps. We use a batch
size of 600, and train for 12 epochs.7

For both end-task models, we use AllenNLP’s
implementations (Gardner et al., 2018) with de-
fault hyperparameters; we did not change any set-
ting before or after injecting pair2vec. We use
0.15 dropout on our pretrained pair embeddings.

B Multivariate Negative Sampling

B.1 Relation to Multivariate PMI
In this appendix, we elaborate on mathematical
details of multivariate negative sampling to sup-
port our claims in Section 2.2, and also discuss
its relation to other PMI multivariate formulations
(Table 9).

B.2 Global Objective
Equation (Table 2, J3NS) in Section 2.2 charac-
terizes the local objective for each data instance.
To understand the mathematical properties of this
objective, we must first describe the global objec-
tive in terms of the entire dataset. However, this

7On Titan X GPUs, the training takes about a week.
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(Van de Cruys, 2011)
SI1(x, y, c) log P (x,y,·)P (x,·,c)P (·,y,c)

P (x,·,·)P (·,y,·)P (·,·,c)P (x,y,c)

SI2(x, y, c) log P (x,y,c)
P (x,·,·)P (·,y,·)P (·,·,c)

(Jameel et al., 2018)
SI3(x, y, c) log P (x,y,c)

P (x,y,·)P (·,·,c)

SI4(x, y, c) log P (x,y,c)P (·,·,c)
P (x,·,c)P (·,y,c)

(This Work) MV PMI(x, y, c) log P (x,y,c)
kcP (·,·,c)P (x,y,·)+kxP (x,·,·)P (·,y,c)+kyP (·,y,·)P (x,·,c)

Table 9: Multivariate generalizations of PMI.

cannot be done by simply summing the local ob-
jective for each (x, y, c), since each such example
may appear multiple times in our dataset. More-
over, due to the nature of negative sampling, the
number of times an (x, y, c) triplet appears as a
positive example will almost always be different
from the number of times it appears as a negative
one. Therefore, we must determine the frequency
in which each triplet appears in each role.

We first denote the number of times the exam-
ple (x, y, c) appears in the dataset as #(x, y, c);
this is also the number of times (x, y, c) is used as
a positive example. We observe that the expected
number of times (x, y, c) is used as a corrupt x ex-
ample is kxP (x, ·, ·)#(·, y, c), since (x, y, c) can
only be created as a corrupt x example by ran-
domly sampling x from an example that already
contained y and c. The number of times (x, y, c)
is used as a corrupt y or c example can be derived
analogously. Therefore, the global objective of our
trenary negative sampling approach is:

JGlobal
3NS =

∑

(x,y,c)

Jx,y,c3NS (17)

Jx,y,c3NS = #(x, y, c) · log σ (Sx,y,c)
+ Z ′x,y,c · log σ (−Sx,y,c) (18)

Z ′x,y,c = kxP (x, ·, ·)#(·, y, c)Jx,y,c−
+ kyP (·, y, ·)#(x, ·, c)Jx,y,c−
+ kcP (·, ·, c)#(x, y, ·)Jx,y,c− (19)

Sx,y,c = R(x, y) · C(c) (20)

With the global objective, we can now ask what
is the optimal value of Sx,y,c (20) by comparing
the partial derivative of (17) to zero. This deriva-
tive is in fact equal to the partial derivative of (18),
since it is the only component of the global objec-
tive in which R(x, y) · C(c) appears:

0 =
∂JGlobal

3NS

∂Sx,y,c
=
∂Jx,y,c3NS

∂Sx,y,c

The partial derivative of (18) can be expressed as:

0 = #(x, y, c) · σ (−Sx,y,c)− Z ′x,y,c · σ (Sx,y,c)

which can be reformulated as:

Sx,y,c = log
#(x, y, c)

Z ′x,y,c

By expanding the fraction by 1/#(·, ·, ·) (i.e. di-
viding by the size of the dataset), we essentially
convert all the frequency counts (e.g. #(x, y, z))
to empirical probabilities (e.g. P (x, y, z)), and ar-
rive at Equation (1) in Section 2.2.

B.3 Other Multivariate PMI Formulations
Previous work has proposed different multivariate
formulations of PMI, shown in Table 9. Van de
Cruys (2011) presented specific interaction infor-
mation (SI1) and specific correlation (SI2). In
addition to those metrics, Jameel et al. (2018) ex-
perimented with SI3, which is the bivariate PMI
between (x, y) and c, and with SI4. Our formula-
tion deviates from previous work, and, to the best
of our knowledge, cannot be trivially expressed by
one of the existing metrics.
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Abstract

Inducing diversity in the task of paraphras-
ing is an important problem in NLP with ap-
plications in data augmentation and conver-
sational agents. Previous paraphrasing ap-
proaches have mainly focused on the issue of
generating semantically similar paraphrases,
while paying little attention towards diversity.
In fact, most of the methods rely solely on
top-k beam search sequences to obtain a set of
paraphrases. The resulting set, however, con-
tains many structurally similar sentences. In
this work, we focus on the task of obtaining
highly diverse paraphrases while not compro-
mising on paraphrasing quality. We provide a
novel formulation of the problem in terms of
monotone submodular function maximization,
specifically targeted towards the task of para-
phrasing. Additionally, we demonstrate the ef-
fectiveness of our method for data augmenta-
tion on multiple tasks such as intent classifi-
cation and paraphrase recognition. In order
to drive further research, we have made the
source code available.

1 Introduction

Paraphrasing is the task of rephrasing a given text
in multiple ways such that the semantics of the
generated sentences remain unaltered. Paraphras-
ing Quality can be attributed to two key character-
istics - fidelity which measures the semantic sim-
ilarity between the input text and generated text,
and diversity, which measures the lexical dissimi-
larity between generated sentences.

Many previous works (Prakash et al., 2016;
Gupta et al., 2018; Li et al., 2018) address the
task of obtaining semantically similar paraphrases.
While it is essential to produce paraphrases with
high fidelity, it is equally important, and in many

∗Equal Contribution
†This research was conducted during the author’s intern-

ship at the Indian Institute of Science, Bangalore.

SOURCE – how do i increase body height ?
REFERENCE – what do i do to increase my height ?

BEAM
SEARCH

– how do i increase my height ?
– how do i increase my body height ?
– how do i increase the height ?
– how would i increase my body height ?

DIPS
(OURS)

– how could i increase my height ?
– what should i do to increase my height ?
– what are the fastest ways to increase my height ?
– is there any proven method to increase height ?

Table 1: Sample paraphrases generated by beam search
and DiPS (our method). DiPS offers lexically diverse
paraphrases without compromising on fidelity.

cases desirable, to produce lexically diverse ones.
Diversity in paraphrase generation finds applica-
tions in text simplification (Nisioi et al., 2017; Xu
et al., 2015), document summarization (Li et al.,
2009; Nema et al., 2017), QA systems (Fader
et al., 2013; Bernhard and Gurevych, 2008), data
augmentation (Zhang et al., 2015; Wang and Yang,
2015), conversational agents (Li et al., 2016) and
information retrieval (Anick and Tipirneni, 1999).

To obtain a set of multiple paraphrases, most of
the current paraphrasing models rely solely on top-
k beam search sequences. The resulting set, how-
ever, contains many structurally similar sentences
with only minor, word level changes. There have
been some prior works (Li and Jurafsky, 2016; El-
hamifar et al., 2012) which address the notion of
diversity in NLP, including in sequence learning
frameworks (Song et al., 2018; Vijayakumar et al.,
2018). Although Song et al. (2018) address the
issue of diversity in the scenario of neural conver-
sation models using determinantal point processes
(DPP), it could be naturally used for paraphrasing.
On similar lines, subset selection based on Simul-
taneous Sparse Recovery (SSR) (Elhamifar et al.,
2012) can also be easily adapted for the same task.

Though these methods are helpful in maximiz-
ing diversity, they are restrictive in terms of re-
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taining fidelity with respect to the source sen-
tence. Addressing the task of diverse paraphrasing
through the lens of monotone submodular func-
tion maximization (Fujishige, 2005; Krause and
Golovin; Bach et al., 2013) alleviates this problem
and also provides a few additional benefits. Firstly,
the submodular objective offers better flexibility
in terms of controlling diversity as well as fidelity.
Secondly, there exists a simple greedy algorithm
for solving monotone submodular function maxi-
mization (Nemhauser et al., 1978), which guaran-
tees the diverse solution to be almost as good as
the optimal solution. Finally, many submodular
programs are fast and scalable to large datasets.

Below, we list the main contributions of our pa-
per.

1. We introduce Diverse Paraphraser using
Submodularity (DiPS). DiPS maximizes a
novel submodular objective function specif-
ically targeted towards paraphrasing.

2. We perform extensive experiments to show
the effectiveness of our method in generat-
ing structurally diverse paraphrases without
compromising on fidelity. We also com-
pare against several possible diversity induc-
ing schemes.

3. We demonstrate the utility of diverse para-
phrases generated via DiPS as data augmen-
tation schemes on multiple tasks such as in-
tent and question classification.

We have made DiPS’s source code available at
https://github.com/malllabiisc/DiPS

2 Related Work

Paraphrasing a given sentence is an important
problem and numerous approaches have been
proposed to address it. Recently sequence-to-
sequence based data-driven deep learning mod-
els have been proposed, which try to address the
limitations of earlier traditional rule-based (McK-
eown, 1983) methods. Prakash et al. (2016) em-
ploy residual connections in LSTM to enhance the
traditional sequence-to-sequence model. Gupta
et al. (2018) provide a VAE (Kingma and Welling,
2013) based framework to improve the quality of
generated paraphrases. Li et al. (2018) propose
a reinforcement learning based model which uses
pointer-generator (See et al., 2017) for generat-
ing paraphrases and an evaluator based on (Parikh

et al., 2016) to penalize non-paraphrastic genera-
tions. Several other works (Cao et al., 2017; Iyyer
et al., 2018) exist for paraphrasing, though they
have either been superseded by newer models or
are not-directly applicable to our settings. How-
ever, most of these methods focus on the issue
of generating semantically similar paraphrases,
while paying little attention towards diversity.

Diversity in paraphrasing models was first ex-
plored by (Gupta et al., 2018) where they pro-
pose to generate variations based on different sam-
ples from the latent space in a deep generative
framework. Although diversity in paraphrasing
models has not been explored extensively, meth-
ods have been proposed to address diversity in
other NLP tasks (Li et al., 2016, 2015; Gimpel
et al., 2013). Diverse beam search proposed by
(Vijayakumar et al., 2018) generates k-diverse se-
quences by dividing the candidate subsequences at
each time step into several groups and penalizing
subsequences which are similar to prior groups.
The most relevant to our approach is the method
proposed by (Song et al., 2018) for neural conver-
sation models where they incorporate diversity by
using DPP to select diverse subsequences at each
time step. Although their work is addressed in the
scenario of neural conversation models, it could be
naturally adapted to paraphrasing models and thus
we use it as a baseline.

Submodular functions have been applied to a
wide variety of problems in machine learning
(Iyer and Bilmes, 2013; Jegelka and Bilmes,
2011; Krause and Guestrin, 2011; Kolmogorov
and Zabih, 2002) and have recently attracted much
attention in several NLP tasks including docu-
ment summarization (Lin and Bilmes, 2011), data
selection in machine translation (Kirchhoff and
Bilmes, 2014) and goal-oriented chatbot training
(Dimovski et al., 2018). However, their applica-
tion to sequence generation is largely unexplored.

Data augmentation is a technique for increas-
ing the size of labeled training sets by leverag-
ing task specific transformations which preserve
class labels. While the technique is ubiquitous
in the vision community (Krizhevsky et al., 2012;
Ratner et al., 2017), data-augmentation in NLP is
largely under-explored. Most current augmenta-
tion schemes involve thesaurus based synonym re-
placement (Zhang et al., 2015; Wang and Yang,
2015), and replacement by words with paradig-
matic relations (Kobayashi, 2018). Both of these
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Algorithm 1: Greedy selection for submodular opti-

mization (Cardinality constraint)
Input: Ground Set: V

Budget: k
Submodular Function: F

1 S ← ∅
2 N ← V
3 while |S| < k do
4 x∗ ← argmaxx∈NF(S ∪ {x})
5 S ← S ∪ {x∗}
6 N ← N \ {x∗}
7 end
8 return S

approaches try to boost the generalization abili-
ties of downstream classification models through
word-level substitutions. However, they are in-
herently restrictive in terms of the diversity they
can offer. Our work offers a data-augmentation
scheme via high quality paraphrases.

3 Background: Submodularity

Let V = {v1, . . . , vn} be a set of objects, which
we refer to as the ground set, and F : 2V → R
be a set function which works on subsets S of V
to return a real value. The task is to find a subset
S of bounded cardinality say |S| ≤ k that max-
imizes the function F , i.e., argmaxS⊆V F(S). In
general, solving this problem is intractable. How-
ever, if the functionF is monotone non-decreasing
submodular, then although the problem is still NP-
complete, there exists a greedy algorithm ( Algo-
rithm 1) (Nemhauser et al., 1978) that finds an
approximate solution which is guaranteed to be
within 0.632 of the optimal solution.

Submodular functions are set functions F :
2V → R, where 2V denotes the power set of
ground set V. Submodular functions satisfy the
following equivalent properties of diminishing re-
turns: ∀X,Y ⊆ V with X ⊆ Y , and ∀s ∈ V \ Y ,
we have the following.

F(X∪{s})−F(X) ≥ F(Y ∪{s})−F(Y ) (1)

In other words, the value addition due to incorpo-
ration of s decreases as the subset grows from X
to Y . Equivalently, ∀X,Y ⊆ V , we have,

F(X) + F(Y ) ≥ F(X ∪ Y ) + F(X ∩ Y )

In case the above inequalities are equalities, the
function F is said to be modular. Let F(s|X) ,
F(X∪{s})−F(X). Therefore, F is submodular
if F(s|X) ≥ F(s|Y ) for X ⊆ Y .

Algorithm 2: DiPS
Input: Input Sentence: Sin

Max. decoding length: T
Submodular objective: F
No. of paraphrases required: k

1 Process Sin using the encoder of SEQ2SEQ
2 Start the decoder with input symbol sos
3 t← 0; P ← ∅
4 while t < T do
5 Generate top 3k most probable subsequences
6 P ← Select k based on argmaxX⊆V (t) F(X)

using Algorithm 1
7 t = t+ 1
8 end
9 return P

The second criteria which the function needs
to satisfy for Algorithm 1 to be applicable is of
monotonicity. A set functionF is said to be mono-
tone non-decreasing if ∀X ⊆ Y,F(X) ≤ F(Y ).

Submodular functions are relevant in a large
class of real-world applications, therefore mak-
ing them extremely useful in practice. Addition-
ally, submodular functions share many common-
alities with convex functions, in the sense that they
are closed under a number of standard operations
like mixtures (non-negative weighted sum of sub-
modular functions), truncation and some restricted
compositions.

The above properties will be useful when defin-
ing the submodular objective for obtaining high
quality paraphrases.

4 Methodology

Similar to Prakash et al. (2016); Gupta et al.
(2018); Li et al. (2018), we formulate the task of
paraphrase generation as a sequence-to-sequence
learning problem. Previous SEQ2SEQ based ap-
proaches depend entirely on the standard cross-
entropy loss to produce semantically similar sen-
tences and greedy decoding during generation.
However, this does not guarantee lexical vari-
ety in the generated paraphrases. To incorporate
some form of diversity, most prior approaches rely
solely on top-k beam search sequences. The k-
best list generated by standard beam search are a
poor surrogate for the entire search space (Finkel
et al., 2006). In fact, most of the sentences in
the resulting set are structurally similar, differing
only by punctuations or minor morphological vari-
ations.

While being similar in the encoding scheme,
our work adopts a different approach for the final
decoding. We propose a framework which organi-
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<sos>

 Where can I 
get that movie? 

 can 

Where can I get that film?

 I <eos>

How can I get that picture?

 : 3k Candidate Subsequences

 find            film?Where can I thatWhere can I

Where 

How 

can

can

I

I

that

that picture

picture

get

find

 get           movie?Where can IWhere can I that

k- sequences

Synonym (similar embeddings)

Diversity Components Fidelity Components

 where  ,  can  ,  film ,  I  ,   How , 
 find that  ,   that picture ,

  ..
  I get  ,   can I  ,  Where can I 

Rewards unique n-grams

Rewards Structural Coverage

Source Sentence

 Where 

ENCODER DECODER

n-gram overlaps

Figure 1: Overview of DiPS during decoding to generate k paraphrases. At each time step, a set of N sequences
(V (t)) is used to determine k < N sequences (X∗) via submodular maximization . The above figure illustrates the
motivation behind each submodular component. Please see Section 4 for details.

cally combines a sentence encoder with a diversity
inducing decoder.

4.1 Overview

Our approach is built upon SEQ2SEQ framework.
We first feed the tokenized source sentence to the
encoder. The task of the decoder is to take as in-
put the encoded representation and produce the
respective paraphrase. To achieve this, we train
the model using standard cross entropy loss be-
tween the generated sequence and the target para-
phrase. Upon completion of training, instead of
using greedy decoding or standard beam search,
we use a modified decoder where we incorporate a
submodular objective to obtain high quality para-
phrases. Please refer to Figure 1 for an overview
of the proposed method.
During the generation phase, the encoder takes the
source sentence as input and feeds its representa-
tion to the decoder to initiate the decoding process.
At each time-step t, we consider N most proba-
ble subsequences since they are likely to be well-
formed. Based on optimization of our submodular
objective, a subset of size k < N are selected and
sent as input to the next time step t + 1 for fur-
ther generation. The process is repeated until de-
sired output length T or <eos> token, whichever
comes first.

4.2 Monotone Submodular Objectives

We design a parameterized class of submodular
functions tailored towards the task of paraphrase
generation. Let V (t) be the ground set of possible
subsequences at time step t. We aim to determine
a set X ⊆ V (t) that retains certain fidelity as well
as diversity. Hence, we model our submodular ob-
jective function as follows:

X∗ = argmax
X⊆V (t)

F(X) s.t. |X| ≤ k (2)

where k is our budget (desired number of para-
phrases) and F is defined as:

F(X) = λL(X, s) + (1− λ)D(X) (3)

Here s is the source sentence, L(X, s) and D(X)
measure fidelity and diversity, respectively. λ ∈
[0, 1] is the trade-off coefficient. This formulation
clearly brings out the trade-off between the two
key characteristics.

Fidelity
It is imperative to design functions that exploit the
decoder search space to maximize the semantic
similarity between the generated and the source
sentence. To achieve this we build upon a known
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class of monotone submodular functions (Stobbe
and Krause, 2010)

f(X) =
∑

i∈U
µiφi(mi(X)) (4)

where U is the set of features to be defined
later, µi ≥ 0 is the feature weight, mi(X) =∑

x∈X mi(x) is non-negative modular function
and φi is a non-negative non-decreasing concave
function. Based on the analysis of concave func-
tions in (Kirchhoff and Bilmes, 2014), we use the
simple square root function as φ (φ(a) =

√
a) in

both of our fidelity objectives defined below.
We consider two complementary notions of sen-

tence similarity namely syntactic and semantic. To
capture syntactic information we define the fol-
lowing function:

L1(X, s) = µ1

√√√√∑

x∈X

N∑

n=1

βn |xn-gram ∩ sn-gram|

(5)
where |xn-gram ∩ sn-gram| represents the number
of overlapping n-grams between the source and
the candidate sequence x for different values of
n ∈ {1, . . . , N}(we use N = 3 ). Since longer
n-gram overlaps are more valuable, we set β > 1.
This function inherently increases the BLEU score
between the source and the generated sentences.

We address the semantic aspect of fidelity by
devising a function based on the word embeddings
of source and generated sentences. We define em-
bedding based similarity between two sentences
as,

S(x, s) = 1

|x|
∑

wi∈x
argmax
wj∈s

ψ(vwi ,vwj ) (6)

where vwi is the word embedding for tokenwi and
ψ(vwi ,vwj ) is the gaussian radial basis function
(rbf)1. For each word in the candidate sequence x,
we find the best matching word in the source sen-
tence using word level similarity. Using the above
mentioned measure for embedding similarity we
use the following submodular function:

L2(X, s) = µ2

√∑

x∈X
S(x, s) (7)

1We find gaussian rbf to work better than other similarity
metrics such as cosine similarity

This function helps increase the semantic homo-
geneity between the source and generated se-
quences. The above defined functions (Equation
5,7) are compositions of non-decreasing concave
functions and modular functions. Thus, staying
in the realm of the class of monotone submodu-
lar functions mentioned in Equation 4, we define
fidelity function L(X, s) = L1(X, s) + L2(X, s)

Diversity
Ensuring high fidelity often comes at the cost of
producing sequences that only slightly differ from
each other. To encourage diversity in the gener-
ation process it is desirable to reward sequences
with higher number of distinct n-grams as com-
pared to others in the ground set V (t). Accord-
ingly, we propose to use the following function:

D1(X) = µ3

N∑

n=1

βn

∣∣∣∣∣
⋃

x∈X
xn−gram

∣∣∣∣∣ (8)

For β = 1, D1(X) denotes the number of dis-
tinct n-grams present in the set X . Since shorter
n-grams contribute more towards diversity, we set
β < 1, thereby giving more value to shorter n-
grams. It is easy to see that this function is mono-
tone non-decreasing as the number of distinct n-
grams can only increase with the addition of more
sequences. To see thatD1(X) is submodular, con-
sider adding a new sequence to two sets of se-
quences, one a subset of the other. Intuitively, the
increment in the number of distinct n-grams when
adding a new sequence to the smaller set should
be larger than the increment when adding it to the
larger set, as the distinct n-grams in the new se-
quence might have already been covered by the
sequences in the larger set.
Apart from distinct n-gram overlaps, we also wish
to obtain sequence candidates that are not only
diverse, but also cover all major structural vari-
ations. It is reasonable to expect sentences that
are structurally different to have lower degree of
word/phrase alignment as compared to sentences
with minor lexical variations. Edit distance (Lev-
enshtein) is a widely accepted measure to deter-
mine such dissimilarities between two sentences.
To incorporate this notion of diversity, a formula-
tion in terms of edit distance seems like a natural
fit for the problem. To do so, we use the coverage
function which measures the similarity of the can-
didate sequences X with the ground set V (t). The
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coverage function is naturally monotone submod-
ular and is defined as:

D2(X) = µ4
∑

xi∈V (t)

∑

xj∈X
R(xi, xj) (9)

where R(xi, xj) is an alignment based similarity
measure between two sequences xi and xj given
by:

R(xi, xj) = 1− EditDistance(xi, xj)

|xi|+ |xj |
(10)

Note that R(xi, xj) will always lie in the range
[0, 1].
Evidently, this method allows flexibility in terms
of controlling diversity and fidelity. Our goal is to
strike a balance between these two to obtain high-
quality generations.

5 Experiments

5.1 Datasets
In this section we outline the datasets used for
evaluating our proposed method. We specify the
actual splits in Table 2. Based on the task, we cat-
egorize them into the following:

1. Intrinsic evaluation: To demonstrate the ef-
ficacy of our method on fidelity and diversity,
we use the standard Quora question pair2

dataset and the Twitter URL paraphrasing
(Lan et al., 2017) dataset.

We train and evaluate the paraphrase gener-
ation model on a subset of Quora question
pair dataset which we refer to as Quora-Div.
This subset comprises only positive examples
(pairs which have been annotated as para-
phrases).

We additionally perform in-domain data aug-
mentation for the task of paraphrase recog-
nition. For that, we augment sentences gen-
erated through different paraphrasing model
as positive samples to the Quora-PR dataset.
Quora-PR is a subset of Quora question pair
dataset which contains positive as well as
negative examples.

2. Data-augmentation: We exhibit the im-
portance of samples generated through our
method on the task of Data-augmentation us-
ing three primary datasets. SNIPS (Coucke

2https://www.kaggle.com/c/quora-question-pairs

et al., 2018), Yahoo-L313 is used for intent-
classification and TREC (Li and Roth, 2002)
is used for question classification. Each
dataset is balanced in terms of the number of
samples per classes.

Dataset Task Train Val. Test Classes

Quora-Div Intrinsic 120K 20K 5K N/A
Twitter Intrinsic 100K 15K 3K N/A

Quora-PR Intrinsic 40K 10K 40K 2

DATA-AUGMENTATION

SNIPS Intent 10k 1k 700 7
Yahoo-L31 Intent 4K 1K 1K 2

TREC Question 1K 200 500 6

Table 2: Dataset Statistics

5.2 Baseline

Several models have sought to increase diversity,
albeit with different goals and techniques. How-
ever, majority of the prior works in this area have
focused on the task of producing diverse responses
in dialog systems (Li et al., 2016; Ritter et al.,
2011) and not paraphrasing. Given the lack of rel-
evant baselines, we compare our model against the
following methods:

1. SBS: Decoder which performs standard beam
search during generation.

2. DBS: An alternative of beam search to incor-
porate diversity. (Vijayakumar et al., 2018)

3. DPP: Decoder based on Determinantal Point
Processes (Kulesza et al., 2012)

4. SSR4: Decoder based on Subset Selection us-
ing Simultaneous Sparse Recovery (Elhami-
far et al., 2016)

We additionally, evaluate against the follow-
ing paraphrase generation models:

5. VAE-SVG: VAE based generative frame-
work for paraphrase generation. (Gupta et al.,
2018)

6. RbM: Deep Reinforcement learning based
paraphrase generation model. (Li et al., 2018)

Note that the first four baselines are trained using
the same SEQ2SEQ network and differ only in the
decoding phase.

3https://webscope.sandbox.yahoo.com/
4Exact formulation of the SSR and DPP can be found in

the supplementary section.
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Quora-Div Twitter

Model BLEU↑ METEOR↑ TERp↓ BLEU↑ METEOR↑ TERp↓
SBS 33.1 28.2 55.6 51.1 23.5 67.9

DBS (Vijayakumar et al., 2018) 30.9 28.3 57.5 47.1 22.1 69.0
VAE-SVG (Gupta et al., 2018) 33.4 25.6 63.2 46.7 25.2 67.1

RbM (Li et al., 2018) 29.4 29.5 62.5 47.7 29.3 68.7

DPP 30.5 27.9 57.3 44.8 21.4 71.4
SSR 28.7 26.8 58.7 41.3 20.0 74.4

DiPS (Ours) 35.1 29.7 53.2 55.3 30.1 63.5

Table 3: Results on Quora-Div and Twitter dataset. Higher↑ BLEU and METEOR score is better whereas lower↓
TERp score is better. Please see Section 6 for details.

Figure 2: Effect of varying the trade-off coefficient λ in
DiPS on various diversity metrics on the Quora dataset.

5.3 Intrinsic Evaluation

1. Fidelity: To evaluate our method for fidelity
of generated paraphrases, we use three ma-
chine translation metrics which have been
shown to be suitable for paraphrase evalua-
tion task (Wubben et al., 2010): BLEU (Pa-
pineni et al., 2002)(upto bigrams), ME-
TEOR (Banerjee and Lavie, 2005) and TER-
Plus (Snover et al., 2009).

2. Diversity: We report degree of diversity by
calculating the number of distinct n-grams (n
∈ {1, 2, 3, 4}). The value is scaled by the
number of generated tokens to avoid favoring
long sequences.

In addition to fidelity and diversity, we evaluate
the efficacy of our method by using the generated
paraphrases as augmented samples in the task of
paraphrase recognition on the Quora-PR dataset.
We perform experiments with multiple augmenta-
tion settings for the following classifiers:

1. LogReg: Simple Logistic Regression model.
We use a set of hand-crafted features, the de-

tails of which can be found in the supplemen-
tary.

2. SiameseLSTM: Siamese adaptation of
LSTM to measure quality between two
sentences (Mueller and Thyagarajan, 2016)

We also perform ablation testing to highlight the
importance of each submodular component. De-
tails can be found in the supplementary section.

5.4 Data-Augmentation
We evaluate the importance of using high qual-
ity paraphrases in two downstream classification
tasks namely intent-classification and question-
classification. Our original generation model is
trained on Quora-Div question pairs. Since intent-
classification and question-classification contain
questions, this setting seems like a good fit to per-
form transfer learning. We perform experiments
on the following standard classifier models:

1. LogRegDA: Simple logistic regression
model trained using hand-crafted features.
For details, please refer to the supplementary
section.

2. LSTM: Single layered LSTM classification
model.

In addition to SBS and DBS, we use the following
data-augmentation baselines for comparison:

1. SynRep : Simple synonym replacement

2. ContAug: Data-augmentation scheme based
on replacement of words with similar
paradigmatic relations. (Kobayashi, 2018)

5.5 Setup
We train our SEQ2SEQ model with attention (Bah-
danau et al., 2014) for up to 50 epochs using the
adam optimizer (Kingma and Ba, 2014) with ini-
tial learning rate set to 2e-4. During the gener-
ation phase, we follow standard beam search till
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Quora-Div Twitter

Model 1-distinct 2-distinct 3-distinct 4-distinct 1-distinct 2-distinct 3-distinct 4-distinct

SBS 12.8 24.8 35.3 46.6 20.0 30.9 38.1 44.6
VAE-SVG (Gupta et al., 2018) 15.8 22.5 27.6 31.8 19.3 28.2 33.3 37.2
DBS (Vijayakumar et al., 2018) 17.9 33.7 44.8 54.9 25.8 40.7 48.2 53.9

DPP 17.1 34.4 49.1 62.6 25.6 41.4 51.1 59.0
SSR 16.6 32.8 47.1 60.7 26.6 43.7 54.0 62.4

DiPS (Ours) 18.1 37.2 52.3 65.3 28.3 46.6 56.7 64.5

Table 4: Results on Quora-Div and Twitter dataset. Higher distinct scores imply better lexical diversity. Please see
Section 6 for details.

LogRegDA LSTM

Model YahooL31 TREC SNIPS YahooL31 TREC SNIPS

NoAug 62.7 82.2 93.4 64.8 94.2 94.7
SBS 63.6 84.6 93.8 65.4 94.4 94.7
DBS 63.3 84.2 94.1 65.6 95.2 96.1

SynRep 63.7 85.2 93.9 65.3 93.6 95.5
ContAug 63.8 86.0 95.3 66.3 95.8 96.4

DiPS(Ours) 64.9 86.6 96.0 66.7 96.4 97.1

Table 5: Accuracy scores of two classification models
on various data-augmentation schemes. Please see Sec-
tion 6 for details

the number of generated tokens is nearly half the
source sequence length (token level) to avoid pos-
sibly erroneous sentences. We then apply submod-
ular maximization stochastically with probability
p at each time step. Since each candidate sub-
sequence is extended by a single token at every
time-step, information added might not necessar-
ily be useful as our submodular components work
on sentence level. This approach is time efficient
and avoids redundant computations.
For each augmentation setting, we randomly se-
lect sentences from the training data and generate
its paraphrases. We then add them in the training
data with the same label as that of the source sen-
tence. We evaluate the performance on different
classification models in terms of accuracy.
Based on the formulation of the objective function,
it should be clear that diversity would attain max-
imum value at (or around) λ = 0 albeit at the cost
of fidelity. This is certainly not a desirable prop-
erty for paraphrasing systems. To address this, we
perform hyperparameter tuning for λ value by ana-
lyzing the trade-off between diversity and fidelity
based on varying λ values. In practice, diversity
metric attains saturation at certain λ range (usually
0.2 - 0.5). This behaviour can be seen in Figure 2.
Corresponding plot for Twitter, the effect of λ on
fidelity and additional details about the hyperpa-
rameters can be found in the supplementary.

Figure 3: Comparison of accuracy scores of two para-
phrase recognition models using different augmenta-
tion schemes (Quora-PR). Both LogReg and Siame-
seLSTM achieve the highest boost in performance
when augmented with samples generated using DiPS

6 Results

Our experiments were geared towards answering
the following primary questions:

Q1. Is DiPS able to generate diverse paraphrases
without compromising on fidelity? (Section
6.1)

Q2. Are paraphrase generated by DiPS useful in
data-augmentation? (Section 6.2)

6.1 Intrinsic Evaluation
We compare our method against recent paraphras-
ing models as well as multiple diversity inducing
schemes. DiPS outperforms these baseline models
in terms of fidelity metrics namely BLEU, ME-
TEOR and TERp. A high METEOR score and a
low TERp score indicate the presence of not only
exact words but also synonyms and semantically
similar phrases. Notably, our model is not only
able to achieve substantial gains over other diver-
sity inducing schemes but is also able to do so
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without compromising on fidelity. Diversity and
fidelity scores are reported in Table 4 and Table 3,
respectively.

As described in Section 5.3, we evaluate the
accuracy of paraphrase recognition models when
provided with training data augmented using dif-
ferent schemes. It is reasonable to expect that
high quality paraphrases would tend to yield better
results on in-domain paraphrase recognition task.
We observe that using the paraphrases generated
by DiPS helps in achieving substantial gains in
accuracy over other baseline schemes. Figure 3
showcases the effect of using paraphrases gener-
ated by our method as compared to other compet-
itive paraphrasing methods.

6.2 Data-augmentation

Data Augmentation results for intent and question
classification are shown in Table 5. While, SBS
does not offer much lexical variability, DBS of-
fers high diversity at the cost of fidelity. SynRep
and ContAug are augmentation schemes which are
limited by the amount of structural variations they
can offer. DiPS on the other hand provides gen-
eration having high structural variations without
compromising on fidelity. The boost in accuracy
scores on both the types of classification models is
indicative of the importance of using high quality
paraphrases for data-augmentation.

7 Conclusion

In this paper, we have proposed DiPS, a model
which generates high quality paraphrases by max-
imizing a novel submodular objective function de-
signed specifically for paraphrasing. In contrast
to prior works which focus exclusively either on
fidelity or diversity, a submodular function based
approach offers a large degree of freedom to con-
trol fidelity and diversity. Through extensive ex-
periments on multiple standard datasets, we have
demonstrated the effectiveness of our approach
over numerous baselines. We observe that the di-
verse paraphrases generated are not only interest-
ing and meaning preserving, but are also helpful in
data augmentation. We showcase that using mul-
tiple settings on the task of intent and question
classification. We hope that our approach will be
useful not only for paraphrase generation and data
augmentation, but also for other NLG problems in
conversational agents and text summarization.
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Abstract

Modeling what makes a request persuasive—
eliciting the desired response from a reader—
is critical to the study of propaganda, behav-
ioral economics, and advertising. Yet current
models can’t quantify the persuasiveness of re-
quests or extract successful persuasive strate-
gies. Building on theories of persuasion, we
propose a neural network to quantify persua-
siveness and identify the persuasive strategies
in advocacy requests. Our semi-supervised hi-
erarchical neural network model is supervised
by the number of people persuaded to take ac-
tions and partially supervised at the sentence
level with human-labeled rhetorical strategies.
Our method outperforms several baselines,
uncovers persuasive strategies—offering in-
creased interpretability of persuasive speech—
and has applications for other situations with
document-level supervision but only partial
sentence supervision.

1 Introduction

Crowdfunding platforms are a popular way to
raise funds for projects. For example, Kiva, a peer-
to-peer lending platform, has crowd-funded more
than a million loans, totaling over $1 billion since
2005. Kickstarter, another online crowdfunding
platform, successfully funded 110,270 projects
with a total of over 2 billion dollars. Yet most
projects still suffer from low success rates. How
can we help requesters craft persuasive and suc-
cessful pitches to convince others to take actions?

Persuasive communication has the potential to
shape and change people’s attitudes and behaviors
(Hovland et al., 1953), and has been widely re-
searched in various fields such as social psychol-
ogy, marketing, behavioral economics, and politi-
cal campaigning (Shrum et al., 2012). One of the

∗Equal contribution. This work was done when the first
two authors were students at CMU.

most influential theories in the advertising liter-
ature is Chaiken’s systematic-heuristic dual pro-
cessing theory, which suggests that people pro-
cess persuasive communication by evaluating the
quality of arguments or by relying on inferential
rules. Some such heuristic rules are commonly
used in consumer behaviors; commercial websites
may highlight the limited availability of their items
“In high demand - only 2 left on our site!” or em-
phasize the person in authority “Speak to our head
of sales—he has over 15 years’ experience sell-
ing properties” to attract potential consumers. Al-
though numerous studies on persuasion have been
conducted (Chaiken, 1980), we still know little
about the way how persuasion functions in the
wild and how it can be modeled computationally.

In this work, we utilize neural-network based
methods to computationally model persuasion in
requests from crowdfunding websites. We build
on theoretical models of persuasion to operational-
ize persuasive strategies and ensure generalizabil-
ity. We propose to identify the persuasive strat-
egy employed in each sentence in each request.
However, constructing a large dataset with persua-
sion strategies labeled at the sentence level is time-
consuming and expensive. Instead, we propose to
use a small amount of hand-labeled sentences to-
gether with a large number of requests automati-
cally labeled at the document level by the number
of persuaded support actions. Our model is a semi-
supervised hierarchical neural network that iden-
tifies the persuasive strategies employed in each
sentence, where the supervision comes from the
overall persuasiveness of the request. We propose
that the success of requests could have substan-
tive explanatory power to uncover their persuasive
strategies. We also introduce an annotated cor-
pus with sentence-level persuasion strategy labels
and document-level persuasiveness labels, to fa-
cilitate future work on persuasion. Experiments
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show that our semi-supervised model outperforms
several baselines. We then apply this automated
model to unseen requests from different domains
and obtain nuanced findings of the importance of
different strategies on persuasion success. Our
model can be useful in any situation in which we
have exogenous document-level supervision, but
only small amounts of expensive human-annotated
sentence labels.

2 Related Work
Computational argumentation has received much
recent attention (Ghosh et al., 2016; Stab and
Gurevych, 2017; Peldszus and Stede, 2013; Stab
et al., 2018; Ghosh et al., 2014). Most work has ei-
ther identified the arguments in news articles (Sar-
dianos et al., 2015) or user-generated web con-
tent (Habernal and Gurevych, 2017; Musi et al.,
2018), or classified argument components (Zhang
and Litman, 2015) into claims and premises, sup-
porting and opposing claims, or backings, re-
buttals and refutations . For example, Stab
and Gurevych (2014) proposed structural, lex-
ical, syntactic and contextual features to iden-
tify convincing components of Web arguments in-
cluding claim, major claim, and premise. Sim-
ilarly, Zhang and Litman (2015) studied stu-
dent essay revisions and classified a set of ar-
gumentative actions associated with successful
writing such as warrant/reasoning/backing, rebut-
tal/reservation, and claims/ideas. Habernal and
Gurevych (2016) investigated the persuasiveness
of arguments in any given argument pair using
bidirectional LSTM. Hidey et al., (2017) utilized
the persuasive modes—ethos, logos, pathos—to
model premises and the semantic types of argu-
ment components in an online persuasive forum.

While most computational argumentation fo-
cuses on the relational support structures and fac-
tual evidence to make claims, persuasion focuses
more on language cues aimed at shaping, rein-
forcing and changing people’s opinions and be-
liefs. How language changes people’s attitudes
and behaviors have received less attention from
the computational community than argumentation,
although there have been important preliminary
work (Persing and Ng, 2017; Carlile et al., 2018).
Farra et al., (2015) built regression models to pre-
dict essay scores based on features extracted from
opinion expressions and topical elements. Chat-
terjee et al., (2014) used verbal descriptors and
para-verbal markers of hesitation to predict speak-

ers’ persuasiveness on website housing videos of
product reviews. When looking at persuasion in
the context of online forum discussions (Wei et al.,
2016), Tan et al., (2016) found that on the Change
My View subreddit, interaction dynamics such as
the language interplay between opinion holders
and other participants provides highly predictive
cues for persuasiveness. Using the same dataset,
Wel et al., (2016) extracted a set of textual infor-
mation and social interaction features to identify
persuasive posts.

Recently, Pryzant et al., (2017) introduced a
neural network with an adversarial objective to
select text features that are predictive of some
outcomes but decorrelated with others and fur-
ther analyzed the narratives highlighted by such
text features. Further work extended the model
to induce narrative persuasion lexicons predictive
of enrollment from course descriptions and sales
from product descriptions (Pryzant et al., 2018a),
and the efficacy of search advertisements (Pryzant
et al., 2018b). Similar to their settings, we use
the outcomes of a persuasive description to su-
pervise the learning of persuasion tactics, and our
model can similarly induce lexicons associated
with successful narrative persuasion by examining
highly attentional words associated with persua-
sion outcomes. Our work differs both in our semi-
supervised method and also because we explicitly
draw on the theoretical literature to model the per-
suasion strategy for each sentence in requests, al-
lowing requests to have multiple persuasion strate-
gies; our induced lexicons can thus be very spe-
cific to different persuasion strategies.

Other lines of persuasion work predict the suc-
cess of requests on peer-to-peer lending or crowd-
funding platforms, and mainly exploit request at-
tributes like project description (Greenberg et al.,
2013), project videos (Dey et al., 2017), and so-
cial predictors such as the number of backers (Et-
ter et al., 2013) or specific types of project up-
dates (Xu et al., 2014). Among them, only a
few investigated the effect of language on the
success of requests. Althoff et al., (2014) stud-
ied donations in Random Acts of Pizza on Red-
dit, using the social relations between recipient
and donor plus linguistic factors to predict the
success of these altruistic requests. Based on a
corpus of 45K crowd-funded projects, Mitra and
Gilbert (2014) found that 9M phrases commonly
present in crowd-funding have reasonable predic-
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tive power in accounting for variance around suc-
cessful funding, suggesting that language does ex-
hibit some general principles of persuasion. Al-
though this prior work offers predictive and in-
sightful models, most studies chose their persua-
sion labels or variables without reference to a tax-
onomy of persuasion techniques nor to a princi-
pled method of choosing them. Some exceptions
include Yang and Kraut (2017), Dey et al., (2017),
and Rosenthal and McKeown (2017). For exam-
ple, Yang and Kraut (2017) looked at the effective-
ness of a set of persuasive cues in Kiva requests
and found that certain heuristic cues are positively
correlated with lenders’ contribution.

Inspired by these prior work, we operational-
ize persuasive strategies based on theories of per-
suasion and aim to learn local structures/labels
of sentences based on the global labels of para-
graphs/requests. Our task is different from most
previous work on semi-supervised learning for
NLP (Liang, 2005; Yang et al., 2017) that focuses
on the setting with partial data labels. While in
computer vision, there is a lot of prior work in us-
ing image global labels to uncover local pixel level
labels and bounding boxes of objects (Oquab et al.,
2015; Pinheiro and Collobert, 2015), the investiga-
tion of this task in NLP, to the best of our knowl-
edge, is novel and could potentially have much
broader applications.

3 Research Context
We situate this research within the team forums
of Kiva1, the largest peer-to-peer lending web-
site. These self-organized lending teams are built
around common interests, school affiliation or lo-
cation. In such teams, members can post messages
in their team discussion board to persuade other
members to lend to a particular borrower. One
such message is shown in Figure 1. A borrower,
Sheila, posted a message on Kiva to request loans
for woman-led group. As highlighted in the fig-
ure, she made use of several persuasion strategies
such as commitment, concreteness, and impact to
render her request more persuasive. We define the
persuasiveness score of a request message as the
number of team members (in log-scale) who read
the message and make loans to the mentioned bor-
rower. We then regard this overall persuasiveness
of messages as high-level supervision for training
our model to determine which persuasion strategy

1https://www.kiva.org/

Figure 1: An anonymized advocating message that per-
suaded 5 members to lend to the mentioned borrower.
Persuasion strategies are highlighted.

is used in each sentence inside each message.

4 Persuasion Strategies
Numerous studies have investigated the basic prin-
ciples that govern getting compliance from people
(Cialdini and Garde, 1987; Petty et al., 1983). In
this work, we utilized Chiaken’s 1980 systemic-
heuristic model of social information processing,
which suggests that people process persuasive re-
quests by assessing the quality of arguments (sys-
tematic processing) or by relying on heuristic rules
(heuristic processing). Building on that, we first
borrow several commonly used heuristic princi-
ples (Cialdini and Garde, 1987) that are also suit-
able for our context as below.

• Scarcity states that people tend to value an
item more as soon as it becomes rare, distinct
or limited. For example, take the use of ‘ex-
pire’in this message: “This loan is going to
expire in 35 mins...”.

• The principle of Emotion says that mak-
ing messages full of emotional valence and
arousal affect (e.g., describing a miserable
situation or a happy moment) can make peo-
ple care and act, e.g., “The picture of widow
Bunisia holding one of her children in front of
her meager home brings tears to my eyes..”,
similar to Sentiment and Politeness used by
Althoff et al., (2014) and Tan et al., (2016),
and Pathos used by Hidey et al., (2017).

• Commitment states that once we make a
choice, we will encounter pressures that
cause us to respond in ways that justify our
earlier decision, and to convince others that
we have made the correct choice. Here it
could be mentioning their contribution in the
message, e.g., “I loaned to her already.”

• Social Identity refers to people’s self-
concept of their membership in a social
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group, and people have an affinity for their
groups over others, similar to name mentions
in Rosenthal and McKeown (2017). Thus if
a loan request comes from their own groups,
they are more likely to contribute, such as
“For those of you in our team who love bread,
here is a loan about bakery.”

• Concreteness refers to providing concrete
facts or evidence, such as “She wishes to
have a septic tank and toilet, and is 51%
raised and needs $825”, similar to Claim
and Evidence (Zhang et al., 2016; Stab
and Gurevych, 2014)), Evidentiality (Althoff
et al., 2014), and Logos (Hidey et al., 2017).

We also propose a new strategy to capture impor-
tance or impact on these requests:

• Impact and Value emphasizes the impor-
tance or bigger impact of this loan, such as
“... to grow organic rice. Then, she can pro-
vide better education for her daughter”.

Note that other persuasion tactics such as Reci-
procity — “feel obligated to return something af-
ter receiving something of value from another”
— and Authority — “comply with the requests
of authority in an unthinking way to guide their
decisions”— are also widely used in persuasive
communication. However, in this context, we did
not observe enough instances of them.

5 Semi-supervised Neural Net

Given a message M = {S0, S1, ..., SL} consist-
ing of L sentences that the author posted to advo-
cate for a loan, our task is to predict the persua-
sion strategies pi employed in each sentence Si,
i ∈ [0, L]. However, purely constructing a large-
scale dataset that contains such labels of sentence-
level persuasion strategy is often time-consuming
and expensive. Instead, we propose to utilize a
small amount of labeled and a large amount of un-
labeled data. We design a semi-supervised hier-
archical neural network to identify the persuasive
strategies employed in each sentence, where the
supervision comes from the sentence-level labels
g in a small portion of data and the overall persua-
siveness scores y of messages. The overall archi-
tecture of our method is shown in Figure 2.

5.1 Sentence Encoder
Given a sentence Si with words wi,j , j ∈ [0, l]
and l is the sentence length, a GRU (Bahdanau

Figure 2: The overall model architecture. The blue part
describes the sentence encoder. Sentences with labels
of persuasion strategies are highlighted with dark blue
like p1. The orange part shows the document encoder.

et al., 2014) is used to incorporate contextual cues
of words into hidden state hi,j . This GRU reads
the sentence Si from wi,1 to wi,l and encodes each
word wi,j with its context into hidden state hi,j :

hi,j = GRU(Wewi,j , hi,j−1), j ∈ [0, l]. (1)

where We is the word embedding matrix. To learn
the characteristic words associated with the per-
suasive strategy in a sentence, we apply an at-
tention mechanism (Bahdanau et al., 2014; Yang
et al., 2016). The representation of those words
are then aggregated to form the sentence vector si.
We formulated this word level attention as follows:

ui,j = tanh(Wwhi,j + bw) (2)

αi,j =
exp(uᵀi,juw)∑
k exp(u

ᵀ
i,kuw)

(3)

si =
∑

j

αi,jhi,j (4)

where uw is a context vector that queries the char-
acteristic words associated with different persua-
sion strategies. It is randomly initialized and
jointly learned from data.
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5.2 Latent Persuasive Strategies
We assume that each sentence instantiates only
one type of persuasion strategy. For example, a
sentence “She is 51% raised and needs $825 in 3
days” employs Scarcity, trying to emphasize lim-
ited time availability. We propose to use the high
level representation of each sentence to predict the
latent variable:

pi = softmax(Wvsi + bv) (5)

5.3 Document Encoder
After obtaining the sentence vector pi, we can get
a document vector in a similar way:

hi = GRU(pi, hi−1), i ∈ [0, L] (6)

whereL denotes the number of sentences in a mes-
sage. Similarly, we introduce an attention mecha-
nism to measure the importance of each sentence
and its persuasion strategy via a context vector us:

ui = tanh(Wshi + bs) (7)

αi =
exp(uᵀi us)∑
k exp(u

ᵀ
kus)

(8)

v =
∑

i

αihi (9)

5.4 Semi-Supervised Learning Objective
The document vector v is a high-level representa-
tion of the document and can be used as a set of
features for predicting ỹ, the persuasiveness of a
message, i.e., how many team members will make
loans to the project mentioned in this message. We
also include a context vector c to further assist the
prediction of making loans. For instance, c could
represent the number of team members in a team,
the total amount of money contributed by this team
in the past, etc.

ỹ =Wf [v, c] + bf (10)

We then can use the mean squared error be-
tween the predicted and ground truth persuasive-
ness as training loss. To take advantage of the la-
beled subset that has sentence level annotation of
persuasive strategies, we reformulate this problem
as a semi-supervised learning task:

l =γ
∑

d∈CL
(yd − ỹd)2 − β

∑
−gi log pi (11)

+ (1− γ)
∑

d′∈CU
(yd′ − ỹd′)2 (12)

Here, CL refers to the document corpus with sen-
tence level persuasion labels. CU denotes those
without any sentence labels. gi refers to the per-
suasion strategy in sentence Si, and pi is predicted
by our model. γ and β are used as re-weight fac-
tors to trade off the penalization and reward intro-
duced by different components.

6 Experiment
6.1 Dataset

Our collaboration with Kiva provided us access to
all public data dumps of the team discussion fo-
rums on Kiva. Here we only focused on messages
that have explicit links because in most cases,
members need to include the loan link to better
direct others to a specific loan or borrower. Af-
ter removing messages that do not contain any
links, we obtained 41,666 messages that contain
loan advocacy. We used Amazon’s Mechanical
Turk (MTurk) to construct a reliable, hand-coded
dataset to obtain the persuasion strategy label for
each sentence. To increase annotation quality, we
required Turkers to have a United States location
with 98% approval rate for their previous work
on MTurk. Since messages often contain differ-
ent numbers of sentences, which might be asso-
ciated with different sets of persuasion strategies,
we sampled 200 messages for each fixed message
length ranging from one sentence to six sentences,
in order to guarantee that our hand-coded dataset
reasonably represents the data. Messages with at
most six sentences accounted for 89% percentages
among all messages in our corpus. Each sentence
in a message was labeled by two Mechanical Turk
Master Workers 2. To assess the reliability of the
judges’ ratings, we computed the intra-class cor-
relation (ICC), and obtained an overall ICC score
of 0.524, indicating moderate agreement among
annotators (Cicchetti, 1994). The distribution for
each persuasion strategy in the annotated corpus is
described in the blue line in Figure 3. We assigned
a persuasion label to a sentence if two annotators
gave consistent labels for it, and filtered out sen-
tences that annotators disagreed on the label.

In the final annotated corpus, there were 1200
messages, with 2898 sentences. The average num-
ber of sentences is 2.4 and the average number
of words per sentence is 17.3. For predicting the
persuasive strategy in each sentence, we randomly

2https://www.mturk.com/worker/help:
What-is-a-Mechanical-Turk-Master-Worker
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Figure 3: The distribution of each persuasion strategy
in the annotation corpus and in the whole unlabeled
corpus after prediction.

split 80% of this annotated corpus as the training
set (2271 sentences in 1060 messages), 10% as
the validation set (322 sentences in 70 messages),
and 10% as the testing set (305 sentences in 70
messages). To further utilize supervision from the
persuasiveness score of each message, we merged
1060 documents with sentence labels and 40,466
unlabeled messages, using it as the final training
set for training semi-supervised models.

6.2 Model Setup and Baselines
We split documents into sentences and tokenize
each sentence using Stanford’s CoreNLP (Man-
ning et al., 2014). Words appearing less than 5
times were replaced with a special UNK token.
We trained the hyperparameters of the models on
the validation set using Adam (Kingma and Ba,
2014). Specifically, we set the word embedding
dimension to be 128, where the word embeddings
are initialized randomly, and GRU dimension to
be 256. The learning rate is set to be 5e-5. The
balancer γ is the ratio of labeled data in a batch of
training data. The balancer β is selected via grid
search, searching in a set of (5, 10, 20, 50, 100),
resulting in β=10.

We propose several baselines to predict the sen-
tence level persuasion strategies for comparison
with our model. (1) SVM + BoW is a SVM classi-
fier with RBF kernel using bag-of-words features
(one-hot). (2) GRU uses the hidden state at the last
word as features to classify persuasive strategies,
a special case of our SH Net model without the su-
pervision from the overall persuasiveness scores.
(3) bi-GRU uses bi-directional GRU.

H Net is a hierarchical GRU for classifying
strategies with the supervision from the overall

persuasiveness scores as shown in Figure 2, but it
only adopts all the annotated messages. We denote
our semi-supervised hierarchical model as SH Net
(Semi Hierarchical Net), which utilizes both an-
notated messages and unlabeled corpus. Semi-Att
Net builds on SH Net by incorporating both word-
level and sentence-level attention. In addition to
the textual cues in the advocation message, per-
suasive requests also depend on the context. We
introduced a set of contextual descriptors into our
semi-supervised hierarchical network, denoted as
SH-Att Plus Net. Such features include the number
of borrowers in this message, the number of team
members in a team, the total amount of money
contributed by this team, the number of messages
ever posted in the discussion board of this team,
and the amount of money requested in this loan.

6.3 Results
We evaluated the baselines and our hierarchical
neural network models using accuracy, macro-
averaged F1 score, macro-averaged precision and
macro-averaged recall, as well as RMSE for eval-
uating the message level persuasiveness score pre-
diction. As we can see in Table 1, when pre-
dicting the persuasive strategies (6 types of per-
suasive strategies plus an Other strategy), BoW +
SVM gives a performance of 0.347 and a macro F1
of 0.229. A direct neural network GRU boosted
the accuracy to 0.518, demonstrating the effec-
tiveness of neural networks for sentence classifi-
cation. When bi-directional contextual informa-
tion is used, the sentence level prediction per-
formance is 52.1%. Our hierarchical neural net-
work achieved an accuracy of 48.2% and a macro
F1 of 0.432. When incorporating the whole cor-
pus of unlabeled messages, our semi-supervised
neural network achieved an accuracy of 56.1%
(16.4% improvement over H Net). This indi-
cates that our semi-supervised model effectively
takes advantage of the supervision from the small
amount of labeled data and the overall persuasive-
ness scores. Moreover, we noticed that this semi-
supervised neural network not only helps predict
the sentence level persuasion strategies, but also
assist the prediction of messages’ overall persua-
siveness with a 9% RMSE decrease. Semi-Att out-
performed SH Net with an accuracy of 56.9%,
and a macro F1 score of 0.518. Although the
improvement from attention is minor (but signif-
icant), it’s important for visualizing associations
between words, persuasion strategies and persua-
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Evaluating Sentence Level Strategies Doc Level
Model Accuracy Macro F1 Macro Precision Macro Recall RMSE

SVM (RBF) + BoW 0.347 0.229 0.364 0.167 -
GRU 0.518 0.479 0.479 0.479 -

bi-GRU 0.521 0.440 0.445 0.436 -
Hierarchical Net (H Net) 0.482 0.432 0.430 0.432 1.15

Semi Net (SH Net)* 0.561 0.513 0.504 0.522 1.05
Semi-Att Net* 0.569 0.518 0.512 0.534 1.04

Semi-Att Plus Net 0.552 0.513 0.515 0.512 0.87

Table 1: Results of different models. * indicates that the model is significantly better than the one above it.

Figure 4: The accuracy for each persuasion strategy
evaluated via GRU, SH Net and Semi-Att.

Figure 5: Model performances with different portion of
unlabeled data (a) and labeled data (b).

sion outcomes. Interestingly, incorporating con-
textual descriptors did not help the prediction of
persuasion strategies. However, such contextual
information strongly predicted the overall persua-
siveness, decreasing RMSE to 0.84 from 1.04.

Strategy-Level Performance: We also report
the accuracy per persuasion strategy category via
Semi-Att, SH Net and simple GRU in Figure 4. It
seems that overall neural models are better at cap-
turing persuasion strategies such as concreteness,
identity and scarcity. This might be because peo-
ple are concrete by using specific terms such as
numbers or entities that are easy to model. Simi-

Strategy Top Ranked Keywords
Commitment joined, lenders, loaning, lend, loan

just, join, loaned, made, lent
Concreteness women, married, old, heads, year-old

money, sells, years, business, number
Emotion hard, thank, better, grief, great

maybe, help, please, thanks, happy
Identity promotion, shall, captain, form, number

spirits, lenders, member, team
Impact improve, new, better, products, money

to, use, business, more, order
Scarcity minutes, there’s, now, soon, go

expire, hours, days, number, left

Table 2: Top ranked keywords for persuasion strategies

lar principles might also occur for social identity
and scarcity where the use of words such as “we”,
“our” and “expire”, “left” can reveal a lot about
the persuasion strategies.

Different Percentage of Labeled Data: To fig-
ure out the importance of supervision from mas-
sages’ overall persuasiveness scores, we experi-
ment on SH Net with all the labeled messages.
To this end, we include all the labeled messages,
and vary the percentage of unlabeled corpus from
0%, 25%, 50%, 75%, to 100%, in Figure 5 (a).
We found that as the amount of unlabeled mes-
sages increases, the accuracy of sentence level pre-
diction increases as well, which further validates
the effectiveness of the semi-supervised setting for
persuasion strategy prediction. Similarly, to in-
vestigate the predictive power introduced by the
sentence level labels, we also vary the percent-
age of labeled messages from 25%, 50%, 75%,
to 100% when including the whole unlabeled cor-
pus, as shown in Figure 5 (b). As expected, hav-
ing more training data about sentence-level anno-
tation increases the prediction performance. Over-
all, these experiments demonstrate the effective-
ness of semi-supervised models for predicting sen-
tence level persuasion strategies. This enables us
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Scarcity 5 days left $3475 needed .
Concreteness We can do this ! Rosa sells natural

fruit juices for daily needs .
Concreteness Her business income is able only to

pay for the costs of maintaining her
home.

Impact She is requesting a new loan in
order to buy more product to cover
all of her customer demands

Impact All of these subjects help them better
their lives both economically and developmentally

Other Thank you kiva investors .

(a) Predicted persuasiveness: 2.56 (after natural logarithm)

Other I found a caterer for the celebration .
Scarcity and she has only one day left to

raise $775 HELP !
Concreteness Each day she surprises her customers with a

new flavour and aroma .
Concreteness She can give us a menu of rice,

beans. She is 38 years old and has
3 children for whom she works hard to

provide better future
Concreteness Their education is the most important thing to

her .
Concreteness She is an enterprising women with dreams .

(b) Predicted persuasiveness: 1.75

Figure 6: Attention Visualization. Left-most columns in red represent sentence-level attention and the remaining
columns in blue are word-level attention.

to obtain sentence level labels for any given para-
graphs by using a small amount of labeled data.

6.4 Visualization
To validate whether our semi-supervised model
captures characteristic words and sentences in re-
quests, we visualize the attention in a sentence in
Figure 6. We show the predicted persuasion la-
bel for each sentence in a message in red (left-
most columns in Figure 6(a) and 6(b)), with the
color scale indicating its learned attention weight.
Word-level attention is highlighted in blue (re-
maining columns). As we can see in Figure 6(b),
our model places emphasis on Scarcity, and high-
lights words such as “left” and “day” that carry
the scarcity meaning. Similarly, in the second
message— 5 days left 3475 needed—our model
first labeled the sentence as Scarcity, and then
picked words such as “days” and “left”. Sentences
predicted as Concreteness seem to contain specific
entities and concepts such as “business”, “her”,
and “home”. For Impact, our model accurately lo-
calizes words like “in order to” and “cover”.

To demonstrate that our model can learn repre-
sentative words associated with different persua-
sion strategies, we show the 10 highest-scoring
words from sentences with different labels in Ta-
ble 2. Interestingly, Commitment is highly associ-
ated with words such as “made” and “loan”. Ex-
plicit mentions of “thanks” and “hard” were found
in sentences with Emotional labels. Sentences that
emphasize their “team” as a whole were labeled as
Identity. Overall, this validates that our model is
able to select informative words associated with
different persuasion strategies.

For further illustration, we visualized the at-
tention weight distributions of different persua-
sion strategies. Since the number of sentences
inside each message is intertwined with attention
weights, we only plotted the distributions for mes-

Figure 7: Attention weight distributions of persuasion
strategies in requests with 2-3 sentences.

sages with two or three sentences in Figure 7. We
observed that Scarcity, Identity, and Impact seem
to play a relatively more important role for influ-
encing the success of requests, whereas Emotional
language, Commitment and Concreteness seem to
concentrate more on the lower weight ranges.

7 Importance of Persuasive Strategies

After applying the semi-supervised hierarchical
neural network to the unlabeled 40552 messages,
we obtained their sentence-level persuasive strate-
gies usages. We showed the distribution of each
persuasive strategy in the whole corpus in Figure
3, as described by the orange line. To further in-
vestigate how important each persuasive strategy
is for convincing others to make loans, in this sec-
tion, we present results on which of them are pre-
dictive via linear regression. All variables are stan-
dardized before entering the regression model. We
controlled for the number of team members in a
team, the total amount of money contributed by
this team, the number of messages posted in the
discussion board of this team. Since those vari-
ables are highly correlated with each other, we av-
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Persuasion Kiva RAOP
Strategy (Coef.) (Odds ratio)
Concreteness 0.041*** 1.111***
Commitment -0.015** 1.062
Emotional 0.030*** 1.145***
Identity 0.087*** 1.104**
Impact/Value 0.024*** 1.084*
Scarcity -0.076*** 1.118***

Table 3: The influences of different persuasive strate-
gies on request success on Kiva and RAOP. Here,
p<0.001:***; p<0.01:**; p<0.05:*.

eraged them into a single variable to capture these
team level attributes. We also controlled for the
amount of money the borrower requested. We
represented each message as a 6-dimensional vec-
tor to capture the amount of each persuasive strat-
egy, which is calculated by selecting the maximum
probability associated with each strategy from all
sentences in this message. The persuasive strat-
egy features significantly improve the model fit, as
indicated by a 11.8% improvement in adjusted R-
squared from 0.152 to 0.170. To demonstrate the
generalizability of our persuasion strategies and
the resulted semi-supervised model, we also ap-
plied our Semi-Att model to 5671 textual requests
for pizza from the Reddit community “Random
Acts of Pizza” (RAOP). Specifically, we used the
data released by Althoff et al., (2014) where each
request asked for a free pizza and the outcome
whether its author received a pizza or not was pro-
vided in the dataset. Via Semi-Att, we were able
to obtain the persuasive strategy used in each sen-
tence of each request. Similarly, we built a logistic
regression model to predict whether a request will
receive the pizza or not, controlling for the com-
munity age of the requester, the number of subred-
dits the requester participated in, his/her number
of posts as well as the votes (upvotes - downvotes)
this requester had received.

As shown in the column of RAOP in Table 3,
concreteness is significantly correlated with suc-
cess on both datasets. This demonstrated that pro-
viding more evidence might help readers know
the situation better, consistent with the effect of
Evidentiality in Althoff et al., (2014). Similarly,
making the request full of emotions (β=0.030,
Odds ratio (OR) =1.145), mentioning the simi-
larity between potential readers and the requester
(β=0.087, OR=1.104), and talking about the po-

tential impact and value for others (β=0.024,
OR=1.084) are all significantly associated with
increases in the persuasiveness of these requests
across two contexts. In contrast, highlighting the
urgency of the requests and emphasizing existing
contribution to loans (β=-0.015) negatively cor-
relate with request success (β=-0.076) on Kiva,
confirming prior work (Yang and Kraut, 2017).
This communicates to us that some of those loans
might have expired before others read the request
and took action given the limited time available,
or it could be that members thought their actions
might not help if the remaining money needed is
high and the time left is low, different from the
“limited-time offer” tactics widely used in com-
mercial advertising. To sum up, the two analy-
ses demonstrated that certain persuasive strategies
such as Identity and Impact are consistently ef-
fective across two datasets, whereas Scarcity and
Commitment contribute differently and need to be
used with caution for different contexts.

8 Conclusion

In this work, we operationalized a set of persua-
sive strategies widely used in micro-lending plat-
forms based on theories of persuasion, and devel-
oped an annotated corpus for identifying persua-
sion strategies. We designed a semi-supervised hi-
erarchical neural network to identify the persua-
sive strategies contained in loan requests. Results
show that our model improves accuracy consid-
erably. We also showed how different persuasive
strategies contribute to request success. In the fu-
ture, we plan to build a richer taxonomy of per-
suasion strategies and incorporate additional neu-
ral architectures such as variational autoencoders
to better represent sentences in each message to
further assist the modeling of persuasiveness. Be-
yond the text, images and even audios may provide
additional insights on the successes of persuasive
requests. Our model also has important applica-
tions to other domains, such as in computational
advertisements, micro-funding platforms and po-
litical campaigns.
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Abstract

We introduce Recursive Routing Networks
(RRNs), which are modular, adaptable mod-
els that learn effectively in diverse environ-
ments. RRNs consist of a set of functions, typ-
ically organized into a grid, and a meta-learner
decision-making component called the router.
The model jointly optimizes the parameters
of the functions and the meta-learner’s pol-
icy for routing inputs through those functions.
RRNs can be incorporated into existing ar-
chitectures in a number of ways; we explore
adding them to word representation layers, re-
current network hidden layers, and classifier
layers. Our evaluation task is natural language
inference (NLI). Using the MULTINLI corpus,
we show that an RRN’s routing decisions re-
flect the high-level genre structure of that cor-
pus. To show that RRNs can learn to specialize
to more fine-grained semantic distinctions, we
introduce a new corpus of NLI examples in-
volving implicative predicates, and show that
the model components become fine-tuned to
the inferential signatures that are characteris-
tic of these predicates.

1 Introduction

Human cognition has an extraordinary ability to
modularize, decomposing problems and solving
them by re-composing elements from prior solu-
tions, and this ability is nowhere more evident than
in language understanding (Partee, 1984; Janssen,
1997). Most machine learning architectures lack
this modularity, which limits their ability to gener-
alize and leaves them susceptible to catastrophic
interference (McCloskey and Cohen, 1989) – for-
getting past skills when acquiring new ones.

We propose to address this need for modularity
by applying Routing Networks (Rosenbaum et al.,
2017) to natural language understanding. Routing
Networks are self-organizing networks with two
components (Figure 1): a set of function blocks

Router

5

Recursive Routing Network

3

2

4

1

6

Figure 1: Given a premise–hypothesis pair x, e.g., t man-
aged to do s and t did s (1), the model needs to learn to pre-
dict entails (6). The router (2) estimates the value of applying
each of the available sub-functions to the input. Given that
manage has certain semantic properties, the router may se-
lect (3) a function f1 specialized to them. The module is then
applied (4), yielding f1(x). This process repeats (5), now us-
ing f1(x), selecting and applying another sub-function, and
so on, until the router is confident in its prediction (6).

which can be applied to transform the input, and
a router which makes decisions about which func-
tion block to apply next. Here we introduce Re-
cursive Routing Networks (RRNs), in which there
is a single set of composable functions, recursively
chosen by the router. RRNs can be applied to
different components of modern language under-
standing architectures with full end-to-end train-
ing. The model jointly optimizes the parameters
of selected sub-functions and the meta-learner’s
policy for how to route inputs through those func-
tions. As a result, individual sub-functions spe-
cialize to specific inputs, and paths through the
grid of sub-functions can similarly be trained to
reflect specific concepts and capabilities.

RRNs share many intuitions with other modular
methods like: Neural Module Networks (Andreas
et al., 2015, 2016; Hu et al., 2017), which learn to
construct a neural network from pre-defined mod-
ules; the Compositional Recursive Learner (Chang
et al., 2018), a closely related approach that uti-
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<latexit sha1_base64="7oNlFgnMzVWHsxisJ1PN/N2kgNU=">AAAB73icbZBNS8NAEIYn9avWr6pHL8EieCqJCHosevFYwX5AG8pmO22XbjZxdyKU0D/hxYMiXv073vw3btsctPWFhYd3ZtiZN0ykMOR5305hbX1jc6u4XdrZ3ds/KB8eNU2cao4NHstYt0NmUAqFDRIksZ1oZFEosRWOb2f11hNqI2L1QJMEg4gNlRgIzsha7S6NkFhP9MoVr+rN5a6Cn0MFctV75a9uP+ZphIq4ZMZ0fC+hIGOaBJc4LXVTgwnjYzbEjkXFIjRBNt936p5Zp+8OYm2fInfu/p7IWGTMJAptZ8RoZJZrM/O/WielwXWQCZWkhIovPhqk0qXYnR3v9oVGTnJigXEt7K4uHzHNONmISjYEf/nkVWheVH3L95eV2k0eRxFO4BTOwYcrqMEd1KEBHCQ8wyu8OY/Oi/PufCxaC04+cwx/5Hz+ACJYkAQ=</latexit><latexit sha1_base64="7oNlFgnMzVWHsxisJ1PN/N2kgNU=">AAAB73icbZBNS8NAEIYn9avWr6pHL8EieCqJCHosevFYwX5AG8pmO22XbjZxdyKU0D/hxYMiXv073vw3btsctPWFhYd3ZtiZN0ykMOR5305hbX1jc6u4XdrZ3ds/KB8eNU2cao4NHstYt0NmUAqFDRIksZ1oZFEosRWOb2f11hNqI2L1QJMEg4gNlRgIzsha7S6NkFhP9MoVr+rN5a6Cn0MFctV75a9uP+ZphIq4ZMZ0fC+hIGOaBJc4LXVTgwnjYzbEjkXFIjRBNt936p5Zp+8OYm2fInfu/p7IWGTMJAptZ8RoZJZrM/O/WielwXWQCZWkhIovPhqk0qXYnR3v9oVGTnJigXEt7K4uHzHNONmISjYEf/nkVWheVH3L95eV2k0eRxFO4BTOwYcrqMEd1KEBHCQ8wyu8OY/Oi/PufCxaC04+cwx/5Hz+ACJYkAQ=</latexit><latexit sha1_base64="7oNlFgnMzVWHsxisJ1PN/N2kgNU=">AAAB73icbZBNS8NAEIYn9avWr6pHL8EieCqJCHosevFYwX5AG8pmO22XbjZxdyKU0D/hxYMiXv073vw3btsctPWFhYd3ZtiZN0ykMOR5305hbX1jc6u4XdrZ3ds/KB8eNU2cao4NHstYt0NmUAqFDRIksZ1oZFEosRWOb2f11hNqI2L1QJMEg4gNlRgIzsha7S6NkFhP9MoVr+rN5a6Cn0MFctV75a9uP+ZphIq4ZMZ0fC+hIGOaBJc4LXVTgwnjYzbEjkXFIjRBNt936p5Zp+8OYm2fInfu/p7IWGTMJAptZ8RoZJZrM/O/WielwXWQCZWkhIovPhqk0qXYnR3v9oVGTnJigXEt7K4uHzHNONmISjYEf/nkVWheVH3L95eV2k0eRxFO4BTOwYcrqMEd1KEBHCQ8wyu8OY/Oi/PufCxaC04+cwx/5Hz+ACJYkAQ=</latexit><latexit sha1_base64="7oNlFgnMzVWHsxisJ1PN/N2kgNU=">AAAB73icbZBNS8NAEIYn9avWr6pHL8EieCqJCHosevFYwX5AG8pmO22XbjZxdyKU0D/hxYMiXv073vw3btsctPWFhYd3ZtiZN0ykMOR5305hbX1jc6u4XdrZ3ds/KB8eNU2cao4NHstYt0NmUAqFDRIksZ1oZFEosRWOb2f11hNqI2L1QJMEg4gNlRgIzsha7S6NkFhP9MoVr+rN5a6Cn0MFctV75a9uP+ZphIq4ZMZ0fC+hIGOaBJc4LXVTgwnjYzbEjkXFIjRBNt936p5Zp+8OYm2fInfu/p7IWGTMJAptZ8RoZJZrM/O/WielwXWQCZWkhIovPhqk0qXYnR3v9oVGTnJigXEt7K4uHzHNONmISjYEf/nkVWheVH3L95eV2k0eRxFO4BTOwYcrqMEd1KEBHCQ8wyu8OY/Oi/PufCxaC04+cwx/5Hz+ACJYkAQ=</latexit>

✓j
<latexit sha1_base64="Kikg297GOi4umol6sW7ADHqcVTs=">AAAB73icbZBNS8NAEIYnftb6VfXoJVgETyURQY9FLx4r2A9oQ9lsJ+3azSbuToRS+ie8eFDEq3/Hm//GbZuDtr6w8PDODDvzhqkUhjzv21lZXVvf2CxsFbd3dvf2SweHDZNkmmOdJzLRrZAZlEJhnQRJbKUaWRxKbIbDm2m9+YTaiETd0yjFIGZ9JSLBGVmr1aEBEus+dEtlr+LN5C6Dn0MZctW6pa9OL+FZjIq4ZMa0fS+lYMw0CS5xUuxkBlPGh6yPbYuKxWiC8WzfiXtqnZ4bJdo+Re7M/T0xZrExozi0nTGjgVmsTc3/au2MoqtgLFSaESo+/yjKpEuJOz3e7QmNnOTIAuNa2F1dPmCacbIRFW0I/uLJy9A4r/iW7y7K1es8jgIcwwmcgQ+XUIVbqEEdOEh4hld4cx6dF+fd+Zi3rjj5zBH8kfP5AyPckAU=</latexit><latexit sha1_base64="Kikg297GOi4umol6sW7ADHqcVTs=">AAAB73icbZBNS8NAEIYnftb6VfXoJVgETyURQY9FLx4r2A9oQ9lsJ+3azSbuToRS+ie8eFDEq3/Hm//GbZuDtr6w8PDODDvzhqkUhjzv21lZXVvf2CxsFbd3dvf2SweHDZNkmmOdJzLRrZAZlEJhnQRJbKUaWRxKbIbDm2m9+YTaiETd0yjFIGZ9JSLBGVmr1aEBEus+dEtlr+LN5C6Dn0MZctW6pa9OL+FZjIq4ZMa0fS+lYMw0CS5xUuxkBlPGh6yPbYuKxWiC8WzfiXtqnZ4bJdo+Re7M/T0xZrExozi0nTGjgVmsTc3/au2MoqtgLFSaESo+/yjKpEuJOz3e7QmNnOTIAuNa2F1dPmCacbIRFW0I/uLJy9A4r/iW7y7K1es8jgIcwwmcgQ+XUIVbqEEdOEh4hld4cx6dF+fd+Zi3rjj5zBH8kfP5AyPckAU=</latexit><latexit sha1_base64="Kikg297GOi4umol6sW7ADHqcVTs=">AAAB73icbZBNS8NAEIYnftb6VfXoJVgETyURQY9FLx4r2A9oQ9lsJ+3azSbuToRS+ie8eFDEq3/Hm//GbZuDtr6w8PDODDvzhqkUhjzv21lZXVvf2CxsFbd3dvf2SweHDZNkmmOdJzLRrZAZlEJhnQRJbKUaWRxKbIbDm2m9+YTaiETd0yjFIGZ9JSLBGVmr1aEBEus+dEtlr+LN5C6Dn0MZctW6pa9OL+FZjIq4ZMa0fS+lYMw0CS5xUuxkBlPGh6yPbYuKxWiC8WzfiXtqnZ4bJdo+Re7M/T0xZrExozi0nTGjgVmsTc3/au2MoqtgLFSaESo+/yjKpEuJOz3e7QmNnOTIAuNa2F1dPmCacbIRFW0I/uLJy9A4r/iW7y7K1es8jgIcwwmcgQ+XUIVbqEEdOEh4hld4cx6dF+fd+Zi3rjj5zBH8kfP5AyPckAU=</latexit><latexit sha1_base64="Kikg297GOi4umol6sW7ADHqcVTs=">AAAB73icbZBNS8NAEIYnftb6VfXoJVgETyURQY9FLx4r2A9oQ9lsJ+3azSbuToRS+ie8eFDEq3/Hm//GbZuDtr6w8PDODDvzhqkUhjzv21lZXVvf2CxsFbd3dvf2SweHDZNkmmOdJzLRrZAZlEJhnQRJbKUaWRxKbIbDm2m9+YTaiETd0yjFIGZ9JSLBGVmr1aEBEus+dEtlr+LN5C6Dn0MZctW6pa9OL+FZjIq4ZMa0fS+lYMw0CS5xUuxkBlPGh6yPbYuKxWiC8WzfiXtqnZ4bJdo+Re7M/T0xZrExozi0nTGjgVmsTc3/au2MoqtgLFSaESo+/yjKpEuJOz3e7QmNnOTIAuNa2F1dPmCacbIRFW0I/uLJy9A4r/iW7y7K1es8jgIcwwmcgQ+XUIVbqEEdOEh4hld4cx6dF+fd+Zi3rjj5zBH8kfP5AyPckAU=</latexit>

@L
@✓i

· @L
@✓j

<latexit sha1_base64="XlWETJB7zY2hU0hNlCzxtFEo7NY=">AAACTXiclVHLSsNAFJ3Ud3xVXboZLIIrSUTQZdGNCxcV7AOaUm4mEzs6eTBzI5SQH3QjuPMv3LhQRJy0Wah144GBw7n33Llzxk+l0Og4z1Ztbn5hcWl5xV5dW9/YrG9td3SSKcbbLJGJ6vmguRQxb6NAyXup4hD5knf9u/Oy3r3nSoskvsZxygcR3MQiFAzQSMN6YHuhApZ7KSgUIKkXAY4YyPyyKL6pOOIIQ1FQjwUJ0v+YbothveEcOhPQWeJWpEEqtIb1Jy9IWBbxGJkErfuuk+IgL+cyyQvbyzRPgd3BDe8bGkPE9SCfpFHQfaMENEyUOTHSifrdkUOk9TjyTWe5tv5dK8W/av0Mw9NBLuI0Qx6z6UVhJikmtIyWBkJxhnJsCDAlzK6UjcAEheYDbBOC+/vJs6RzdOgafnXcaJ5VcSyTXbJHDohLTkiTXJAWaRNGHsgLeSPv1qP1an1Yn9PWmlV5dsgP1Ja+AP9vtsE=</latexit><latexit sha1_base64="XlWETJB7zY2hU0hNlCzxtFEo7NY=">AAACTXiclVHLSsNAFJ3Ud3xVXboZLIIrSUTQZdGNCxcV7AOaUm4mEzs6eTBzI5SQH3QjuPMv3LhQRJy0Wah144GBw7n33Llzxk+l0Og4z1Ztbn5hcWl5xV5dW9/YrG9td3SSKcbbLJGJ6vmguRQxb6NAyXup4hD5knf9u/Oy3r3nSoskvsZxygcR3MQiFAzQSMN6YHuhApZ7KSgUIKkXAY4YyPyyKL6pOOIIQ1FQjwUJ0v+YbothveEcOhPQWeJWpEEqtIb1Jy9IWBbxGJkErfuuk+IgL+cyyQvbyzRPgd3BDe8bGkPE9SCfpFHQfaMENEyUOTHSifrdkUOk9TjyTWe5tv5dK8W/av0Mw9NBLuI0Qx6z6UVhJikmtIyWBkJxhnJsCDAlzK6UjcAEheYDbBOC+/vJs6RzdOgafnXcaJ5VcSyTXbJHDohLTkiTXJAWaRNGHsgLeSPv1qP1an1Yn9PWmlV5dsgP1Ja+AP9vtsE=</latexit><latexit sha1_base64="XlWETJB7zY2hU0hNlCzxtFEo7NY=">AAACTXiclVHLSsNAFJ3Ud3xVXboZLIIrSUTQZdGNCxcV7AOaUm4mEzs6eTBzI5SQH3QjuPMv3LhQRJy0Wah144GBw7n33Llzxk+l0Og4z1Ztbn5hcWl5xV5dW9/YrG9td3SSKcbbLJGJ6vmguRQxb6NAyXup4hD5knf9u/Oy3r3nSoskvsZxygcR3MQiFAzQSMN6YHuhApZ7KSgUIKkXAY4YyPyyKL6pOOIIQ1FQjwUJ0v+YbothveEcOhPQWeJWpEEqtIb1Jy9IWBbxGJkErfuuk+IgL+cyyQvbyzRPgd3BDe8bGkPE9SCfpFHQfaMENEyUOTHSifrdkUOk9TjyTWe5tv5dK8W/av0Mw9NBLuI0Qx6z6UVhJikmtIyWBkJxhnJsCDAlzK6UjcAEheYDbBOC+/vJs6RzdOgafnXcaJ5VcSyTXbJHDohLTkiTXJAWaRNGHsgLeSPv1qP1an1Yn9PWmlV5dsgP1Ja+AP9vtsE=</latexit><latexit sha1_base64="XlWETJB7zY2hU0hNlCzxtFEo7NY=">AAACTXiclVHLSsNAFJ3Ud3xVXboZLIIrSUTQZdGNCxcV7AOaUm4mEzs6eTBzI5SQH3QjuPMv3LhQRJy0Wah144GBw7n33Llzxk+l0Og4z1Ztbn5hcWl5xV5dW9/YrG9td3SSKcbbLJGJ6vmguRQxb6NAyXup4hD5knf9u/Oy3r3nSoskvsZxygcR3MQiFAzQSMN6YHuhApZ7KSgUIKkXAY4YyPyyKL6pOOIIQ1FQjwUJ0v+YbothveEcOhPQWeJWpEEqtIb1Jy9IWBbxGJkErfuuk+IgL+cyyQvbyzRPgd3BDe8bGkPE9SCfpFHQfaMENEyUOTHSifrdkUOk9TjyTWe5tv5dK8W/av0Mw9NBLuI0Qx6z6UVhJikmtIyWBkJxhnJsCDAlzK6UjcAEheYDbBOC+/vJs6RzdOgafnXcaJ5VcSyTXbJHDohLTkiTXJAWaRNGHsgLeSPv1qP1an1Yn9PWmlV5dsgP1Ja+AP9vtsE=</latexit>

@L
@✓i

· @L
@✓j

<latexit sha1_base64="XlWETJB7zY2hU0hNlCzxtFEo7NY=">AAACTXiclVHLSsNAFJ3Ud3xVXboZLIIrSUTQZdGNCxcV7AOaUm4mEzs6eTBzI5SQH3QjuPMv3LhQRJy0Wah144GBw7n33Llzxk+l0Og4z1Ztbn5hcWl5xV5dW9/YrG9td3SSKcbbLJGJ6vmguRQxb6NAyXup4hD5knf9u/Oy3r3nSoskvsZxygcR3MQiFAzQSMN6YHuhApZ7KSgUIKkXAY4YyPyyKL6pOOIIQ1FQjwUJ0v+YbothveEcOhPQWeJWpEEqtIb1Jy9IWBbxGJkErfuuk+IgL+cyyQvbyzRPgd3BDe8bGkPE9SCfpFHQfaMENEyUOTHSifrdkUOk9TjyTWe5tv5dK8W/av0Mw9NBLuI0Qx6z6UVhJikmtIyWBkJxhnJsCDAlzK6UjcAEheYDbBOC+/vJs6RzdOgafnXcaJ5VcSyTXbJHDohLTkiTXJAWaRNGHsgLeSPv1qP1an1Yn9PWmlV5dsgP1Ja+AP9vtsE=</latexit><latexit sha1_base64="XlWETJB7zY2hU0hNlCzxtFEo7NY=">AAACTXiclVHLSsNAFJ3Ud3xVXboZLIIrSUTQZdGNCxcV7AOaUm4mEzs6eTBzI5SQH3QjuPMv3LhQRJy0Wah144GBw7n33Llzxk+l0Og4z1Ztbn5hcWl5xV5dW9/YrG9td3SSKcbbLJGJ6vmguRQxb6NAyXup4hD5knf9u/Oy3r3nSoskvsZxygcR3MQiFAzQSMN6YHuhApZ7KSgUIKkXAY4YyPyyKL6pOOIIQ1FQjwUJ0v+YbothveEcOhPQWeJWpEEqtIb1Jy9IWBbxGJkErfuuk+IgL+cyyQvbyzRPgd3BDe8bGkPE9SCfpFHQfaMENEyUOTHSifrdkUOk9TjyTWe5tv5dK8W/av0Mw9NBLuI0Qx6z6UVhJikmtIyWBkJxhnJsCDAlzK6UjcAEheYDbBOC+/vJs6RzdOgafnXcaJ5VcSyTXbJHDohLTkiTXJAWaRNGHsgLeSPv1qP1an1Yn9PWmlV5dsgP1Ja+AP9vtsE=</latexit><latexit sha1_base64="XlWETJB7zY2hU0hNlCzxtFEo7NY=">AAACTXiclVHLSsNAFJ3Ud3xVXboZLIIrSUTQZdGNCxcV7AOaUm4mEzs6eTBzI5SQH3QjuPMv3LhQRJy0Wah144GBw7n33Llzxk+l0Og4z1Ztbn5hcWl5xV5dW9/YrG9td3SSKcbbLJGJ6vmguRQxb6NAyXup4hD5knf9u/Oy3r3nSoskvsZxygcR3MQiFAzQSMN6YHuhApZ7KSgUIKkXAY4YyPyyKL6pOOIIQ1FQjwUJ0v+YbothveEcOhPQWeJWpEEqtIb1Jy9IWBbxGJkErfuuk+IgL+cyyQvbyzRPgd3BDe8bGkPE9SCfpFHQfaMENEyUOTHSifrdkUOk9TjyTWe5tv5dK8W/av0Mw9NBLuI0Qx6z6UVhJikmtIyWBkJxhnJsCDAlzK6UjcAEheYDbBOC+/vJs6RzdOgafnXcaJ5VcSyTXbJHDohLTkiTXJAWaRNGHsgLeSPv1qP1an1Yn9PWmlV5dsgP1Ja+AP9vtsE=</latexit><latexit sha1_base64="XlWETJB7zY2hU0hNlCzxtFEo7NY=">AAACTXiclVHLSsNAFJ3Ud3xVXboZLIIrSUTQZdGNCxcV7AOaUm4mEzs6eTBzI5SQH3QjuPMv3LhQRJy0Wah144GBw7n33Llzxk+l0Og4z1Ztbn5hcWl5xV5dW9/YrG9td3SSKcbbLJGJ6vmguRQxb6NAyXup4hD5knf9u/Oy3r3nSoskvsZxygcR3MQiFAzQSMN6YHuhApZ7KSgUIKkXAY4YyPyyKL6pOOIIQ1FQjwUJ0v+YbothveEcOhPQWeJWpEEqtIb1Jy9IWBbxGJkErfuuk+IgL+cyyQvbyzRPgd3BDe8bGkPE9SCfpFHQfaMENEyUOTHSifrdkUOk9TjyTWe5tv5dK8W/av0Mw9NBLuI0Qx6z6UVhJikmtIyWBkJxhnJsCDAlzK6UjcAEheYDbBOC+/vJs6RzdOgafnXcaJ5VcSyTXbJHDohLTkiTXJAWaRNGHsgLeSPv1qP1an1Yn9PWmlV5dsgP1Ja+AP9vtsE=</latexit>
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R(ŷ)
<latexit sha1_base64="XF2ffYCoqLT5Qz3O1iyD7+y/b2w=">AAAB/XicbVDLSsNAFJ34rPUVHzs3g0Wom5KIoMuiG5dV7AOaUG6mk3bo5MHMRIgh+CtuXCji1v9w5984abPQ1gMDh3Pu5Z45XsyZVJb1bSwtr6yurVc2qptb2zu75t5+R0aJILRNIh6JngeSchbStmKK014sKAQep11vcl343QcqJIvCe5XG1A1gFDKfEVBaGpiHTgBqTIBnd3ndGYPK0vx0YNashjUFXiR2SWqoRGtgfjnDiCQBDRXhIGXftmLlZiAUI5zmVSeRNAYygRHtaxpCQKWbTdPn+EQrQ+xHQr9Q4an6eyODQMo08PRkkVXOe4X4n9dPlH/pZiyME0VDMjvkJxyrCBdV4CETlCieagJEMJ0VkzEIIEoXVtUl2PNfXiSds4at+e15rXlV1lFBR+gY1ZGNLlAT3aAWaiOCHtEzekVvxpPxYrwbH7PRJaPcOUB/YHz+AJsTlU4=</latexit><latexit sha1_base64="XF2ffYCoqLT5Qz3O1iyD7+y/b2w=">AAAB/XicbVDLSsNAFJ34rPUVHzs3g0Wom5KIoMuiG5dV7AOaUG6mk3bo5MHMRIgh+CtuXCji1v9w5984abPQ1gMDh3Pu5Z45XsyZVJb1bSwtr6yurVc2qptb2zu75t5+R0aJILRNIh6JngeSchbStmKK014sKAQep11vcl343QcqJIvCe5XG1A1gFDKfEVBaGpiHTgBqTIBnd3ndGYPK0vx0YNashjUFXiR2SWqoRGtgfjnDiCQBDRXhIGXftmLlZiAUI5zmVSeRNAYygRHtaxpCQKWbTdPn+EQrQ+xHQr9Q4an6eyODQMo08PRkkVXOe4X4n9dPlH/pZiyME0VDMjvkJxyrCBdV4CETlCieagJEMJ0VkzEIIEoXVtUl2PNfXiSds4at+e15rXlV1lFBR+gY1ZGNLlAT3aAWaiOCHtEzekVvxpPxYrwbH7PRJaPcOUB/YHz+AJsTlU4=</latexit><latexit sha1_base64="XF2ffYCoqLT5Qz3O1iyD7+y/b2w=">AAAB/XicbVDLSsNAFJ34rPUVHzs3g0Wom5KIoMuiG5dV7AOaUG6mk3bo5MHMRIgh+CtuXCji1v9w5984abPQ1gMDh3Pu5Z45XsyZVJb1bSwtr6yurVc2qptb2zu75t5+R0aJILRNIh6JngeSchbStmKK014sKAQep11vcl343QcqJIvCe5XG1A1gFDKfEVBaGpiHTgBqTIBnd3ndGYPK0vx0YNashjUFXiR2SWqoRGtgfjnDiCQBDRXhIGXftmLlZiAUI5zmVSeRNAYygRHtaxpCQKWbTdPn+EQrQ+xHQr9Q4an6eyODQMo08PRkkVXOe4X4n9dPlH/pZiyME0VDMjvkJxyrCBdV4CETlCieagJEMJ0VkzEIIEoXVtUl2PNfXiSds4at+e15rXlV1lFBR+gY1ZGNLlAT3aAWaiOCHtEzekVvxpPxYrwbH7PRJaPcOUB/YHz+AJsTlU4=</latexit><latexit sha1_base64="XF2ffYCoqLT5Qz3O1iyD7+y/b2w=">AAAB/XicbVDLSsNAFJ34rPUVHzs3g0Wom5KIoMuiG5dV7AOaUG6mk3bo5MHMRIgh+CtuXCji1v9w5984abPQ1gMDh3Pu5Z45XsyZVJb1bSwtr6yurVc2qptb2zu75t5+R0aJILRNIh6JngeSchbStmKK014sKAQep11vcl343QcqJIvCe5XG1A1gFDKfEVBaGpiHTgBqTIBnd3ndGYPK0vx0YNashjUFXiR2SWqoRGtgfjnDiCQBDRXhIGXftmLlZiAUI5zmVSeRNAYygRHtaxpCQKWbTdPn+EQrQ+xHQr9Q4an6eyODQMo08PRkkVXOe4X4n9dPlH/pZiyME0VDMjvkJxyrCBdV4CETlCieagJEMJ0VkzEIIEoXVtUl2PNfXiSds4at+e15rXlV1lFBR+gY1ZGNLlAT3aAWaiOCHtEzekVvxpPxYrwbH7PRJaPcOUB/YHz+AJsTlU4=</latexit>

@L
@f2

<latexit sha1_base64="XMVribdXl5pxnvL6uUc6qMR5exQ=">AAACE3icbVDLSsNAFJ34rPUVdelmsAjioiRF0GXRjQsXFewDmhBuppN26OTBzEQoIf/gxl9x40IRt27c+TdO2iDaemDgcM69d+49fsKZVJb1ZSwtr6yurVc2qptb2zu75t5+R8apILRNYh6Lng+SchbRtmKK014iKIQ+p11/fFX43XsqJIujOzVJqBvCMGIBI6C05JmnTiCAZE4CQjHg2AlBjQjw7CbPf9Qs8Bp57pk1q25NgReJXZIaKtHyzE9nEJM0pJEiHKTs21ai3KyYSTjNq04qaQJkDEPa1zSCkEo3m96U42OtDHAQC/0ihafq744MQiknoa8ri5XlvFeI/3n9VAUXbsaiJFU0IrOPgpRjFeMiIDxgghLFJ5oAEUzviskIdEhKx1jVIdjzJy+STqNua357VmtelnFU0CE6QifIRueoia5RC7URQQ/oCb2gV+PReDbejPdZ6ZJR9hygPzA+vgG+TZ9S</latexit><latexit sha1_base64="XMVribdXl5pxnvL6uUc6qMR5exQ=">AAACE3icbVDLSsNAFJ34rPUVdelmsAjioiRF0GXRjQsXFewDmhBuppN26OTBzEQoIf/gxl9x40IRt27c+TdO2iDaemDgcM69d+49fsKZVJb1ZSwtr6yurVc2qptb2zu75t5+R8apILRNYh6Lng+SchbRtmKK014iKIQ+p11/fFX43XsqJIujOzVJqBvCMGIBI6C05JmnTiCAZE4CQjHg2AlBjQjw7CbPf9Qs8Bp57pk1q25NgReJXZIaKtHyzE9nEJM0pJEiHKTs21ai3KyYSTjNq04qaQJkDEPa1zSCkEo3m96U42OtDHAQC/0ihafq744MQiknoa8ri5XlvFeI/3n9VAUXbsaiJFU0IrOPgpRjFeMiIDxgghLFJ5oAEUzviskIdEhKx1jVIdjzJy+STqNua357VmtelnFU0CE6QifIRueoia5RC7URQQ/oCb2gV+PReDbejPdZ6ZJR9hygPzA+vgG+TZ9S</latexit><latexit sha1_base64="XMVribdXl5pxnvL6uUc6qMR5exQ=">AAACE3icbVDLSsNAFJ34rPUVdelmsAjioiRF0GXRjQsXFewDmhBuppN26OTBzEQoIf/gxl9x40IRt27c+TdO2iDaemDgcM69d+49fsKZVJb1ZSwtr6yurVc2qptb2zu75t5+R8apILRNYh6Lng+SchbRtmKK014iKIQ+p11/fFX43XsqJIujOzVJqBvCMGIBI6C05JmnTiCAZE4CQjHg2AlBjQjw7CbPf9Qs8Bp57pk1q25NgReJXZIaKtHyzE9nEJM0pJEiHKTs21ai3KyYSTjNq04qaQJkDEPa1zSCkEo3m96U42OtDHAQC/0ihafq744MQiknoa8ri5XlvFeI/3n9VAUXbsaiJFU0IrOPgpRjFeMiIDxgghLFJ5oAEUzviskIdEhKx1jVIdjzJy+STqNua357VmtelnFU0CE6QifIRueoia5RC7URQQ/oCb2gV+PReDbejPdZ6ZJR9hygPzA+vgG+TZ9S</latexit><latexit sha1_base64="XMVribdXl5pxnvL6uUc6qMR5exQ=">AAACE3icbVDLSsNAFJ34rPUVdelmsAjioiRF0GXRjQsXFewDmhBuppN26OTBzEQoIf/gxl9x40IRt27c+TdO2iDaemDgcM69d+49fsKZVJb1ZSwtr6yurVc2qptb2zu75t5+R8apILRNYh6Lng+SchbRtmKK014iKIQ+p11/fFX43XsqJIujOzVJqBvCMGIBI6C05JmnTiCAZE4CQjHg2AlBjQjw7CbPf9Qs8Bp57pk1q25NgReJXZIaKtHyzE9nEJM0pJEiHKTs21ai3KyYSTjNq04qaQJkDEPa1zSCkEo3m96U42OtDHAQC/0ihafq744MQiknoa8ri5XlvFeI/3n9VAUXbsaiJFU0IrOPgpRjFeMiIDxgghLFJ5oAEUzviskIdEhKx1jVIdjzJy+STqNua357VmtelnFU0CE6QifIRueoia5RC7URQQ/oCb2gV+PReDbejPdZ6ZJR9hygPzA+vgG+TZ9S</latexit>
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Modular Backpropagation Forward Decision Feedback

Figure 2: Left: RRN learning. Forward (grey background) and backward passes (white background) during the training of a
rollout of an RRN with three blocks (width) and limited to depth three (height). In this unrolled version, a path is the sequence
of function blocks selected by the router. Right: The dilemma of weight sharing and the transfer–interference trade-off.
When examples are learned using largely separate weights, there is a thin possible distribution of gradient dot products that
limits interference, which unfortunately also limits transfer. This is beneficial for unrelated examples, but frustrates the learning
of related ones. Conversely, when examples are learned using largely shared weights, there is a wide possible distribution of
gradient dot products that allows for both high magnitude transfer and interference. This is beneficial for related examples, but
maximizes interference when examples are unrelated. With RRNs, we provide our network with an unprecedented degree of
leverage to learn to navigate this trade-off.

lizes curriculum learning to solve arithmetic and
vision problems; and ModularNetworks (Kirsch
et al., 2018), which extend Routing Networks with
an EM-like training approach.

We show how to incorporate RRNs into different
neural components (word representation layers,
recurrent network hidden layers, classifier layers),
and we study their application to natural language
inference (NLI), in which premise–hypothesis
pairs are labeled for whether the premise entails,
contradicts, or is neutral with respect to the hy-
pothesis. We chose this task because reasoning
in natural language involves context-sensitive in-
terpretation of words and sentences as well as
compositional structure. We make use of the
MULTINLI corpus (Williams et al., 2018), which
includes text from multiple genres that we expect
to condition linguistic senses in complex ways.
Our experiments show that RRNs learn policies
and components that reflect this genre structure,
which leads to superior performance.

We also introduce a new corpus of NLI exam-
ples involving implicative constructions like man-
age to, be able to, and fail to (Karttunen, 1971,
2012). This corpus follows the design of many re-
cent NLI corpora, but with the added challenges
of reasoning about implicatives, which have log-
ical signatures that interact compositionally with

each other and with surrounding semantic oper-
ators. Our experiments show that trained RRN

model components become fine-tuned to these sig-
natures. Finally, we introduce an extension of the
framework which leverages a Dispatcher for situ-
ations where meta-information is not available at
test time, obtaining very promising results.

2 Background and Motivation

RRNs are a natural extension of the Routing Net-
works introduced by Rosenbaum et al. (2017),
themselves part of a larger class of conditional
computation models (Bengio et al., 2015). Rout-
ing Networks combine trainable modules with a
meta-learner called a router, which is typically
trained using reinforcement learning, though any
hard-decision making algorithm could be used.
Given an example, the router selects a module and
applies it, yielding an activation that can be the in-
put to another routing iteration. As Rosenbaum
et al. observe, this can be modelled as a recursive
process where the router is applied repeatedly to
define complex paths through the modules. The
final routed output is passed to additional layers or
interpreted as the output of the network (Figure 1).

We are motivated to consider Routing Net-
works, and in particular recursive variants, in or-
der to address the transfer–interference trade-off
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(Riemer et al., 2019). Vanilla neural networks
latently attempt to solve a very difficult problem
of deciding when to orthogonalize and compress
knowledge (Figure 2, right). When two examples
are learned with the same weights, there is high
potential for transfer as well as interference. This
is good for related examples because it maximizes
the potential for transfer. However, weight shar-
ing is bad for unrelated examples, as it increases
the likelihood of interference. In contrast, when
two examples are learned using different weights,
there is low potential for transfer and interference.
This is beneficial for unrelated examples, but lim-
its the potential for learning about commonalities
between related ones. RRNs extend vanilla neural
networks by granting them the leverage to navi-
gate this trade-off by making global functional de-
cisions at the module level. As a result, RRNs
explicitly make decisions to compress or orthog-
onalize knowledge between examples by deciding
whether to share specific weights.

Thus far, hard-selection routing has not been
applied to language domains. Zaremoodi et al.
(2018) introduced a soft version of routing that
falls within a larger class of Mixtures of Experts
(MoE) models (Jacobs et al., 1991). However,
MoE models differ from RRNs in two crucial ways.
First, MoE models generally do not consider the
recursive application of functions. The promise is
that we can compose functions to reflect the com-
positional aspects of a problem. Imagine we have
a sentence encoding and we want to answer a par-
ticular question. We can now condition the router
on the question, so that it applies exactly the func-
tions required that translate the encoding to extract
the answer. Second, MoE models do not allow for
nearly the level of specialization as those based
on routing, because they do not eliminate weight
sharing across modules and instead only gate the
sharing. In practice, this still leads to significant
interference across tasks.

Composition of modules has been widely ex-
plored for question answering, starting with An-
dreas et al. (2015). Andreas et al. (2016) learn to
assemble a deep neural network on-the-fly from
a pre-specified inventory of neural modules using
tree-structured layouts based on linguistic anal-
ysis. Chang et al. (2018) also explore routing,
but with problems described in pseudo-language
rather than natural language.

3 Recursive Routing Networks

We now provide a formal presentation of RRNs
and show how to incorporate them into existing
neural architectures.

3.1 The Routing Paradigm

Formally, the router bases its decision on the tu-
ple 〈f(x),m〉, where x is the sample, f(x) =
fi ◦ · · · ◦ fk(x) is the composition of all applied
functions from the set of all available functions
F = {f1, . . . , fb}, and m is a vector that contains
meta-information that can be utilized by the router
– for example, an embedding for its genre or se-
mantic classification. The router consists of a pol-
icy π(F|〈f(x),m〉) that determines which of the
functions in F to apply for a given state 〈f(x),m〉.
Once a new function fk is selected, the latest ac-
tivation (and, thereby, the state) gets updated to
fk ◦ f(x), and the process repeats.1

We focus on the recursive case where the set
F is generally the same for each decision. Apart
from being the more general formulation, this
form of recursivity allows more weight sharing
and better compositional generalization. While
there is no necessary upper limit to the number of
selections, we found that limiting the number to
a maximum of d makes the learning more stable.
Consequently, the total number of possible routing
paths available is bd.

Decision Making One of the most impor-
tant design choices for the router concerns the
meta-learning algorithm. Routing is limited to
hard decision-making algorithms, in particular a
stochastic reparameterization using the Gumbel-
Softmax function (Jang et al., 2016; Maddison
et al., 2016) and reinforcement learning (RL) algo-
rithms. As with other recent approaches to com-
positional architectures with hard selections (Ben-
gio et al., 2015; Shazeer et al., 2017; Kirsch et al.,
2018), routing networks can suffer from module
collapse, a lack of diversity in the router’s deci-
sion making. This general problem, common in
architectures that jointly train decision making and
functions, stems from an early over-estimation of
the value of specific functions. This leads to these
functions being selected and trained more than
others, until these functions are indeed so good

1Some architectures have constraints that prevent re-
peated selection of the same functions in F . In these cases,
the router has to be restricted to select from only a compatible
subset of F .
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Softmax

w1
<latexit sha1_base64="ozSIzVA/SGXegmac4XRXthOpvw0=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSib7aZdutmE3YlSQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9m9fYj10bE6gEnCfcjOlQiFIyite6f+l6/XHGr7lxkFbwcKpCr0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXoqIRN342X3VKzqwzIGGs7VNI5u7viYxGxkyiwHZGFEdmuTYz/6t1Uwyv/EyoJEWu2OKjMJUEYzK7mwyE5gzlxAJlWthdCRtRTRnadEo2BG/55FVoXVQ9y3eXlfp1HkcRTuAUzsGDGtThFhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzmfPwosjZ8=</latexit><latexit sha1_base64="ozSIzVA/SGXegmac4XRXthOpvw0=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSib7aZdutmE3YlSQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9m9fYj10bE6gEnCfcjOlQiFIyite6f+l6/XHGr7lxkFbwcKpCr0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXoqIRN342X3VKzqwzIGGs7VNI5u7viYxGxkyiwHZGFEdmuTYz/6t1Uwyv/EyoJEWu2OKjMJUEYzK7mwyE5gzlxAJlWthdCRtRTRnadEo2BG/55FVoXVQ9y3eXlfp1HkcRTuAUzsGDGtThFhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzmfPwosjZ8=</latexit><latexit sha1_base64="ozSIzVA/SGXegmac4XRXthOpvw0=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSib7aZdutmE3YlSQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9m9fYj10bE6gEnCfcjOlQiFIyite6f+l6/XHGr7lxkFbwcKpCr0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXoqIRN342X3VKzqwzIGGs7VNI5u7viYxGxkyiwHZGFEdmuTYz/6t1Uwyv/EyoJEWu2OKjMJUEYzK7mwyE5gzlxAJlWthdCRtRTRnadEo2BG/55FVoXVQ9y3eXlfp1HkcRTuAUzsGDGtThFhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzmfPwosjZ8=</latexit><latexit sha1_base64="ozSIzVA/SGXegmac4XRXthOpvw0=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSib7aZdutmE3YlSQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9m9fYj10bE6gEnCfcjOlQiFIyite6f+l6/XHGr7lxkFbwcKpCr0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXoqIRN342X3VKzqwzIGGs7VNI5u7viYxGxkyiwHZGFEdmuTYz/6t1Uwyv/EyoJEWu2OKjMJUEYzK7mwyE5gzlxAJlWthdCRtRTRnadEo2BG/55FVoXVQ9y3eXlfp1HkcRTuAUzsGDGtThFhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzmfPwosjZ8=</latexit>

RNN

…
M1

<latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit>

M2
<latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit>

Mb
<latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit>

 d
<latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit>

RNN

…
M1

<latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit>

M2
<latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit>

Mb
<latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit>

 d
<latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit>

…

w2
<latexit sha1_base64="uh3T2H9tY1ZBvcGhyKEST75zG48=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmilCXRTcuK9gLtEPJpJk2NMkMSUYpQ1/BjQtF3PpC7nwbM+0stPWHwMd/ziHn/GHCmTae9+2UNja3tnfKu+7e/sHhUeX4pKPjVBHaJjGPVS/EmnImadsww2kvURSLkNNuOL3N691HqjSL5YOZJTQQeCxZxAg2ueU+DevDStWreQuhdfALqEKh1rDyNRjFJBVUGsKx1n3fS0yQYWUY4XTuDlJNE0ymeEz7FiUWVAfZYtc5urDOCEWxsk8atHB/T2RYaD0Toe0U2Ez0ai03/6v1UxNdBxmTSWqoJMuPopQjE6P8cDRiihLDZxYwUczuisgEK0yMjce1IfirJ69Dp17zLd9fVZs3RRxlOINzuAQfGtCEO2hBGwhM4Ble4c0Rzovz7nwsW0tOMXMKf+R8/gA/3o20</latexit><latexit sha1_base64="uh3T2H9tY1ZBvcGhyKEST75zG48=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmilCXRTcuK9gLtEPJpJk2NMkMSUYpQ1/BjQtF3PpC7nwbM+0stPWHwMd/ziHn/GHCmTae9+2UNja3tnfKu+7e/sHhUeX4pKPjVBHaJjGPVS/EmnImadsww2kvURSLkNNuOL3N691HqjSL5YOZJTQQeCxZxAg2ueU+DevDStWreQuhdfALqEKh1rDyNRjFJBVUGsKx1n3fS0yQYWUY4XTuDlJNE0ymeEz7FiUWVAfZYtc5urDOCEWxsk8atHB/T2RYaD0Toe0U2Ez0ai03/6v1UxNdBxmTSWqoJMuPopQjE6P8cDRiihLDZxYwUczuisgEK0yMjce1IfirJ69Dp17zLd9fVZs3RRxlOINzuAQfGtCEO2hBGwhM4Ble4c0Rzovz7nwsW0tOMXMKf+R8/gA/3o20</latexit><latexit sha1_base64="uh3T2H9tY1ZBvcGhyKEST75zG48=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmilCXRTcuK9gLtEPJpJk2NMkMSUYpQ1/BjQtF3PpC7nwbM+0stPWHwMd/ziHn/GHCmTae9+2UNja3tnfKu+7e/sHhUeX4pKPjVBHaJjGPVS/EmnImadsww2kvURSLkNNuOL3N691HqjSL5YOZJTQQeCxZxAg2ueU+DevDStWreQuhdfALqEKh1rDyNRjFJBVUGsKx1n3fS0yQYWUY4XTuDlJNE0ymeEz7FiUWVAfZYtc5urDOCEWxsk8atHB/T2RYaD0Toe0U2Ez0ai03/6v1UxNdBxmTSWqoJMuPopQjE6P8cDRiihLDZxYwUczuisgEK0yMjce1IfirJ69Dp17zLd9fVZs3RRxlOINzuAQfGtCEO2hBGwhM4Ble4c0Rzovz7nwsW0tOMXMKf+R8/gA/3o20</latexit><latexit sha1_base64="uh3T2H9tY1ZBvcGhyKEST75zG48=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmilCXRTcuK9gLtEPJpJk2NMkMSUYpQ1/BjQtF3PpC7nwbM+0stPWHwMd/ziHn/GHCmTae9+2UNja3tnfKu+7e/sHhUeX4pKPjVBHaJjGPVS/EmnImadsww2kvURSLkNNuOL3N691HqjSL5YOZJTQQeCxZxAg2ueU+DevDStWreQuhdfALqEKh1rDyNRjFJBVUGsKx1n3fS0yQYWUY4XTuDlJNE0ymeEz7FiUWVAfZYtc5urDOCEWxsk8atHB/T2RYaD0Toe0U2Ez0ai03/6v1UxNdBxmTSWqoJMuPopQjE6P8cDRiihLDZxYwUczuisgEK0yMjce1IfirJ69Dp17zLd9fVZs3RRxlOINzuAQfGtCEO2hBGwhM4Ble4c0Rzovz7nwsW0tOMXMKf+R8/gA/3o20</latexit>

…
M1

<latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit>

M2
<latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit>

Mb
<latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit>

w1
<latexit sha1_base64="ozSIzVA/SGXegmac4XRXthOpvw0=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSib7aZdutmE3YlSQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9m9fYj10bE6gEnCfcjOlQiFIyite6f+l6/XHGr7lxkFbwcKpCr0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXoqIRN342X3VKzqwzIGGs7VNI5u7viYxGxkyiwHZGFEdmuTYz/6t1Uwyv/EyoJEWu2OKjMJUEYzK7mwyE5gzlxAJlWthdCRtRTRnadEo2BG/55FVoXVQ9y3eXlfp1HkcRTuAUzsGDGtThFhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzmfPwosjZ8=</latexit><latexit sha1_base64="ozSIzVA/SGXegmac4XRXthOpvw0=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSib7aZdutmE3YlSQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9m9fYj10bE6gEnCfcjOlQiFIyite6f+l6/XHGr7lxkFbwcKpCr0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXoqIRN342X3VKzqwzIGGs7VNI5u7viYxGxkyiwHZGFEdmuTYz/6t1Uwyv/EyoJEWu2OKjMJUEYzK7mwyE5gzlxAJlWthdCRtRTRnadEo2BG/55FVoXVQ9y3eXlfp1HkcRTuAUzsGDGtThFhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzmfPwosjZ8=</latexit><latexit sha1_base64="ozSIzVA/SGXegmac4XRXthOpvw0=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSib7aZdutmE3YlSQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9m9fYj10bE6gEnCfcjOlQiFIyite6f+l6/XHGr7lxkFbwcKpCr0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXoqIRN342X3VKzqwzIGGs7VNI5u7viYxGxkyiwHZGFEdmuTYz/6t1Uwyv/EyoJEWu2OKjMJUEYzK7mwyE5gzlxAJlWthdCRtRTRnadEo2BG/55FVoXVQ9y3eXlfp1HkcRTuAUzsGDGtThFhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzmfPwosjZ8=</latexit><latexit sha1_base64="ozSIzVA/SGXegmac4XRXthOpvw0=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSib7aZdutmE3YlSQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9m9fYj10bE6gEnCfcjOlQiFIyite6f+l6/XHGr7lxkFbwcKpCr0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXoqIRN342X3VKzqwzIGGs7VNI5u7viYxGxkyiwHZGFEdmuTYz/6t1Uwyv/EyoJEWu2OKjMJUEYzK7mwyE5gzlxAJlWthdCRtRTRnadEo2BG/55FVoXVQ9y3eXlfp1HkcRTuAUzsGDGtThFhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzmfPwosjZ8=</latexit>

w2
<latexit sha1_base64="uh3T2H9tY1ZBvcGhyKEST75zG48=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmilCXRTcuK9gLtEPJpJk2NMkMSUYpQ1/BjQtF3PpC7nwbM+0stPWHwMd/ziHn/GHCmTae9+2UNja3tnfKu+7e/sHhUeX4pKPjVBHaJjGPVS/EmnImadsww2kvURSLkNNuOL3N691HqjSL5YOZJTQQeCxZxAg2ueU+DevDStWreQuhdfALqEKh1rDyNRjFJBVUGsKx1n3fS0yQYWUY4XTuDlJNE0ymeEz7FiUWVAfZYtc5urDOCEWxsk8atHB/T2RYaD0Toe0U2Ez0ai03/6v1UxNdBxmTSWqoJMuPopQjE6P8cDRiihLDZxYwUczuisgEK0yMjce1IfirJ69Dp17zLd9fVZs3RRxlOINzuAQfGtCEO2hBGwhM4Ble4c0Rzovz7nwsW0tOMXMKf+R8/gA/3o20</latexit><latexit sha1_base64="uh3T2H9tY1ZBvcGhyKEST75zG48=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmilCXRTcuK9gLtEPJpJk2NMkMSUYpQ1/BjQtF3PpC7nwbM+0stPWHwMd/ziHn/GHCmTae9+2UNja3tnfKu+7e/sHhUeX4pKPjVBHaJjGPVS/EmnImadsww2kvURSLkNNuOL3N691HqjSL5YOZJTQQeCxZxAg2ueU+DevDStWreQuhdfALqEKh1rDyNRjFJBVUGsKx1n3fS0yQYWUY4XTuDlJNE0ymeEz7FiUWVAfZYtc5urDOCEWxsk8atHB/T2RYaD0Toe0U2Ez0ai03/6v1UxNdBxmTSWqoJMuPopQjE6P8cDRiihLDZxYwUczuisgEK0yMjce1IfirJ69Dp17zLd9fVZs3RRxlOINzuAQfGtCEO2hBGwhM4Ble4c0Rzovz7nwsW0tOMXMKf+R8/gA/3o20</latexit><latexit sha1_base64="uh3T2H9tY1ZBvcGhyKEST75zG48=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmilCXRTcuK9gLtEPJpJk2NMkMSUYpQ1/BjQtF3PpC7nwbM+0stPWHwMd/ziHn/GHCmTae9+2UNja3tnfKu+7e/sHhUeX4pKPjVBHaJjGPVS/EmnImadsww2kvURSLkNNuOL3N691HqjSL5YOZJTQQeCxZxAg2ueU+DevDStWreQuhdfALqEKh1rDyNRjFJBVUGsKx1n3fS0yQYWUY4XTuDlJNE0ymeEz7FiUWVAfZYtc5urDOCEWxsk8atHB/T2RYaD0Toe0U2Ez0ai03/6v1UxNdBxmTSWqoJMuPopQjE6P8cDRiihLDZxYwUczuisgEK0yMjce1IfirJ69Dp17zLd9fVZs3RRxlOINzuAQfGtCEO2hBGwhM4Ble4c0Rzovz7nwsW0tOMXMKf+R8/gA/3o20</latexit><latexit sha1_base64="uh3T2H9tY1ZBvcGhyKEST75zG48=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmilCXRTcuK9gLtEPJpJk2NMkMSUYpQ1/BjQtF3PpC7nwbM+0stPWHwMd/ziHn/GHCmTae9+2UNja3tnfKu+7e/sHhUeX4pKPjVBHaJjGPVS/EmnImadsww2kvURSLkNNuOL3N691HqjSL5YOZJTQQeCxZxAg2ueU+DevDStWreQuhdfALqEKh1rDyNRjFJBVUGsKx1n3fS0yQYWUY4XTuDlJNE0ymeEz7FiUWVAfZYtc5urDOCEWxsk8atHB/T2RYaD0Toe0U2Ez0ai03/6v1UxNdBxmTSWqoJMuPopQjE6P8cDRiihLDZxYwUczuisgEK0yMjce1IfirJ69Dp17zLd9fVZs3RRxlOINzuAQfGtCEO2hBGwhM4Ble4c0Rzovz7nwsW0tOMXMKf+R8/gA/3o20</latexit>

+

h0
<latexit sha1_base64="KEGeM+jxW+oLQ91/wKoXynLtEsY=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxov2ANpTNdtMu3WzC7kQooT/BiwdFvPqLvPlv3LY5aOsLCw/vzLAzb5hKYdDzvp3S2vrG5lZ5u7Kzu7d/4B4etUySacabLJGJ7oTUcCkUb6JAyTup5jQOJW+H49tZvf3EtRGJesRJyoOYDpWIBKNorYdR3+u7Va/mzUVWwS+gCoUafferN0hYFnOFTFJjur6XYpBTjYJJPq30MsNTysZ0yLsWFY25CfL5qlNyZp0BiRJtn0Iyd39P5DQ2ZhKHtjOmODLLtZn5X62bYXQd5EKlGXLFFh9FmSSYkNndZCA0ZygnFijTwu5K2IhqytCmU7Eh+Msnr0LrouZbvr+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFzDH8kfP5A/G/jY8=</latexit><latexit sha1_base64="KEGeM+jxW+oLQ91/wKoXynLtEsY=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxov2ANpTNdtMu3WzC7kQooT/BiwdFvPqLvPlv3LY5aOsLCw/vzLAzb5hKYdDzvp3S2vrG5lZ5u7Kzu7d/4B4etUySacabLJGJ7oTUcCkUb6JAyTup5jQOJW+H49tZvf3EtRGJesRJyoOYDpWIBKNorYdR3+u7Va/mzUVWwS+gCoUafferN0hYFnOFTFJjur6XYpBTjYJJPq30MsNTysZ0yLsWFY25CfL5qlNyZp0BiRJtn0Iyd39P5DQ2ZhKHtjOmODLLtZn5X62bYXQd5EKlGXLFFh9FmSSYkNndZCA0ZygnFijTwu5K2IhqytCmU7Eh+Msnr0LrouZbvr+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFzDH8kfP5A/G/jY8=</latexit><latexit sha1_base64="KEGeM+jxW+oLQ91/wKoXynLtEsY=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxov2ANpTNdtMu3WzC7kQooT/BiwdFvPqLvPlv3LY5aOsLCw/vzLAzb5hKYdDzvp3S2vrG5lZ5u7Kzu7d/4B4etUySacabLJGJ7oTUcCkUb6JAyTup5jQOJW+H49tZvf3EtRGJesRJyoOYDpWIBKNorYdR3+u7Va/mzUVWwS+gCoUafferN0hYFnOFTFJjur6XYpBTjYJJPq30MsNTysZ0yLsWFY25CfL5qlNyZp0BiRJtn0Iyd39P5DQ2ZhKHtjOmODLLtZn5X62bYXQd5EKlGXLFFh9FmSSYkNndZCA0ZygnFijTwu5K2IhqytCmU7Eh+Msnr0LrouZbvr+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFzDH8kfP5A/G/jY8=</latexit><latexit sha1_base64="KEGeM+jxW+oLQ91/wKoXynLtEsY=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxov2ANpTNdtMu3WzC7kQooT/BiwdFvPqLvPlv3LY5aOsLCw/vzLAzb5hKYdDzvp3S2vrG5lZ5u7Kzu7d/4B4etUySacabLJGJ7oTUcCkUb6JAyTup5jQOJW+H49tZvf3EtRGJesRJyoOYDpWIBKNorYdR3+u7Va/mzUVWwS+gCoUafferN0hYFnOFTFJjur6XYpBTjYJJPq30MsNTysZ0yLsWFY25CfL5qlNyZp0BiRJtn0Iyd39P5DQ2ZhKHtjOmODLLtZn5X62bYXQd5EKlGXLFFh9FmSSYkNndZCA0ZygnFijTwu5K2IhqytCmU7Eh+Msnr0LrouZbvr+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFzDH8kfP5A/G/jY8=</latexit>

wT
<latexit sha1_base64="jmYPCLVBo3n1zZz4Y9RMcg+bSaQ=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmRKjLohuXFXqDdiiZNNOGJpkhyShl6Cu4caGIW1/InW9jpp2Ftv4Q+PjPOeScP0w408bzvp3SxubW9k55193bPzg8qhyfdHScKkLbJOax6oVYU84kbRtmOO0limIRctoNp3d5vftIlWaxbJlZQgOBx5JFjGCTW+7TsDWsVL2atxBaB7+AKhRqDitfg1FMUkGlIRxr3fe9xAQZVoYRTufuINU0wWSKx7RvUWJBdZAtdp2jC+uMUBQr+6RBC/f3RIaF1jMR2k6BzUSv1nLzv1o/NdFNkDGZpIZKsvwoSjkyMcoPRyOmKDF8ZgETxeyuiEywwsTYeFwbgr968jp0rmq+5YfrauO2iKMMZ3AOl+BDHRpwD01oA4EJPMMrvDnCeXHenY9la8kpZk7hj5zPH3NmjdY=</latexit><latexit sha1_base64="jmYPCLVBo3n1zZz4Y9RMcg+bSaQ=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmRKjLohuXFXqDdiiZNNOGJpkhyShl6Cu4caGIW1/InW9jpp2Ftv4Q+PjPOeScP0w408bzvp3SxubW9k55193bPzg8qhyfdHScKkLbJOax6oVYU84kbRtmOO0limIRctoNp3d5vftIlWaxbJlZQgOBx5JFjGCTW+7TsDWsVL2atxBaB7+AKhRqDitfg1FMUkGlIRxr3fe9xAQZVoYRTufuINU0wWSKx7RvUWJBdZAtdp2jC+uMUBQr+6RBC/f3RIaF1jMR2k6BzUSv1nLzv1o/NdFNkDGZpIZKsvwoSjkyMcoPRyOmKDF8ZgETxeyuiEywwsTYeFwbgr968jp0rmq+5YfrauO2iKMMZ3AOl+BDHRpwD01oA4EJPMMrvDnCeXHenY9la8kpZk7hj5zPH3NmjdY=</latexit><latexit sha1_base64="jmYPCLVBo3n1zZz4Y9RMcg+bSaQ=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmRKjLohuXFXqDdiiZNNOGJpkhyShl6Cu4caGIW1/InW9jpp2Ftv4Q+PjPOeScP0w408bzvp3SxubW9k55193bPzg8qhyfdHScKkLbJOax6oVYU84kbRtmOO0limIRctoNp3d5vftIlWaxbJlZQgOBx5JFjGCTW+7TsDWsVL2atxBaB7+AKhRqDitfg1FMUkGlIRxr3fe9xAQZVoYRTufuINU0wWSKx7RvUWJBdZAtdp2jC+uMUBQr+6RBC/f3RIaF1jMR2k6BzUSv1nLzv1o/NdFNkDGZpIZKsvwoSjkyMcoPRyOmKDF8ZgETxeyuiEywwsTYeFwbgr968jp0rmq+5YfrauO2iKMMZ3AOl+BDHRpwD01oA4EJPMMrvDnCeXHenY9la8kpZk7hj5zPH3NmjdY=</latexit><latexit sha1_base64="jmYPCLVBo3n1zZz4Y9RMcg+bSaQ=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmRKjLohuXFXqDdiiZNNOGJpkhyShl6Cu4caGIW1/InW9jpp2Ftv4Q+PjPOeScP0w408bzvp3SxubW9k55193bPzg8qhyfdHScKkLbJOax6oVYU84kbRtmOO0limIRctoNp3d5vftIlWaxbJlZQgOBx5JFjGCTW+7TsDWsVL2atxBaB7+AKhRqDitfg1FMUkGlIRxr3fe9xAQZVoYRTufuINU0wWSKx7RvUWJBdZAtdp2jC+uMUBQr+6RBC/f3RIaF1jMR2k6BzUSv1nLzv1o/NdFNkDGZpIZKsvwoSjkyMcoPRyOmKDF8ZgETxeyuiEywwsTYeFwbgr968jp0rmq+5YfrauO2iKMMZ3AOl+BDHRpwD01oA4EJPMMrvDnCeXHenY9la8kpZk7hj5zPH3NmjdY=</latexit>

Encoding

Encoding

…

wT
<latexit sha1_base64="jmYPCLVBo3n1zZz4Y9RMcg+bSaQ=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmRKjLohuXFXqDdiiZNNOGJpkhyShl6Cu4caGIW1/InW9jpp2Ftv4Q+PjPOeScP0w408bzvp3SxubW9k55193bPzg8qhyfdHScKkLbJOax6oVYU84kbRtmOO0limIRctoNp3d5vftIlWaxbJlZQgOBx5JFjGCTW+7TsDWsVL2atxBaB7+AKhRqDitfg1FMUkGlIRxr3fe9xAQZVoYRTufuINU0wWSKx7RvUWJBdZAtdp2jC+uMUBQr+6RBC/f3RIaF1jMR2k6BzUSv1nLzv1o/NdFNkDGZpIZKsvwoSjkyMcoPRyOmKDF8ZgETxeyuiEywwsTYeFwbgr968jp0rmq+5YfrauO2iKMMZ3AOl+BDHRpwD01oA4EJPMMrvDnCeXHenY9la8kpZk7hj5zPH3NmjdY=</latexit><latexit sha1_base64="jmYPCLVBo3n1zZz4Y9RMcg+bSaQ=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmRKjLohuXFXqDdiiZNNOGJpkhyShl6Cu4caGIW1/InW9jpp2Ftv4Q+PjPOeScP0w408bzvp3SxubW9k55193bPzg8qhyfdHScKkLbJOax6oVYU84kbRtmOO0limIRctoNp3d5vftIlWaxbJlZQgOBx5JFjGCTW+7TsDWsVL2atxBaB7+AKhRqDitfg1FMUkGlIRxr3fe9xAQZVoYRTufuINU0wWSKx7RvUWJBdZAtdp2jC+uMUBQr+6RBC/f3RIaF1jMR2k6BzUSv1nLzv1o/NdFNkDGZpIZKsvwoSjkyMcoPRyOmKDF8ZgETxeyuiEywwsTYeFwbgr968jp0rmq+5YfrauO2iKMMZ3AOl+BDHRpwD01oA4EJPMMrvDnCeXHenY9la8kpZk7hj5zPH3NmjdY=</latexit><latexit sha1_base64="jmYPCLVBo3n1zZz4Y9RMcg+bSaQ=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmRKjLohuXFXqDdiiZNNOGJpkhyShl6Cu4caGIW1/InW9jpp2Ftv4Q+PjPOeScP0w408bzvp3SxubW9k55193bPzg8qhyfdHScKkLbJOax6oVYU84kbRtmOO0limIRctoNp3d5vftIlWaxbJlZQgOBx5JFjGCTW+7TsDWsVL2atxBaB7+AKhRqDitfg1FMUkGlIRxr3fe9xAQZVoYRTufuINU0wWSKx7RvUWJBdZAtdp2jC+uMUBQr+6RBC/f3RIaF1jMR2k6BzUSv1nLzv1o/NdFNkDGZpIZKsvwoSjkyMcoPRyOmKDF8ZgETxeyuiEywwsTYeFwbgr968jp0rmq+5YfrauO2iKMMZ3AOl+BDHRpwD01oA4EJPMMrvDnCeXHenY9la8kpZk7hj5zPH3NmjdY=</latexit><latexit sha1_base64="jmYPCLVBo3n1zZz4Y9RMcg+bSaQ=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmRKjLohuXFXqDdiiZNNOGJpkhyShl6Cu4caGIW1/InW9jpp2Ftv4Q+PjPOeScP0w408bzvp3SxubW9k55193bPzg8qhyfdHScKkLbJOax6oVYU84kbRtmOO0limIRctoNp3d5vftIlWaxbJlZQgOBx5JFjGCTW+7TsDWsVL2atxBaB7+AKhRqDitfg1FMUkGlIRxr3fe9xAQZVoYRTufuINU0wWSKx7RvUWJBdZAtdp2jC+uMUBQr+6RBC/f3RIaF1jMR2k6BzUSv1nLzv1o/NdFNkDGZpIZKsvwoSjkyMcoPRyOmKDF8ZgETxeyuiEywwsTYeFwbgr968jp0rmq+5YfrauO2iKMMZ3AOl+BDHRpwD01oA4EJPMMrvDnCeXHenY9la8kpZk7hj5zPH3NmjdY=</latexit>

RNN…

M1
<latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit>

M2
<latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit>

Mb<latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit>

 d
<latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit>

w1
<latexit sha1_base64="ozSIzVA/SGXegmac4XRXthOpvw0=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSib7aZdutmE3YlSQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9m9fYj10bE6gEnCfcjOlQiFIyite6f+l6/XHGr7lxkFbwcKpCr0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXoqIRN342X3VKzqwzIGGs7VNI5u7viYxGxkyiwHZGFEdmuTYz/6t1Uwyv/EyoJEWu2OKjMJUEYzK7mwyE5gzlxAJlWthdCRtRTRnadEo2BG/55FVoXVQ9y3eXlfp1HkcRTuAUzsGDGtThFhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzmfPwosjZ8=</latexit><latexit sha1_base64="ozSIzVA/SGXegmac4XRXthOpvw0=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSib7aZdutmE3YlSQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9m9fYj10bE6gEnCfcjOlQiFIyite6f+l6/XHGr7lxkFbwcKpCr0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXoqIRN342X3VKzqwzIGGs7VNI5u7viYxGxkyiwHZGFEdmuTYz/6t1Uwyv/EyoJEWu2OKjMJUEYzK7mwyE5gzlxAJlWthdCRtRTRnadEo2BG/55FVoXVQ9y3eXlfp1HkcRTuAUzsGDGtThFhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzmfPwosjZ8=</latexit><latexit sha1_base64="ozSIzVA/SGXegmac4XRXthOpvw0=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSib7aZdutmE3YlSQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9m9fYj10bE6gEnCfcjOlQiFIyite6f+l6/XHGr7lxkFbwcKpCr0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXoqIRN342X3VKzqwzIGGs7VNI5u7viYxGxkyiwHZGFEdmuTYz/6t1Uwyv/EyoJEWu2OKjMJUEYzK7mwyE5gzlxAJlWthdCRtRTRnadEo2BG/55FVoXVQ9y3eXlfp1HkcRTuAUzsGDGtThFhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzmfPwosjZ8=</latexit><latexit sha1_base64="ozSIzVA/SGXegmac4XRXthOpvw0=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjRfsBbSib7aZdutmE3YlSQn+CFw+KePUXefPfuG1z0NYXFh7emWFn3iCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9m9fYj10bE6gEnCfcjOlQiFIyite6f+l6/XHGr7lxkFbwcKpCr0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXoqIRN342X3VKzqwzIGGs7VNI5u7viYxGxkyiwHZGFEdmuTYz/6t1Uwyv/EyoJEWu2OKjMJUEYzK7mwyE5gzlxAJlWthdCRtRTRnadEo2BG/55FVoXVQ9y3eXlfp1HkcRTuAUzsGDGtThFhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzmfPwosjZ8=</latexit>

h0
<latexit sha1_base64="KEGeM+jxW+oLQ91/wKoXynLtEsY=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxov2ANpTNdtMu3WzC7kQooT/BiwdFvPqLvPlv3LY5aOsLCw/vzLAzb5hKYdDzvp3S2vrG5lZ5u7Kzu7d/4B4etUySacabLJGJ7oTUcCkUb6JAyTup5jQOJW+H49tZvf3EtRGJesRJyoOYDpWIBKNorYdR3+u7Va/mzUVWwS+gCoUafferN0hYFnOFTFJjur6XYpBTjYJJPq30MsNTysZ0yLsWFY25CfL5qlNyZp0BiRJtn0Iyd39P5DQ2ZhKHtjOmODLLtZn5X62bYXQd5EKlGXLFFh9FmSSYkNndZCA0ZygnFijTwu5K2IhqytCmU7Eh+Msnr0LrouZbvr+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFzDH8kfP5A/G/jY8=</latexit><latexit sha1_base64="KEGeM+jxW+oLQ91/wKoXynLtEsY=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxov2ANpTNdtMu3WzC7kQooT/BiwdFvPqLvPlv3LY5aOsLCw/vzLAzb5hKYdDzvp3S2vrG5lZ5u7Kzu7d/4B4etUySacabLJGJ7oTUcCkUb6JAyTup5jQOJW+H49tZvf3EtRGJesRJyoOYDpWIBKNorYdR3+u7Va/mzUVWwS+gCoUafferN0hYFnOFTFJjur6XYpBTjYJJPq30MsNTysZ0yLsWFY25CfL5qlNyZp0BiRJtn0Iyd39P5DQ2ZhKHtjOmODLLtZn5X62bYXQd5EKlGXLFFh9FmSSYkNndZCA0ZygnFijTwu5K2IhqytCmU7Eh+Msnr0LrouZbvr+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFzDH8kfP5A/G/jY8=</latexit><latexit sha1_base64="KEGeM+jxW+oLQ91/wKoXynLtEsY=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxov2ANpTNdtMu3WzC7kQooT/BiwdFvPqLvPlv3LY5aOsLCw/vzLAzb5hKYdDzvp3S2vrG5lZ5u7Kzu7d/4B4etUySacabLJGJ7oTUcCkUb6JAyTup5jQOJW+H49tZvf3EtRGJesRJyoOYDpWIBKNorYdR3+u7Va/mzUVWwS+gCoUafferN0hYFnOFTFJjur6XYpBTjYJJPq30MsNTysZ0yLsWFY25CfL5qlNyZp0BiRJtn0Iyd39P5DQ2ZhKHtjOmODLLtZn5X62bYXQd5EKlGXLFFh9FmSSYkNndZCA0ZygnFijTwu5K2IhqytCmU7Eh+Msnr0LrouZbvr+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFzDH8kfP5A/G/jY8=</latexit><latexit sha1_base64="KEGeM+jxW+oLQ91/wKoXynLtEsY=">AAAB6nicbZBNS8NAEIYn9avWr6hHL4tF8FQSEfRY9OKxov2ANpTNdtMu3WzC7kQooT/BiwdFvPqLvPlv3LY5aOsLCw/vzLAzb5hKYdDzvp3S2vrG5lZ5u7Kzu7d/4B4etUySacabLJGJ7oTUcCkUb6JAyTup5jQOJW+H49tZvf3EtRGJesRJyoOYDpWIBKNorYdR3+u7Va/mzUVWwS+gCoUafferN0hYFnOFTFJjur6XYpBTjYJJPq30MsNTysZ0yLsWFY25CfL5qlNyZp0BiRJtn0Iyd39P5DQ2ZhKHtjOmODLLtZn5X62bYXQd5EKlGXLFFh9FmSSYkNndZCA0ZygnFijTwu5K2IhqytCmU7Eh+Msnr0LrouZbvr+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFzDH8kfP5A/G/jY8=</latexit>

RNN RNN

w2
<latexit sha1_base64="uh3T2H9tY1ZBvcGhyKEST75zG48=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmilCXRTcuK9gLtEPJpJk2NMkMSUYpQ1/BjQtF3PpC7nwbM+0stPWHwMd/ziHn/GHCmTae9+2UNja3tnfKu+7e/sHhUeX4pKPjVBHaJjGPVS/EmnImadsww2kvURSLkNNuOL3N691HqjSL5YOZJTQQeCxZxAg2ueU+DevDStWreQuhdfALqEKh1rDyNRjFJBVUGsKx1n3fS0yQYWUY4XTuDlJNE0ymeEz7FiUWVAfZYtc5urDOCEWxsk8atHB/T2RYaD0Toe0U2Ez0ai03/6v1UxNdBxmTSWqoJMuPopQjE6P8cDRiihLDZxYwUczuisgEK0yMjce1IfirJ69Dp17zLd9fVZs3RRxlOINzuAQfGtCEO2hBGwhM4Ble4c0Rzovz7nwsW0tOMXMKf+R8/gA/3o20</latexit><latexit sha1_base64="uh3T2H9tY1ZBvcGhyKEST75zG48=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmilCXRTcuK9gLtEPJpJk2NMkMSUYpQ1/BjQtF3PpC7nwbM+0stPWHwMd/ziHn/GHCmTae9+2UNja3tnfKu+7e/sHhUeX4pKPjVBHaJjGPVS/EmnImadsww2kvURSLkNNuOL3N691HqjSL5YOZJTQQeCxZxAg2ueU+DevDStWreQuhdfALqEKh1rDyNRjFJBVUGsKx1n3fS0yQYWUY4XTuDlJNE0ymeEz7FiUWVAfZYtc5urDOCEWxsk8atHB/T2RYaD0Toe0U2Ez0ai03/6v1UxNdBxmTSWqoJMuPopQjE6P8cDRiihLDZxYwUczuisgEK0yMjce1IfirJ69Dp17zLd9fVZs3RRxlOINzuAQfGtCEO2hBGwhM4Ble4c0Rzovz7nwsW0tOMXMKf+R8/gA/3o20</latexit><latexit sha1_base64="uh3T2H9tY1ZBvcGhyKEST75zG48=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmilCXRTcuK9gLtEPJpJk2NMkMSUYpQ1/BjQtF3PpC7nwbM+0stPWHwMd/ziHn/GHCmTae9+2UNja3tnfKu+7e/sHhUeX4pKPjVBHaJjGPVS/EmnImadsww2kvURSLkNNuOL3N691HqjSL5YOZJTQQeCxZxAg2ueU+DevDStWreQuhdfALqEKh1rDyNRjFJBVUGsKx1n3fS0yQYWUY4XTuDlJNE0ymeEz7FiUWVAfZYtc5urDOCEWxsk8atHB/T2RYaD0Toe0U2Ez0ai03/6v1UxNdBxmTSWqoJMuPopQjE6P8cDRiihLDZxYwUczuisgEK0yMjce1IfirJ69Dp17zLd9fVZs3RRxlOINzuAQfGtCEO2hBGwhM4Ble4c0Rzovz7nwsW0tOMXMKf+R8/gA/3o20</latexit><latexit sha1_base64="uh3T2H9tY1ZBvcGhyKEST75zG48=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmilCXRTcuK9gLtEPJpJk2NMkMSUYpQ1/BjQtF3PpC7nwbM+0stPWHwMd/ziHn/GHCmTae9+2UNja3tnfKu+7e/sHhUeX4pKPjVBHaJjGPVS/EmnImadsww2kvURSLkNNuOL3N691HqjSL5YOZJTQQeCxZxAg2ueU+DevDStWreQuhdfALqEKh1rDyNRjFJBVUGsKx1n3fS0yQYWUY4XTuDlJNE0ymeEz7FiUWVAfZYtc5urDOCEWxsk8atHB/T2RYaD0Toe0U2Ez0ai03/6v1UxNdBxmTSWqoJMuPopQjE6P8cDRiihLDZxYwUczuisgEK0yMjce1IfirJ69Dp17zLd9fVZs3RRxlOINzuAQfGtCEO2hBGwhM4Ble4c0Rzovz7nwsW0tOMXMKf+R8/gA/3o20</latexit>

wT
<latexit sha1_base64="jmYPCLVBo3n1zZz4Y9RMcg+bSaQ=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmRKjLohuXFXqDdiiZNNOGJpkhyShl6Cu4caGIW1/InW9jpp2Ftv4Q+PjPOeScP0w408bzvp3SxubW9k55193bPzg8qhyfdHScKkLbJOax6oVYU84kbRtmOO0limIRctoNp3d5vftIlWaxbJlZQgOBx5JFjGCTW+7TsDWsVL2atxBaB7+AKhRqDitfg1FMUkGlIRxr3fe9xAQZVoYRTufuINU0wWSKx7RvUWJBdZAtdp2jC+uMUBQr+6RBC/f3RIaF1jMR2k6BzUSv1nLzv1o/NdFNkDGZpIZKsvwoSjkyMcoPRyOmKDF8ZgETxeyuiEywwsTYeFwbgr968jp0rmq+5YfrauO2iKMMZ3AOl+BDHRpwD01oA4EJPMMrvDnCeXHenY9la8kpZk7hj5zPH3NmjdY=</latexit><latexit sha1_base64="jmYPCLVBo3n1zZz4Y9RMcg+bSaQ=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmRKjLohuXFXqDdiiZNNOGJpkhyShl6Cu4caGIW1/InW9jpp2Ftv4Q+PjPOeScP0w408bzvp3SxubW9k55193bPzg8qhyfdHScKkLbJOax6oVYU84kbRtmOO0limIRctoNp3d5vftIlWaxbJlZQgOBx5JFjGCTW+7TsDWsVL2atxBaB7+AKhRqDitfg1FMUkGlIRxr3fe9xAQZVoYRTufuINU0wWSKx7RvUWJBdZAtdp2jC+uMUBQr+6RBC/f3RIaF1jMR2k6BzUSv1nLzv1o/NdFNkDGZpIZKsvwoSjkyMcoPRyOmKDF8ZgETxeyuiEywwsTYeFwbgr968jp0rmq+5YfrauO2iKMMZ3AOl+BDHRpwD01oA4EJPMMrvDnCeXHenY9la8kpZk7hj5zPH3NmjdY=</latexit><latexit sha1_base64="jmYPCLVBo3n1zZz4Y9RMcg+bSaQ=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmRKjLohuXFXqDdiiZNNOGJpkhyShl6Cu4caGIW1/InW9jpp2Ftv4Q+PjPOeScP0w408bzvp3SxubW9k55193bPzg8qhyfdHScKkLbJOax6oVYU84kbRtmOO0limIRctoNp3d5vftIlWaxbJlZQgOBx5JFjGCTW+7TsDWsVL2atxBaB7+AKhRqDitfg1FMUkGlIRxr3fe9xAQZVoYRTufuINU0wWSKx7RvUWJBdZAtdp2jC+uMUBQr+6RBC/f3RIaF1jMR2k6BzUSv1nLzv1o/NdFNkDGZpIZKsvwoSjkyMcoPRyOmKDF8ZgETxeyuiEywwsTYeFwbgr968jp0rmq+5YfrauO2iKMMZ3AOl+BDHRpwD01oA4EJPMMrvDnCeXHenY9la8kpZk7hj5zPH3NmjdY=</latexit><latexit sha1_base64="jmYPCLVBo3n1zZz4Y9RMcg+bSaQ=">AAAB63icbZDLSgMxFIbP1Fsdb1WXboJFcFVmRKjLohuXFXqDdiiZNNOGJpkhyShl6Cu4caGIW1/InW9jpp2Ftv4Q+PjPOeScP0w408bzvp3SxubW9k55193bPzg8qhyfdHScKkLbJOax6oVYU84kbRtmOO0limIRctoNp3d5vftIlWaxbJlZQgOBx5JFjGCTW+7TsDWsVL2atxBaB7+AKhRqDitfg1FMUkGlIRxr3fe9xAQZVoYRTufuINU0wWSKx7RvUWJBdZAtdp2jC+uMUBQr+6RBC/f3RIaF1jMR2k6BzUSv1nLzv1o/NdFNkDGZpIZKsvwoSjkyMcoPRyOmKDF8ZgETxeyuiEywwsTYeFwbgr968jp0rmq+5YfrauO2iKMMZ3AOl+BDHRpwD01oA4EJPMMrvDnCeXHenY9la8kpZk7hj5zPH3NmjdY=</latexit>

…

M1
<latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit>

M2
<latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit>

Mb<latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit>

 d
<latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit>

…

M1
<latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit>

M2
<latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit>

Mb<latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit>

 d
<latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit>

…

Encoding

…
M1

<latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit>

M2
<latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit>

Mb
<latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit>

…
M1

<latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit><latexit sha1_base64="lr4z9kR9Bg3urt6KlGmUwT+ROEU=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1/f65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w/KIY11</latexit>

M2
<latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit><latexit sha1_base64="pQ6Jmzgt42DS+iC5N8Cd2c/O+Ow=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw16/1yxW36s5FVsHLoQK5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7FiWNUPvZfNUpObPOgISxsk8aMnd/T2Q00noSBbYzomakl2sz879aNzXhlZ9xmaQGJVt8FKaCmJjM7iYDrpAZMbFAmeJ2V8JGVFFmbDolG4K3fPIqtGpVz/L9RaV+ncdRhBM4hXPw4BLqcAsNaAKDITzDK7w5wnlx3p2PRWvByWeO4Y+czx/LpY12</latexit>

Mb
<latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit><latexit sha1_base64="dNeMcAaUyBUO8IezXR3mXNFQo54=">AAAB6nicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MWLUNF+QBvKZjtpl242YXcjlNCf4MWDIl79Rd78N27bHLT1hYWHd2bYmTdIBNfGdb+dwtr6xuZWcbu0s7u3f1A+PGrpOFUMmywWseoEVKPgEpuGG4GdRCGNAoHtYHwzq7efUGkey0czSdCP6FDykDNqrPVw1w/65Ypbdeciq+DlUIFcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdi5JGqP1svuqUnFlnQMJY2ScNmbu/JzIaaT2JAtsZUTPSy7WZ+V+tm5rwys+4TFKDki0+ClNBTExmd5MBV8iMmFigTHG7K2EjqigzNp2SDcFbPnkVWhdVz/L9ZaV+ncdRhBM4hXPwoAZ1uIUGNIHBEJ7hFd4c4bw4787HorXg5DPH8EfO5w8UdI2m</latexit>

 d
<latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit>

 d
<latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit>

 d
<latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit><latexit sha1_base64="2ZzJgmC+2N+g3yUK42hNRbzFPTw=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgqmFNpTNZtIu3WzC7kYoob/BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5gJro3rfjuVtfWNza3qdm1nd2//oH541NFprhj6LBWp6oZUo+ASfcONwG6mkCahwMdwfDurPz6h0jyVD2aSYZDQoeQxZ9RYy+8LJNGg3nCb7lxkFbwSGlCqPah/9aOU5QlKwwTVuue5mQkKqgxnAqe1fq4xo2xMh9izKGmCOijmy07JmXUiEqfKPmnI3P09UdBE60kS2s6EmpFers3M/2q93MTXQcFllhuUbPFRnAtiUjK7nERcITNiYoEyxe2uhI2ooszYfGo2BG/55FXoXDQ9y/eXjdZNGUcVTuAUzsGDK2jBHbTBBwYcnuEV3hzpvDjvzseiteKUM8fwR87nD1gGjl0=</latexit>

General Architecture Routing Classifier

…
M1
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Figure 3: Top left: Our general NLI architecture. Top center: Routing the classifier. Lower left: Word representation routing
of a CBOW encoder. Top right: Routing an RNN input transformation. Bottom right: Routing an RNN hidden transformation.

that others are not considered. To mitigate this,
we start with a strategy proposed by Rosenbaum
et al. (2017): exclusively conditioning the router
on meta-information provided by the datasets and
storing the router’s policy in a table. We found that
this stabilizes early training. During later train-
ing, we can replace the meta-information hard as-
signment rule with a meta-information “guesser”.
We implement this guesser with what Rosenbaum
et al. call a Dispatcher, an approximation-based
sub-policy that estimates the meta-information for
each sample and passes it to the corresponding
policies (Section 5).

Losses and Training Once the routing proce-
dure terminates, the selected modules are trained
using standard optimization techniques, such as
backpropagation with stochastic gradient descent
(SGD). The decision-making algorithm is either
also trained with SGD (Gumbel reparameteriza-
tion) or trained using reinforcement learning. As
we focus on classification problems, our core loss
function Lclass(y, ŷ) is the standard cross-entropy
loss. We backpropagate this loss along the func-
tion path chosen by the router for input x.

Reinforcement Learning Rewards For RL

training of the router, we define the reward r for
the reinforcement learner to be the sum of the neg-
ative classification loss and an additional regular-
ization reward that encourages diversity in the se-
lection of modules:

r = −Lclass(y, ŷ) + rreg (1)
For discussion of this reward, see Appendix A.1.

3.2 Architectures

If not otherwise mentioned, we assume that the
routed modules are all fully connected layers with
the same input and output dimensions. We fur-
thermore assume that the router is always select-
ing from the same set of functions when defining
paths through the routing layers, as this straight-
forwardly allows recursion in the relevant sense.

Routing Classifiers The simplest method we
explore involves routing the layers of a classifier.
To do this, we define a fixed set of b fully con-
nected layers (FC), each of the same dimension-
ality, and we allow the router to choose any path
through this set up to a maximum length d (Fig-
ure 3, top center). The final activation produced
by the chosen path is then densely connected to
a non-routed output layer. To further model each
example’s dependence on its class, we hard-select
this output layer based on the meta-information la-
bel m for x:

Wm (FCk1 ◦ · · · ◦ FCkd(x)) + bm (2)

Routing RNN Encoders In routing RNNs we fo-
cus on their two core transformations: from the
hidden state at time step tk to time step tk+1, and
from the input to the hidden state. We have de-
signed routing architectures for both of them. In
this paper, we start with LSTMs, but the techniques
are straightforward to adapt to other cell types.

Figure 3, top right, shows an architecture where
we route the input-to-hidden (I2H) transformation.
Similarly, Figure 3, bottom right, shows an ar-
chitecture where we route the hidden-to-hidden
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(H2H) transformation. While these transforma-
tions are often designed as single fully connected
layers, we allow a recursive application of d steps
from a selection of b modules to be applied. The
selections for the transformations f, i, o, c are tied
to be the same. The corresponding transformation
(in form of their weight matrices Wf/i/o/c for I2H

and Uf/i/o/c for H2H) becomes:

K = FCk ◦ · · · ◦ FCm(xt),

∀K ∈ {Wf ,Wi,Wo,Wc, Uf , Ui, Uo, Uc}
(3)

Routing CBOW Encoders We also experiment
with routing a continuous bag of words (CBOW)
encoding. As routing after the main addition is just
routing the classifier, we instead add a word-level
transformation before the addition (Figure 3, bot-
tom left). This transformation can again be routed
recursively (with up to d steps through bmodules).
The entire CBOW model can be defined as (with
w1, . . . , wt as premise or hypothesis):

CBOWR(w1, . . . , wt) =∑t
i=1 FCk1◦ · · · ◦ FCkd(wi)

(4)

Routing Transformers The Transformers
model (Vaswani et al., 2017) was recently pre-
trained as a language model (Radford et al.,
2018) achieving impressive results on several
NLI datasets. Since the corpus for pretraining
is not available, we instead use the parameter-
files distributed by the authors.2 The encoding
consists of twelve Transformer-blocks. Each
block consists of a convolutional attention layer
followed by two convolutional layers (along with
several dropout and layer-norm layers). This
allows routing at different levels of granularity,
of which we investigate two: routing entire
blocks and routing the attention step within each
block. As we use pre-defined parameters, we
cannot apply the blocks or the attention layers
recursively. Furthermore, we have to add routing
in the fine-tuning phase of using Transformers
by creating b copies of each routed module (the
depth is necessarily d = 12). When fine-tuning,
the router then diversifies the initially identical
modules.

4 Experiments

We now evaluate the routing architectures intro-
duced in the previous section, along with min-
imally different non-routing baselines. Our ex-

2https://github.com/openai/finetune-transformer-lm

periments focus on NLI, using the MULTINLI cor-
pus (Williams et al., 2018) and a new English
Corpus of Implicatives, the Stanford Corpus of
Implicatives (SCI). In both, each example is a
premise/hypothesis pair labeled with one of en-
tails, contradicts, or permits. What is special
about MULTINLI and SCI in the current context
is that the examples also have meta-information
that can be used to guide the router: a genre la-
bel for MULTINLI and an implicative signature for
SCI. We expect our routing models to leverage this
information during policy and parameter learning.

For all models (except Transformers), we adopt
the architecture in Figure 3, top left, in which the
premise and hypothesis are processed separately,
and the final representations of each are concate-
nated and fed into the classifier layers. We ex-
plore two methods for input processing: (i) pre-
trained word representations (GloVe; Pennington
et al. 2014) and (ii) pretrained contextualized rep-
resentations (ELMo; Peters et al. 2018). For all
non-routed models, we provide explicit access to
the genre label via special keywords put in front of
each sentence before encoding. The routed models
use this label as meta-information.

Unless otherwise specified, we used embedding
and hidden dimensions of 300. The classifier con-
sists of three fully connected layers with input and
output dimensions of 600 (also when routed). The
final layer projects from 600 to the output dimen-
sion, 3. The classifier nonlinearities are ReLUs.
We train the modules using Adam (Kingma and
Ba, 2014) with a learning rate of 1e−3 and the
router using SGD with a learning rate of 3e−4 (for
additional details, see Appendix A.5). For Trans-
formers, all hyperparameters are determined by
the published parameter files.

In experiments with different decision mak-
ing algorithms (see Appendix A.5), we found
that the Gumbel-Softmax reparameterization per-
formed 10% worse on average, with much higher
variance. QLearning was consistently as good as
other more complex RL algorithms, so we report
only our QLearning experiments. As Routing Net-
works have more parameters than their non-routed
counterparts, we ran experiments with larger non-
routed networks. We found that this did not affect
performance, only resulting in more overfitting.
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MULTINLI SCI
Encoding Embedding Routing match joint disjoint mismatch nested∗

CBOW

Glove None 61.94±0.13 57.26±0.18 55.68±0.47 53.41±0.86 50.98±0.92

Elmo None 59.12±0.59 58.28±0.67 57.99±0.90 56.30±1.28

Glove Classifier 51.99±0.17 62.33±0.80 61.17±0.28 51.55±1.61

Elmo Classifier 55.36±0.35 64.29±0.99 61.60±0.61 55.50±0.87

Glove WP 64.38±0.24 74.95±0.64 73.91±0.54 68.69±0.93

Glove WP+D 65.84±0.12 75.56±0.77 74.87±0.49 71.08±0.52 75.43±0.29

Elmo WP 61.28±0.25 65.91±4.19 61.67±1.30 57.34±0.52

RNN

Glove None 66.53±0.21 67.04±2.36 63.52±2.00 59.32±2.87 57.69±2.75

Elmo None 66.13±0.19 65.76±2.16 61.89±2.41 59.02±1.92

Glove Classifier 65.60±0.33 71.02±0.85 67.82±0.81 60.58±1.35

Elmo Classifier 59.49±0.55 68.98±2.99 67.23±2.40 52.96±1.82

Glove I2H 47.79±0.47 53.25±0.28 56.57±1.83 53.99±0.55

Elmo I2H 49.12±1.01 56.13±1.04 56.23±0.17 53.36±0.26

Glove H2H 62.34±0.25 54.89±0.93 53.08±0.57

Elmo H2H 64.04±0.19 59.34±4.41 56.57±1.83 57.61±0.55

Transformers (pretrained)

None 76.12 88.12 88.07 85.64
Classifier 76.50 86.05 86.68 73.45
Attention 76.63 87.91 88.45 85.95
Block 75.87 88.22 87.88 85.33

Table 1: Results for MULTINLI and SCI with different baselines and their routed versions. We report average accuracy with
confidence intervals over five runs with different seeds. For Transformers, we found that finetuning was highly volatile. We
therefore report test results from the best-of-5 train models. ∗All results for nested SCI were computed by fine-tuning the same
network previously trained on joint. ‘WP’ stands for Word Projection, ‘+D’ for Dispatching, ‘I2H’ for Input-to-Hidden routing,
and ‘H2H’ for Hidden-to-Hidden routing. Italics mark scores whose confidence intervals overlap with the best scores.
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Figure 4: Path (module selection) overlap for MULTINLI be-
tween genres with the CBOW GloVe WP model. The diag-
onal represents the number of function blocks applied for a
genre. A maximum of three means that two genres would be
routed through the exact same functions.

4.1 Experiments with MULTINLI

The MULTINLI corpus contains 392,702 training
examples, 10K dev examples, and 10K test exam-
ples. The examples come from 5 genres: fiction,
government reports, the Slate website, the Switch-
board corpus (Godfrey and Holliman, 1997), and
Berlitz travel guides. We treat these genre labels
as meta-information for the model (Section 3.1).

Our MULTINLI results are given in Table 1, and
the learning dynamics in Figure 5. The best model
combines the Transformer base model with rout-
ing in the attentional layers. Our methods for rout-
ing the RNN seem to be less successful, but word-
representation routing offers clear benefits with

the CBOW base model. Interestingly, the baseline
(non-routed) models perform at the same level as
the very similar models without genre labels eval-
uated by Williams et al. (2018). It seems that these
models are not able to take advantage of the meta-
information. In contrast, RRNs seem to provide
the space needed to condition linguistic senses on
these labels.

Our hypothesis is that routing will not only
lead to better performance on diverse tasks like
MULTINLI, but also that the paths – i.e., the se-
quence of functions selected by the router – fol-
lowed by the network will reflect high-level task
structure. Figure 4 suggests that this is the case
for MULTINLI. Here we show the degree of path-
overlap for all pairs of genres. As we might ex-
pect, government (the 9/11 report), Slate (cur-
rent affairs), and travel cluster together, as dis-
tinct from the two more isolated genres (Switch-
board; spoken language) and fiction (mostly from
the 20th century).

4.2 Experiments with Implicatives

Karttunen (1971) discovered that implicative con-
structions, such as manage and waste chance (e.g.
They wasted their chance to win), have signatures,
which characterize the inferences they support in
positive and negative contexts. This makes them
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the order compelled him to appear as a witness entails he appeared as a witness
we have missed an opportunity to examine the art market today contradicts we have examined the art market today
Mr Odinga had not been forced to change his plans permits Mr Odinga had changed his plans

Table 2: Examples from SCI randomly chosen from the validation set. Each row contains a triplet formed by a premise (left
column), a hypothesis (right column), and a label specifying one of the three possible relations (entails, contradicts, permits)
holding between premise and hypothesis. The last row contains an example of a probabilistic implicative (see the main text).

particularly informative for NLI predictions.

For instance, the positive sentence Joan man-
aged to solve the problem entails Joan solved the
problem, and the negative sentence Joan didn’t
manage to solve the problem contradicts Joan
solved the problem, so we say that the verb man-
age has the signature +|- (MacCartney and Man-
ning, 2009; Karttunen, 2016). In contrast, waste
chance has the opposite signature, since they
wasted the chance to befriend him contradicts they
befriended him, and they didn’t waste the chance
to befriend him entails they befriended him. There
are seven implicative signatures: six were pre-
viously known (Karttunen, 1971, 2012), and we
found an additional one (+|+; e.g. take no time
to). See Appendix C for additional details.

Signatures are compositional: when two or
more implicative constructions are composed in
a sentence, they create a nested implicative con-
struction whose signature is determined by the sig-
natures of the individual verbs (Nairn et al., 2006).
For example, John managed to remember to get
the keys entails John got the keys, where the nested
implicative manage to remember has the overall
signature +|-. We also see a more limited form of
compositionality inside phrasal implicatures; their
signatures are often largely determined by the lex-
ical semantic family of their constituent words.
Therefore, signatures make implicatives ideal for
evaluating different degrees of compositional gen-
eralization with RRNs, as they provide valuable
meta-information (Section 3.1).

Statistic SCI

Validated pairs 41.15%
Unanimous gold label 94.93%
Gold matches author 98.61%
Gold does not match author 1.39%
No gold label 0

Fleiss κ coefficient 0.95
entails 0.32
contradicts 0.30
permits 0.38

Table 3: SCI statistics. Top: Percentage of validated pairs
and basic agreement. Bottom: Fleiss κ coefficients and pro-
portion of all assignments made to the corresponding label.

4.2.1 A Corpus of Implicative Constructions
Our SCI dataset contains ≈10K premise–
hypothesis pairs. All seven signature types are
represented, in addition to pragmatic signatures,
which have inferential biases (see Appendix C).

We provide SCI3 in three versions for all sin-
gle and phrasal implicatives.4 In the joint ver-
sion, the underlying distribution of implicatives is
shared across train, validation, and test splits. In
the disjoint version, a different subset of implica-
tives is used in train from those used in validation
and test. This allows us to test generalization to
unseen constructions. Although disjoint with re-
spect to constructions, the constructions are care-
fully distributed so that all the underlying signa-
tures and most lexical items are represented in all
splits. The lexical items that make up implicative
constructions overlap between the splits. For ex-
ample, take vow appears only in training and val-
idation, while make vow only appears in test. The
last version is mismatch, where different subsets
of the signatures are present in training/validation
and test (see appendix C for more details).

Data collection for SCI proceeded as follows:
we collected at least 12, and most often 20, seed
premises from examples found in Google Books
and on the web. For each example, six hypothe-
ses were created by expert annotators.5 These six
examples were constructed in two steps: first, the
premise was taken to be the seed sentence, and
three hypotheses were created to exhaust the la-
bel space in relation to the premise. Second, the
premise was taken to be the negation of the seed
sentence, and a different set of three hypotheses
was created to also exhaust the label space with
respect to this negated sentence. For example, one
of the seeds for manage was I managed to see who
it was. From this, annotators produced by hand a

3https://nlp.stanford.edu/projects/sci/
4We provide nested constructions as a separate extension,

with the exception of a few nested implicatives that were used
in the development version of this corpus, for which the re-
sults are presented here. In the final version of the corpus,
single and phrasal implicatives will be separated from nested
implicatives. See the Appendix for more details.

5Native speakers of English trained in semantics at the
undergraduate level, with expertise in implicatives.
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Figure 6: The path-overlap between different signatures on
SCI, using the CBOW GloVe WP model, for b = 4, d = 3.
N+|− and N−|+ are nested signatures.

negated seed, I did not manage to see who it was.
Then three hypotheses were generated for each of
these two premises. Finally, each example was la-
beled by the author of the hypothesis examples.

Validation was performed on a randomly se-
lected subset of constructions. Two additional
votes were cast by different linguists, resulting in
three label votes for each example in the subset.
The gold label was then defined to be the majority
class from this set of votes. The Fleiss κ shows
high inter-annotator agreement (Table 3).

4.2.2 Implicatives Results and Analysis
For each example in SCI, we use its associated im-
plicative signature as the meta-information label.
This serves as a subtler kind of semantic infor-
mation than genre. The learning dynamics of dif-
ferent models are shown in Figure 7. As Table 1
shows, RRNs lead to considerable gains in perfor-
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Figure 7: Learning on SCI (joint) with GloVe inputs.

mance over most benchmarks. Recursive routing
of the classifier helps consistently with all mod-
els. Even simple word-level routing yields major
improvements for CBOW. As with MULTINLI, we
believe that the modules allow the conditioning of
linguistic senses. Routing at the word-level for se-
quential models seems suboptimal here. The train-
ing accuracies (> 99.5%) suggest that the problem
is overfitting. Intuitively, routing can assign too
many exclusive parameters to each class; and as
the samples within these classes are similar to be-
gin with, remembering them can be easier for the
network than for non-routed networks.

We expect examples with similar signatures to
be routed along similar paths. Figure 6 sum-
marizes the path-overlap between different signa-
tures. Some similar paths involve reversals of po-
larity, which calls for further scrutinity. However,
many of these similarities make intuitive sense.
For example, +|.4 and +|.5 are highly similar,
as are -|.7 and -|.9. In addition, the isolation
of the unusual signature +|+ (limited to just two
constructions) seems expected, as does the affin-
ity of the nested signatures N+|- and N-|+ to
their unnested counterparts. However, as shown in
Table A3, some signatures only contain very few
samples, resulting in highly noisy routing paths.

4.3 Navigating the Transfer–Interference
Trade-off

We now seek to provide intuitive explanation
for how RRNs help in navigating the transfer–
interference trade-off. We have characterized the
trade-off in terms of controlling weight sharing
between examples. While baseline networks can
learn to navigate this trade-off if they are opti-
mized for the appropriate objective (Riemer et al.,
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2019), in general these models do not have avail-
able supervision on how to do this and so optimize
greedily for the current example. As such, early
experiments with the baseline, non-routed models
show that examples with neutral signatures, such
as o|o and o|+, are the first to be learned. We
noticed that baseline sequence models learned to
classify take vow much earlier in the training pro-
cess, as the word vow is lexicalized through train-
ing on make vow examples. However, its per-
formance decreases over time as take is lexical-
ized through training on examples of other im-
plicatives with different signatures, such as take
chance. This behavior is the characteristic out-
come of catastrophic interference: learning take
chance results in decreased performance on take
vow as the two examples interfere. This is a par-
ticularly revealing instance as these two phrasal
verbs are similar on the surface, but have quite
different semantic properties, as reflected by their
signatures. However, given that RRNs are able to
route them differently (Figure 6), interference is
less likely. It is also possible that routing helps
with the transfer related to similar examples, an
avenue we want to explore in the future.

5 Prediction without Meta-Information

We have shown that high-quality meta-
information can be extremely useful. Unfor-
tunately, it is often not available at test-time. To
compensate, we evaluated an RRN extension in
which an additional neural network module is
trained to assign examples to meta-information
classes (genres for MULTINLI; signatures for SCI).
When we trained this model jointly, we found that
it was unstable and did not perform well. How-
ever, if this model is introduced after RRN training
on examples with known meta-information, then
the results are extremely promising. We call this
Dispatcher Training (‘+D’), borrowing similar
terminology from Rosenbaum et al. (2017). Ta-
ble 1 includes an initial evaluation of this variant
with a CBOW base model and WP routing. As we
can see, accuracy actually increases by a small
amount over WP alone.

Additionally, having +D allows the network to
generalize better to unseen examples and unseen
patterns. Consider the relative performance drop
for CBOW WP+D from the full joint SCI dataset
(75.56%) to disjoint (−0.69%) and from disjoint
(74.87%) to mismatch (−3.79%), and compare

this to the plain WP version: full (74.95%) to
disjoint (−1.04%), and disjoint (73.91%) to mis-
match (−5.22%)

6 Conclusion

This paper introduced Recursive Routing Net-
works and showed how to incorporate them into
a variety of different neural architectures; we ex-
plored a range of possibilities for this, and the
techniques generalize to other options straightfor-
wardly. Our evaluations focused on NLI. We
showed in particular that our RRNs can effectively
leverage the meta-information in the MULTINLI

corpus and in our new corpus focused on im-
plicatives; not only do RRNs use this informa-
tion to achieve superior accuracy, but they also
learn sub-structure that reflects this high-level in-
formation, and our Dispatcher variant extends the
framework to situations where the relevant meta-
information is not available for testing. We believe
exploring more powerful variants of dispatching
is an interesting avenue for future work, as is
pretraining routing models on language model
tasks using large corpora. It is our hope that
these lessons extend to other richly compositional,
context-sensitive language understanding tasks.
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Appendices

A Architecture Details

A.1 The reward design

Rosenbaum et al. (2017) found that it was helpful
in incentivizing different routing strategies to add
a regularization reward to each action made. This
reward is constructed by computing the average
count of choosing a particular module, multiplied
by a scaling factor. We also use a similar reward.
In particular, we compute it for module mk and
action a as follows:

rc(mk) =

{
(1− α) ∗ r′c(mk) + α if k = a

r′c(m), otherwise
As we want this reward to sum to 1 over all mod-
ules, we normalize. Additionally, we want to scale
this reward to stay constant even for larger routing
depths. The result is therefore scaled as such:

rc =
rc

d
∑
rc

A.2 Losses

To make the backpropagation step to train the net-
work more efficient, we combine the losses
Ltotal (x, ŷ) = Lclass(x, ŷ) + LRL(x, r) (5)

where LRL(x, r) is the loss defined by the chosen
RL algorithm.

A.3 Routing RNNs

We modify LSTMs as originally defined by
Hochreiter and Schmidhuber (1997):

ft = σg(Wfxt + Ufht−1 + bf ) (6)

it = σg(Wixt + Uiht−1 + bi) (7)

ot = σg(Woxt + Uoht−1 + bo) (8)

ct = ft ◦ ct−1 + it◦
σc(Wcxt + Ucht−1 + bc)

(9)

ht = ot ◦ σh(ct) (10)

However, analogous architectures can be imple-
mented for GRUs or different LSTMs. Here, ei-
ther architecture has two core transformations –
one from the hidden state at time step tk to time
step tk+1, and one from the input (in our case,
word embeddings) to the hidden state. We have
designed architectures that route either.

The resulting equations (6), (7), and (8) for the
input-to-hidden routing model illustrated in Fig-
ure 3, top right, become (with g being a placeholder

for f, i, o):
gt =σg(FCg,kd ◦ FCg,kd−1

◦ · · · FCg,kdxt

+ Ught−1 + bg)
(11)

Similarly, the equations (6), (7), and (8) for the
hidden-to-hidden routing model in Figure 3, bot-
tom right, become (with g being a placeholder for
f, i, o):
gt =σg(Wgxt + FCg,kd ◦ FCg,kd−1

◦ · · ·
FCg,kdht−1 + bg)

(12)

A.4 Routing Transformers

The following describes the two different ap-
proaches for routing transformers. When routing
entire transformer blocks (TB), we have:

Fkt = {TBt,1, TBt,2, . . . , TBt,b} (13)
However, as the routing functions for routing
the attention layers are interleaved with the other
block-layers (BL), the basic routing chain changes
to:
fR(x) =fk1 ◦ BL ◦ ... ◦ BL ◦ fkd(x) ◦ BL (14)

and the routing module sets are (with AL as atten-
tion layers):

Fkt = {ALt,1, ALt,2, ..., ALt,b} (15)

A.5 Hyperparameter Search

We found that training the router with Adam
can become unstable and stay at random base-
line performance. In contrast, we found that us-
ing Adam for the modules increased performance
by around 1%. When training a routing utiliz-
ing the Gumbel-Softmax reparameterization, we
tested Adam and SGD exclusively, and settled for
Adam. We found the module learning rate of 1e−3
and the router learning rate of 3e−4 by perform-
ing sweeps over the learning rate from 1e−2 to
1e−4 for the module training and from 1e−2 to
1e−5 for the router training, roughly by decre-
ments of factor 3. In general, we found a branching
size of b = 3 to work best (although performance
for b = 5 was nearly identical), after sweeps for
b ∈ {2, 3, 5, 10, 15, 20}. As we also specify the
maximum recursion depth, we generally allow up
to d = 3 recursive steps. Higher ds add to train-
ing time, but neither increase nor decrease perfor-
mance significantly, as the router (nearly) never
learns to apply more than three transformations
anyway. Figure A1 shows the effects of the value
of the decision making algorithm, the value of the
regularization reward, and of the routing width.
Most notably, Gumbel-Softmax routing performs
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(a) Effect of the decision-making algo-
rithm.

(b) Effect of the regularization reward
value.

(c) Effect of the routing width.

Figure A1: Encoder Routing Strategies.

on average 10% worse than RL algorithms, with
variance that is nearly an order of magnitude larger.
Also, larger routing width has similar expected per-
formance but increases the variance. The value of
the regularization reward has little effect on ex-
pected performance.

B Implicatives Experiments

Routed models that achieve good performance on
SCI show a strong indication of proper learning of
entailment and contradiction, and some difficulties
with neutral cases, as indicated by the confusion
matrix in Table A1. An inspection of common er-
rors of the CBOW WP model shows a number of
cases related to the probabilistic component of the
signature. For example, Jerry got a chance to pitch
was marked as contradicting Jerry did not manage
to pitch, when the gold label is indeed permits.
In this case, if the premise is true then there is a
small chance that the author would regard the hy-
pothesis as false and therefore predict contradicts
as the model did. Other errors involve coreference,
such as the prediction of entailment between you
took the time to review my presentation and you
reviewed his presentation.

Relation entailment contradiction neutral Totals

entailment 35 2 10 47
contradiction 2 33 5 40
neutral 7 6 28 41

Totals: 44 41 43 128

Table A1: Confusion Matrix.

C Implicatives Corpus

Implicative constructions yield a judgment about
the truth of their complement clause under at least
one polarity. Some are simple verbs like manage

and fail, while some are phrasal constructions like
meet one’s duty and waste a chance.

C.1 Signatures

The signature of an implicative indicates the re-
lation between the matrix clause and complement
clause. The symbol + indicates an entailment of
the complement clause, the symbol − indicates
an entailment of the negation of the complement
clause, and the symbol o indicates no entailment
relation to the complement clause. A signature
consists of a left symbol, which indicates the en-
tailment relation to the complement clause when
the matrix clause is in a positive environment, and
the right symbol, which indicates the entailment
relation to the complement clause when the ma-
trix clause is in a negative environment.

For example, in the notation of MacCartney and
Manning (2009) and Karttunen (2016), the signa-
ture of manage is +|-. This means a sentence
with manage entails its complement in positive
contexts, and contradicts its complement in nega-
tive contexts. As such, Joan didn’t manage to solve
the problem contradicts Joan solved the problem.

Fail and lack foresight have the implicative sig-
nature -|+. NP failed/lacked the foresight to VP
contradicts NP VPed and entails NP didn’t VP. This
is negative entailment under positive polarity (-),
positive entailment under negative polarity (+).

Two-way implicatives like manage and fail yield
an entailment under positive and negative polarity.
One-way implicatives such as force (+|o), prevent
(-|o), be able (o|-), and hesitate (o|+) yield an
entailment, + or -, only under one polarity and no
entailment (o) under the other.6

6In addition to the entailment properties that we focus
on in this study, most implicative constructions also have
another component of meaning, sometimes called presuppo-
sition (Karttunen, 1971; Baglini and Francez, 2016), some-
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+to eat breakfastto forget (-|+)

manage (+|-)

did not (-|+)

Kim

Figure A2: Computation of the inference Kim ate breakfast
entailed by the premise Kim did not manage to forget to eat
breakfast.

There are seven known implicative signatures,
six of them documented earlier (Karttunen, 1971,
2012). In the course of collecting data for this
study, we came across a new implicative construc-
tion that had been missed in all previous studies.
We code take no time and waste no time as +|+
because, in the vast majority of cases we looked
at, the presence or absence of negation makes no
difference. I wasted no time to jump on board and
I didn’t waste no time to jump on board both mean
that I jumped on board quickly.

C.2 Pragmatic Implicatives
In cases where there is no logical entailment, one-
way implicatives may give rise to an invited infer-
ence (Geis and Zwicky, 1971). I was able to speak
but just didn’t know what to say is not a contradic-
tion. But if the speaker leaves out the but-clause,
she probably means that not only was she able to
speak, but she in fact did speak. There is no invited
inference in cases like Bill Clinton had a chance
to kill Bin Laden before the September 11 attacks,
because it is common knowledge that the attempt
to do so failed. Insofar as these cases depend on
an encyclopedic knowledge about the world, as op-
posed to a dictionary/lexical knowledge, we use the
terminology pragmatic implicatives for this type of
verbs.

The likelihood of invited inferences varies
greatly depending on the construction. They are
very likely with be able, less likely with have
chance, and very unlikely with hesitate. To bet-

times conventional implicature (Karttunen and Peters, 1979).
For example, Marco failed to show up for work implicates
that Marco tried or was expected to show up for work. The
NatLog system (MacCartney and Manning, 2009) computes
entailments of implicatives but no presuppositions. No cur-
rent NLP system does. The difference between entailment
and presupposition/conventional implicature can be made
with the question Did Marco fail to show up for work? This
question asks whether Marco showed up for work or not;
fail indicates that the speaker thinks that Marco tried or was
expected to come to work.

ter match actual usage, we assign to be able not
the semantically correct o|- signature but .9|-,
reflecting our estimation that there is a .9 proba-
bility that the author is using the construction as if
it were a two-way +|- implicative. We code have
chance as .4|- and hesitate as o|+.

C.3 Nested Implicatives

Implicative constructions can be nested inside of
other implicative constructions, as in Stan man-
aged to fail to propose to Carol. The meaning of
nested implicatives is compositional; the signature
of a nested implicative can be determined algorith-
mically by the signatures of the single implicatives
that compose it (Nairn et al. 2006; see Figure A2).
Since manage has the signature +|- and fail is
-|+, the nested constructions manage to fail and
fail to manage are both -|+. Thus, the example
above entails that Stan did not propose to Carol,
as does Stan failed to manage to propose to Carol.
The entailments are the same, but the implications
associated with manage and fail differ depending
on the nesting.

Some implicative constructions – e.g., manage
and fail, remember, and forget – can be nested in
one another. In many cases, only one order makes
sense. It is easy to find examples of happen to turn
out – e.g., it happened to turn out to be a success –
but a search for turn out to happen sentences does
not turn up any. One can even find triply nested
implicative constructions, such as don’t forget to
remember not to forget to watch the finale of series
2 tonight, but they are rare.

The single-word, phrasal implicatives, and (a
few) nested implicatives used in our data set are
listed in Table A3. The release version of SCI

will contain additional doubly-nested construc-
tions (the complete list is in Table A4), and will
have additional splits.

C.4 Corpus Versions and Extension

The three different versions of the dataset de-
scribed in the article are joint, disjoint, and mis-
match. The disjoint test set contains the implica-
tives listed in Table A2, and thus the implicatives
listed there are not contained in train and valida-
tion.

The mismatch version of the SCI corpus contains
all signatures in validation and test, but only a re-
stricted set for train. Table A5 contains the subsets
available on each split.
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In addition to the versions, we included all the
nested constructions as a separate extension to the
dataset using the same format. This expansion can
then be easily used as a test set for generalization
to longer sequences.

Figure A3 show the distribution of lengths,
counted in word tokens, for premises and hypothe-
ses. Figure A4 shows the distribution of lengths for
both premises and hypotheses.

Construction Sign Examples

break promise -|+ 90
exploit opportunity +|- 120
fail obligation -|+ 60
fulfill promise +|- 90
grab occasion +|- 120
make vow o|o 91
manage +|- 90
meet duty +|- 90
miss occasion -|+ 120
neglect -|+ 91
refrain -|+ 120
require +|.3 120
seize opportunity +|- 120
take opportunity +|- 91
use occasion +|- 120
waste chance -|+ 91
waste no time +|+ 76
waste opportunity -|+ 91

Constructions: 18 Total 1791

Table A2: Disjoint dataset in test set in SCI.
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Figure A3: Distribution of sentence lengths in number of
words for all verbs in SCI.
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Figure A4: Distribution of lengths for premises (blue) and
hypothesis (orange) in SCI.
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Construction Sign Examples Construction Sign Examples

be forced +|- 128 keep promise +|- 90
be kept from -|.9 132 lack foresight -|+ 91
be made +|.5 126 lose opportunity -|+ 90
be obstructed from -|.9 126 make +|.5 126
be prevented -|.7 87 make promise o|o 91
be required +|.3 120 make vow o|o 91
be stopped -|.5 120 manage +|- 90
bother +|- 91 manage to miss opportunity -|+ 120
breach contract -|+ 120 meet duty +|- 90
breach promise -|+ 120 meet obligation +|- 90
break pledge -|+ 73 meet promise +|- 88
break promise -|+ 90 miss chance -|+ 90
bring oneself +|- 120 miss occasion -|+ 120
cause +|.5 120 miss opportunity -|+ 91
coerce +|.9 120 neglect -|+ 91
compel +|.4 120 neglect duty -|+ 120
convince +|.8 120 neglect occasion -|+ 120
dare +|- 91 obey order +|- 91
disobey order -|+ 87 overlook opportunity -|+ 120
exploit occasion +|- 120 prevent -|.7 60
exploit opportunity +|- 120 proceed +|- 120
fail -|+ 91 refrain -|+ 120
fail obligation -|+ 60 refuse to take advantage -|+ 114
fail to take advantage -|+ 120 remember +|- 91
follow order +|- 90 require +|.3 120
force oneself +|- 120 seize occasion +|- 120
forget -|+ 90 seize opportunity +|- 120
fulfill promise +|- 90 stop -|.5 120
get chance .9|- 90 succeed +|- 120
get +|- 119 take advantage of opportunity +|- 120
grab occasion +|- 120 take chance +|- 91
grab opportunity +|- 120 take no time +|+ 76
happen +|- 92 take occasion +|- 120
have chance .4|- 89 take opportunity +|- 91
have courage +|- 91 take time +|- 88
have +|.5 120 take vow o|o 91
have foresight +|- 90 turn out +|- 153
have gall +|- 90 use occasion +|- 120
have time .9|- 90 use opportunity +|- 120
have wherewithal +|- 90 venture +|- 120
hazard +|- 120 waste chance -|+ 91
hesitate o|+ 91 waste money +|- 91
ignore duty -|+ 120 waste no time +|+ 76
ignore opportunity +|- 120 waste occasion -|+ 120
jump on occasion +|- 120 waste opportunity -|+ 91
keep from -|.9 132 waste time +|- 91

Constructions: 92 Total 9671

Table A3: Implicatives in joint SCI.
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Construction Sign Examples

be able to bring oneself +|- 160
fail to have courage -|+ 66
fail to have means -|+ 36
fail to have wherewithal -|+ 18
fail to manage -|+ 90
fail to meet obligation -|+ 54
fail to obey order -|+ 51
fail to take advantage -|+ 120
forget to remember -|+ 48
manage to fail -|+ 54
manage to forget -|+ 18
manage to have gall +|- 18
manage to have power +|- 18
manage to have strength +|- 54
manage to have wherewithal +|- 18
manage to miss opportunity -|+ 166
manage to remember +|- 53
manage to turn out +|- 36
refuse to take advantage -|+ 114
remember to forget -|+ 359
remember to take time +|- 54
take advantage of opportunity +|- 120

Constructions: 22 Total 1725

Table A4: Nested Implicatives collected to appear in the
release version of SCI.
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Split Signatures

train -|+, +|-, o|-, o|o, +|.5, .4|-, -|.7
dev/test -|+, +|-, o|-, o|o, +|.3, .4|-, +|.4, +|.5, -|.5, -|.7, +|.8, +|.9, -|.9, .9|-

Table A5: Mismatch Splits in SCI.
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Abstract

AMR-to-text generation is a problem recently
introduced to the NLP community, in which
the goal is to generate sentences from Ab-
stract Meaning Representation (AMR) graphs.
Sequence-to-sequence models can be used
to this end by converting the AMR graphs
to strings. Approaching the problem while
working directly with graphs requires the use
of graph-to-sequence models that encode the
AMR graph into a vector representation. Such
encoding has been shown to be beneficial in
the past, and unlike sequential encoding, it al-
lows us to explicitly capture reentrant struc-
tures in the AMR graphs. We investigate the
extent to which reentrancies (nodes with mul-
tiple parents) have an impact on AMR-to-text
generation by comparing graph encoders to
tree encoders, where reentrancies are not pre-
served. We show that improvements in the
treatment of reentrancies and long-range de-
pendencies contribute to higher overall scores
for graph encoders. Our best model achieves
24.40 BLEU on LDC2015E86, outperforming
the state of the art by 1.1 points and 24.54
BLEU on LDC2017T10, outperforming the
state of the art by 1.24 points.

1 Introduction

Abstract Meaning Representation (AMR; Ba-
narescu et al. 2013) is a semantic graph represen-
tation that abstracts away from the syntactic real-
ization of a sentence, where nodes in the graph
represent concepts and edges represent seman-
tic relations between them. AMRs are graphs,
rather than trees, because co-references and con-
trol structures result in nodes with multiple par-
ents, called reentrancies. For instance, the AMR
of Figure 1(a) contains a reentrancy between fin-
ger and he, caused by the possessive pronoun
his. AMR-to-text generation is the task of auto-
matically generating natural language from AMR

(a)
eat-01

he pizza finger

:arg0 :arg1 :instrument

part-of

eat-01 :arg0 he :arg1 pizza :instr. finger :part-of he
(b)

eat-01 :arg0 he :arg1 pizza :instr. finger :part-of he

(c)

eat-01 :arg0 he :arg1 pizza :instr. finger :part-of he

(d)

Figure 1: (a) AMR for the sentence He ate the pizza
with his fingers and different input representations:
(b) sequential; (c) tree-structured; (d) graph-structured.
The nodes and edges in bold highlight a reentrancy.

graphs.
Attentive encoder/decoder architectures, com-

monly used for Neural Machine Translation
(NMT), have been explored for this task (Kon-
stas et al., 2017; Song et al., 2018; Beck et al.,
2018). In order to use sequence-to-sequence mod-
els, Konstas et al. (2017) reduce the AMR graphs
to sequences, while Song et al. (2018) and Beck
et al. (2018) directly encode them as graphs.
Graph encoding allows the model to explicitly
encode reentrant structures present in the AMR
graphs. While central to AMR, reentrancies are
often hard to treat both in parsing and in genera-
tion. Previous work either removed them from the
graphs, hence obtaining sequential (Konstas et al.,
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2017) or tree-structured (Liu et al., 2015; Takase
et al., 2016) data, while other work maintained
them but did not analyze their impact on perfor-
mance (e.g., Song et al., 2018; Beck et al., 2018).
Damonte et al. (2017) showed that state-of-the-art
parsers do not perform well in predicting reen-
trant structures, while van Noord and Bos (2017)
compared different pre- and post-processing tech-
niques to improve the performance of sequence-
to-sequence parsers with respect to reentrancies. It
is not yet clear whether explicit encoding of reen-
trancies is beneficial for generation.

In this paper, we compare three types of en-
coders for AMR: 1) sequential encoders, which re-
duce AMR graphs to sequences; 2) tree encoders,
which ignore reentrancies; and 3) graph encoders.
We pay particular attention to two phenomena:
reentrancies, which mark co-reference and con-
trol structures, and long-range dependencies in the
AMR graphs, which are expected to benefit from
structural encoding. The contributions of the pa-
per are two-fold:

• We present structural encoders for the en-
coder/decoder framework and show the ben-
efits of graph encoders not only compared to
sequential encoders but also compared to tree
encoders, which have not been studied so far
for AMR-to-text generation.

• We show that better treatment of reentrancies
and long-range dependencies contributes to
improvements in the graph encoders.

Our best model, based on a graph encoder,
achieves state-of-the-art results for both the
LDC2015E86 dataset (24.40 on BLEU and 23.79
on Meteor) and the LDC2017T10 dataset (24.54
on BLEU and 24.07 on Meteor).

2 Input Representations

Graph-structured AMRs AMRs are normally
represented as rooted and directed graphs:

G0 = (V0, E0, L),

V0 = {v1, v2, . . . , vn},
root ∈ V0,

where V0 are the graph vertices (or nodes) and
root is a designated root node in V0. The edges
in the AMR are labeled:

E0 ⊆ V0 × L× V0,
L = {`1, `2, . . . , `n′}.

Each edge e ∈ E0 is a triple: e = (i, label, j),
where i ∈ V0 is the parent node, label ∈ L is the
edge label and j ∈ V0 is the child node.

In order to obtain unlabeled edges, thus de-
creasing the total number of parameters required
by the models, we replace each labeled edge
e = (i, label, j) with two unlabeled edges: e1 =
(i, label), e2 = (label, j):

G = (V,E),

V = V0 ∪ L = {v1, . . . , vn, `1, . . . , `n′},
E ⊆ (V0 × L) ∪ (L× V0).

Each unlabeled edge e ∈ E is a pair: e = (i, j),
where one of the following holds:

1. i ∈ V0 and j ∈ L;

2. i ∈ L and j ∈ V0.

For instance, the edge between eat-01 and he
with label :arg0 of Figure 1(a) is replaced by
two edges in Figure 1(d): an edge between eat-
01 and :arg0 and another one between :arg0 and
he. The process, also used in Beck et al. (2018),
tranforms the input graph into its equivalent Levi
graph (Levi, 1942).

Tree-structured AMRs In order to obtain tree
structures, it is necessary to discard the reentran-
cies from the AMR graphs. Similarly to Takase
et al. (2016), we replace nodes with n > 1 incom-
ing edges with n identically labeled nodes, each
with a single incoming edge.

Sequential AMRs Following Konstas et al.
(2017), the input sequence is a linearized and
anonymized AMR graph. Linearization is used to
convert the graph into a sequence:

x = x1, . . . , xN ,

xi ∈ V.

The depth-first traversal of the graph defines the
indexing between nodes and tokens in the se-
quence. For instance, the root node is x1, its left-
most child is x2 and so on. Nodes with multi-
ple parents are visited more than once. At each
visit, their labels are repeated in the sequence, ef-
fectively losing reentrancy information, as shown
in Figure 1(b).

Anonymization removes names and rare words
with coarse categories to reduce data sparsity. An
alternative to anonymization is to employ a copy
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mechanism (Gulcehre et al., 2016), where the
models learn to copy rare words from the input
itself. In this paper, we follow the anonymization
approach.

3 Encoders

In this section, we review the encoders adopted as
building blocks for our tree and graph encoders.

3.1 Recurrent Neural Network Encoders
We reimplement the encoder of Konstas et al.
(2017), where the sequential linearization is the
input to a bidirectional LSTM (BiLSTM; Graves
et al. 2013) network. The hidden state of the BiL-
STM at step i is used as a context-aware word rep-
resentation of the i-th token in the sequence:

e1:N = BiLSTM(x1:N ),

where ei ∈ Rd, d is the size of the output embed-
dings.

3.2 TreeLSTM Encoders
Tree-Structured Long Short-Term Memory Net-
works (TreeLSTM; Tai et al. 2015) have been in-
troduced primarily as a way to encode the hi-
erarchical structure of syntactic trees (Tai et al.,
2015), but they have also been applied to AMR
for the task of headline generation (Takase et al.,
2016). TreeLSTMs assume tree-structured input,
so AMR graphs must be preprocessed to respect
this constraint: reentrancies, which play an essen-
tial role in AMR, must be removed, thereby trans-
forming the graphs into trees.

We use the Child-Sum variant introduced by Tai
et al. (2015), which processes the tree in a bottom-
up pass. When visiting a node, the hidden states
of its children are summed up in a single vector
which is then passed into recurrent gates.

In order to use information from both incom-
ing and outgoing edges (parents and children), we
employ bidirectional TreeLSTMs (Eriguchi et al.,
2016), where the bottom-up pass is followed by
a top-down pass. The top-down state of the root
node is obtained by feeding the bottom-up state of
the root node through a feed-forward layer:

h↓root = tanh(Wrh
↑
root + b),

where h↑i is the hidden state of node xi ∈ V for
the bottom-up pass and h↓i is the hidden state of
node xi for the top-down pass.

The bottom up states for all other nodes are
computed with an LSTM, with the cell state given
by their parent nodes:

h↓i = LSTM(h↑p(i), h
↑
i ),

where p(i) is the parent of node xi in the tree. The
final hidden states are obtained by concatenating
the states from the bottom-up pass and the top-
down pass:

hi =
[
h↓i ;h

↑
i

]
.

The hidden state of the root node is usually used
as a representation for the entire tree. In order to
use attention over all nodes, as in traditional NMT
(Bahdanau et al., 2015), we can however build
node embeddings by extracting the hidden states
of each node in the tree:

e1:N = h1:N ,

where ei ∈ Rd, d is the size of the output embed-
dings.

The encoder is related to the TreeLSTM en-
coder of Takase et al. (2016), which however en-
codes labeled trees and does not use a top-down
pass.

3.3 Graph Convolutional Network Encoders
Graph Convolutional Network (GCN; Duvenaud
et al. 2015; Kipf and Welling 2016) is a neural net-
work architecture that learns embeddings of nodes
in a graph by looking at its nearby nodes. In Natu-
ral Language Processing, GCNs have been used
for Semantic Role Labeling (Marcheggiani and
Titov, 2017), NMT (Bastings et al., 2017), Named
Entity Recognition (Cetoli et al., 2017) and text
generation (Marcheggiani and Perez-Beltrachini,
2018).

A graph-to-sequence neural network was first
introduced by Xu et al. (2018). The authors
review the similarities between their approach,
GCN and another approach, based on GRUs (Li
et al., 2015). The latter recently inspired a graph-
to-sequence architecture for AMR-to-text gener-
ation (Beck et al., 2018). Simultaneously, Song
et al. (2018) proposed a graph encoder based on
LSTMs.

The architectures of Song et al. (2018) and Beck
et al. (2018) are both based on the same core
computation of a GCN, which sums over the em-
beddings of the immediate neighborhood of each
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node:

h
(k+1)
i = σ

( ∑

j∈N (i)

W
(k)
(j,i)h

(k)
j + b(k)

)
,

where h(k)i is the embeddings of node xi ∈ V
at layer k, σ is a non-linear activation function,
N (i) is the set of the immediate neighbors of xi,
W

(k)
(j,i) ∈ Rm×m and b(k) ∈ Rm, with m being the

size of the embeddings.
It is possible to use recurrent networks to model

the update of the node embeddings. Specifically,
Beck et al. (2018) uses a GRU layer where the
gates are modeled as GCN layers. Song et al.
(2018) did not use the activation function σ and
perform an LSTM update instead.

The systems of Song et al. (2018) and Beck
et al. (2018) further differ in design and implemen-
tation decisions such as in the use of edge label and
edge directionality. Throughout the rest of the pa-
per, we follow the traditional, non-recurrent, im-
plementation of GCN also adopted in other NLP
tasks (Marcheggiani and Titov, 2017; Bastings
et al., 2017; Cetoli et al., 2017). In our experi-
ments, the node embeddings are computed as fol-
lows:

h
(k+1)
i = σ

( ∑

j∈N (i)

W
(k)
dir(j,i)h

(k)
j + b(k)

)
, (1)

where dir(j, i) indicates the direction of the edge
between xj and xi (i.e., outgoing or incoming
edge). The hidden vectors from the last layer of
the GCN network are finally used to represent each
node in the graph:

e1:N = h
(K)
1 , . . . , h

(K)
N ,

where K is the number of GCN layers used, ei ∈
Rd, d is the size of the output embeddings.

To regularize the models we apply dropout (Sri-
vastava et al., 2014) as well as edge dropout
(Marcheggiani and Titov, 2017). We also include
highway connections (Srivastava et al., 2015) be-
tween GCN layers.

While GCN can naturally be used to encode
graphs, they can also be applied to trees by re-
moving reentrancies from the input graphs. In the
experiments of Section 5, we explore GCN-based
models both as graph encoders (reentrancies are
maintained) as well as tree encoders (reentrancies
are ignored).

x1

x2 . . . xN

GCN/TreeLSTM

h1

h2 . . . hN

h1 h2 . . . hn

BiLSTM

e1 e2 . . . en

x1

x2 . . . xN

x1 x2 . . . xn

BiLSTM

h1 h2 . . . hn

h1

h2 . . . hN

GCN/TreeLSTM

e1

e2 . . . eN

Figure 2: Two ways of stacking recurrent and structural
models. Left side: structure on top of sequence, where
the structural encoders are applied to the hidden vec-
tors computed by the BiLSTM. Right side: sequence
on top of structure, where the structural encoder is used
to create better embeddings which are then fed to the
BiLSTM. The dotted lines refer to the process of con-
verting the graph into a sequence or vice-versa.

4 Stacking Encoders

We aimed at stacking the explicit source of struc-
tural information provided by TreeLSTMs and
GCNs with the sequential information which BiL-
STMs extract well. This was shown to be ef-
fective for other tasks with both TreeLSTMs
(Eriguchi et al., 2016; Chen et al., 2017) and
GCNs (Marcheggiani and Titov, 2017; Cetoli
et al., 2017; Bastings et al., 2017). In previous
work, the structural encoders (tree or graph) were
used on top of the BiLSTM network: first, the in-
put is passed through the sequential encoder, the
output of which is then fed into the structural en-
coder. While we experiment with this approach,
we also propose an alternative solution where the
BiLSTM network is used on top of the structural
encoder: the input embeddings are refined by ex-
ploiting the explicit structural information given
by the graph. The refined embeddings are then
fed into the BiLSTM networks. See Figure 2 for
a graphical representation of the two approaches.
In our experiments, we found this approach to be
more effective. Compared to models that inter-
leave structural and recurrent components such as
the systems of Song et al. (2018) and Beck et al.
(2018), stacking the components allows us to test
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for their contributions more easily.

4.1 Structure on Top of Sequence
In this setup, BiLSTMs are used as in Section 3.1
to encode the linearized and anonymized AMR.
The context provided by the BiLSTM is a sequen-
tial one. We then apply either GCN or TreeLSTM
on the output of the BiLSTM, by initializing the
GCN or TreeLSTM embeddings with the BiLSTM
hidden states. We call these models SEQGCN and
SEQTREELSTM.

4.2 Sequence on Top of Structure
We also propose a different approach for integrat-
ing graph information into the encoder, by swap-
ping the order of the BiLSTM and the structural
encoder: we aim at using the structured informa-
tion provided by the AMR graph as a way to re-
fine the original word representations. We first ap-
ply the structural encoder to the input graphs. The
GCN or TreeLSTM representations are then fed
into the BiLSTM. We call these models GCNSEQ

and TREELSTMSEQ.
The motivation behind this approach is that we

know that BiLSTMs, given appropriate input em-
beddings, are very effective at encoding the input
sequences. In order to exploit their strength, we
do not amend their output but rather provide them
with better input embeddings to start with, by ex-
plicitly taking the graph relations into account.

5 Experiments

We use both BLEU (Papineni et al., 2002) and
Meteor (Banerjee and Lavie, 2005) as evalua-
tion metrics.1 We report results on the AMR
dataset LDC2015E86 and LDC2017T10. All sys-
tems are implemented in PyTorch (Paszke et al.,
2017) using the framework OpenNMT-py (Klein
et al., 2017). Hyperparameters of each model were
tuned on the development set of LDC2015E86.
For the GCN components, we use two layers,
ReLU activations, and tanh highway layers. We
use single layer LSTMs. We train with SGD with
the initial learning rate set to 1 and decay to 0.8.
Batch size is set to 100.2

We first evaluate the overall performance of the
models, after which we focus on two phenom-
ena that we expect to benefit most from structural

1We used the evaluation script available at https://
github.com/sinantie/NeuralAmr.

2Our code is available at https://github.com/
mdtux89/OpenNMT-py-AMR-to-text.

Input Model BLEU Meteor

Seq SEQ 21.40 22.00

Tree

SEQTREELSTM 21.84 22.34
TREELSTMSEQ 22.26 22.87
TREELSTM 22.07 22.57
SEQGCN 21.84 22.21
GCNSEQ 23.62 23.77
GCN 15.83 17.76

Graph
SEQGCN 22.06 22.18
GCNSEQ 23.95 24.00
GCN 15.94 17.76

Table 1: BLEU and Meteor (%) scores on the develop-
ment split of LDC2015E86.

encoders: reentrancies and long-range dependen-
cies. Table 1 shows the comparison on the de-
velopment split of the LDC2015E86 dataset be-
tween sequential, tree and graph encoders. The
sequential encoder (SEQ) is a re-implementation
of Konstas et al. (2017). We test both approaches
of stacking structural and sequential components:
structure on top of sequence (SEQTREELSTM
and SEQGCN), and sequence on top of struc-
ture (TREELSTMSEQ and GCNSEQ). To in-
spect the effect of the sequential component, we
run ablation tests by removing the RNNs al-
together (TREELSTM and GCN). GCN-based
models are used both as tree encoders (reentran-
cies are removed) and graph encoders (reentran-
cies are maintained).

For both TreeLSTM-based and GCN-based
models, our proposed approach of applying the
structural encoder before the RNN achieves bet-
ter scores. This is especially true for GCN-based
models, for which we also note a drastic drop
in performance when the RNN is removed, high-
lighting the importance of a sequential component.
On the other hand, RNN layers seem to have less
impact on TreeLSTM-based models. This out-
come is not unexpected, as TreeLSTMs already
use LSTM gates in their computation.

The results show a clear advantage of tree and
graph encoders over the sequential encoder. The
best performing model is GCNSEQ, both as a tree
and as a graph encoder, with the latter obtaining
the highest results.

Table 2 shows the comparison between our best
sequential (SEQ), tree (GCNSEQ without reen-
trancies, henceforth called TREE) and graph en-
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Model BLEU Meteor

LDC2015E86

SEQ 21.43 21.53
TREE 23.93 23.32
GRAPH 24.40 23.60
Konstas et al. (2017) 22.00 -
Song et al. (2018) 23.30 -

LDC2017T10

SEQ 22.19 22.68
TREE 24.06 23.62
GRAPH 24.54 24.07
Beck et al. (2018) 23.30 -

Table 2: Scores on the test split of LDC2015E86 and
LDC2017T10. TREE is the tree-based GCNSEQ and
GRAPH is the graph-based GCNSEQ.

# reentrancies # dev sents. # test sents.

0 619 622
1-5 679 679
6-20 70 70

Table 3: Counts of reentrancies for the development
and test split of LDC2017T10

coders (GCNSEQ with reentrancies, henceforth
called GRAPH) on the test set of LDC2015E86 and
LDC2017T10. We also include state-of-the-art re-
sults reported on these datasets for sequential en-
coding (Konstas et al., 2017) and graph encoding
(Song et al., 2018; Beck et al., 2018).3 In order
to mitigate the effects of random seeds, we train
five models with different random seeds and re-
port the results of the median model, according to
their BLEU score on the development set (Beck
et al., 2018). We achieve state-of-the-art results
with both tree and graph encoders, demonstrating
the efficacy of our GCNSeq approach. The graph
encoder outperforms the other systems and previ-
ous work on both datasets. These results demon-
strate the benefit of structural encoders over purely
sequential ones as well as the advantage of explic-
itly including reentrancies. The differences be-
tween our graph encoder and that of Song et al.
(2018) and Beck et al. (2018) were discussed in
Section 3.3.

3We run comparisons on systems without ensembling nor
additional data.

Model Number of reentrancies
0 1-5 6-20

SEQ 42.94 31.64 23.33
TREE +0.63 +1.41 +0.76
GRAPH +1.67 +1.54 +3.08

Table 4: Differences, with respect to the sequen-
tial baseline, in the Meteor score of the test split of
LDC2017T10 as a function of the number of reentran-
cies.

5.1 Reentrancies

Overall scores show an advantage of graph en-
coder over tree and sequential encoders, but they
do not shed light into how this is achieved. Be-
cause graph encoders are the only ones to model
reentrancies explicitly, we expect them to deal bet-
ter with these structures. It is, however, possible
that the other models are capable of handling these
structures implicitly. Moreover, the dataset con-
tains a large number of examples that do not in-
volve any reentrancies, as shown in Table 3, so that
the overall scores may not be representative of the
ability of models to capture reentrancies. It is ex-
pected that the benefit of the graph models will be
more evident for those examples containing more
reentrancies. To test this hypothesis, we evaluate
the various scenarios as a function of the number
of reentrancies in each example, using the Meteor
score as a metric.4

Table 4 shows that the gap between the graph
encoder and the other encoders is widest for ex-
amples with more than six reentrancies. The Me-
teor score of the graph encoder for these cases is
3.1% higher than the one for the sequential en-
coder and 2.3% higher than the score achieved
by the tree encoder, demonstrating that explicitly
encoding reentrancies is more beneficial than the
overall scores suggest. Interestingly, it can also
be observed that the graph model outperforms the
tree model also for examples with no reentrancies,
where tree and graph structures are identical. This
suggests that preserving reentrancies in the train-
ing data has other beneficial effects. In Section 5.2
we explore one: better handling of long-range de-
pendencies.

4For this analysis we use Meteor instead of BLEU be-
cause it is a sentence-level metric, unlike BLEU, which is a
corpus-level metric.
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5.1.1 Manual Inspection
In order to further explore how the graph model
handles reentrancies differently from the other
models, we performed a manual inspection of the
models’ output. We selected examples contain-
ing reentrancies, where the graph model performs
better than the other models. These are shown in
Table 5. In Example (1), we note that the graph
model is the only one that correctly predicts the
phrase he finds out. The wrong verb tense is due to
the lack of tense information in AMR graphs. In
the sequential model, the pronoun is chosen cor-
rectly, but the wrong verb is predicted, while in
the tree model the pronoun is missing. In Exam-
ple (2), only the graph model correctly generates
the phrase you tell them, while none of the mod-
els use people as the subject of the predicate can.
In Example (3), both the graph and the sequen-
tial models deal well with the control structure
caused by the recommend predicate. The sequen-
tial model, however, overgenerates a wh-clause.
Finally, in Example (4) the tree and graph models
deal correctly with the possessive pronoun to gen-
erate the phrase tell your ex, while the sequential
model does not. Overall, we note that the graph
model produces a more accurate output than se-
quential and tree models by generating the correct
pronouns and mentions when control verbs and
co-references are involved.

5.1.2 Contrastive Pairs
For a quantitative analysis of how the different
models handle pronouns, we use a method to in-
spect NMT output for specific linguistic analysis
based on contrastive pairs (Sennrich, 2017). Given
a reference output sentence, a contrastive sentence
is generated by introducing a mistake related to the
phenomenon we are interested in evaluating. The
probability that the model assigns to the reference
sentence is then compared to that of the contrastive
sentence. The accuracy of a model is determined
by the percentage of examples in which the ref-
erence sentence has a higher probability than the
contrastive sentence.

We produce contrastive examples by running
CoreNLP (Manning et al., 2014) to identify co-
references, which are the primary cause of reen-
trancies, and introducing a mistake. When an ex-
pression has multiple mentions, the antecedent is
repeated in the linearized AMR. For instance, the
linearization of Figure 1(b) contains the token he
twice, which instead appears only once in the sen-

tence. This repetition may result in generating the
token he twice, rather than using a pronoun to refer
back to it. To investigate this possible mistake, we
replace one of the mentions with the antecedent
(e.g., John ate the pizza with his fingers is replaced
with John ate the pizza with John fingers, which is
ungrammatical and as such should be less likely).

An alternative hypothesis is that even when the
generation system correctly decides to predict a
pronoun, it selects the wrong one. To test for this,
we produce contrastive examples where a pronoun
is replaced by either a different type of pronoun
(e.g., John ate the pizza with his fingers is replaced
with John ate the pizza with him fingers) or by the
same type of pronoun but for a different number
(John ate the pizza with their fingers) or different
gender (John ate the pizza with her fingers). Note
from Figure 1 that the graph-structured AMR is
the one that more directly captures the relation be-
tween finger and he, and as such it is expected to
deal better with this type of mistakes.

From the test split of LDC2017T10, we gener-
ated 251 contrastive examples due to antecedent
replacements, 912 due to pronoun type replace-
ments, 1840 due to number replacements and 95
due to gender replacements.5 The results are
shown in Table 6. The sequential encoder per-
forms surprisingly well at this task, with better
or on par performance with respect to the tree
encoder. The graph encoder outperforms the se-
quential encoder only for pronoun number and
gender replacements. Future work is required
to more precisely analyze if the different models
cope with pronomial mentions in significantly dif-
ferent ways. Other approaches to inspect phenom-
ena of co-reference and control verbs can also be
explored, for instance by devising specific training
objectives (Linzen et al., 2016).

5.2 Long-range Dependencies

When we encode a long sequence, interactions be-
tween items that appear distant from each other in
the sequence are difficult to capture. The problem
of long-range dependencies in natural language is
well known for RNN architectures (Bengio et al.,
1994). Indeed, the need to solve this problem mo-
tivated the introduction of LSTM models, which
are known to model long-range dependencies bet-
ter than traditional RNNs.

5The generated contrastive examples are available at
https://github.com/mdtux89/OpenNMT-py.

3655



(1) REF i dont tell him but he finds out ,
SEQ i did n’t tell him but he was out .
TREE i do n’t tell him but found out .
GRAPH i do n’t tell him but he found out .

(2) REF if you tell people they can help you ,
SEQ if you tell him , you can help you !
TREE if you tell person name 0 you , you can help you .
GRAPH if you tell them , you can help you .

(3) REF i ’d recommend you go and see your doctor too .
SEQ i recommend you go to see your doctor who is going to see your doctor .
TREE you recommend going to see your doctor too .
GRAPH i recommend you going to see your doctor too .

(4) REF (you) tell your ex that all communication needs to go through the lawyer .
SEQ (you) tell that all the communication go through lawyer .
TREE (you) tell your ex , tell your ex , the need for all the communication .
GRAPH (you) tell your ex the need to go through a lawyer .

Table 5: Examples of generation from AMR graphs containing reentrancies. REF is the reference sentence.

Model Antec. Type Num. Gender

SEQ 96.02 97.70 94.89 94.74
TREE 96.02 96.38 93.70 92.63
GRAPH 96.02 96.49 95.11 95.79

Table 6: Accuracy (%) of models, on the test split of
LDC201T10, for different categories of contrastive er-
rors: antecedent (Antec.), pronoun type (Type), num-
ber (Num.), and gender (Gender).

# max length # dev sents. # test sents.

0-10 292 307
11-50 350 297
51-250 21 18

Table 7: Counts of longest dependencies for the devel-
opment and test split of LDC2017T10

Model Max dependency length
0-10 11-50 51-200

SEQ 50.49 36.28 24.14
TREE -0.48 +1.66 +2.37
GRAPH +1.22 +2.05 +3.04

Table 8: Differences, with respect to the sequen-
tial baseline, in the Meteor score of the test split of
LDC2017T10 as a function of the maximum depen-
dency length.

Because the nodes in the graphs are not aligned
with words in the sentence, AMR has no notion of
distance between the nodes taking part in an edge.
In order to define the length of an AMR edge,
we resort to the AMR linearization discussed in
Section 2. Given the linearization of the AMR
x1, . . . , xN , as discussed in Section 2, and an edge
between two nodes xi and xj , the length of the
edge is defined as |j − i|. For instance, in the
AMR of Figure 1, the edge between eat-01 and
:instrument is a dependency of length five, be-
cause of the distance between the two words in
the linearization eat-01 :arg0 he :arg1 pizza :in-
strument. We then compute the maximum depen-
dency length for each AMR graph.

To verify the hypothesis that long-range depen-
dencies contribute to the improvements of graph
models, we compare the models as a function of
the maximum dependency length in each exam-
ple. Longer dependencies are sometimes caused
by reentrancies, as in the dependency between
:part-of and he in Figure 1. To verify that the con-
tribution in terms of longer dependencies is com-
plementary to that of reentrancies, we exclude sen-
tences with reentrancies from this analysis. Ta-
ble 7 shows the statistics for this measure. Results
are shown in Table 8. The graph encoder always
outperforms both the sequential and the tree en-
coder. The gap with the sequential encoder in-
creases for longer dependencies. This indicates
that longer dependencies are an important factor
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in improving results for both tree and graph en-
coders, especially for the latter.

6 Conclusions

We introduced models for AMR-to-text genera-
tion with the purpose of investigating the differ-
ence between sequential, tree and graph encoders.
We showed that encoding reentrancies improves
overall performance. We observed bigger benefits
when the input AMR graphs have a larger number
of reentrant structures and longer dependencies.
Our best graph encoder, which consists of a GCN
wired to a BiLSTM network, improves over the
state of the art on all tested datasets. We inspected
the differences between the models, especially in
terms of co-references and control structures. Fur-
ther exploration of graph encoders is left to future
work, which may result crucial to improve perfor-
mance further.
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Abstract

There is growing evidence that changes in
speech and language may be early markers of
dementia, but much of the previous NLP work
in this area has been limited by the size of
the available datasets. Here, we compare sev-
eral methods of domain adaptation to augment
a small French dataset of picture descriptions
(n = 57) with a much larger English dataset
(n = 550), for the task of automatically distin-
guishing participants with dementia from con-
trols. The first challenge is to identify a set
of features that transfer across languages; in
addition to previously used features based on
information units, we introduce a new set of
features to model the order in which informa-
tion units are produced by dementia patients
and controls. These concept-based language
model features improve classification perfor-
mance in both English and French separately,
and the best result (AUC = 0.89) is achieved
using the multilingual training set with a com-
bination of information and language model
features.

1 Introduction

According to the World Health Organisation, the
largest global challenge facing the world today
is the rapid increase of the population aged over
65 years. It is projected to increase from 524
million in 2010 to 1.5 billion in 2050, with the
largest increase in the developing world (Suzman
and Beard, 2011). This demographic trend has
profound societal implications; for example, the
number of persons affected by dementia will in-
crease worldwide from 46 million in 2015 to 131.5

million in 2050 (Prince et al., 2015). The most
common underlying condition causing dementia
is Alzheimer’s disease (AD). Although no cure to
this neurodegenerative disease has been found, ex-
perts agree that intervention in early stages is cru-
cial to delay onset (Dubois et al., 2016).

AD is characterised by a global impairment
of cognitive functioning, with specific deficits in
episodic memory, executive functioning, percep-
tual speed and language (Bäckman et al., 2005;
Weiner et al., 2008).

Machine learning experiments using speech and
language for the detection of dementia or re-
lated disorders have been conducted in many lan-
guages, including English (Roark et al., 2011;
Mirheidari et al., 2016; Fraser et al., 2016; As-
gari et al., 2017), French (Tröger et al., 2017;
König et al., 2018), German (Weiner et al., 2016),
Hungarian (Szatloczki et al., 2015; Vincze et al.,
2016), Spanish (Meilán et al., 2014), Greek (Satt
et al., 2013), Swedish (Lundholm Fors et al., 2018;
Fraser et al., 2018a), Japanese (Shibata et al.,
2016), Portuguese (Aluı́sio et al., 2016), and Man-
darin Chinese (Lai et al., 2009). Most studies ac-
knowledge that small data sets are a limitation and
describe the difficulties in gathering more data, in-
cluding the challenges in patient recruitment, the
expense of running clinically-based studies, and
the manual effort required for transcription and an-
notation.

Here, we consider whether it could be possible
to increase the amount of available data by aug-
menting a corpus in one language with data from
another language, and thus improve predictive per-
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formance without the need for new data collection.
Specifically, we consider augmenting a relatively
small French dataset with a much larger English
one. The two aims of this study are: (1) to iden-
tify a set of features that are both useful for the
detection of dementia and that we expect to trans-
fer across different languages, and (2) to improve
classification results on the French dataset by aug-
menting the training set with English data.

2 Background and Related Work

2.1 Narrative Analysis in AD

One way to assess language is through narrative
speech, such as that elicited by the Cookie Theft
Picture (CTP) task (Goodglass et al., 2000). In this
task, participants are asked to describe the content
of a line drawing of a kitchen scene, where a boy
can be seen standing on a stool, trying to reach a
cookie jar, while a woman is preoccupied washing
dishes. In this study, we analyse CTP narratives,
due to the widespread use of the task in multiple
languages.

Narrative speech can be analysed on a number
of levels, including phonology, morphology, syn-
tax, semantics, and pragmatics. Here, our goal is
to extract features that both predict AD and are
likely to transfer across different languages. Al-
though other studies have used acoustic features
for this task (Meilán et al., 2014; König et al.,
2018), there are well-documented differences in
the phonology and prosody of French and English
(Bertrán, 1999; Vaissière, 2002). Syntax and mor-
phology also differ across languages, and the de-
gree to which they are impaired in mild to moder-
ate AD is unclear (Taler and Phillips, 2008). Prag-
matic ability in AD may be disrupted (Chapman
et al., 1998; Boschi et al., 2017); however, the CTP
is not ideally suited for assessing pragmatics.

Instead, we focus on the semantic level, with
the assumption that while the specific vocabulary
will be different across languages, the underlying
meanings or semantic concepts expressed should
be the same. Features relating to semantic con-
tent are also motivated by the AD literature. Cue-
tos et al. (2007) reported a significant reduction in
semantic units produced by pre-clinical AD par-
ticipants, relative to controls, on the CTP task.
Croisile et al. (1996) studied CTP descriptions
from French participants, and found that the AD
descriptions were shorter and less informative than
the control descriptions. They measured infor-

mation content by scoring the narratives against
a gold standard list of 23 expected “information
units”, which have been widely used in subsequent
research.

2.2 NLP for AD Classification

Several recent studies have used NLP and machine
learning to analyse speech samples from people
with dementia and other cognitive disorders. Most
relevant here, are those which focus on picture de-
scription tasks in English or French.

DementiaBank1 is a large database of CTP nar-
ratives from AD patients and controls, containing
primarily English data. A number of recent papers
report classification results on this corpus (Prud’-
hommeaux and Roark, 2015; Fraser et al., 2016;
Al-Hameed et al., 2016; Yancheva and Rudzicz,
2016; Sirts et al., 2017). Language analysis of
English-language CTP data from other sources has
also been used to differentiate between different
underlying pathologies in AD (Rentoumi et al.,
2014), and variants of frontotemporal lobar degen-
eration (Pakhomov et al., 2010).

In French, picture description was one of multi-
ple tasks used to elicit speech for the classification
of participants with mild cognitive impairment and
AD reported by König et al. (2015) and König
et al. (2018), although only acoustic processing
was used.

2.3 Multi- and Cross-Lingual NLP

There has been very little prior work on multilin-
gual or cross-lingual dementia classification. Ren-
toumi et al. (2018) presented preliminary results
suggesting that some language features from CTP
samples could transfer across Greek and English,
but did not report classification results. Fraser
et al. (2018b) studied a related task of detecting
mild cognitive impairment (MCI), and found that
classification results could be improved in both
English and Swedish by incorporating multilin-
gual topic modelling into the feature extraction
pipeline; however, they did not consider multilin-
gual classification directly.

More generally, multilingual NLP is an active
and growing area of research. Some approaches
to improving classifier performance on a resource-
poor target language by leveraging a resource-rich
source language include: translate the target lan-
guage to the source language (or vice versa) and

1https://dementia.talkbank.org/
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train a unilingual classifier (Wan, 2009); extract
features from the two languages separately and
then use domain adaptation techniques to train a
classifier for the target language (Blitzer et al.,
2006; Prettenhofer and Stein, 2010); or determine
a common representation for both languages and
then extract features from the combined corpus to
train a multilingual classifier (Ammar et al., 2016).
In the extreme case, one can also consider purely
cross-lingual classification, in which the classifier
is trained solely on the source language, but tested
on the target language.

We use a supervised domain adaptation ap-
proach, similar to that of Daumé III (2007), by
considering each language to be a different do-
main. In related (though not multilingual) work,
Masrani et al. (2017) also used this approach to
adapt a dataset of AD narratives to their MCI clas-
sification task.

2.4 Class-Based Language Modelling

In contrast to the previous work on AD classifica-
tion, we measure not only which information units
are mentioned, but also the order in which they are
mentioned. Our approach has some similarity to
class-based language models (Brown et al., 1992),
in which words are first grouped into classes (or
clusters), and then the language model is trained
on the classes rather than the individual words.
One benefit to this approach is improved gener-
alisability (Hoidekr et al., 2006), and another is
the ability of classes to span different languages
(Täckström et al., 2012).

3 Methodology

3.1 Data

Data were taken from two corpora: a small French
dataset (n = 57), collected at the Memory Clinic
and Research Centre of the University Hospital
Nice, and the Pitt subcorpus of DementiaBank,
containing 550 English samples2. Detailed infor-
mation about the protocols for each study can be
found in Tröger et al. (2017) and Becker et al.
(1994). In both cases, ethics approval for the data
collection was obtained from the local governing
bodies.

The demographics for the participants in each
language are shown in Table 1. In both studies, the

2In this analysis, we included all participants in the De-
mentia subfolder, regardless of specific diagnosis, to maxi-
mize the size of the source data.

English French
HC AD HC AD

N 241 309 25 33
Gender 154F/87M 189F/120M 19F/6M 22F/11M
Age 64.8 (7.7) 71.4 (8.4) 75.4 (7.0) 79.2 (6.6)
Education 14.2 (2.6) 12.8 (3.0) 14.0 (2.6) 11.3 (4.0)
MMSE (/30) 29.1 (1.1) 19.8 (5.7) 28.6 (1.4) 18.9 (3.9)

Table 1: Demographics of participants, where AD in-
dicates Alzheimer’s disease, and HC indicates healthy
control. The Mini Mental State Examination (MMSE)
is global measure of cognitive status.

participants were asked to perform the CTP task
in their respective languages. In English, the im-
age was shown on paper and speech was digitally
recorded, while in the French study, the image was
displayed on a tablet and speech was recorded via
the tablet microphone.

3.2 Features

The English and French audio samples were
manually transcribed using the CHAT protocol
(MacWhinney, 2014). A set of pre-defined infor-
mation units found in the CTP was determined
as an extension to Croisile et al. (1996), and is
given in Table 2a. Mentions of information units
were determined using keyword-spotting (based
on manually-constructed word lists specific to
each language), and used to translate the full nar-
ratives to sequences of information units. As an
example, the English A boy is standing on a stool
and French Le garçon est sur un tabouret would
both be mapped to the sequence BOY STOOL.

Features relating to the occurrence of each dis-
tinct information unit comprise the info feature
set, described in Table 2b. Additionally, new fea-
tures are derived from language models build on
the sequence of information units. To this end,
concept-based language models are trained for En-
glish and French in a leave-one-out fashion, using
the kenlm framework (Heafield, 2011). Models
up to 5-grams were constructed. For each par-
ticipant, two language models are constructed for
each n: one trained on the healthy control (HC)
population and one trained on the AD population.
The participant is left out of the model built on
their associated diagnostic group. The trained lan-
guage models are then applied to the held-out par-
ticipant’s sequence of information units and var-
ious language model (LM) features are extracted
(Table 2c).
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Actions STEAL, FALL, WASH, OVERFLOW, GIRL’S AC-
TION, WOMAN’S INDIFFERENCE
Actors BOY, GIRL, CHILD(REN), WOMAN
Places KITCHEN, EXTERIOR
Objects COOKIE, JAR, STOOL, SINK, DISHCLOTH, WA-
TER, WINDOW, CUPBOARD, DISH, CURTAIN, COUNTER

(a) Information units.
has unit Binary feature indicating presence or absence of
each information unit (23 features)
ratio unit For each information unit, the number of times
that unit was mentioned, divided by the total number of
words in the original narrative (23 features)
unique concept density Total number of information
units which were mentioned at least once, divided by the
total number of words in the original narrative (1 feature)
unique concept efficiency Total number of information
units which were mentioned at least once, divided by the
duration of the sample in seconds (1 feature)
total concept density Total number of words referring to
information units, divided by the total number of words in
the original narrative (1 feature)
total concept efficiency Total number of words referring
to information units, divided by the duration of the sample
in seconds (1 feature)

(b) info features
perplexity class n-gram The perplexity assigned to the
sample by each of the eight language models, where n =
2,3,4,5, and the models are trained on data from either the
AD or HC class. (8 features)
score class n-gram The log probability assigned to the
sample by each of the eight language models. (8 features)
max perplexity class n-gram The maximum perplexity,
computed over all n-grams in a sample, for each of the
eight language models. (8 features)
min score class n-gram The minimum log probability,
computed over all n-grams in a sample, for each of the
eight language models. (8 features)

(c) LM features

Table 2: Top, the information units extracted from CTP
narratives. Bottom, the info and LM features that are
computed from the resulting sequence of information
units.

3.3 Unilingual Classification

To evaluate the performance of the three proposed
feature sets (info, LM, and info+LM), we first train
classifiers to distinguish between HC and AD par-
ticipants within a given language. To examine
the importance of certain features, we restrict our-
selves to more explainable linear models, namely
logistic regression (LR) and linear support vector
machines (SVM) (Pedregosa et al., 2011). In both
cases, we use L1 regularisation to promote sparsity
in the feature weights.

Area under the Receiver-Operator curve (AUC)
is reported as the evaluation parameter. Due to
the small size of the French dataset, we use leave-
pair-out cross validation (LPO-CV), which has
been shown to produce an unbiased estimate for

AUC on small datasets (Airola et al., 2009), and
has also been used in related work (Roark et al.,
2011). However, since LPO-CV is computation-
ally very costly, we instead use 10-fold cross-
validation (10-CV) for English, making sure that
any samples for a given participant occur in either
the training set or the test set, but not both. For
LPO-CV we compute AUC and its standard devia-
tion as described by Roark et al. (2011); for 10-CV
we compute the AUC in each test fold and then re-
port the average and standard deviation over folds.

Feature scaling and hyper-parameter optimisa-
tion is done on the training set in each fold. Fea-
tures are scaled using Maximum-Absolute Scaling
to preserve the binary nature of the info features.
For both SVMs and LR, C was optimised between
C ∈ [10−4, ...,104] using a grid search.

3.4 Multilingual Classification

Our goal is to improve classification in French, by
incorporating training data from English. To this
end, we examine multiple ways to combine data
from both English and French in the training set.

We first consider domain adaptation, where we
treat French as the target domain and English as
the source domain. We implement the AUGMENT

method of Daumé III (2007), which involves aug-
menting the feature space with source-specific,
target-specific, and combined versions of all the
original features, allowing the classifier to assign
a higher weight to the combined version when that
feature transfers well across domains, while also
retaining source- and target-specific information
where appropriate.

We consider as well as the baseline methods de-
scribed in Daumé III (2007): WEIGHT, in which
the samples from the source domain are assigned
reduced weights in the model; PRED, in which
the prediction made by the source classifier is used
as an additional feature in the target model; LIN-
INT, in which the predictions from the source and
target models are linearly interpolated; and ALL,
in which target and source data are simply com-
bined in a single training set. Due to the limited
size of our data, we do not optimise the weight-
ing factors in WEIGHT and LININT, but rather
assume the two languages should be given equal
importance, and use a weighting factor of 0.1 in
WEIGHT (since the English data is 10 times the
size of the French data), and 0.5 in LININT.

Another option is to combine the French
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and English datasets before extracting features.
Specifically, we first replace the word-level tran-
scripts with the sequence of information units, and
then combine the two datasets and train the lan-
guage models over the multilingual corpus, thus
generating multilingual language models.

3.5 Cross-Lingual Classification

To understand how well a trained classification
model in one language could be applied to another,
we also perform cross-lingual experiments. For
this, we train language and classification models
in one language and test it on the other.

4 Results

The results of the classification experiments are
presented in Figure 1.

4.1 Unilingual Classification

In French, for both LR and SVM, using LM fea-
tures leads to higher AUC than the info features,
and the combination of features is more effec-
tive than either feature set alone. In the English
case, the LM and info features lead to equivalent
performance individually, but the AUC is again
marginally improved when the feature sets are
combined, suggesting that they are capturing at
least somewhat complementary information.

4.2 Domain Adaptation Results

For French, the LM features generally do not ben-
efit from domain adaptation, with equivalent or
poorer AUC relative to the unilingual case. The
best result with the LM features is achieved in the
AUGMENT scenario, where the classifier can se-
lect the French LM features only (although this re-
sult holds only for the SVM classifier). In con-
trast, the info features do benefit from the addi-
tional data available through domain adaptation,
and lead to better results than the unilingual base-
line. The best overall result of AUC = 0.89 is
achieved by combining the feature types in the
ALL configuration.

For English, we do not expect to see much
benefit from including the (much smaller) French
dataset. The WEIGHT adaptation technique is
not feasible when the source data is smaller than
the target data, and the LININT technique per-
forms poorly, as it assigns too much importance
the smaller and out-of-domain dataset. However,
we do see marginal improvements using ALL and

AUGMENT, reflecting the value of increasing the
training set size by roughly 10%. The best result
of AUC = 0.84 is achieved in the ALL condition,
using the combined feature set.

4.3 Multilingual LM Results
Using the multilingual LM does not affect the info
features, and therefore Figure 1 shows only the
LM and info+LM results. Clearly, the multilingual
LM approach does not work well here. Unlike in
domain adaptation, combining the datasets using
this method assumes that information units will be
produced in the same order in the two languages.
While French and English are similar in this re-
spect, there are many possible counter-examples,
such as cookie jar (COOKIE JAR) versus boı̂te à
biscuits (JAR COOKIE).

4.4 Cross-Lingual Classification
When training entirely on English data and test-
ing on French, the results using info and info+LM
features are significantly improved over the unilin-
gual baseline, while the LM results are reduced,
once again indicating that the info features transfer
better across languages. The results are very simi-
lar to those using the ALL technique for domain
adaptation, suggesting that in that case, model
training is dominated by the English data.

To further explore the similarity in performance
in the ALL and cross-lingual cases, we examine
the effect of incrementally increasing the amount
of English data in the training set, when testing on
French data. Figure 2 displays the classification
performance of SVM and LR classifiers trained ei-
ther using the ALL method of domain adaptation
or cross-lingually with increasing amounts (10%
at a time) of the English data. Considering first
the ALL method (red and blue), at x= 0 there is no
English data, and so we recover the French unilin-
gual baseline. As we increase the amount of En-
glish data in the training set, performance slowly
increases, eventually reaching the values reported
in Figure 1. Considering next the cross-lingual
case (yellow and green), we see that training on
only 10% of the English data (55 samples) results
in much poorer AUC values. However, each fur-
ther 10% increases the classification performance.
At 80% of English data (440 samples) the multi-
and cross-lingual cases converge in performance.
Thus, it would appear that domain adaptation is
more data-efficient, as we achieve close to optimal
results with a smaller proportion of English data,
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Figure 1: Results of uni-, multi- and cross-lingual classification experiments. Left panel displays results for
English, right panel for French. Labels in the middle indicate the classification scenario and method of domain
adaptation. Colours indicate the feature set and classifier. Bars indicate the AUC; error bars represent standard
deviation.

but that the cross-lingual approach can be equally
effective, given a large enough corpus.

4.5 Feature Analysis
Finally, we examine the features to determine
which features are most useful to the task of de-
mentia detection, and to compare the selected fea-
tures in the unilingual and multilingual cases. Fig-
ure 3 shows the median absolute value of the
weights assigned to each feature, for English and

French, in the unilingual and multilingual ALL

condition. The L1 regularisation serves to set
many feature weights to zero.

As a high-level observation, in both the uni- and
multilingual cases, relatively more info features
are selected, and relatively fewer LM features. Of
the LM features that are selected, those which re-
late to the maximum perplexity or minimum prob-
ability appear to be more useful. These features
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Figure 2: AUC as a function of the amount of English
data used in the training set, for both multi- and cross-
lingual cases. Error bars indicate 95% confidence in-
tervals.

capture locally anomalous speech patterns, rela-
tive to either the AD or control language models.

In the unilingual case, the French models show
a preference for the binary “has” features (indicat-
ing whether or not an information unit has been
mentioned). Only 4 of the “ratio” features and
none of the density or efficiency features have a
median value greater than zero. However, these
features are relevant to the task, and potentially
more generalisable (e.g., total concept efficiency
differs between the French AD and HC groups
with p< 0.001 on a t-test, and represents an aggre-
gate score rather than depending on the presence
or absence of a single information unit). Such fea-
tures are selected more often in the multilingual
case, and lead to improved performance. One ex-
planation for this could be that in the small French
training set, spurious correlations due to noise can
overpower the real signal, and lead to less relevant
features being assigned high weights, while corre-
lated (but perhaps actually more relevant) features
are suppressed. By increasing the size of the train-
ing set with English data, the signal-to-noise ratio
is improved, and a better set of features is selected.

Generally, the feature values (not shown) sup-
port the intuition that controls mention more of the
information units in the image (higher “has” fea-

ture values), convey information more efficiently,
with fewer off-topic words (higher density and ef-
ficiency scores), and organize the narrative in a
more predictable way (narratives have lower per-
plexity and higher probability) than the AD par-
ticipants. Again, these trends are more apparent in
the English data than the French data, likely due
to the relatively larger number of samples.

5 Discussion

One perhaps surprising result of this study was that
naively combining features in the ALL condition
led to better results than the AUGMENT algorithm.
However, this is in line with the original findings
of Daumé III (2007), where he identified a set of
tasks where AUGMENT performed sub-optimally:
specifically, those cases where training on source-
only data was better than training on target-only
data. This is precisely the case we have here, as
training cross-lingually (on English source data)
leads to better results than training unilingually
(on French target data). The explanation offered
by Daumé III is, “If the domains are so similar
that a large amount of source data outperforms a
small amount of target data, then it is unlikely that
blowing up the feature space will help.” In some
sense, then, these results are confirmation that we
have indeed identified a set of features over which
the two languages (i.e. domains) are very similar.

The fact that the ALL configuration is optimal
in both French and English has an added practi-
cal benefit: since there is no distinction between
source and target features, the resulting classifier
is language-agnostic. This means that test data
could come from either language, in a hypothe-
sized future screening application.

While our goal in this paper was not to push the
state-of-the-art on the DementiaBank dataset, we
do find that our best English result (AUC=0.84,
which corresponds to an accuracy of 75% and F1
score of 0.77) is comparable to the other pub-
lished results on this dataset (Prud’hommeaux
and Roark, 2015; Yancheva and Rudzicz, 2016;
Sirts et al., 2017; Fraser et al., 2016; Hernández-
Domı́nguez et al., 2018). There are no previously
published results on the French dataset.

6 Conclusion and Future Work

In this work, we have shown that there are fea-
tures which can both distinguish AD patients from
healthy controls with a high degree of accuracy,
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Figure 3: Visualisation of feature weights for uni- and multilingual experiments. Median feature importances
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Unilingual experiments are given in blue and multilingual in yellow.
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and also generalize across languages. By incor-
porating a large English dataset, we were able to
improve the AUC on the French dataset from 0.85
to 0.89. We also developed a new set of features
for this task, using concept-based language mod-
elling, which improved AUC from 0.80 to 0.85 in
the unilingual case, and 0.88 to 0.89 in the multi-
lingual case.

Future work will involve extending the set of
features involved, incorporating data from other
languages, and testing whether similar techniques
can be effective for detecting earlier stages of cog-
nitive decline, such as MCI. Other work from our
group has also begun to explore the use of unsu-
pervised methods and out-of-domain data sources
(Li et al., 2019).

Technical challenges aside, collaborations of
this nature can be difficult due to the sensitive na-
ture of the data, and the need to respect ethical
guidelines and participant consent when sharing
and storing data. With this in mind, we recom-
mend to other researchers working in similar do-
mains to consider from the outset whether their
data could eventually be shared, and to make suit-
able provisions in their ethics protocols and par-
ticipant consent forms. We look to DementiaBank
as a model for this kind of data-sharing and open-
ness, and hope that researchers can continue to
find ways to share resources of this nature.
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Abstract

To make machines better understand senti-
ments, research needs to move from polarity
identification to understanding the reasons that
underlie the expression of sentiment. Cate-
gorizing the goals or needs of humans is one
way to explain the expression of sentiment in
text. Humans are good at understanding sit-
uations described in natural language and can
easily connect them to the character’s psycho-
logical needs using commonsense knowledge.
We present a novel method to extract, rank, fil-
ter and select multi-hop relation paths from a
commonsense knowledge resource to interpret
the expression of sentiment in terms of their
underlying human needs. We efficiently inte-
grate the acquired knowledge paths in a neural
model that interfaces context representations
with knowledge using a gated attention mech-
anism. We assess the model’s performance on
a recently published dataset for categorizing
human needs. Selectively integrating knowl-
edge paths boosts performance and establishes
a new state-of-the-art. Our model offers inter-
pretability through the learned attention map
over commonsense knowledge paths. Human
evaluation highlights the relevance of the en-
coded knowledge.

1 Introduction

Sentiment analysis and emotion detection are es-
sential tasks in human-computer interaction. Due
to its broad practical applications, there has been
rapid growth in the field of sentiment analysis
(Zhang et al., 2018). Although state-of-the-art
sentiment analysis can detect the polarity of text
units (Hamilton et al., 2016; Socher et al., 2013),
there has been limited work towards explaining the
reasons for the expression of sentiment and emo-
tions in texts (Li and Hovy, 2017). In our work,
we aim to go beyond the detection of sentiment,
toward explaining sentiments. Such explanations

can range from detecting overtly expressed expla-
nations or reasons for sentiments towards specific
aspects of, e.g., products or films, as in user re-
views to the explanation of the underlying reasons
for emotional reactions of characters in a narrative
story. The latter requires understanding of stories
and modeling the mental state of characters. Re-
cently, Ding and Riloff (2018) proposed to catego-
rize affective events with categories based on hu-
man needs, to provide explanations of people’s at-
titudes towards such events. Given an expression
such as I broke my leg, they categorize the reason
for the expressed negative sentiment as being re-
lated to a need concerning ‘health’.

In this paper we focus on the Modelling Naive
Psychology of Characters in Simple Common-
sense Stories dataset of Rashkin et al. (2018),
which contains annotations of a fully-specified
chain of motivations and emotional reactions of
characters for a collection of narrative stories. The
stories are annotated with labels from multiple the-
ories of psychology (Reiss, 2004; Maslow, 1943;
Plutchik, 1980) to provide explanations for the
emotional reactions of characters.

Similar to Ding and Riloff (2018), we hypothe-
size that emotional reactions (joy, trust, fear, etc.)
of characters can be explained by (dis)satisfaction
of their psychological needs. However, predict-
ing categories of human needs that underlie the
expression of sentiment is a difficult task for a
computational model. It requires not only detect-
ing surface patterns from the text, but also requires
commonsense knowledge about how a given situ-
ation may or may not satisfy specific human needs
of a character. Such knowledge can be diverse
and complex, and will typically be implicit in the
text. In contrast, human readers can make use of
relevant information from the story and associate
it with their knowledge about human interaction,
desires and human needs, and thus will be able
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to infer underlying reasons for emotions indicated
in the text. In this work, we propose a computa-
tional model that aims to categorize human needs
of story characters by integrating commonsense
knowledge from ConceptNet (Speer and Havasi,
2012). Our model aims to imitate human under-
standing of a story, by (i) learning to select rele-
vant words from the text, (ii) extracting pieces of
knowledge from the commonsense inventory and
(iii) associating them with human need categories
put forth by psychological theories. Our assump-
tion is that by integrating commonsense knowl-
edge in our model we will be able to overcome
the lack of textual evidence in establishing rela-
tions between expressed emotions in specific sit-
uations and the inferable human needs of story
characters. In order to provide such missing as-
sociations, we leverage the graph structure of the
knowledge source. Since these connections can be
diverse and complex, we develop a novel approach
to extract and rank multi-hop relation paths from
ConceptNet using graph-based methods.

Our contributions are: (i) We propose a novel
approach to extract and rank multi-hop relation
paths from a commonsense knowledge resource
using graph-based features and algorithms. (ii) We
present an end-to-end model enhanced with atten-
tion and a gated knowledge integration component
to predict human needs in a given context. To the
best of our knowledge, our model is the first to ad-
vance commonsense knowledge for this task. (iii)
We conduct experiments that demonstrate the ef-
fectiveness of the extracted knowledge paths and
show significant performance improvements over
the prior state-of-the-art. (iv) Our model provides
interpretability in two ways: by selecting relevant
words from the input text and by choosing relevant
knowledge paths from the imported knowledge. In
both cases, the degree of relevance is indicated via
an attention map. (v) A small-scale human eval-
uation demonstrates that the extracted multi-hop
knowledge paths are indeed relevant. Our code is
made publicly available.1

2 Related Work

Sentiment Analysis and Beyond. Starting with
Pang et al. (2002), sentiment analysis and emo-
tion detection has grown to a wide research field.
Researchers have investigated polarity classifica-

1https://github.com/debjitpaul/
Multi-Hop-Knowledge-Paths-Human-Needs

tion, sentiment and emotion detection and clas-
sification (Tang et al., 2015; Yin et al., 2017; Li
et al., 2017) on various levels (tokens, phrases,
sentences or documents), as well as structured pre-
diction tasks such as the identification of holders
and targets (Deng and Wiebe, 2015) or sentiment
inference (Choi et al., 2016). Our work goes be-
yond the analysis of overtly expressed sentiment
and aims at identifying goals, desires or needs un-
derlying the expression of sentiment. Li and Hovy
(2017) argued that the goals of an opinion holder
can be categorized by human needs. There has
been work related to goals, desires, wish detec-
tion (Goldberg et al., 2009; Rahimtoroghi et al.,
2017). Most recently, Ding and Riloff (2018) pro-
pose to categorize affective events into physiolog-
ical needs to explain people’s motivations and de-
sires. Rashkin et al. (2018) published a dataset
for tracking emotional reactions and motivations
of characters in stories. In this work, we use this
dataset to develop a knowledge-enhanced system
that ‘explains’ sentiment in terms of human needs.

Integrating Structured Knowledge into Neu-
ral NLU Systems. Neural models aimed at solv-
ing NLU tasks have been shown to profit from the
integration of knowledge, using different methods:
Xu et al. (2017) show that injecting loosely struc-
tured knowledge with a recall-gate mechanism is
beneficial for conversation modeling; Mihaylov
and Frank (2018) and Weissenborn et al. (2017)
propose integration of commonsense knowledge
for reading comprehension: the former explic-
itly encode selected triples from ConceptNet us-
ing attention mechanisms, the latter enriches ques-
tion and context embeddings by encoding triples
as mapped statements extracted from ConceptNet.
Concurrently to our work, Bauer et al. (2018)
proposed a heuristic method to extract multi-hop
paths from ConceptNet for a reading comprehen-
sion task. They construct paths starting from con-
cepts appearing in the question to concepts appear-
ing in the context, aiming to emulate multi-hop
reasoning. Tamilselvam et al. (2017) use Concept-
Net relations for aspect-based sentiment analysis.
Similar to our approach, Bordes et al. (2014) make
use of knowledge bases to obtain longer paths con-
necting entities appearing in questions to answers
in a QA task. They also provide a richer repre-
sentation of answers by building subgraphs of en-
tities appearing in answers. In contrast, our work
aims to provide information about missing links
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Figure 1: Maslow and Reiss: Theories of Psychology
as presented in Rashkin et al. (2018).

between sentiment words in a text and underly-
ing human needs by extracting relevant multi-hop
paths from structured knowledge bases.

3 Selecting and Ranking Commonsense
Knowledge to Predict Human Needs

Our task is to automatically predict human needs
of story characters given a story context. In this
task, following the setup of Rashkin et al. (2018),
we explain the probable reasons for the expression
of emotions by predicting appropriate categories
from two theories of psychology: Hierarchy of
needs (Maslow, 1943) and basic motives (Reiss,
2002). The task is defined as a multi-label classifi-
cation problem with five coarse-grained (Maslow)
and 19 fine-grained (Reiss) categories, respec-
tively (see Fig. 1).1 We start with a Bi-LSTM en-
coder with self-attention as a baseline model, to
efficiently categorize human needs. We then show
how to select and rank multi-hop commonsense
knowledge paths from ConceptNet that connect
textual expressions with human need categories.
Finally, we extend our model with a gated knowl-
edge integration mechanism to incorporate rel-
evant multi-hop commonsense knowledge paths
for predicting human needs. An overview of the
model is given in Figure 2. We now describe each
component in detail.

3.1 A Bi-LSTM Encoder with Attention to
Predict Human Needs

Our Bi-LSTM encoder takes as input a sentence
S consisting of a sequence of tokens, denoted as
ws

1, w
s
2, ...., w

s
n, or ws

1:n and its preceding context
Cxt, denoted as wcxt

1 , wcxt
2 , ...., wcxt

m , or wcxt
1:m. As

further input we read the name of a story character,
which is concatenated to the input sentence. For

1Details about the labels are given in the Supplement.
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Figure 2: Attention over multi-hop knowledge paths.

this input the model is tasked to predict appropri-
ate human need category labels z 2 Z, according
to a predefined inventory.

Embedding Layer: We embed each word from
the sentence and the context with a contextualized
word representation using character-based word
representations (ELMo) (Peters et al., 2018). The
embedding of each word wi in the sentence and
context is represented as es

i and ecxt
i , respectively.

Encoding Layer: We use a single-layer Bi-
LSTM (Hochreiter and Schmidhuber, 1997) to ob-
tain sentence and context representations hs and
hcxt, which we form by concatenating the final
states of the forward and backward encoders.

hs = BiLSTM(es
1:n); hcxt = BiLSTM(ecxt

1:m)
(1)

A Self-Attention Layer allows the model to
dynamically control how much each token con-
tributes to the sentence and context representation.
We use a modified version of self-attention pro-
posed by Rei and Søgaard (2018), where both in-
put representations are passed through a feedfor-
ward layer to generate scalar values for each word
in context vcxt

i and sentence vs
i (cf. (2-5)).

as
i = ReLU(W s

i hs
i + bs

i ), (2)

acxt
i = ReLU(W cxt

i hcxt
i + bcxt

i ) (3)

vs
i = W s

v ia
s
i + bs

vi (4)

vcxt
i = W cxt

v ia
cxt
i + bcxt

v i (5)

where, W s, bs, W cxt, bcxt, W s
v , W cxt

v are train-
able parameters. We calculate the soft attention
weights for both sentence and context:

evi =
1

1 + exp(�vi)
; v̂i =

eviPN
k=1 evk

(6)
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where, evi is the output of the sigmoid function,
therefore evi is in the range [0,1] and v̂i is the nor-
malized version of evi. Values v̂i are used as atten-
tion weights to obtain the final sentence and con-
text representations xs and xcxt, respectively:

xs =

NX

i=1

v̂i
shs

i (7) xcxt =
MX

i=1

v̂i
cxthcxt

i

(8)

with N and M the number of tokens in S and
Cxt. The output of the self-attention layer is gen-
erated by concatenating xs and xcxt. We pass this
representation through a FF layer of dimension Z:

y = ReLU(Wy[x
s; xcxt] + by) (9)

where Wy, by are trainable parameters and ’;’ de-
notes concatenation of two vectors. Finally, we
feed the output layer y to a logistic regression layer
to predict a binary label for each class z 2 Z,
where Z is the set of category labels for a particu-
lar psychological theory (Maslow/Reiss, Fig. 1).

3.2 Extracting Commonsense Knowledge
To improve the prediction capacity of our model,
we aim to leverage external commonsense know-
ledge that connects expressions from the sen-
tence and context to human need categories. For
this purpose we extract multi-hop commonsense
knowledge paths that connect words in the textual
inputs with the offered human need categories, us-
ing as resource ConceptNet (Speer and Havasi,
2012), a large commonsense knowledge inven-
tory. Identifying contextually relevant information
from such a large knowledge base is a non-trivial
task. We propose an effective two-step method
to extract multi-hop knowledge paths that asso-
ciate concepts from the text with human need cat-
egories: (i) collect all potentially relevant knowl-
edge relations among concepts and human needs
in a subgraph for each input sentence; (ii) rank, fil-
ter and select high-quality paths using graph-based
local measures and graph centrality algorithms.

3.2.1 Construction of Sub-graphs
ConceptNet is a graph G = (V, E) whose nodes
are concepts and edges are relations between con-
cepts (e.g. CAUSES, MOTIVATEDBY). For each
sentence S we induce a subgraph G0 = (V 0, E0)
where V 0 comprises all concepts c 2 V that ap-
pear in S and the directly preceding sentence in

context Cxt. V 0 also includes all concepts c 2 V
that correspond to one of the human need cate-
gories in our label set Z. Fig. 3 shows an example.
The sub-graph is constructed as follows:

Shortest Paths: In a first step, we find all short-
est paths p0 from ConceptNet that connect any
concept ci 2 V 0 to any other concept cj 2 V 0

and to each human needs concept z 2 Z. We fur-
ther include in V 0 all the concepts c 2 V which
are contained in the above shortest paths p0.

Neighbours: To better represent the meaning
of the concepts in V 0, we further include in V 0 all
concepts c 2 V that are directly connected to any
c 2 V 0 that is not already included in V 0.

Sub-graph: We finally construct a connected
sub-graph G0 = (V 0, E0) from V 0 by defining E0

as the set of all ConceptNet edges e 2 E that di-
rectly connect any pair of concepts (ci, cj) 2 V 0.

Overall, we obtain a sub-graph that contains re-
lations and concepts which are supposed to be use-
ful to “explain” why and how strongly concepts ci

that appear in the sentence and context are associ-
ated with any of the human needs z 2 Z.

3.2.2 Ranking and Selecting Multi-hop Paths

We could use all possible paths p contained in the
sub-graph G0, connecting concepts ci from the text
and human needs concepts z contained in G0, as
additional evidence to predict suitable human need
categories. But not all of them may be relevant.
In order to select the most relevant paths, we pro-
pose a two-step method: (i) we score each vertex
with a score (Vscore) that reflects its importance in
the sub-graph and on the basis of the vertices’ Vs-
cores we determine a path score Pscore, as shown
in Figure 3; (ii) we select the top-k paths with re-
spect to the computed path score (Pscore) .

(i) Vertex Scores and Path Scores: We hy-
pothesize that the most useful commonsense rela-
tion paths should include vertices that are impor-
tant with respect to the entire extracted subgraph.
We measure the importance of a vertex using dif-
ferent local graph measures: the closeness central-
ity measure, page rank or personalized page rank.

Closeness Centrality (CC) (Bavelas, 1950) re-
flects how close a vertex is to all other vertices in
the given graph. It measures the average length of
the shortest paths between a given vertex vi and
all other vertices in the given graph G0. In a con-
nected graph, the closeness centrality CC(vi) of a
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vertex vi 2 G0 is computed as

V scoreCC(vi) =
| V 0 |P

j d (vj , vi)
(10)

where | V 0 | represents the number of vertices in
the graph G0 and d(vj , vi) represents the length of
the shortest path between vi and vj . For each path
we compute the normalized sum of VscoreX of all
vertices vj contained in the path, for any measure
X 2 {CC, PR, PPR}.

PscoreX =

P
j V scoreX(vj)

N
(11)

We rank the paths according to their PscoreCC ,
assuming that relevant paths will contain vertices
that are close to the center of the sub-graph G0.

PageRank (PR) (Brin and Page, 1998) is a
graph centrality algorithm that measures the rel-
ative importance of a vertex in a graph. The Page-
Rank score of a vertex vi 2 G0 is computed as:

V scorePR(vi) = ↵
X

j

uji
vj

Lj
+

1� ↵
n

(12)

where Lj =
P

i uji is the number of neighbors
of vertex j, ↵ is a damping factor representing the
probability of jumping from a given vertex vi to
another random vertex in the graph and n repre-
sents the number of vertices in G0. We calculate
PscorePR using Eq. 11 and order the paths ac-
cording to their PscorePR, assuming that relevant
paths will contain vertices with high relevance, as
reflected by a high number of incoming edges.

Personalized PageRank (PPR) (Haveliwala,
2002) is used to determine the importance of a ver-
tex with respect to a certain topic (set of vertices).
Instead of assigning equal probability for a ran-
dom jump 1�↵

n , PPR assigns stronger probability
to certain vertices to prefer topical vertices. The
PPR score of a vertex v 2 G0 is computed as:

V scorePPR(vi) = ↵
X

j

uji
vj

Lj
+ (1� ↵) T

(13)
where T = 1

|Tj | if nodes vi belongs to topic
Tj and otherwise T = 0. In our setting, Tj

will contain concepts from the text and human
needs, to assign them higher probabilities. We
calculate PscorePPR using Eq. 11 and order the
paths according to their scores, assuming that rel-
evant paths should contain vertices holding im-
portance with respect to vertices representing con-
cepts from the text and human needs.

Stewart has always been a big gamer since the age of 5. 
One day while at the mall he saw a sign for a video game 
tournament. He promptly signed up for the tournament.

Previous Sentence

He came home with a gold medal.

Sentence

Concepts mentioned in the text (c)

The following week he ended 
up winning the tournament.

Narrative Story

week wingold medal tournament

Path connecting human need (z) and concepts (c) 
with Vscores and Pscores

gold

medal jewelry

week time fine

position first gold medal

gold medal

Pscores

0.12 0.09 0.15

0.10 0.09 0.15

0.08 0.10 0.08

0.15 0.12 0.13

0.15

0.15

0.12

0.11

0.10

0.1375

Character: ‘Stewart’, Emotion: ‘Joy’, Human need = ‘status’ 

gold 
medal

medal

first 
place

first

position

status

jewelry

gold

Subgraph

status

status

statusjewelry

status

Figure 3: Illustration of commonsense path selection.
Top: Context and sentence, Bottom: Selected knowl-
edge paths with Vscores and Pscores (left) and the
corresponding subgraph. Concepts from the text are
marked with green dashed lines; blue boxes show the
human need label status assigned to Stewart.

(ii) Path Selection: We rank knowledge paths
based on their Pscore using the above relevance
measures, and construct ranked lists of paths of
two types: (i) paths connecting a human needs
concept z 2 Z to a concept mentioned in the text
(pc�z) 2 and (ii) paths connecting concepts in the
text (pc�c) 3. Ranked lists of paths are constructed
individually for concepts that constitute the start
or endpoint of a path: a human needs concept for
pc�z or any concept from the text for pc�c.

Figure 3 illustrates an example where the char-
acter Stewart felt joy after winning a gold medal.
The annotated human need label is status. We
show the paths selected by our algorithm that con-
nect concepts from the text and the human need
status. We select the top-k paths of type pc�z

for each human need to capture relevant knowl-
edge about human needs in relation to concepts in
the text. Similarly, we select the top-k paths of
type pc�c for each ci to capture relevant knowl-
edge about the text (not shown in Fig. 3).

3.3 Extending the Model with Knowledge

We have seen how to obtain a ranked list of com-
monsense knowledge paths from a subgraph ex-
tracted from ConceptNet that connect concepts
from the textual input and possible human needs
categories that are the system’s classification tar-

2pc�z denotes path connecting a human needs concept
z 2 Z and a concept c mentioned in the text.

3pc�c denotes path connecting a concept c and another
concept c mentioned in the text.
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gets. Our intuition is that the extracted common-
sense knowledge paths will provide useful evi-
dence for our model to link the content expressed
in the text to appropriate human need categories.
Paths that are selected by the model as a relevant
connection between the input text and the labeled
human needs concept can thus provide explana-
tions for emotions or goals expressed in the text in
view of a human needs category. We thus integrate
these knowledge paths into our model, (i) to help
the model making correct predictions and (ii) to
provide explanations of emotions expressed in the
text in view of different human needs categories.
For each input, we represent the extracted ranked
list of n commonsense knowledge paths p as a list
crk,1, crk,2, ...., crk,n, where each crk,i

1:l represents
a path consisting of concepts and relations, with l
the length of the path. We embed all concepts and
relations in crk,i

1:l with pretrained GloVe (Penning-
ton et al., 2014) embeddings.

Encoding Layer: We use a single-layer BiL-
STM to obtain encodings (hk,i) for each knowl-
edge path

hk,i = BiLSTM(ek,i
1:n) (14)

where hk represents the output of the BiLSTM for
the knowledge path and i its the ranking index.

Attention Layer: We use an attention layer,
where each encoded commonsense knowledge
path interacts with the sentence representation xs

to receive attention weights (ĥk,i):

ehk,i = �(xshk,i), ĥk,i =
ehk,i

PN
i=1
ehk,i

(15)

In Eq. 15, we use sigmoid to calculate the atten-
tion weights, similar to Eq. 6. However, this time
we compute attention to highlight which knowl-
edge paths are important for a given input repre-
sentation (xs being the final state hidden repre-
sentation over the input sentence, Eq. 7). To ob-
tain the sentence-aware commonsense knowledge
representation xk, we pass the output of the atten-
tion layer through a feedforward layer. Wk, bk are
trainable parameters.

xk = ReLU(Wk(
NX

i=1

ĥk,ihk,i) + bk) (16)

3.4 Distilling Knowledge into the Model
In order to incorporate the selected and weighted
knowledge into the model, we concatenate the sen-

Classification Train Dev Test

Reiss 5432 1469 5368
Reiss without belonging class 5431 1469 5366
Maslow 6873 1882 6821

Table 1: Dataset Statistics: nb. of instances (sentences
with annotated characters and human need labels).

tence xs, context xcxt and knowledge xk represen-
tation and pass it through a FF layer.

oi = ReLU(Wz[x
s
i ; x

cxt
i ; xk

i ] + bz) (17)

We employ a gating mechanism to allow the
model to selectively incorporate relevant informa-
tion from commonsense knowledge xk and from
the joint input representation yi (see Eq. 9) sep-
arately. We finally pass it to a logistic regression
classifier to predict a binary label for each class z
in the set Z of category labels

zi = �(Weyz
(oi � yi + oi � xk

i ) + beyz
) (18)

where � represents element-wise multiplication,
beyz

, Weyz
are trainable parameters.

4 Experimental Setup

Dataset: We evaluate our model on the Mod-
eling Naive Psychology of Characters in Sim-
ple Commonsense Stories (MNPCSCS) dataset
(Rashkin et al., 2018). It contains narrative sto-
ries where each sentence is annotated with a
character and a set of human need categories
from two inventories: Maslow’s (with five coarse-
grained) and Reiss’s (with 19 fine-grained) cat-
egories (Reiss’s labels are considered as sub-
categories of Maslow’s). The data contains the
original worker annotations. Following prior work
we select the annotations that display the “major-
ity label” i.e., categories voted on by � 2 work-
ers. Since no training data is available, similar to
prior work we use a portion of the devset as train-
ing data, by performing a random split, using 80%
of the data to train the classifier, and 20% to tune
parameters. Data statistics is reported in Table 1.

Rashkin et al. (2018) report that there is low
annotator agreement i.a. between the belonging
and the approval class. We also find high co-
occurrence of the belonging, approval and so-
cial contact classes, where belonging and so-
cial contact both pertain to the Maslow class
Love/belonging while approval belongs to the
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Maslow class Esteem. This indicates that belong-
ing interacts with Love/belonging and Esteem in
relation to social contact. We further observed
during our study that in the Reiss dataset the
number of instances annotated with the belong-
ing class is very low (no. of instances in training
is 24, and in dev 5). The performance for this
class is thus severely hampered, with 4.7 F1 score
for BiLSTM+Self-Attention and 7.1 F1 score for
BiLSTM+Self-Attention+Knowledge. After es-
tablishing benchmark results with prior work (cf.
Table 2, including belonging), we perform all fur-
ther experiments with a reduced Reiss dataset, by
eliminating the belonging class from all instances.
This impacts the overall number of instances only
slightly: by one instance for training and two in-
stances for test, as shown in Table 1.

Training: During training we minimize the
weighted binary cross entropy loss,

L =
ZX

z=1

wzyzlogeyz + (1� wz)(1� yz)log(1� eyz)

(19)

wz =
1

1� exp�
p

P (yz)
(20)

where Z is the number of class labels in the clas-
sification tasks and wz is the weight. P (yz) is the
marginal class probability of a positive label for z
in the training set.

Embeddings: To compare our model with prior
work we experiment with pretrained GloVe (100d)
embeddings (Pennington et al., 2014). Otherwise
we used GloVe (300d) and pretrained ELMo em-
beddings (Peters et al., 2018) to train our model.

Hyperparameters for Knowledge Inclusion:
We compute ranked lists of knowledge paths of
two types: pc�z and pc�c. We use the top-3 pc�z

paths for each z using our best ranking strategy
(Closeness Centrality + Personalized PageRank)
in our best system results (Tables 2, 3, 5), and also
considered paths pc�c (top-3 per pair) when eval-
uating different path selection strategies (Table 4).

Evaluation Metrics: We predict a binary label
for each class using a binary classifier so the pre-
diction of each label is conditionally independent
of the other classes given a context representation
of the sentence. In all prediction tasks we report
the micro-averaged Precision (P), Recall (R) and
F1 scores by counting the number of positive in-
stances across all of the categories. All reported
results are averaged over five runs. More informa-

Reiss Maslow
Model WE P R F1 P R F1

BiLSTM⇧ G100d 18.35 27.61 22.05 31.29 33.85 32.52
CNN⇧ G100d 18.89 31.22 23.54 27.47 41.01 32.09
REN⇧ G100d 16.79 22.20 19.12 26.24 42.14 32.34
NPN⇧ G100d 13.13 26.44 17.55 24.27 44.16 31.33
BM G100d 25.08 28.25 26.57 47.65 60.98 53.54
BM + K| G100d 28.47 39.13 32.96 50.54 64.54 56.69
BM ELMo 29.50 44.28 35.41±0.23 53.86 67.23 59.81±0.23

BM + K| ELMo 31.74 43.51 36.70±0.14 57.90 66.07 61.72±0.11

BM? ELMo 31.45 44.29 37.70
BM + K?| ELMo 36.76 42.53 39.44

Table 2: Multi-label Classification Results: ⇧: results in
Rashkin et al.; ?: w/o belonging; BM: BiLSTM+Self-
Att.; +K:w/ knowledge, |:ranking method CC+PPR.

tion on the dataset, metrics and all other training
details are given in the Supplement.

5 Results

Our experiment results are summarized in Table
2. We benchmark our baseline BiLSTM+Self-
Attention model (BM, BM w/ knowledge) against
the models proposed in Rashkin et al. (2018): a
BiLSTM and a CNN model, and models based on
the recurrent entity network (REN) (Henaff et al.,
2016) and neural process networks (NPN) (Bosse-
lut et al., 2017). The latter differ from the basic
encoding models (BiLSTM, CNN) and our own
models by explicitly modeling entities. We find
that our baseline model BM outperforms all prior
work, achieving new state-of-the-art results. For
Maslow we show improvement of 21.02 pp. F1

score. For BM+K this yields a boost of 6.39 and
3.15 pp. F1 score for Reiss and Maslow, respec-
tively. When using ELMo with BM we see an im-
provement in recall. However, adding knowledge
on top improves the precision by 2.24 and 4.04
pp. for Reiss and Maslow. In all cases, injecting
knowledge improves the model’s precision and F1

score.
Table 2 (bottom) presents results for the reduced

dataset, after eliminating Reiss’ label belonging.
Since belonging is a rare class, we observe fur-
ther improvements. We see the same trend: adding
knowledge improves the precision of the model.

5.1 Model Ablations

To obtain better insight into the contributions of
individual components of our models, we perform
an ablation study (Table 3). Here and in all later
experiments we use richer (300d) GloVe embed-
dings and the dataset w/o belonging. We show
results including and not including self-attention
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WE Atten K Gated P R F1

G300d - - - 23.31 34.69 27.89
G300d X - - 26.09 35.59 30.11
G300d X X - 27.99 37.73 32.14
G300d X X X 28.65 39.42 33.19
ELMo - - - 32.35 42.66 36.80
ELMo X - - 31.45 44.29 37.70
ELMo X X - 32.65 45.60 38.05
ELMo X X X 36.76 42.53 39.44

Table 3: Model ablations for Reiss Classification on
MNPCSCS dataset w/o belonging.

Path Ranking P R F1

S+M(Pc�z+ Pc�c) None 32.51 42.70 36.90
S+M(Pc�z+ Pc�c) Random 31.63 43.35 36.57

Single Hop(Pc�z) CC + PPR 33.00 44.63 37.94
S+M(Pc�c + Pc�z) CC + PPR 35.30 44.11 39.21

S+M(Pc�z) CC 33.45 47.93 39.40
S+M(Pc�z) PR 35.51 42.82 38.82
S+M(Pc�z) PPR 36.23 43.09 39.34
S+M(Pc�z) CC + PPR 36.76 42.53 39.44

Table 4: Results for different path selection strategies
on MNPCSCS w/o belonging; S+M:Single+Multi hop.

and knowledge components. We find that using
self-attention over sentences and contexts is highly
effective, which indicates that learning how much
each token contributes helps the model to improve
performance. We observe that integrating knowl-
edge improves the overall F1 score and yields a
gain in precision with ELMo. Further, integrat-
ing knowledge using the gating mechanism we see
a considerable increase of 3.58 and 1.74 pp. F1

score improvement over our baseline model for
GloVe and ELMo representations respectively.

5.2 Commonsense Path Selection
We further examine model performance for (i) dif-
ferent variants of selecting commonsense knowl-
edge, including (ii) the effectiveness of the rele-
vance ranking strategies discussed in §3.2.2. In
Table 4, rows 3-4 use our best ranking method:
CC+PPR; rows 5-8 show results when using the
top-3 ranked pc�z paths for each human need z
with different ranking measures. None shows re-
sults when no selection is applied to the set of
extracted knowledge paths (i.e., using all possi-
ble paths from pc�z and pc�c). Random randomly
selects 3 paths for each human need from the set
of paths used in None. This yields only a slight
drop in performance. This suggests that not ev-
ery path is relevant. We evaluate the performance
when only considering single-hop paths (now top-
3 ranked using CC+PPR) (Single-Hop). We see an
improvement over random paths and no selection,

but not important enough. In contrast, using both
single and multi-hop paths in conjunction with rel-
evance ranking improves the performance consid-
erably (rows 4-8). This demonstrates that multi-
hop paths are informative. We also experimented
with pc�c+pc�z . We find improvement in recall,
however the overall performance decreases by 0.2
F1 score compared to paths pc�z ranked using CC
+ PPR. Among different ranking measures preci-
sion for Personalized PageRank performs best in
comparison with CC and PR in isolation, and re-
call for CC in isolation is highest. Combining CC
and PPR yields the best results among the different
ranking strategies (rows 5-8).

6 Analysis

6.1 Performance per Human Need
Categories

We examined the model performance on each cat-
egory (cf. Figure 4). The model performs well for
basic needs like food, safety, health, romance, etc.
We note that inclusion of knowledge improves the
performance for most classes (only 5 classes do
not profit from knowledge compared to only using
ELMo), especially for labels which are rare like
honor, idealism, power. We also found that the
annotated labels can be subjective. For instance,
Tom lost his job is annotated with order while our
model predicts savings, which we consider to be
correct. Similar to Rashkin et al. (2018) we ob-
serve that preceding context helps the model to
better predict the characters’ needs, e.g., Context:
Erica’s [..] class had a reading challenge [..]. If
she was able to read 50 books [..] she won a pizza
party!; Sentence: She read a book every day for
the entire semester is annotated with competition.
Without context the predicted label is curiosity,
however when including context, the model pre-
dicts competition, curiosity. We measure the mod-
els performance when applying it only to the first
sentence of each story (i.e., without the context).
As shown in Table 5, also in this setting the in-
clusion of knowledge improves the performance.

Model WE P R F1

BM ELMo 33.39 45.15 38.39
BM+K ELMo 36.36 44.02 39.83

Table 5: Multi-label classification on MNPCSCS w/o
belonging class and w/o context (1st sentence only)

.
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Figure 4: Best model’s performance per human needs
(F1 scores) for Reiss on MNPCSCS dataset.

Context: Timmy had to renew his driver’s license. He went to his local DMV. He
waited in line for nearly 2 hours. He took a new picture for his driver’s license.
Sentence: He drove back home after an exhausting day.
True Label: rest
Predicted Label (BM): status, approval, order
Predicted Label (BM+K): rest

Figure 5: Interpreting the attention weights on sentence
representation and selected commonsense paths.

6.2 Human Evaluation of Extracted Paths

We conduct human evaluation to test the effec-
tiveness and relevance of the extracted common-
sense knowledge paths. We randomly selected
50 sentence-context pairs with their gold labels
from the devset and extracted knowledge paths
that contain the gold label (using CC+PPR for
ranking). We asked three expert evaluators to
decide whether the paths are relevant to provide
information about the missing links between the
concepts in the sentence and the human need (gold
label). The inter-annotator agreement had a Fleiss’
= 0.76. The result for this evaluation shows that
in 34% of the cases computed on the basis of ma-
jority agreement, our algorithm was able to select
a relevant commonsense path. More details about
the human evaluation are given in the Supplement.

6.3 Interpretabilty

Finally we study the learned attention distributions
of the interactions between sentence representa-
tion and knowledge paths, in order to interpret how
knowledge is employed to make predictions. Vi-
sualization of the attention maps gives evidence of
the ability of the model to capture relevant knowl-
edge that connects human needs to the input text.
The model provides interpretability in two ways:
by selecting tokens from the input text using Eq.6
and by choosing knowledge paths from the im-
ported knowledge using Eq.15 as shown in Fig-
ure 5. Figure 5 shows an example where including
knowledge paths helped the model to predict the
correct human need category. The attention map
depicts which exact paths are selected to make the
prediction. In this example, the model correctly
picks up the token “exhausting” from the input
sentence and the knowledge path “exhausting is
a fatigue causes desire rest”. We present more
examples of extracted knowledge and its attention
visualization in the Supplement.

7 Conclusion

We have introduced an effective new method to
rank multi-hop relation paths from a common-
sense knowledge resource using graph-based algo-
rithms. Our end-to-end model incorporates multi-
hop knowledge paths to predict human needs. Due
to the attention mechanism we can analyze the
knowledge paths that the model considers in pre-
diction. This enhances transparency and inter-
pretability of the model. We provide quantitative
and qualitative evidence of the effectiveness of the
extracted knowledge paths. We believe our rele-
vance ranking strategy to select multi-hop knowl-
edge paths can be beneficial for other NLU tasks.
In future work, we will investigate structured and
unstructured knowledge sources to find explana-
tions for sentiments and emotions.
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Abstract
Incorporating domain knowledge is vital in
building successful natural language process-
ing (NLP) applications. Many times, cross-
domain application of a tool results in poor
performance as the tool does not account for
domain-specific attributes. The clinical do-
main is challenging in this aspect due to
specialized medical terms and nomenclature,
shorthand notation, fragmented text, and a va-
riety of writing styles used by different medi-
cal units. Temporal resolution is an NLP task
that, in general, is domain-agnostic because
temporal information is represented using a
limited lexicon. However, domain-specific as-
pects of temporal resolution are present in
clinical texts. Here we explore parsing is-
sues that arose when running our system, a
tool built on Newswire text, on clinical notes
in the THYME corpus. Many parsing issues
were straightforward to correct; however, a
few code changes resulted in a cascading se-
ries of parsing errors that had to be resolved
before an improvement in performance was
observed, revealing the complexity of tem-
poral resolution and rule-based parsing. Our
system now outperforms current state-of-the-
art systems on the THYME corpus with little
change in its performance on Newswire texts.

1 Introduction

Temporal resolution is required for comprehend-
ing many types of communication, including writ-
ten texts. This is especially true in clinical texts
as patient narratives revolve around when an event
happened, such as when a symptom occurred or
the frequency a drug was administered (Lee et al.,
2017; Sun et al., 2013b). Understanding the tem-
poral component in texts is vital for many NLP
systems (Tissot et al., 2015) to accurately interpret
a patient narrative (Sun et al., 2013b).

Some temporal expressions could be consid-
ered domain agnostic as there are limited ways

to represent information about time, such as for-
matted dates or days of the week. However, there
are many lexical variations of these standard to-
kens. Additionally, vague temporal expressions,
relative times, and event durations require contex-
tual or implicit knowledge of the subject area for
resolution (Sun et al., 2013b). Clinical texts in-
clude all these types of temporal expressions, and
also contain domain-specific challenges to tem-
poral expression identification and normalization,
such as differentiating between dosage and time.
Additionally, clinical texts frequently use repeated
phrases such as “At this time” that are infrequently
used in the general domain. These phrases are
vague, relative, and require contextual knowledge
of the subject area and the time of events to be re-
solved (Sun et al., 2013b).

In this work we focus on identification of tem-
poral expressions in clinical texts using Chrono–
a hybrid system that normalizes temporal ex-
pressions into the SCATE Schema (Bethard and
Parker, 2016). Originally designed on general do-
main Newswire texts, we evaluate Chrono’s per-
formance on the clinical THYME corpus (Styler
et al., 2014) “out-of-the-box” with no modifica-
tions, perform an error analysis, algorithm up-
dates, and then re-evaluate on THYME. This anal-
ysis reveals six aspects of temporal expression ex-
traction that should be considered when using a
general domain tool in the clinical domain.

2 Related Work

State-of-the-art temporal expression extraction
and normalization tools have emerged from tem-
poral parsing challenges such as TempEval (Ver-
hagen et al., 2007, 2010; UzZaman et al., 2013)
and i2b2 (Sun et al., 2013a). Strategies uti-
lized by these tools range from rule-based (SU-
Time (Chang and Manning, 2012), HeidelTime
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Figure 1: Overview of Chrono Workflow

(Strötgen and Gertz, 2010), NavyTime (Cham-
bers, 2013), GUTime (Verhagen et al., 2005)) to
machine learning (TRIPS and TRIOS (UzZaman
and Allen, 2010), ClearTK (Bethard, 2013)) and
hybrid approaches (ManTIME (Filannino et al.,
2013)). For general domain texts, machine learn-
ing systems like ClearTK perform well at identi-
fying temporal expression spans; however, rule-
based and hybrid systems have better performance
when taking temporal expression normalization
into account (UzZaman et al., 2013).

When applied to clinical text in the 2012 i2b2
Challenge, high-ranking general domain systems
SUTime, GUTime, and HeidelTime had reduced
performance (Sun et al., 2013a) as compared to
systems built specifically for this data (Sohn et al.,
2013; Kovaevi et al., 2013; Xu et al., 2013). Re-
gardless of the performance on general domain
texts, modifications had to be made to the state-
of-the-art systems to recognize clinical temporal
expressions and achieve improved performance.
For example, three teams utilized HeidelTime with
two teams incorporating additional rules and ma-
chine learning modules on top of the default sys-
tem, which achieved better performance in the
2012 i2b2 Challenge than HeidelTime with no
modifications.

In addition to temporal challenges, other sys-
tems have been developed for general domain tem-
poral parsing that utilize machine learning and
complex grammars (Lee et al., 2014; Angeli et al.,
2012) and rule-based methods referencing a cen-
tral knowledge base (Llorens et al., 2012). Syn-
Time (Zhong et al., 2017) takes a simplistic ap-
proach by defining a layer of syntactic token types
that rules are applied to instead of processing

the raw tokens. For temporal expression extrac-
tion, SynTime out-performs HeidelTime and SU-
Time, however, it does not attempt normalization.
All these systems were built and trained on gen-
eral domain texts, such as TimeBank (Pustejovsky
et al., 2003) and WikiWars (Mazur and Dale,
2010) and may require adjustments to accurately
capture clinical temporal expressions. In addition,
these systems normalize expressions into the ISO-
TimeML (Pustejovsky et al., 2010) representation,
which is unable to represent expressions that don’t
map to a single calendar unit or are relative to an
event instead of a temporal unit–both of which are
frequent in clinical texts. The SCATE schema is
able to faithfully represent these types of expres-
sions, but normalization requires a more detailed
approach to annotate fine-grained temporal com-
ponents that are not captured by TimeML (Bethard
and Parker, 2016). In this work we adapt Chrono,
a novel SCATE normalization system, to the clin-
ical domain and describe the challenges encoun-
tered when normalizing to the SCATE Schema.

3 Methods

Chrono is a hybrid rule-based and machine learn-
ing system built to identify temporal expressions
in the AQUAINT corpus of Newswire texts (Graff,
2002) followed by normalization into the SCATE
Schema for SemEval 2018 Task 6 (Laparra et al.,
2018). Chrono consists of 3 main modules: 1)
Temporal Phrase Extraction, 2) SCATE Normal-
ization, and 3) Temporal Disambiguation (Fig-
ure 1). Briefly, the Temporal Phrase Extrac-
tion module identifies temporal/numeric tokens
using a series of hierarchical rules and regular ex-
pressions. Temporal phrases are extracted based
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on consecutive tagged temporal/numeric tokens.
Next, the SCATE Normalization module normal-
izes temporal phrases into the SCATE Schema us-
ing additional rule-based logic and regular expres-
sions to identify specific temporal entities within
each phrase, and links related sub-intervals. Fi-
nally, machine learning is used in the Tempo-
ral Disambiguation module as a sub-module of
SCATE Normalization to disambiguate certain
SCATE entities. Details on the specific rules
implemented by Chrono for SemEval 2018 can
be found in the systems description paper (Olex
et al., 2018), and Chrono can be downloaded from
https://github.com/AmyOlex/Chrono.

4 THYME Corpus

The THYME corpus consists of de-identified clin-
ical notes and pathology reports for colon and
brain cancer patients. For this work, we utilized
the subset of the THYME colon cancer documents
that have associated SCATE annotations in the
Anafora XML format from SemEval 2018 Task
6 (Laparra et al., 2018). The Training Corpus
includes 22 clinical notes and 13 pathology re-
ports along with their gold standard Anafora XML
annotations. The Evaluation Corpus includes 92
clinical notes and 49 pathology reports with the
annotations withheld. In this work, Chrono is
first run on the THYME Evaluation Corpus be-
fore modifications are made, then the THYME
Training Corpus is used to identify problem ar-
eas in need of improvement. Finally, Chrono is
run on the Evaluation Corpus again after making
improvements. Data in the Evaluation Corpus re-
mained hidden through the entire process.

5 Evaluation

Evaluation of Chrono’s performance on the Train-
ing Corpus utilized python scripts provided by
AnaforaTools† that compare Anafora XML (Chen
and Styler, 2013) annotation files. All metrics re-
ported exclude the “Event” entity because event
identification is currently not implemented by
Chrono, and was not included in the SemEval
Task. Chrono’s annotation of the Evaluation Cor-
pus was uploaded to the Post-Evaluation submis-
sion system for SemEval 2018 Task 6, and overall
Precision, Recall, and F1 measures are reported in
Tables 1 and 3.

†https://github.com/bethard/anaforatools

6 Results and Discussion

This section first discusses Chrono’s “out-of-the-
box” performance on the THYME Evaluation
Corpus prior to any code changes. The next sec-
tion presents parsing issues encountered using the
Training Corpus that fall into six main categories:
1) lexical, 2) entity frequency, 3) numeric disam-
biguation, 4) machine learning training data, 5)
writing style, and 6) document structure. While
fixing some of these issues was straightforward,
more complex issues resulted in debugging an er-
ror cascade before performance increased. Finally,
a discussion of Chrono’s improved performance
on the THYME Evaluation Corpus is presented.

6.1 Out-of-the-Box Performance on THYME

Chrono’s performance decreased significantly on
the THYME Evaluation Corpus out-of-the-box
with an F1 of 0.35, precision of 0.49, and recall
of 0.27 (Table 1). This is due to Chrono having
only been trained on Newswire text, thus, it saw a
limited number of temporal expression examples.

Chrono’s performance on the THYME Training
Corpus resulted in an F1 of 0.314 when consid-
ering all entity properties (100% Correct Entity),
and an F1 of 0.468 when only considering correct
token span (Span Only). The higher Span Only re-
sult indicates that Chrono is identifying more cor-
rect entities than the 100% Correct Entity score
indicates, but it is not assigning all the properties
correctly. With the AnaforaTools evaluation script
we are able to look at the performance on each
SCATE entity individually to identify specific en-
tities that significantly impact performance.

Dataset System Precision Recall F1
THYME Eval Chrono 0.49 0.27 0.35
THYME Eval Laparra et. al. 0.52 0.63 0.57
Newswire Eval Chrono 0.61 0.50 0.55
Newswire Eval Laparra et. al. 0.58 0.46 0.51
THYME Train Chrono 100% 0.439 0.244 0.314
THYME Train Chrono Span Only 0.696 0.352 0.468

Table 1: Baseline performance, excluding “Event”, on
THYME Training and Evaluation corpora using SVM.

6.2 NLP Whack-A-Mole - Resolving
Cross-Domain NLP Challenges

Addressing cross-domain parsing issues felt syn-
onymous to playing the arcade game of Whack-
A-Mole, where as one issue was fixed another
popped up. Several code improvements resulted
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in a cascading series of other code bugs and/or
logical issues that needed resolution prior to re-
alizing a performance improvement. This sec-
tion describes these adventures in code improve-
ment, which identify six primary challenges en-
countered in cross-domain application of tempo-
ral expression extraction. The following examples
relay how complex and interconnected temporal
expression extraction can be, and demonstrate the
need to go beyond basic pattern identification and
dictionary look-up strategies to including contex-
tual and semantic information in order to capture
all types of temporal expressions.

6.2.1 Lexical Diversity
Different domains are expected to differ in their
lexicon. For example, the clinical domain con-
tains many specialized medical terms and clini-
cal jargon that is not encountered in general do-
main texts (Meystre et al., 2008). This is also true
for a temporal lexicon. Originally trained on the
Newswire corpus, Chrono’s lexicon was limited
to examples found in this domain; however, by
expanding Chrono’s temporal lexicon the perfor-
mance on several SCATE entities increased.

Performance on the SCATE entity “Modifier”
improved after refining the lexicon to include
missed terms such as “nearly”, “almost”, “mid”,
“over”, “early”, and “beginning”, and removing
terms that should be annotated with other entities
such as “this”, “next”, and “last”. These descrip-
tive temporal tokens are commonly used in clinical
texts to describe various events in the patient nar-
rative such as when symptoms occur or patient his-
tories. The PartOfDay entity was also augmented
with the terms “bedtime”, “eve”, and “midnight”
as these, and similar terms, are frequently utilized
in clinical notes for medication instructions, such
as “take one pill at bedtime”. Significant improve-
ment in performance was observed after these ad-
ditions, with an F1 increase of 0.117 for PartOf-
Day, and an F1 increase of 0.241 for Modifier.

Patient records revolve around temporal infor-
mation, such as conveying medication instruc-
tions, describing symptom time lines, and out-
lining patients’ histories. We found that tem-
poral phrases associated with these events, like
“at that time”, “take one-time daily”, “in four
weeks time”, “since that time”, etc., were ubiq-
uitous. All of these expressions include the to-
ken “time”, which is annotated as a Period en-
tity in the SCATE Schema. This token, along

with others found frequently in clinical text such
as “/min” and “/week” that are most commonly
used as short-hand for conveying medication fre-
quency, were not included in Chrono’s temporal
lexicon. This resulted in poor performance for
the CalendarInterval and Period SCATE entities.
The addition of 15 terms that were not present in
the Newswire corpus significantly improved per-
formance for these phrases. This result indicates
that commonly used tokens have domain-specific
frequencies. For example, the token “time” was
used on average 0.32 times per document in the
Newswire corpus and just over 4 times per docu-
ment in the THYME corpus (Table 2).

6.2.2 Frequent Frequency
The frequency for some lexical terms, like “time”,
in clinical texts is understandable as certain con-
cepts that convey a patient’s narrative may be uti-
lized over and over again. However, it is interest-
ing that this observation also applies at the tem-
poral entity level. For example, the initial build
of Chrono excluded the SCATE entity Frequency
because it is highly complex to parse and did not
appear regularly in the Newswire corpus (0.12
times per document on average, Table 2). How-
ever, in the THYME corpus, the Frequency en-
tity appeared on average 8.9 times per document–
a 72-fold increase–which had a major impact on
Chrono’s performance. In clinical texts, phrases
specifying frequency such as “2 time per day” or
“once a day” are abundant as they are routinely
used for specifying medication or symptom fre-
quency. This increase in clinical usage extends to
all but two temporal entities, with Frequency hav-
ing the second highest fold change next to Event
(Table 2).

6.2.3 Disambiguating Dosage
Clinical text commonly contains non-temporal nu-
merical information representing lab test results
or medication dosage along with their frequency.
The majority of these instances in the THYME
corpus were not identified as temporal because
their values and formats were distinct. However,
Chrono confused a few occurrences of medication
dosage with a 24-hour time instance. For example,
in the phrase “Vitamin D-3 1000 unit tablet” the
“1000” was incorrectly assigned the 24-hour time
value of 10am. In the current implementation of
Chrono, if a 4-digit dose falls within the correct
year range (1500 to 2050) or 24-hour time it will
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Chrono Newswire Clinical
Entity Implements Avg Freq Avg Freq
AMPM-Of-Day Y 0.06 1.26
After Y 0.25 2.29
Before Y 0.44 0.91
Between N 0.28 1.11
Calendar-Interval Y 1.83 6.80
Day-Of-Month Y 2.84 8.66
Day-Of-Week Y 1.33 1.29
Event N 0.91 151.97
Every-Nth N 0 0.09
Frequency N 0.12 8.91
Hour-Of-Day Y 1.15 1.46
Intersection Y 0.11 1.60
Last Y 2.80 3.86
Minute-Of-Hour Y 1.12 1.31
Modifier Y 0.42 1.31
Month-Of-Year Y 3.31 9.77
Next Y 0.72 0.80
NotNormalizable N 0.06 0.06
NthFromStart Y 0.30 0
Number Y 1.17 13.66
Part-Of-Day Y 0.19 0.91
Part-Of-Week Y 0.04 0
Period Y 1.64 4.97
Season-Of-Year Y 0.07 0.03
Second-Of-Minute Y 0.67 0.17
Sum N 0.01 0.03
This Y 1.43 2.60
Time-Zone Y 0.44 0
Two-Digit-Year Y 0.98 0.23
Union N 0.02 0.03
Year Y 1.67 9.91

Table 2: The average frequency per document of
each SCATE Entity for the Newswire (81 documents)
and THYME (35 documents) training corpora. The
“Chrono Implements” column indicates whether or not
Chrono identifies a given entity (Y=yes, N=no).

be annotated as such. A fix for this issue has yet
to be implemented in Chrono, as it has a low rate
of occurrence, but may include rules to identify
dosage amounts such as “mg” and machine learn-
ing methods to disambiguate 4-digit numbers.

Another example of the need to disambiguate
numerical values is found in the clinical phrase
“Carotid pulses are 4/4”. Without context, the
“4/4” could be interpreted as the date “April 4th”.
This instance did not cause an issue with Chrono
because a 2- or 4-digit year is required for a phrase
to be identified as a formatted date. While this
strategy worked for this example, it could become
a problem when parsing files that contain year-less
formatted dates. Thus, future improvements will

include a numerical disambiguation module to aid
in determining if a numerical phrase is temporal.

6.2.4 Cross-Domain Machine Learning
Training Data

Supervised machine learning (ML) methods re-
quire the use of annotated training data in order
to generate a predictive model. Naturally, train-
ing data is chosen from the domain of the task
as it is the most relevant. Chrono utilizes ML to
disambiguate the SCATE entities Period and Cal-
endarInterval. First, rule-based logic identifies if
an entity is a possible Period or CalendarInterval,
but it is hard to tell which one without consider-
ing context. Then the ML module decides which
class the entity should be labeled. The training
data for this task was initially from the Newswire
corpus, but this performed poorly on clinical texts
with an overall F1 of 0.544. To incorporate
domain-specific contextual elements, Chrono was
re-trained using just the THYME corpus, which
improved performance to an F1 of 0.577. We then
generated a model that utilized both the Newswire
and THYME data, which performed slightly bet-
ter, giving an F1 of 0.578. As temporal expres-
sions can be domain-agnostic, it makes sense that
training on cross-domain data would generate a
more robust and generalizable model; therefore,
we chose to use the cross-domain model.

6.2.5 Lexical Variation
An advantage of processing clinical texts is that
you are introduced to a variety of writing styles
and preferences from different departments and
medical personnel, where each may represent the
same temporal concept differently. This results
in lexical variations of concepts, for example, the
concept of “Monday” can be represented as “M”,
“Mon.”, or, “monday”, and a temporal reasoning
system must be able to identify that these all refer
to the same day. The following sub-sections dis-
cuss issues associated with variation in formatted
dates, times, and long temporal phrases.

Variation in Formatted Dates/Times: There
are a number of standard formats to convey dates
and times, of which only a few were identified in
the Newswire corpus and implemented in Chrono.
Clinical texts introduced additional variability in
date and time formats that Chrono was unable to
handle correctly. For example, the date format
“21-SEP-2009” contains a mixture of letters and
numbers needing to be interpreted. Chrono uses
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regular expressions to identify formatted dates and
times; however, the expression restricted all com-
ponents to be digits, so dates with alphanumeric
characters were not captured. Editing the regu-
lar expression to allow for alphanumeric charac-
ters fixed the capturing issue, but resulted in an
error downstream where other methods expected a
numeric month to be returned. Ultimately, a cus-
tom function was written to convert months rep-
resented as text to integers as existing conversion
packages were not versatile enough to accommo-
date all lexical variations of these entities.

Similarly, hour and minute formats such as
“5:45 PM” were not being recognized cor-
rectly because Chrono’s regular expression looked
specifically for the format found in the Newswire
corpus that contained seconds (hh:mm:ss). De-
bugging formatted time expressions proved to be
a challenge because Chrono utilizes three differ-
ent modules to parse out this data. First, a mod-
ule to identify the hours, minutes, and seconds,
followed by a module to identify AMPM entities,
and finally, a module to link sub-intervals where
both MinuteOfHour and AMPM entities are sub-
intervals of HourOfDay. Interestingly, the perfor-
mance of HourOfDay for the Span Only evalua-
tion had an F1 score of 0.941 both before and af-
ter improvements, indicating that Chrono was ac-
tually identifying most of the hours correctly, but
was missing specific SCATE properties.

Punctuation - To Include or Not to Include?
Part of the HourOfDay parsing issue stemmed
from temporal phrases at the end of a sentence,
such as “2:04 AM.”, where the period ended
up being part of the “AM” string. Initially,
Chrono looked for AMPM entities without consid-
ering punctuation unlike the MonthOfYear pars-
ing, which specifically accounts for punctuation
such as “Dec.”. Thus, the “AM.” in the exam-
ple was never identified, so the HourOfDay en-
tity “2” would be lacking the subinterval link to
the AMPM entity. To resolve this, Chrono was
modified to utilize regular expressions in parsing
out AMPM entities with and without surrounding
punctuation.

One dilemma arose when considering the
variants of an AMPM entity. For example,
valid AMPM entity strings include “AM”, “am”,
“A.M.”, and “a.m.”; however, “AM.” may not be
considered a valid representation of an AMPM en-
tity. Thus, Chrono specifically includes the period

in the span only if there is a period after each let-
ter in strings (e.g. “A.M.”), otherwise, the period
is not included in the span. Implementing this fix
resulted in a significant performance improvement
for the AMPM entity and, oddly, a decrease in
HourOfDay performance.

Where have the Minutes Gone? While the
HourOfDay entity was performing well in the
Span Only evaluation, the MinuteOfHour entity
performed poorly in both Span Only and 100%
Correct Entity evaluations. This was a result of
Chrono looking for an HourOfDay in two differ-
ent methods–one that identified formatted times
and another that first looked for an AMPM entity
and, if found, searched for an upstream HourOf-
Day. The majority of time expressions in THYME
were formatted as “hh:mm” followed by an “AM”
or “PM” which resulted in HourOfDay being iden-
tified by AMPM parsing and not the formatted
time method. The AMPM method was designed to
identify the pattern found frequently in Newswire
texts (e.g. “5 PM”), which doesn’t include sec-
ond or minute parsing. To fix this issue the for-
matted time method was adjusted to allow for the
“hh:mm” format, so now the HourOfDay and Min-
uteOfHour entities are being identified and appro-
priate sub-intervals are annotated. However, this
code improvement resulted in another decrease in
performance of the HourOfDay entity.

Too Many Hours of the Day! The expected re-
sult of fixing the AMPM entity and formatted time
parsing was increased performance on AMPM,
MinuteOfHour, and HourOfDay entity parsing be-
cause the AMPM and MinuteOfHour sub-interval
links were now identified correctly. However,
HourOfDay performance actually became worse
due to predicting too many HourOfDay entities.
Further investigation revealed that every temporal
phrase that included an AMPM entity had dupli-
cate HourOfDay entities annotated (the same hour
was annotated twice), one with the correct AMPM
and MinuteOfHour sub-interval links and the other
with no sub-interval links. This issue stemmed
from a combination of the hierarchical parsing of
formatted dates/times and inadvertently excluding
a check to see if an HourOfDay entity already ex-
isted when parsing AMPM entities.

In Chrono, all temporal phrases are interrogated
by all modules. To ensure only one entity of
each type is identified in each temporal phrase
Chrono implements a flag system. For exam-
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ple, in the phrase “Monday at 3:05 PM.” there
is one DayOfWeek, one HourOfDay, one Minu-
teOfHour, and one AMPM entity. This phrase
is first parsed by the formatted date/time module
to identify the HourOfDay “3” and the Minute-
OfHour “05” entity. Following is the identification
of the “PM” AMPM entity; however, if this mod-
ule finds an AMPM entity it then proceeds to look
for an HourOfDay entity preceeding the AMPM
substring. However, an HourOfDay had already
been identified, and the AMPM module neglected
checking this. Fixing this double parsing issue was
straightforward as the AMPM module just needed
to check if the HourOfDay flag had been set for
the given temporal phrase. This error resulted in
some initially puzzling results where the HourOf-
Day performance kept decreasing with every “im-
provement”, and ended up identifying twice as
many HourOfDay entities as it should have. Dif-
ferent modules may be required for parsing differ-
ent date/time formats, so it is important to ensure
that all modules are consistently coded. It is also
important to keep in mind that some formats are
more frequent in one domain than another. This
issue had not appeared when using the Newswire
corpus because the majority of the AMPM enti-
ties were accompanied by the shorter format of
“5 PM”, or contained the full “hh:mm:ss” format,
whereas in the clinical domain the specification of
hour and minutes, such as “3:05 PM”, was ubiqui-
tous throughout the corpus.

Stop words splitting temporal phrases:
Chrono was initially unable to handle stop words
that connected temporal entities into a single
phrase, which limited its performance on the
THYME corpus due to the use of long tempo-
ral expressions in clinical texts. Chrono identi-
fied temporal phrases by looking for consecutive
temporal and/or numeric tokens. If a stop word
was identified (e.g. “is”, “of”, “at”, etc), the tem-
poral phrase would be terminated–in some cases
prematurely. For example, the phrase “beginning
of this month on September 1” was originally sep-
arated into 3 temporal phrases: “beginning”, “this
month”, and “September 1”. Other examples of
temporal phrases that were incorrectly split in-
clude “2005 in April” and “October 14, 2010 at
02:07 PM”, which were both separated into two
phrases. While individual temporal entities were
identified correctly, the correct sub-intervals for
each entity were unable to be assigned because

Chrono only links sub-intervals within a single
phrase. To fix this, code was added to tag “link-
ing” words in the temporal phrase extraction mod-
ule. Now, if a linking token is identified while
constructing a temporal phrase it is ignored and
the phrase is extended. This allows Chrono to
correctly identify longer temporal phrases and re-
sults in correct assignment of sub-intervals, which
brought the 100% Entity performance closer to
Span Only.

Unexpected Effects of Longer Temporal
Phrases: The inclusion of stop words in tempo-
ral phrases was a major upgrade to Chrono result-
ing in sub-intervals of longer phrases being cor-
rectly assigned. However, this had an unintended
result that initially lowered the overall F1 scores
for Calendar-Interval and Period entities. Investi-
gating changes in performance revealed Calendar-
Interval and Period entities that were correct were
now incorrectly annotated with a link to a Num-
ber entity. This happened for phrases like “four
times a day” or “one time a day”, which are highly
frequent expressions in clinical notes as they are
part of instructions for taking medications. This
behavior resulted from Chrono’s parsing strategy
for identifying associated numbers with SCATE
entities where Chrono naively looked for a num-
ber token in the sub-string of characters preceding
an annotated entity. This parsing strategy worked
well for Newswire text as the majority of asso-
ciated numbers appeared in formats similar to “2
weeks ago”, or “5 days”. Previously, Chrono as-
signed expressions like “four times a day” to two
temporal phrases: “four times” and “day”. Thus,
the Calendar-Interval “day” was correctly identi-
fied with no Number link. After including the stop
words in the temporal phrases the first number in
the phrase (e.g. “four”) was incorrectly associ-
ated with the Period or Calendar-Interval entity.
Chrono’s number parsing strategy also became an
issue with other frequent clinical phrases such as
“one-time daily” where the number “one” was
incorrectly associated with the Calendar-Interval
“daily”. To fix this issue, Chrono’s definition of
where a number had to be located in order to be
linked to a SCATE entity was restricted to the
immediately preceding token instead of the full
preceding sub-string. This restriction works well
for the THYME and Newswire corpora; however,
may not work well with expressions such as “2
full weeks from now” where the Period “weeks”
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should be annotated with the Number “2”.

6.2.6 Document Design
Sentence Boundaries: An interesting temporal
parsing issue appears in clinical texts regarding
sentence tokenization due to item lists in the clin-
ical record. Initially, Chrono did not tokenize on
sentences as temporal phrases spanning sentence
boundaries were not an issue in the Newswire cor-
pus. However, clinical records in the THYME cor-
pus contained entries like the following:

“...my notes from December.

2. Ulcerative colitis...”

Where the top sentence ends with the temporal
entity “December” followed by a numbered list
item. Since Chrono did not consider sentence
boundaries, this line break was removed in the
preprocessing phase and the “2” that numbers the
list item was parsed as a DayOfMonth associated
with “December”. To resolve this issue, Chrono
was updated to identify sentence boundaries. In
Temporal Phrase Extraction, Chrono no longer al-
lows a single temporal phrase to span sentence
boundaries; however, the Temporal Disambigua-
tion module still ignores these boundaries.

Metadata: Domain agnostic rules and proce-
dures can be developed to identify many tem-
poral expressions in written text, but metadata
presents additional challenges in that it is inher-
ently domain-specific, and can even be document
type specific within the same domain. For exam-
ple, pathology reports and clinical encounters with
a physician can have their metadata formatted in
different ways. In dealing with metadata the first
question is if one wants to parse the metadata at
all. A good reason to do so would be to gather
contextual information that is not explicitly writ-
ten in the text, like identifying the document cre-
ation date to disambiguate references to days of
the week, etc. The gold standard SCATE annota-
tions do contain dates from the metadata sections,
so it is necessary for Chrono to identify these enti-
ties. Two issues arose when working on this prob-
lem: 1) How to identify a temporal token using
whitespace tokenization when the metadata line
contains little whitespace, and 2) whether or not
to include the word “date” as a temporal token.

In the THYME corpus metadata is formatted as
“[start date=12/02/2010, rev date=12/02/2010]”.
Using whitespace tokenization this line is split into

two tokens–both marked as temporal as they con-
tain formatted date strings. However, in the Tem-
poral Phrase Extraction module this line is con-
sidered a single phrase because it is composed
of two consecutive temporal tokens. This causes
an issue as Chrono assumes there is only one of
each SCATE entity type in a phrase; thus, initially
Chrono only annotated one of the two dates in the
metadata line. To resolve this, Chrono now con-
verts all equal signs to spaces prior to whitespace
tokenization, thereby separating the metadata text
to four tokens. While this fix resolved the issue of
parsing metadata dates, an equal sign could be use-
ful information, so a more sophisticated approach
will be required in the future.

The second issue with parsing metadata infor-
mation arose when updating the lexicon of known
temporal tokens. The word “date” is temporal,
but had not been included in the initial lexicon of
Chrono. Including “date” as a temporal token re-
sulted in identifying the metadata line as a single
temporal phrase again as it was now a consecutive
sequence of four temporal tokens: “start date”,
“12/02/2010”, “rev date”, and “12/02/2010”. As
“start date” and “rev date” are just labels they
should not be considered temporal entities. Some
mentions of “date” were valid temporal expres-
sions, but there were few of them. Thus, we de-
cided to continue to exclude this token. To be ap-
plicable to different domains, more sophisticated
methods to parse metadata will need to be imple-
mented to resolve issues with temporal labels and
other special characters seen in metadata text.

6.3 Improved Performance

Improvements made to Chrono using the THYME
Training Corpus lead to a 0.27 and 0.24 increase
in precision and recall, respectively, with a 0.26
increase in F1 measure for the Evaluation Cor-
pus (Table 3). This resulted in Chrono being the
top performing system for SCATE Normalization.
Chrono’s performance on the Training Corpus im-
proved similarly with a precision of 0.881 in the
Span Only evaluation and 0.729 for the 100% Cor-
rect Entity. This indicates that Chrono is identify-
ing the correct location of many entities, but it is
having trouble setting all the properties correctly.

When designing a rule-base system it is possi-
ble to develop rules that overfit or are tailored to
the training corpus (i.e. Newswire texts). Over-
fitting rules results in good performance on the
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Dataset System Precision Recall F1
THYME Eval Chrono 0.76 0.51 0.61
THYME Eval Laparra et. al. 0.52 0.63 0.57
Newswire Eval Chrono 0.57 0.54 0.55
Newswire Eval Laparra et. al. 0.58 0.46 0.51

THYME Train Chrono 100% 0.729 0.478 0.578
THYME Train Chrono Span Only 0.881 0.575 0.696

Table 3: Improved performance on THYME Corpora
using SVM, excluding “Event”.

training domain and poor performance on the test-
ing domain, similar to Chrono’s performance on
the THYME corpus. However, when rules are ad-
justed to incorporate another domain it is expected
that the performance in the training domain go
down, indicating that it was overfitting the training
domain. To see if this happened with Chrono, we
re-evaluated our final model on the Newswire cor-
pus. The results showed an insignificant 0.01 drop
in F1 due to a 0.05 drop in Precision and a 0.04
increase in Recall, which indicates that Chrono is
now more compatible with cross-domain applica-
tion. Since we do not see a major drop in perfor-
mance on the Newswire corpus we can conclude
the original rules did not overfit the Newswire
domain, but rather they were incomplete and re-
quired expansion to improve performance in the
clinical domain.

7 Conclusions and Future Work

In conclusion, clinical domain texts posed addi-
tional challenges that were either not present in the
Newswire corpus, or not frequent enough to prior-
itize highly when initially building Chrono. Ap-
plication to the THMYE Training Corpus brought
these limitations to light, such as the consistent
use of temporal expressions that utilize frequency,
highly repeated temporal phrases, dosage values
being annotated as temporal expressions, and ad-
ditional lexical elements. As temporal informa-
tion is relatively domain agnostic, improvements
made to Chrono for THYME should improve per-
formance on other domains. An advantage of uti-
lizing clinical texts is that it encounters a vari-
ety of writing styles from different practitioners
who may prefer specifying temporal information
in different ways. Additionally, different medical
forms, such as pathology reports versus clinical
notes, have specific ways to convey dates. Thus,
the range of temporal expressions Chrono now
identifies has been significantly expanded due to

the variety incorporated in the clinical texts.

While Chrono’s performance on SCATE Nor-
malization has improved, there are still many ar-
eas for further development. These include iden-
tifying frequency, disambiguating dosage versus
4-digit year or 24-hour time, implementing more
sophisticated approaches to parsing metadata, and
performing a more detailed investigation at the en-
tity level to identify which SCATE properties are
being missed or incorrectly assigned in order to
bring the 100% Correct Entity performance closer
to the Span Only performance. These updates will
require the implementation of additional rule-sets
as well as the addition of machine learning mod-
ules and more complex contextual parsing. One
approach to augmenting current rule sets is the au-
tomated generation of regular expressions (Redd
et al., 2015) based on annotated gold standards,
which has the potential to expand Chrono’s ca-
pabilities without time-consuming human review
of missed expressions. Finally, Chrono outputs
normalized temporal expressions in the SCATE
schema format, which limits our ability to evalu-
ate its performance on corpora in other domains.
Currently, only select subsets of the AQUAINT
and THYME corpora are annotated with SCATE,
and the complete conversion of TimeML to the
SCATE schema is difficult as TimeML lacks de-
tails required by SCATE. Thus, implementation of
a method to convert SCATE XML to the standard
TimeML format will allow Chrono to be evalu-
ated on additional cross-domain corpora and clas-
sic benchmark temporal corpora such as i2b2 (Sun
et al., 2013a), TempEval (Verhagen et al., 2007,
2010; UzZaman et al., 2013), and Clinical Tem-
pEval (Bethard et al., 2015).

The process of improving Chrono brought to
light several aspects of cross-domain application
of temporal parsing: 1) lexical differences, 2)
the frequency of temporal entity usage, 3) disam-
biguating numerical phrases, 4) appropriate ma-
chine learning data, 5) lexical variation of con-
cepts, and 6) differences in document structure.
While the concept of time is the same regardless
of the domain, its representation can vary. Thus,
temporal parsing provides a good backdrop for de-
termining the challenges of cross-domain applica-
tion, which is difficult for many NLP applications.
The aspects of cross-domain application discussed
herein provide a foundation for designing adapt-
able NLP tools that can be utilized across domains.
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Abstract

Most information extraction methods focus on
binary relations expressed within single sen-
tences. In high-value domains, however, n-ary
relations are of great demand (e.g., drug-gene-
mutation interactions in precision oncology).
Such relations often involve entity mentions
that are far apart in the document, yet exist-
ing work on cross-sentence relation extraction
is generally confined to small text spans (e.g.,
three consecutive sentences), which severely
limits recall. In this paper, we propose a novel
multiscale neural architecture for document-
level n-ary relation extraction. Our system
combines representations learned over various
text spans throughout the document and across
the subrelation hierarchy. Widening the sys-
tem’s purview to the entire document maxi-
mizes potential recall. Moreover, by integrat-
ing weak signals across the document, multi-
scale modeling increases precision, even in the
presence of noisy labels from distant super-
vision. Experiments on biomedical machine
reading show that our approach substantially
outperforms previous n-ary relation extraction
methods.

1 Introduction

Knowledge acquisition is a perennial challenge in
AI. In high-value domains, it has acquired new
urgency in recent years due to the advent of big
data. For example, the dramatic drop in genome
sequencing cost has created unprecedented oppor-
tunities for tailoring cancer treatment to a tumor’s
genetic composition (Bahcall, 2015). Despite this
potential, operationalizing personalized medicine
is difficult, in part because it requires painstaking
curation of precision oncology knowledge from
biomedical literature. With tens of millions of pa-
pers on PubMed, and thousands more added every

∗Work done as an intern at Microsoft Research.

“We next expressed ALK F1174L, ALK F1174L/L1198P,
ALK F1174L/G1123S, and ALK F1174L/G1123D in the
original SH-SY5Y cell line.”

(. . . 15 sentences spanning 3 paragraphs . . . )

“The 2 mutations that were only found in the neurob-
lastoma resistance screen (G1123S/D) are located in
the glycine-rich loop, which is known to be crucial for
ATP and ligand binding and are the first mutations de-
scribed that induce resistance to TAE684, but not to
PF02341066.”

Figure 1: Two examples of drug-gene-mutation re-
lations from a biomedical journal paper. The rela-
tions are expressed across multiple paragraphs, requir-
ing document-level extraction.

day,1 we are sorely in need of automated methods
to accelerate manual curation.

Prior work in machine reading has made great
strides in sentence-level binary relation extraction.
However, generalizing extraction to n-ary rela-
tions poses new challenges. Higher-order relations
often involve entity mentions that are far away in
the document. Recent work on n-ary relation ex-
traction has begun to explore cross-sentence ex-
traction (Peng et al., 2017; Wang and Poon, 2018),
but the scope is still confined to short text spans
(e.g., three consecutive sentences), even though
a document may contain hundreds of sentences
and tens of thousands of words. While this al-
ready increases the yield compared to sentence-
level extraction, it still misses many relations. For
example, in Figure 1, the drug-gene-mutation re-
lations between PF02341066, ALK, G1123S(D)
(PF02341066 can treat cancers with mutation
G1123S(D) in gene ALK) can only be extracted by
substantially expanding the scope. High-value in-
formation, such as latest medical findings, might
only be mentioned once in the corpus. Maximiz-

1ncbi.nlm.nih.gov/pubmed
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ing recall is thus of paramount importance.
In this paper, we propose a novel multiscale

neural architecture for document-level n-ary rela-
tion extraction. By expanding extraction scope to
the entire document, rather than restricting rela-
tion candidates to co-occurring entities in a short
text span, we ensure maximum potential recall. To
combat the ensuing difficulties in document-level
extraction, such as low precision, we introduce
multiscale learning, which combines representa-
tions learned over text spans of varying scales and
for various subrelations (Figure 2). This approach
deviates from past methods in several key regards.

First, we adopt an entity-centric formulation by
making a single prediction for each entity tuple
occurring in a document. Previous n-ary rela-
tion extraction methods typically classify individ-
ual mention tuples, but this approach scales poorly
to whole documents. Since each entity can be
mentioned many times in the same document, ap-
plying mention-level methods leads to a combina-
torial explosion of mention tuples. This creates
not only computational challenges but also learn-
ing challenges, as the vast majority of these tuples
do not express the relation. Our entity-centric for-
mulation alleviates both of these problems.

Second, for each candidate tuple, prior meth-
ods typically take as input the contiguous text span
encompassing the mentions. For document-level
extraction, the resulting text span could become
untenably large, even though most of it is unre-
lated to the relation of interest. Instead, we allow
discontiguous input formed by multiple discourse
units (e.g., sentence or paragraph) containing the
given entity mentions.

Finally, while an n-ary relation might not reside
within a discourse unit, its subrelations might. In
Figure 1, the paper first mentions a gene-mutation
subrelation, then discusses a drug-mutation subre-
lation in a later paragraph. By including subrela-
tions in our modeling, we can predict n-ary rela-
tions even when all n entities never co-occur in the
same discourse unit.

With multiscale learning, we turn the document
view from a challenge into an advantage by com-
bining weak signals across text spans and subre-
lations. Following recent work in cross-sentence
relation extraction, we conduct thorough evalua-
tion in biomedical machine reading. Our approach
substantially outperforms prior n-ary relation ex-
traction methods, attaining state-of-the-art results

on a large benchmark dataset recently released by
a major cancer center. Ablation studies show that
multiscale modeling is the key to these gains.2

2 Document-Level N -ary Relation
Extraction

Prior work on relation extraction typically formu-
lates it as a mention-level classification problem.
Let e1, . . . , en be entity mentions that co-occur in
a text span T . Relation extraction amounts to clas-
sifying whether a relation R holds for e1, . . . , en
in T . For the well-studied case of binary relations
within single sentences, n = 2 and T is a sentence.

In high-value domains, however, there is in-
creasing demand for document-level n-ary rela-
tion extraction, where n > 2 and T is a full docu-
ment that may contain hundreds of sentences. For
example, a molecular tumor board needs to know
if a drug is relevant for treating cancer patients
with a certain mutation in a given gene. We can
help the tumor board by extracting such ternary in-
teractions from biomedical articles. The mention-
centric view of relation extraction does not scale
well to this general setting. Each of the n enti-
ties may be mentioned many times in a document,
resulting in a large number of candidate mention
tuples, even though the vast majority of them are
irrelevant to the extraction task.

In this paper, we adopt an entity-centric for-
mulation for document-level n-ary relation extrac-
tion. We use upper case for entities (E1, · · · , En)
and lower case for mentions (e1, · · · , en). We de-
fine an n-ary relation candidate to be an (n +
1)-tuple (E1, . . . , En, T ), where each entity Ei
is mentioned at least once in the text span T .
The relation extraction model is given a candidate
(E1, . . . , En, T ) and outputs whether or not the tu-
ple expresses the relation R.3 Deciding what in-
formation to use from the various entity mentions
within T is now a modeling question, which we
address in the next section.

3 Our Approach: Multiscale
Representation Learning

We present a general framework for document-
level n-ary relation extraction using multiscale

2 Our code and data will be available at hanover.
azurewebsites.net

3 It is easy to extend our approach to situations where
k mutually exclusive relations R1, . . . , Rk must be distin-
guished, resulting in a (k + 1)-way classification problem.
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--- - - EGFR T790M - ---- ----
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T790M -- -- --- - ---- ----- -- --

 ---- -- ------ - - ------ --.

------ -- ---- -- --- --- - - --- ----

- ------ -- -- --- gefitinib -- -

 ---- EGFR -- ------ - -- -- ----

--- ----- - ----- --- T790M --- --- .

(2) Mention-level

Representations

(3) Entity-level

Representations

(1) Input text

(4) Final

prediction

Drug-gene

Gene-variant

Drug-variant

All entities

Figure 2: Multiscale representation learning for document-level n-ary relation extraction, an entity-centric ap-
proach that combines mention-level representations learned across text spans and subrelation hierarchy. (1) Entity
mentions (e.g., gefitinib, a drug; EGFR, a gene; T790M, a variant) are identified from text, and mentions that
co-occur within a discourse unit (e.g., paragraph) are isolated. (2) Within each discourse unit, mention-level rep-
resentations are computed for each tuple of entity mentions. These representations may correspond to the entire
n-ary relation or subrelations over subsets of entities (drug-variant, drug-gene, gene-variant). (3) At the document
scale, mention-level representations for both the n-ary relation and its subrelations are combined into entity-level
representations. (4) Entity-level representations are used to predict the relation.

representation learning. Given a document with
text T and entities E1, . . . , En, we first build
mention-level representations for groups of these
entities whenever they co-occur within the same
discourse unit. We then aggregate these repre-
sentations across the whole document, yielding
entity-level representations for each subset of en-
tities. Finally, we predict whetherE1, . . . , En par-
ticipate in the relation based on the concatenation
of these entity-level representations. These steps
are depicted in Figure 2.

3.1 Mention-level Representation

Let the full document T be composed of discourse
units T1, . . . , Tm (e.g., different paragraphs). Let
Tj be one such discourse unit, and suppose
e1, . . . , en are entity mentions of E1, . . . , En that
co-occur in Tj . We construct a contextualized
representation for mention tuple (e1, . . . , en) in
Tj . In this paper, we use a standard approach
by applying a bi-directional LSTM (BiLSTM) to
Tj , concatenating the hidden states for each men-
tion, and feeding this through a single-layer neu-
ral network. We denote the resulting vector as
r(R, e1, . . . , en, Tj) for the relation R.

3.2 Entity-level Representation
Let M(R,E1, . . . , En, T ) denote the set of all
mention tuples (e1, . . . , en) and discourse units
Tj within T such that each ei appears in
Tj . We can create an entity-level representation
r(R,E1, . . . , En, T ) of the n entities by combin-
ing mention-level representations using an aggre-
gation operator C:

C
(e1,...,en,Tj)∈M(R,E1,...,En,T )

r(R, e1, . . . , en, Tj)

A standard choice for C is max pooling, which
works well if it is pretty clear-cut whether a men-
tion tuple expresses a relation. In practice, how-
ever, the mention tuples could be ambiguous and
less than certain individually, yet collectively ex-
press a relation in the document. This motivates
us to experiment with logsumexp, the smooth ver-
sion of max, where

logsumexp(x1, . . . , xk) = log

k∑

i=1

exp(xi).

This facilitates accumulating weak signals from
individual mention tuples, and our experiments
show that it substantially improves extraction ac-
curacy compared to max pooling.
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3.3 Subrelations

For higher-order relations (i.e., larger n), it is
less likely that they will be completely contained
within a discourse unit. Often, the relation can
be decomposed into subrelations over subsets of
entities, each of which is more likely to be ex-
pressed in a single discourse unit. This moti-
vates us to construct entity-level representations
for subrelations as well. The process is straightfor-
ward. Let RS be the |S|-ary subrelation over en-
tities ES1 , · · · , ES|S| , where S ⊆ {1, . . . , n} and
|S| denotes its size. We first construct mention-
level representations r(RS , eS1 , · · · , eS|S| , T ) for
RS and its relevant entity mentions, then com-
bine them into an entity-level representation
r(RS , ES1 , · · · , ES|S| , D) using the chosen aggre-
gation operator C. We do this for every S ⊆
{1, . . . , n} with |S| ≥ 2 (including the whole set,
which corresponds to the full relation R). This
gives us an entity-level representation for each
subrelation of arity at least 2, or equivalently, each
subset of entities of size at least 2.

3.4 Relation Prediction

To make a final prediction, we first con-
catenate all of the entity-level representations
r(RS , ES1 , . . . , ES|S| , D) for all S ⊆ {1, . . . , n}
with |S| ≥ 2. The concatenated representation
is fed through a two-layer feedforward neural net-
work followed by a softmax function to predict the
relation type.

It is possible that for some subrelations RS , all
|S| entities do not co-occur in any discourse unit.
When this happens, we set r(RS , ES1 , . . . , ES|S|)
to a bias vector which is learned separately for
each RS . This ensures that the concatenation is
done over a fixed number of vectors, e.g., 4 for
a tenary relation (three binary subrelations and
the main relation). Importantly, this strategy en-
ables us to make meaningful predictions for rela-
tion candidates even if all n entities never co-occur
in the same discourse unit; such candidates would
never be generated by a system that only looks at
single discourse units in isolation.

3.5 Document Model

Our document model is actually a family of rep-
resentation learning methods, conditioned on the
choice of discourse units, subrelations, and ag-
gregation operators. In this paper, we consider
sentences and paragraphs as possible discourse

Sentence Paragraph Document
level level level

Text Units 2, 326 3, 687 3, 362
Pos. Examples 2,222 4,906 8,514
Neg. Examples 2, 849 13, 371 323, 584

Table 1: Statistics of our training corpus using PMC-
OA articles and distant supervision from CIVIC,
GDKD, and OncoKB. “Text Units” refers to the num-
ber of distinct sentences, paragraphs, and documents
that contain a candidate triple of drug, gene, mutation.

Development Test
Documents 118 225
Annotated facts 701 1, 324
Paragraphs per document 101 105
Sentences per document 314 320
Words per document 6, 871 7, 010

Table 2: Statistics of the CKB evaluation corpus.

units. We explore max and logsumexp as aggre-
gation operators. Moreover, we explore ensemble
prediction as an additional aggregation method.
Specifically, we learn a restricted multiscale model
by limiting the text span to a single discourse
unit (e.g., a paragraph); the model still combines
representations across mentions and subrelations.
At test time, given a full document with m dis-
course units, we obtain independent predictions
p1, . . . , pm for each discourse unit. We then com-
bine these probabilities using an ensemble opera-
tor P . A natural choice for P is max, though we
also experiment with noisy-or:

P(p1, · · · , pk) = 1−
k∏

i=1

(1− pi).

It is also possible to ensemble multiple models
that operate on different discourse units, using this
same operator.

Our model can be trained using standard super-
vised or indirectly supervised methods. In this
paper, we focus on distant supervision, as it is
a particularly potent learning paradigm for high-
value domains. Our entity-centric formulation is
particularly well aligned with distant supervision,
as distant supervision at the entity level is signif-
icantly less noisy compared to the mention level,
so we don’t need to deploy sophisticated denoising
strategies such as multi-instance learning (Hoff-
mann et al., 2011).
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4 Experiments

4.1 Biomedical Machine Reading
We validate our approach on a standard biomed-
ical machine reading task: extracting drug-gene-
mutation interactions from biomedical articles
(Peng et al., 2017; Wang and Poon, 2018). We
cast this task as binary classification: given a drug,
gene, mutation, and document in which they are
mentioned, determine whether the document as-
serts that the mutation in the gene affects response
to the drug. For training, we use documents from
the PubMed Central Open Access Subset (PMC-
OA)4. For distant supervision, we use three ex-
isting knowledgebases (KBs) with hand-curated
drug-gene-mutation facts: CIVIC,5 GDKD (Dien-
stmann et al., 2015), and OncoKB (Chakravarty
et al., 2017). Table 1 shows basic statistics of this
training data. Past methods using distant super-
vision often need to up-weight positive examples,
due to the large proportion of negative candidates.
Interestingly, we found that our document model
was robust to this imbalance, as re-weighting had
little effect and we didn’t use it in our final results.

Evaluating distant supervision methods is chal-
lenging, as there is often no gold-standard test set,
especially at the mention level. Prior work thus re-
sorts to reporting sample precision (estimated pro-
portion of correct system extractions) and absolute
recall (estimated number of correct system extrac-
tions). This requires subsampling extraction re-
sults and manually annotating them. Subsampling
variance also introduces noise in the estimate.

Instead, we used CKB CORE™, a public sub-
set of the Clinical Knowledgebase (CKB)6 (Pat-
terson et al., 2016), as our gold-standard test set.
CKB CORE™ contains document-level annota-
tion of drug-gene-mutation interactions manually
curated by The Jackson Laboratory (JAX), an
NCI-designated cancer center. It is a high-quality
KB containing facts from a few hundred PubMed
articles for 86 genes, with minimal overlap with
the three KBs we used for distant supervision.
To avoid contamination, we removed CKB entries
whose documents were used in our training data,
and split the rest into a development and test set.
See Table 2 for statistics. We tuned hyperparam-
eters and thresholds on the development set, and
report results on the test set.

4www.ncbi.nlm.nih.gov/pmc
5civic.genome.wustl.edu
6ckbhome.jax.org

4.2 Implementation Details

We conducted standard preprocessing and entity
linking, similar to Wang and Poon (2018) (see
Section A.1). Following standard practice, we
masked all entities of the same type with a dummy
token, to prevent the classifier from simply mem-
orizing the facts in distant supervision. Wang and
Poon (2018) observed that many errors stemmed
from incorrect gene-mutation association. We
therefore developed a simple rule-based system
that predicts which gene-mutation pairs are valid
(see Section A.2). We removed candidates that
contained a gene-mutation pair that was not pre-
dicted by the rule-based system.

4.3 Main Results

We evaluate primarily on area under the precision
recall curve (AUC).7 We also report maximum re-
call, which is the fraction of true facts for which
a candidate was generated. Finally, we report pre-
cision, recall, and F1, using a threshold tuned to
maximize F1 on the CKB development set.

We compared our multiscale system
(MULTISCALE) with three restricted variants
(SENTLEVEL, PARALEVEL, DOCLEVEL).
SENTLEVEL and PARALEVEL restricted train-
ing and prediction to single discourse units
(i.e., sentences and paragraphs), and produced
a document-level prediction by applying the
ensemble operator over individual discourse
units. DOCLEVEL takes the whole document as
input, with each paragraph as a discourse unit.
MULTISCALE further combined SENTLEVEL,
PARALEVEL, and DOCLEVEL using the ensem-
ble operator. For additional details about the
models, see Section A.3. We also compared
MULTISCALE with DPL (Wang and Poon, 2018),
the prior state of the art in cross-sentence n-ary
relation extraction. DPL classifies drug-gene-
mutation interactions within three consecutive
sentences using the same model architecture as
Peng et al. (2017), but incorporates additional
indirect supervision such as data programming
and joint inference. We used the DPL code
from the authors and produced a document-level
prediction similarly using the ensemble operator.
In the base version, we used max as the ensemble
operator. We also evaluated the effect when we

7 We compute area using average precision, which is sim-
ilar to a right Riemann sum. This avoids errors introduced by
the trapezoidal rule, which may overestimate area.
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System AUC Max Recall Precision Recall F1
Base versions
DPL 24.4 53.8 27.3 42.3 33.2
SENTLEVEL 22.4 36.6 39.3 34.7 36.9
PARALEVEL 33.1 58.9 36.5 44.6 40.1
DOCLEVEL 36.7 79.0 45.4 38.5 41.7
MULTISCALE 37.3 79.0 41.8 43.3 42.5
+ Noisy-Or
DPL 31.5 53.8 33.3 41.5 36.9
SENTLEVEL 25.3 36.6 39.3 35.3 37.2
PARALEVEL 35.6 58.9 44.3 40.6 42.4
DOCLEVEL 36.7 79.0 45.4 38.5 41.7
MULTISCALE 39.7 79.0 48.1 38.9 43.0
+ Noisy-Or + Gene-mutation filter
DPL 39.1 52.6 50.5 47.8 49.1
SENTLEVEL 29.0 35.5 63.3 34.2 44.4
PARALEVEL 42.1 57.2 50.6 50.7 50.7
DOCLEVEL 42.9 74.4 49.3 46.6 47.9
MULTISCALE 47.5 74.4 52.6 53.0 52.8

Table 3: Comparison of our multiscale system with restricted variants and DPL (Wang and Poon, 2018) on CKB.

used noisy-or as the ensemble operator, as well as
when we applied the gene-mutation filter during
postprocessing.

Table 3 shows the results on the CKB test set.
In all scenarios, our full model (MULTISCALE)
substantially outperforms the prior state-of-the-
art system (DPL). For example, in the best set-
ting, using both noisy-or and the gene-mutation
filter, the full model improves over DPL by 8.4
AUC points. Multiscale learning is the key to
this performance gain, with MULTISCALE sub-
stantially outperforming more restricted variants.
Not surprisingly, expanding extraction scope from
sentences to paragraphs resulted in the biggest
gain, already surpassing DPL. Conducting end-to-
end learning over a document-level representation,
as in DOCLEVEL, is beneficial compared to en-
sembling over predictions for individual discourse
units (SENTLEVEL, PARALEVEL), especially in
the base version. Interestingly, MULTISCALE still
attained significant gain over DOCLEVEL with
an ensemble over SENTLEVEL and PARALEVEL,
suggesting that the document-level representation
can still be improved. In addition to prediction ac-
curacy, the document-level models also have much
more room to grow, as maximum recall is about
20 absolute points higher in MULTISCALE and
DOCLEVEL, compared to PARALEVEL or DPL.8

The ensemble operator had a surprisingly large
effect, as shown by the gain when it was changed
from max (base version) to noisy-or. This sug-

8The difference in actual recall is less pronounced, as we
chose thresholds to maximize F1 score. We expect actual
recall to increase significantly as document-level models im-
prove, whereas the other models are closer to their ceiling.

Figure 3: Precision-recall curves on CKB (with
noisy-or and gene-mutation filter). MULTISCALE at-
tained generally better precision than PARALEVEL,
and higher maximum recall like DOCLEVEL.

gests that combining weak signals across mul-
tiple scales can be quite beneficial. Our hand-
crafted gene-mutation filter also improved all sys-
tems substantially, corroborating the analysis of
Wang and Poon (2018). In particular, without the
filter, it is hard for the document-level models to
achieve high precision, so they sacrifice a lot of
recall to get good F1 scores. Using the filter helps
them attain significantly higher recall while main-
taining respectable precision.

Figure 3 shows the precision-recall curves for
the four models (with noisy-or and gene-mutation
filter). DOCLEVEL has higher maximum recall
than PARALEVEL, but generally lower precision
at the same recall level. By ensembling all three
variants, MULTISCALE achieves the best combi-
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System AUC MR P R F1
MULTISCALE 47.5 74.4 52.6 53.0 52.8
– SENTLEVEL 47.0 74.4 43.0 55.8 48.6
– PARALEVEL 45.9 74.4 48.8 49.8 49.3
– DOCLEVEL 42.4 57.2 59.6 44.4 50.9

Table 4: Results on CKB when removing either
SENTLEVEL, PARALEVEL, or DOCLEVEL from the
ensemble computed by MULTISCALE. MR=max re-
call, P=precision, R=recall.

System AUC P R F1
SENTLEVEL 28.3 62.7 35.1 45.0
PARALEVEL 38.1 47.4 52.2 49.7
DOCLEVEL 41.1 48.2 45.6 46.9
MULTISCALE 43.7 45.7 51.2 48.3

Table 5: Results on CKB after replacing logsumexp

with max (with noisy-or and gene-mutation filter).
P=precision, R=recall. Max recall same as in Table 3.

nation: it generally improves precision while cap-
turing more cross-paragraph relations. This can
also be seen in Table 4, where we ablate each of
the three variants used by MULTISCALE. All three
variants in the ensemble contributed to overall per-
formance.

We use logsumexp as the aggregation operator
to combine mention-level representations into an
entity-level one. If we replace it with max pool-
ing, the performance drops substantially across
the board, as shown in Table 5. For example,
MULTISCALE lost 3.8 absolute points in AUC.
Such difference is also observed in Verga et al.
(2018). As in comparing ensemble operators, this
demonstrates the benefit of combining weak sig-
nals using a multiscale representation.

4.4 Cross-sentence and Cross-paragraph
Extractions

Compared to standard sentence-level extraction,
our method can extract relations among entities
that never co-occur in the same sentence or even
paragraph. Figure 4 shows the proportion of cor-
rectly predicted facts by MULTISCALE that are
expressed across paragraph or sentence bound-
aries. MULTISCALE can substantially improve
the recall by making additional cross-sentence
and cross-paragraph extractions. We manually
inspected twenty correct cross-paragraph extrac-
tions (with the chosen threshold for the preci-
sion/recall numbers in Table 3) and found that our
model was able to handle some interesting linguis-
tic phenomena. Often, a paper would first de-
scribe the mutations present in a patient cohort,

Figure 4: Breakdown of MULTISCALE recall based on
whether entities in a correctly extracted fact occurred
within a single sentence, cross-sentence but within a
single paragraph, or only cross-paragraph. Adding
cross-sentence and cross-paragraph extractions is im-
portant for high recall.

System AUC MR P R F1
Base version
SENTDRUGMUT 31.0 40.8 60.0 40.7 48.5
SENTDRUGGENE 17.9 64.2 31.4 27.9 29.5
PARADRUGMUT 39.9 57.7 49.3 50.3 49.8
PARADRUGGENE 19.9 68.9 32.1 18.9 23.8
+ Noisy-Or
SENTDRUGMUT 32.6 40.8 61.1 39.4 47.9
SENTDRUGGENE 23.5 64.2 36.3 34.2 35.2
PARADRUGMUT 42.0 57.7 49.9 51.5 50.7
PARADRUGGENE 26.1 68.9 46.1 29.5 36.0

Table 6: Results of subrelation decomposition base-
lines on CKB, with the gene-mutation filter. MR=max
recall, P=precision, R=recall.

and later describe the effects of drug treatment.
There are also instances of bridging anaphora,
for example via cell lines. One paper first
stated the gene and mutation for a cell line “The
FLT3-inhibitor resistant cells Ba/F3-ITD+691,
Ba/F3-ITD+842, . . . , which harbored FLT-ITD
plus F691L, Y842C, . . . mutations. . . ”, and later
stated the drug effect on the cell line “E6201 also
demonstrated strong anti-proliferative effects in
FLT3-inhibitor resistant cells. . . such as Ba/F3-
ITD+691, Ba/F3-ITD+842 . . . ”.

4.5 Subrelation Decomposition

As a baseline, we also consider a different
document-level strategy where we decompose the
n-ary relation into subrelations of lower arity, train
independent classifiers for them, then join the sub-
relation predictions into one for the n-ary rela-
tion. We found that with distant supervision, the
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gene-mutation subrelation classifier was too noisy.
Therefore, we focused on training drug-gene and
drug-mutation classifiers, and joined each with
the rule-based gene-mutation predictions to make
ternary predictions. Table 6 shows the results on
CKB. The paragraph-level drug-mutation model
is quite competitive, which benefits from the fact
that the gene-mutation associations in a document
are unique. This is not true in general n-ary rela-
tions. Still, it trails MULTISCALE by a large mar-
gin in predictive accuracy, and with an even larger
gap in the potential upside (i.e., maximum recall).
The drug-gene model has higher maximum recall,
but much worse precision. This low precision is
expected, as it is usually not valid to assume that
if a drug and gene interact, then all possible mu-
tations in the gene will have an effect on the drug
response.

4.6 Error Analysis

While much higher compared to other systems, the
maximum recall for MULTISCALE is still far from
100%. For over 20% of the relations, we can’t find
all three entities in the document. In many cases,
the missing entities are in figures or supplements,
beyond the scope of our extraction. Some muta-
tions are indirectly referenced by well-known cell
lines. There are also remaining entity linking er-
rors (e.g., due to missing drug synonyms).

We next manually analyzed some sample pre-
diction errors. Among 50 false positive errors,
we found a significant portion of them were ac-
tually true mentions in the paper but were ex-
cluded by curators due to additional curation cri-
teria. For example, CKB does not curate a fact
referenced in related work, or if they deem the em-
pirical evidence as insufficient. This suggests the
need for even higher-order relation extraction to
cover these aspects. We also inspected 50 sample
false negative errors. In 40% of the cases, the tex-
tual evidence is vague and requires corroboration
from a table or figure. In most of the remaining
cases, there is direct textual evidence, though they
require cross-paragraph reasoning (e.g., bridging
anaphora). While MULTISCALE was able to pro-
cess such phenomena sometimes, there is clearly
much room to improve.

5 Related Work

N -ary relation extraction Prior work on n-ary
relation extraction generally follows Davidsonian

semantics by reducing the n-ary relation to n bi-
nary relations between the reified relation and its
arguments, a.k.a. slot filling. For example, early
work on the Message Understanding Conference
(MUC) dataset aims to identify event participants
in news articles (Chinchor, 1998). More recently,
there has been much work in extracting seman-
tic roles for verbs, as in semantic role labeling
(Palmer et al., 2010), as well as properties for
popular entities, as in Wikipedia Infobox (Wu and
Weld, 2007) and TAC KBP9. In biomedicine, the
BioNLP Event Extraction Shared Task aims to ex-
tract genetic events such as expression and regu-
lation (Kim et al., 2009). These approaches typ-
ically assume that the whole document refers to
a single coherent event, or require an event an-
chor (e.g., verb in semantic role labeling and trig-
ger word in event extraction). We instead follow
recent work in cross-sentence n-ary relation ex-
traction (Peng et al., 2017; Wang and Poon, 2018;
Song et al., 2018), which does not have these re-
strictions.

Document-level relation extraction Most in-
formation extraction work focuses on modeling
and prediction within sentences (Surdeanu and
Ji, 2014). Duan et al. (2017) introduces a pre-
trained document embedding to aid event detec-
tion, but their extraction is still at the sentence
level. Past work on cross-sentence extraction often
relies on explicit coreference annotations or the as-
sumption of a single event in the document (Wick
et al., 2006; Gerber and Chai, 2010; Swampil-
lai and Stevenson, 2011; Yoshikawa et al., 2011;
Koch et al., 2014; Yang and Mitchell, 2016). Re-
cently, there has been increasing interest in gen-
eral cross-sentence relation extraction (Quirk and
Poon, 2017; Peng et al., 2017; Wang and Poon,
2018), but their scope is still limited to short text
spans of a few consecutive sentences. These meth-
ods all extract relations at the mention level, which
does not scale to whole documents due to the com-
binatorial explosion of relation candidates. Wu
et al. (2018b) applies manually crafted rules to
heavily filter the candidates. We instead adopt
an entity-centric approach and combine mention-
level representations to create an entity-level rep-
resentation for extraction. Mintz et al. (2009) ag-
gregates mention-level features into entity-level
ones within a document, but they only consider

9http://www.nist.gov/tac/2016/KBP/
ColdStart/index.html
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binary relations within single sentences. Kil-
icoglu (2016) used hand-crafted features to im-
prove cross-sentence extraction, but they focus on
binary relations, and their documents are limited
to abstracts, which are substantially shorter than
the full-text articles we consider. Verga et al.
(2018) applies self-attention to combine the rep-
resentations of all mention pairs into an entity pair
representation, which can be viewed a special case
of our framework. Their work is also limited to
binary relations and abstracts, rather than full doc-
uments.

Multiscale modeling Deep learning on long se-
quences can benefit from multiscale modeling that
accounts for varying scales in the discourse struc-
ture. Prior work focuses on generative learning
such as language modeling (Chung et al., 2017).
We instead apply multiscale modeling to discrim-
inative learning for relation extraction. In addi-
tion to modeling various scales of discourse units
(sentence, paragraph, document), we also combine
mention-level representations into an entity-level
one, as well as sub-relations of the n-ary relation.
McDonald et al. (2005) learn

(
n
2

)
pairwise rela-

tion classifiers, then construct maximal cliques of
related entities, which also bears resemblance to
our subrelation modeling. However, our approach
incorporates the entire subrelation hierarchy, pro-
vides a principled end-to-end learning framework,
and extracts relations from the whole document
rather than within single sentences.

Distant supervision Distant supervision has
emerged as a powerful paradigm to generate large
but potentially noisy labeled datasets (Craven
et al., 1999; Mintz et al., 2009). A common de-
noising strategy applies multi-instance learning by
treating mention-level labels as latent variables
(Hoffmann et al., 2011). Noise from distant su-
pervision increases as extraction scope expands
beyond single sentences, motivating a variety of
indirect supervision approaches (Quirk and Poon,
2017; Peng et al., 2017; Wang and Poon, 2018).
Our entity-centric representation and multiscale
modeling provide an orthogonal approach to com-
bat noise by combining weak signals spanning var-
ious text spans and subrelations.

6 Conclusion

We propose a multiscale, entity-centric approach
for document-level n-ary relation extraction.

We vastly increase maximum recall by scoring
document-level candidates. Meanwhile, we pre-
serve precision with a multiscale approach that
combines representations learned across the sub-
relation hierarchy and text spans of various scales.
Our method substantially outperforms prior cross-
sentence n-ary relation extraction approaches in
the high-value domain of precision oncology.

Our document-level view opens opportunities
for multimodal learning by integrating informa-
tion from tables and figures (Wu et al., 2018a).
We used the ternary drug-gene-mutation relation
as a running example in this paper, but knowledge
bases often store additional fields such as effect
(sensitive or resistance), cancer type (solid tumor
or leukemia), and evidence (human trial or cell
line experiment). It is straightforward to apply our
method to such higher-order relations. Finally, it
will be interesting to validate our approach in a
real-world assisted-curation setting, where a ma-
chine reading system proposes candidate facts to
be verified by human curators.
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A Appendices

A.1 Preprocessing
Full-text documents in this study were obtained
from PMC. The text was first tokenized using
NLTK10, then entities were extracted using a com-
bination of regular expressions and dictionary
lookups. To identify mutation mentions, we ap-
plied a regular expression rule for missense mu-
tations. To identify gene mentions, we used dic-
tionary lookup from the HUGO Gene Nomencla-
ture Committee (HGNC)11 dataset. To identify
drug mentions, we used dictionary lookup from
a curated list of drugs and their synonyms. For
our training set, our list of drugs consists of all
the drugs present in the distant supervision knowl-
edge bases and selected cancer-related drugs from
DrugBank12 (770 drugs total). For our test set, our
drug dictionary consists of all the drugs in CKB
(1119 drugs).

A.2 Gene-mutation Rule-based System
Here we describe our rule-based system for link-
ing mutations and genes within a document. We
first generate a global mapping of mutations to
sets of genes by combining publicly-available

10https://www.nltk.org/
11https://www.genenames.org/
12https://www.drugbank.ca/

mutation-gene datasets (COSMIC13, COSMIC
Cell Lines Project14, CIViC15, and OncoKB16).
We then augment this mapping by finding the gene
that most frequently co-occurs with each mutation
in all of PubMed Central (PMC) full-text articles
based on three high-precision rules:

1. Gene and mutation are in the same token
(e.g., ”EGFR-T790M”)

2. Gene token is followed by mutation token
(e.g., ”EGFR T790M”)

3. Gene token is followed by a token of any sin-
gle character and then followed by mutation
token (e.g., ”EGFR - T790M”)

For each mutation, we start with the first rule, and
find all text matches for a gene with that mutation
and rule. If we found at least one match, we add
the gene that occurred in the most matches to the
global map. Otherwise, we repeat with the next
rule.

Each mutation in the global mutation-gene map
is mapped to more than 20 genes on average.
However, within the context of a document, each
mutation is (usually) associated with just a single
gene. Given a document containing a mutation,
we associate that mutation with the gene that (1) is
in the global mutation-gene map for that mutation,
and (2) appears closest to any mutation mention in
the document.

To associate genes for the remaining mutations,
we apply two recall-friendly regular expression
rules within that document:

4. Mutation is in same sentence as “GENE mut”

5. Mutation is in same paragraph as “GENE
mutation”

We choose the first gene in the document that
satisfies one of the two rules, in the above order.
If there is still no matching gene at this point, the
most frequent gene in the document is selected for
that mutation.

A.3 Model Details
We used 200-dimensional word vectors, initial-
ized with word2vec vectors trained on a biomedi-
cal text corpus (Pyysalo et al., 2013). We updated

13https://cancer.sanger.ac.uk/cosmic
14https://cancer.sanger.ac.uk/cell lines
15https://civicdb.org
16http://oncokb.org/
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these vectors during training. At each step, our
BiLSTM received as input a concatenation of the
word vectors and a 100-dimensional embedding of
the index of the current discourse unit within the
document. Following Vaswani et al. (2017), we
used sinusoidal embeddings to represent these in-
dices. We used a single-layer bidirectional LSTM
with a 200-dimensional hidden state. Mention-
level representations were 400-dimensional and
computed from BiLSTM hidden states using a sin-
gle linear layer followed by the tanh activation
function. For the final prediction layer, we used
a two-layer feedforward network with 400 hidden
units and ReLU activation function. We train us-
ing the Adam optimizer (Kingma and Ba, 2014)
with learning rate of 1 × 10−5. During training,
we consider each document to be a single batch,
which allows us to reuse computation for different
relation candidates in the same document.
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Abstract

How do we know if a particular medical treat-
ment actually works? Ideally one would con-
sult all available evidence from relevant clini-
cal trials. Unfortunately, such results are pri-
marily disseminated in natural language scien-
tific articles, imposing substantial burden on
those trying to make sense of them. In this pa-
per, we present a new task and corpus for mak-
ing this unstructured evidence actionable. The
task entails inferring reported findings from a
full-text article describing a randomized con-
trolled trial (RCT) with respect to a given in-
tervention, comparator, and outcome of inter-
est, e.g., inferring if an article provides evi-
dence supporting the use of aspirin to reduce
risk of stroke, as compared to placebo.

We present a new corpus for this task com-
prising 10,000+ prompts coupled with full-
text articles describing RCTs. Results using
a suite of models — ranging from heuris-
tic (rule-based) approaches to attentive neu-
ral architectures — demonstrate the difficulty
of the task, which we believe largely owes to
the lengthy, technical input texts. To facili-
tate further work on this important, challeng-
ing problem we make the corpus, documenta-
tion, a website and leaderboard, and code for
baselines and evaluation available at http:
//evidence-inference.ebm-nlp.com/.

1 Introduction

Biomedical evidence is predominantly dissemi-
nated in unstructured, natural language scientific
manuscripts that describe the conduct and results
of randomized control trials (RCTs). The pub-
lished evidence base is vast and expanding (Bas-
tian et al., 2010): at present more than 100 reports
of RCTs are published every day, on average. It
is thus time-consuming, and often practically im-
possible, to sort through all of the relevant pub-
lished literature to robustly answer questions such

With respect to <outcome>, what is the 
reported difference between patients 
receiving <A> and those receiving <B>?  

Significantly increased

Significantly decreased

No significant difference

“Patients receiving A experienced 
significantly more outcome …”

article and prompt answer and rationale

Figure 1: The task. Given a treatment A, a comparator
B, and an outcome, infer the reported relationship be-
tween A and B with respect to outcome, and provide
evidence supporting this from the text.

as: Does infliximab reduce dysmenorrhea (pain)
scores, relative to placebo?

Given the critical role published reports of tri-
als play in informing evidence-based care, orga-
nizations such as the Cochrane collaboration and
groups at evidence-based practice centers (EPCs)
are dedicated to manually synthesizing findings,
but struggle to keep up with the literature (Tsaf-
nat et al., 2013). NLP can play a key role in
automating this process, thereby mitigating costs
and keeping treatment recommendations up-to-
date with the evidence as it is published.

In this paper, we consider the task of inferring
whether a given treatment is effective with respect
to a specified outcome. Typically, this assess-
ment is done relative to other treatment options
(i.e., comparators). We assume the model is pro-
vided with a prompt that specifies an intervention,
a comparator, and an outcome, along with a full-
text article. The model is then to infer the reported
findings with respect to this prompt (Figure 1).
From a healthcare perspective, this inference task
is an essential step for automating extraction of ac-
tionable evidence from trial reports.

3705



From an NLP standpoint, the proposed task can
be seen as an instance of natural language infer-
ence (Bowman et al., 2015), viewing the article
and prompt as the premise and hypothesis, re-
spectively. However, the problem differs in a few
important ways from existing NLP formulations.
First, the inputs: prompts are brief (∼13.5 words
on average), but articles are long (∼4200 words).
Further, only a few snippets of the article will be
relevant to the label for a given prompt. Second,
prompts in this domain are structured, and include
only a few types of key information: interventions,
comparators, and outcomes. Methods that exploit
this regularity are likely to be more accurate than
generic inference algorithms.

Another interesting property of this task is that
the target for an article depends on the interven-
tions and outcome specified by a given prompt.
Most articles report results for multiple interven-
tions and outcomes: 67% of articles in our cor-
pus are associated with two or more prompts that
have different labels, e.g., indicating that a specific
treatment was comparatively effective for one out-
come but not for another. As a concrete example
from our corpus, infliximab was reported as real-
izing no significant difference with respect to dys-
menorrhea, compared to a placebo. But infliximab
was associated with a significant increase in pain
killer intake, again compared to placebo. Gener-
ally positive words in an article (e.g., “improved”)
will confuse inference models that fail to account
for this. One may view these as built-in “adversar-
ial” examples (Jia and Liang, 2016) for the task.

A key sub-problem is thus identifying snippet(s)
of evidence in an article relevant to a given input
prompt. Attention mechanisms (Bahdanau et al.,
2014) conditioned on prompts would seem a natu-
ral means to achieve this, and we do find that these
achieve predictive gains, but they are modest. Ex-
isting attention variants seem to struggle to consis-
tently attend to relevant evidence, even when ex-
plicitly pretrained using marked rationales. This
corpus can facilitate further research in attention
variants designed for lengthy inputs (Choi et al.,
2017; Yang et al., 2016).

In sum, our contributions are threefold. We:
(1) formulate a novel task (evidence infer-
ence) that is both practically important and
technically challenging; (2) Provide a new
publicly-available corpus comprising 10,000+ ev-
idence “prompts”, answers, supporting evidence

spans, and associated full-text articles (http://
evidence-inference.ebm-nlp.com) all
manually annotated by medical doctors; (3) De-
velop baseline algorithms to establish state-of-
the-art performance and highlight modeling chal-
lenges posed by this new task.

2 Annotation

The specialized nature of this task necessitates
adequate domain knowledge. We thus recruited
medical doctors (MDs) via the Upwork platform
to perform annotation. Annotators were assigned
to one of three mutually exclusive groups, respon-
sible for: (1) prompt generation, (2) prompt and
article annotation, and (3) verification. Figure 2
depicts the annotation process schematically; we
describe these steps in more detail below.

It is important to note that annotation was per-
formed on full-texts, not just abstracts. Evidence
relevant to a particular clinical question is quite
often only available in the full text. Indeed, in our
dataset, the relevant evidence span was marked in
the abstract only 40.5% of the time.

2.1 Prompt Generation

This first task entails generating questions (or
“prompts”) that are answerable on the basis of a
corresponding full-text article describing an RCT.
Such prompts concern the comparison of specific
interventions with respect to a particular outcome.
Specifically, these questions ask whether an article
reports that the specified intervention was found
(in the described trial) to be significantly more ef-
fective than a comparator treatment, with respect
to the outcome of interest.

Prompt creators were instructed to identify a
snippet, in a given full-text article, that reports a
relationship between an intervention, comparator,
and outcome. Generators were also asked to pro-
vide answers and accompanying rationales to the
prompts that they provided; such supporting evi-
dence is important for this task and domain.

As a concrete example, an example generated
prompt for a trial described in (Marre et al.,
2009) specifies Proinsulin : insulin ratio as the
outcome of interest, liraglutide (1.8 mg) plus
glimepiride as the intervention, and rosiglitazone
plus glimepiride as the comparator. Liraglutide
and rosiglitazone are both drugs that can be used
to treat type 2 diabetes. In this case, use of the
intervention (liraglutide) was reported to signifi-
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(1) prompt generation

Intervention metronidazole
Outcome pre-term birth

Finding decreased
Comparator placebo

(2) independent annotation of prompts

(3) verification of prompts, annotations, and rationales

Intervention metronidazole
Outcome pre-term birth

Finding decreased
Comparator placebo

“Patients receiving metronidazole experienced significantly fewer 
pre-term births than those in the comparison group.”

With respect to pre-term births, characterize the 
reported difference between patients receiving 
metronidazole and those receiving placebo  

Significantly increased

Significantly decreased

No significant difference

Supporting rationale 

Support “…”

“Patients receiving metronidazole …”

Figure 2: Schematic of the annotation process, performed by qualified (MD) annotators for all articles and prompts.

cantly decrease the proinsulin to insulin ratio, as
supported by the following evidence snippet ex-
tracted by the prompt creator: “Reductions in the
proinsulin : insulin ratio were greater with both
liraglutide 1.2 and 1.8 mg compared with either
rosiglitazone or placebo.”

Trials typically report results for multiple out-
comes, and often for more than two interventions.
As discussed above, results for these will often
differ. For instance, postprandial plasma glucose
was another outcome reported in the aforemen-
tioned trial report, and placebo plus glimepeiride
was considered as another comparator. Therefore,
we instructed prompt generators to create multiple
prompts for each full-text article. On average, this
yielded 4.19 distinct prompts per article.1

Articles may be deemed invalid for a few rea-
sons, chiefly for not describing RCTs.2 Of 3525
articles considered, 1106 were marked invalid
(31.4%). The prompt generators provided valid
answers and rationales in 95.9% and 97.8% of
cases, respectively, as per the verifier.

To summarize: prompt creation entails specify-
ing answerable clinical questions, along with an-
swers to these and supporting rationales (evidence
snippets from the text). This task is the most labo-
rious step in the annotation process.

1We restricted generators to creating at most five prompts
for a given article; prior to imposing this constraint, annota-
tors would sometimes generate >10 prompts per article.

2We used the RobotReviewer RCT classifier, which im-
proves upon the standard MEDLINE RCT filter (Marshall
et al., 2018), but some false positives remain.

2.2 Prompt Annotation

For this task, annotators were asked to answer
prompts on the basis of a particular article. More
specifically, given an evidence prompt articulating
an intervention, comparator, and outcome (gen-
erated as described above), the task was to de-
termine whether the associated article reports re-
sults indicating that the intervention significantly
increased, significantly decreased, or realized no
significant difference, relative to the comparator
and with respect to the outcome. The annotator
was also asked to mark a snippet of text support-
ing their response. Annotators also had the option
to mark prompts as invalid, e.g., if the prompt did
not seem answerable on the basis of the article.

Annotations collected in this step are redundant
with the classification and rationale independently
provided by the prompt generator in the preced-
ing step; this is by design to ensure robust, high-
quality annotations.

2.3 Verification

The final task in our annotation process entails a
worker verifying the prompts and responses gener-
ated in the previous two steps. The verifier is here
responsible for checking both whether the prompt
(i.e., question) is valid and can be answered from
the text, and whether the responses provided are
accurate. Verifiers also assess whether the associ-
ated supporting evidence provided is reasonable.

Verification is a relatively easy task, because the
verifier is directly provided all information rele-
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vant to making a quality judgment. Nonetheless,
this step decidedly improved data quality: 3.8%
of prompts, 6.7% of answers, and 7.1% of ratio-
nales (supporting evidence snippets) were marked
as invalid. All invalid prompts were removed from
the corpus; so too were all prompts for which the
verifier rejected all answers or all rationales.

2.4 Task Refinement

In an initial pilot round, we acquired annotations
on 10 articles, yielding 93 prompts. Three med-
ical doctors (MDs) were tasked with answering
these prompts, achieving an agreement of 0.58
(Krippendorf’s α). To improve this poor agree-
ment, we provided personalized feedback that ad-
dressed systematic issues we observed. Following
this feedback, the MDs were asked to re-examine
the same set of prompts and update their responses
if they felt it appropriate to do so. This resulted in
a much improved agreement of α=0.84.

To verify that this agreement held beyond the
specific set with respect to which we provided
feedback, we subsequently assigned an additional
113 prompts to the annotators. As measured over
these 113 prompts, the three annotators exhibited
relatively high agreement between themselves and
with the prompt generator (Krippendorf’s α of
0.75 and 0.80, respectively).

3 Dataset Statistics

We hired 16 doctors from Upwork and split them
at random into groups: 10 for prompt generation,
3 for annotation, and 3 for verification.3 In total,
we have acquired 10,137 annotated prompts for
2,419 unique articles. For each of these prompts,
we have at least two independent sets of labels and
associated rationales (supporting snippets).

We additionally calculated agreement between
prompt generators, annotators and verifiers using
Krippendorf’s α. To calculate this, we converted
the verifier’s binary labels of valid or not to the
label with which they agreed. This yields α =
0.88. Removing the verifier annotations from the
calculation results in α = 0.86.

Intervention, outcome, and comparator strings
contain on average 5.1, 5.3, and 3.4 tokens, respec-
tively. Articles comprise a mean of 4.2k tokens.

We provide additional details concerning the
dataset in the Appendix.

3One doctor from verification was moved to annotation in
order to increase productivity.
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Figure 3: A generalized illustration of the neural net-
work we propose for evidence inference.

4 Models

We experimented with a suite of models to estab-
lish performance on this task, which we explain
below in increasing order of complexity.

4.1 Baselines
Majority. Predict the most common class, i.e., no
significant difference.

Heuristics. This entails two parts: (1) finding the
sentence that contains the answer, and (2) inter-
preting the sentence that possesses the evidence.
The first step of this process is achieved through
locating the sentence that has the most overlap
with words in the outcome, intervention, and com-
parator. Afterwards, we search for reported p-
values within the identified sentence, and evaluate
whether they seem significant. We provide a de-
tailed description of the heuristics model in Sec-
tion A of the Appendix.

Logistic Regression. A standard logistic regres-
sion model trained on top of binary bag-of-words
representations of articles and intervention, com-
prator and outcome (ICO) frames — these are con-
catenated to form inputs. We use a vocabulary size
of 20k (based on frequency of occurrence), thus
yielding an input size of 80k.

Neural Network Variants. We encode the inter-
vention, comparator, and outcome strings accom-
panying a prompt into vectors i, c, and o, respec-

3708



Train Dev Test Total
Number of prompts 8168 1004 965 10137
Number of articles 1931 248 240 2419
Label counts (-1 / 0 / 1) 1981 / 3619 / 2568 232 / 448 / 324 215 / 403 / 347 2428 / 4470 / 3239

Table 1: Corpus statistics. Labels -1, 0, 1 indicate significantly decreased, no significant difference and significantly
increased, respectively.

tively. Similarly, we encode the article itself into
a vector a. We experimented with several encoder
options, including simple bag-of-words style en-
coding (i.e., averaging constituent word vectors)
and RNNs. For the latter, we specifically pass a
Gated Recurrent Unit (Cho et al., 2014), or GRU,
over inputs, yielding hidden states for each article
token.

In preliminary experiments we found that sim-
ple averages over token embeddings worked well
for encoding prompts (i, c and o), likely be-
cause they tend to be quite short. But this en-
coding works terribly for articles, due to their
length. Therefore, we use a GRU to encode arti-
cles (uni-directional, as bi-directional added com-
plexity without improving results).

In the simplest neural model variant, we sim-
ply concatenate the encoded article and ICO frame
into a vector [a; i; c; o] which is then passed
through a feedforward network with a single hid-
den layer to allow interactions between the prompt
and article text.4 As discussed in detail below, we
experiment with a variety of attention mechanisms
imposed over article tokens.

4.2 Finding the Evidence

Exploiting the spans of evidence marked as sup-
porting assessments should improve the predic-
tive performance of models. An additional advan-
tage of modeling this explicitly is that models will
then be able to provide rationales for decisions
(Lei et al., 2016; Zhang et al., 2016; Zaidan et al.,
2007), i.e., snippets of text that support predic-
tions. We therefore experiment with model vari-
ants that classify input tokens as being relevant ev-
idence (or not) prior to performing inference.

We consider both pipeline and joint instantia-
tions of such models. In the former type, the
model first identifies spans in the text and then
passes these forward to an independent compo-
nent that makes predictions on the basis of these.
In models of the latter type, evidence span tag-
ging and document-level inference is performed

4We use a linear hidden layer; experiments adding a non-
linearity (ReLU) did not affect results.

end-to-end. Evidence snippets are not restricted to
sentence boundaries (i.e., are token-wise), but we
also consider model variants that relax evidence
span tagging to a sentence labeling task (classify-
ing sentences as containing any evidence tokens,
or not). In either case, which spans are relevant
will depend on the prompt assessed. Thus, we
consider and contrast variants that condition evi-
dence span prediction on the input prompt.

We consider both linear and neural models. For
the former, we train two logistic regression mod-
els over bag-of-words input representations. The
first predicts whether or not a given sentence con-
tains any evidence tokens. Document predictions
are then made via a second (independent) logistic
regression model that consumes aggregate bag-of-
words representations of only those sentences pre-
dicted to contain evidence. This is a linear model,
and thus does not accommodate interactions; we
therefore consider only an unconditioned version.

For our pipeline neural model, we first induce
vector representations of article sentences via a
GRU, and these are then passed through a binary
classification layer. To allow interactions between
the input prompt and the sentence being classified,
we also consider a conditioned variant in which
the sentence classification model is provided the
induced vector representations of the prompt ele-
ments alongside the sentence vector.

For end-to-end models, we capitalize on atten-
tion mechanisms that learn to focus on (contextu-
alized hidden representations of) individual article
tokens prior to making a prediction. We consider
several variants of attention, and we explore di-
rectly pretraining these using the marked evidence
spans available in the training data.

The simplest attention module we consider is
unconditioned; we simply learn weights W that
scores hidden states ha output from the article en-
coder. Concretely,

α = softmax{wα ·Ha} (1)

where wα ∈ R1×d and Ha ∈ Rd×|a|, denoting
hidden size by d and article length by |a|.5

5We have elided bias terms for presentation.
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PPV and SVV were higher in PROP 
with respect to DEX  (p < 0.01)
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Propofol Dexmedetomidine PPV and SVV

N tokens
attention over words

Figure 4: The proposed conditional attention variant.
ICO frame embeddings are concatenated to hidden
state vectors from the GRU and fed through an MLP
to induce attention weights.

However, the text span relevant to a classifica-
tion will depend on the prompt under considera-
tion. We thus also consider a conditioned variant
of attention. In this version we concatenate the i,
c, and o vectors induced by our encoders to the
hidden states. Abusing notation a bit, denote the
matrix in which we concatenate the i, c, and o vec-
tors to each column in Ha by [Ha; i; c; o]. We then
consider an attention variant that passes this con-
catenated representation through a single hidden
layer to score tokens (Figure 4).

α = softmax{vtα · tanh(Wα · [Ha; i; c; o])} (2)

We consider two ways of converting the pro-
vided evidence spans into targets: (1) Imposing a
uniform distribution over marked evidence tokens;
(2) Setting the target for all marked evidence to-
kens as 1. In both cases we treat the absence of
annotations on a token as an implicit negative tar-
get (0). It is important to note that the model will
see the same article multiple times during train-
ing with different evidence span targets, one for
each prompt in the train set. The snippet of text
that supports a particular assessment naturally de-
pends on the prompt under consideration. Uncon-
ditioned attention variants will thus, by construc-
tion, be unable to attend exclusively to the relevant
spans of text for across all prompts.

When training with binary targets, we consider
two specifications: one in which the outputs of the
attention model are independent (per-token) sig-
moids indicating whether or not a word belongs to
an evidence span, and another in which attention
weights are normalized via a softmax over tokens.
The latter is standard, although per-token attention
has been previously proposed (Kim et al., 2017).

5 Experimental Details

5.1 Development Setting

During model development, we used 90% of the
train set for training, and the remaining 10% as to
monitor performance over epochs. To iteratively
assess and refine models during this development
phase, we used the standardized validation set. All
decisions regarding final experiments to run were
made using this validation set, prior to evaluating
models on the held-out test set of articles. Results
reported in this paper are on the final test set. Note
that we report averages for neural models (over
five runs) to mitigate noise due to random initial-
ization and fitting.

5.2 Training Details and Hyperparameters

All neural variants were trained up to 50 epochs
with a patience of 10 epochs. We monitored per-
formance during training on a nested development
set and retained the model that achieved the high-
est F1 score on this. For GRU encoders we used
32 hidden units. All models for the primary task
were trained with batch sizes of 32.

We initialized word embeddings to pretrained
word vectors induced over a large set of PubMed
abstracts (Pyysalo et al., 2013). Given the modest
training dataset size, we did not fine-tune these.

5.3 Attention pretraining Details

We use the manually marked supporting snip-
pets as explicit, intermediate supervision for pre-
training the attention mechanisms described in
4.2. More specifically, we pretrain the attentional
model components for both conditioned and un-
conditioned attention variants.

Concretely, we minimize token-wise binary
cross entropy loss with respect to one of the two
token-wise targets delineated in the preceding Sec-
tion. We normalize loss per batch by the number
of constituent tokens, using batch sizes of 16.6 We
monitor token-wise AUC with respect to the ref-
erence evidence span annotations marked in the
held-out validation set mention in Section 5.1. We
retained the model that achieved the best AUC
measured over fifty epochs of attention pretrain-
ing (again with a patience of ten) and used these
weights as initialization values for fine-tuning the
end-to-end inference network.7

6Memory constraints precluded larger batches.
7We also experimented with ‘freezing’ attention module

parameters during fine-tuning, but this performed poorly.
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Model Precision Recall F1 Evidence token AUC / mass
Majority 0.138 0.333 0.195 –
Heuristics 0.431 0.389 0.354 0.682 / 0.025
Logistic regression 0.409 0.400 0.388 –
Pipeline logistic regression 0.452 0.429 0.423 0.523 / 0.012
Pipeline neural network 0.422 0.405 0.402 0.847 / 0.080

+ Conditioned 0.426 0.420 0.417 0.863 / 0.062
End-to-end neural network 0.471 0.439 0.440 –

+ Attention 0.528 0.507 0.508 0.759 / 0.047
+ Pretrain attention† 0.527 0.507 0.505 0.880 / 0.129
+ Conditional attention 0.522 0.504 0.505 0.706 / 0.059
+ Pretrain conditional attention† 0.531 0.519 0.520 0.836 / 0.125

Table 2: Summary results on the evidence inference task test set, averaged over five independent runs (with inde-
pendent random initialization values). Metrics are macro-averages over classes. Evidence token AUC and mass
(last column) quantify identification of relevant supporting tokens. Models in the top two rows perform no learning;
the second two correspond to linear models; the rest are neural model variants. † indicates ‘token-wise‘ attention
pretraining; we report results for alternative attention losses in the Appendix.

Class Precision Recall F1
Sig. decreased 0.448 0.334 0.380
No sig. diff. 0.586 0.636 0.610
Sig. increased 0.556 0.585 0.572

Table 3: Average per-class test performance of best
overall model (pretrain conditional attention).

We trained all models with the Adam optimizer
using the parameters suggested by (Kingma and
Ba, 2014). We trained using PyTorch (Paszke
et al., 2017), v 1.0.1.post2.8 Code for our
models and to reproduce our results is avail-
able at: https://github.com/jayded/
evidence-inference.

5.4 Pipeline Model Training Details
Pipeline models first attempt to identify sentences
containing evidence. To train these, we general-
ize token-wise annotations to sentences such that
a sentence is labeled 1 if it contains any evidence
tokens, and 0 otherwise. We then trained the sen-
tence tagging models described above with these
labels, monitoring loss on a nested validation set
and retaining the best observed model over 50
epochs. The document-level model subsequently
consumes only sentences tagged as relevant.

6 Results
6.1 Main Task Results
Results on the main task for proposed model vari-
ants are reported in Table 2. These are averages
over five independent runs, to ensure relatively ro-
bust measures of model performance.9 The best

8This is a nightly build, used due to a dependence on re-
cently introduced RNN utilities.

9These models exhibit a fair amount of variance; we re-
port ranges over the validation set in the Appendix.

Model Precision Recall F1
NN + Attention 0.518 0.503 0.505
NN + pretrain cond. attn. 0.533 0.530 0.531

Table 4: Leaderboard results.

performing model exploits pretrained conditional
attention. For the leaderboard we assume a sin-
gle set of model predictions. To generate these
we evaluated models on the test set using the ver-
sions that realized the strongest observed perfor-
mance on the validation set over the aforemen-
tioned five runs/initializations. The best perform-
ing model (and hence current leader) is the variant
that uses pretrained, conditional attention, which
aligns with the average results in Table 2. Table
4 reports the results here, along with a more stan-
dard attentive architecture for context.

To highlight the importance of identifying rel-
evant spans to inform predictions, we present re-
sults achieved when these are provided directly to
models via an ‘oracle’ prior to prediction in Table
6. Access to this oracle yields a 20+ point jump
in F1, indicating that accurately extracting the rel-
evant evidence is critical. Below (Section 6.2) we
attempt to elucidate how well (or poorly) attention
mechanisms fail to find supporting evidence.

A natural question that arises in NLP tasks in
which the output depends on both a document and
a question (here, a prompt) is: how much does the
latter in fact influence model predictions (Kaushik
and Lipton, 2018)? We explore this in Table 5. Re-
lying only on the prompt (ignoring the article com-
pletely) achieves surprisingly strong performance,
outperforming a vanilla neural model (sans atten-
tion). This is not entirely unreasonable, as certain
intervention types will tend to correlate with sig-
nificant vs insignificant findings, i.e., the prompt
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Model Precision Recall F1
Best NN 0.531 0.519 0.520
NN (no attention) 0.471 0.439 0.440
- prompt 0.344 0.340 0.324
- article 0.489 0.468 0.472

Table 5: Average results achieved (macro-averages
over five runs) by the neural model when it is provided
only the article or only the prompt. We reproduce re-
sults for the best model from Table 2 and the vanilla
(no attention) end-to-end neural network for context.

Model Precision Recall F1
Heuristics 0.492 0.457 0.453
Logistic regression 0.732 0.734 0.731
Neural network 0.740 0.739 0.739

Table 6: Average results achieved when models are
provided directly with the reference evidence spans.

itself contains signal. The neural model without
attention is likely simply unable to extract mean-
ingful signal from lengthy articles, and so induced
representations merely add noise. By contrast, ig-
noring the prompt severely degrades performance.

6.2 Analyzing Attention

To provide a sense of how well models are able to
identify relevant evidence (i.e., tokens in the sup-
porting snippets marked by annotators), we report
token AUCs and evidence masses for all models
that assign scores to words. The former captures
how well models discriminate evidence from non-
evidence tokens in general; the latter measures the
relative amount of attention payed to evidence to-
kens. Concretely we calculate attention mass as
a sum of the normalized attention scores assigned
to words that belong to reference evidence spans.
Thus, e.g., if the evidence token mass were 1, this
would mean the model attended to only relevant
evidence, ignoring all other tokens. We also ex-
perimented with optimizing for this directly dur-
ing attention pretraining (see Appendix).

Aside from the Majority and LR baselines, all
of the models explored generate scores encod-
ing token relevance, either explicitly or implicitly.
Attentive neural variants induce these by scoring
contextualized representations of tokens t, ht for
relevance. Pipelined models score sentences, not
tokens. For comparison across models, we assign
the probability predicted for a given sentence to all
of the words that it contains. Note that the maxi-
mum evidence token AUC achievable when select-
ing a sentence is ∼0.92.

Qualitatively, we observe that attention weights
often, though not always, square with intuition. In
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Figure 5: Evidence token masses achieved by models
on the validation set, after training.

a test example wherein the intervention is propo-
fol, the comparator dexmedetomidine, and the out-
come Stroke Volume Variation (SVV) and Pulse
Pressure Variation (PPV), the conditioned, pre-
trained attention model focuses on tokens ‘svv’,
‘versus’ (suggesting comparison), and p-value in-
dicators (‘p’, ‘01’). This is not surprising given the
reasonably high evidence token AUC achieved by
this model.

Overall, despite conditioning and pretraining at-
tention mechanisms, end-to-end models remain
over 20 points behind the oracle variant (Table
6. This suggests that the model is failing to suf-
ficiently attend to the relevant evidence. Figure 5
supports this conjecture. This shows the total ev-
idence mass realized by models on the validation
set (after training for the final task of evidence in-
ference). Even pretrained models assign <14% of
total attention mass to actual evidence tokens.

We also explore how token-level discriminative
performance varies between pretrained and end-
to-end variants (without explicit attention train-
ing), and how this changes as learning progresses.
Figure 6 plots evidence token AUC over epochs
(on the validation set) for attentive model vari-
ants (conditioned and unconditioned). We show
curves for the case where we use explicit super-
vision (pretraining; dotted lines) and where rel-
evance is learned only indirectly via the down-
stream evidence inference objective (no pretrain-
ing; solid lines). Interestingly, evidence token
AUC reaches maximum values during pretraining
(shown as negative epochs) for supervised atten-
tion variants, and declines precipitously when the
training objective transitions to the downstream
task. This suggests a kind of catastrophic forget-
ting introduced due to shifting objectives.
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Figure 6: Validation evidence token AUCs during train-
ing. ‘pretraining’ epochs are depicted as ‘negative’ for
the two explicitly supervised attention variants. Note
that we use early stopping, so not all models run for the
same number of epochs.

7 Related Work

The proposed task is situated at the intersection
of information extraction (Cardie, 1997), natural
language inference (Bowman et al., 2015), evi-
dence mining (Rinott et al., 2015) and question
answering (Harabagiu et al., 2000; Hovy et al.,
2000). However, our focus on inferring results
from lengthy clinical trial reports pertaining to
particular prompts constitutes a unique problem,
as discussed in the Introduction.

Prior systems have attempted to extract infor-
mation from articles describing RCTs. For exam-
ple, ExaCT (Kiritchenko et al., 2010) attempts to
extract variables describing clinical trials from ar-
ticles, and ACRES (Summerscales et al., 2011) in-
gests extracts key variables from abstracts. Blake
and Lucic (2015; 2012) considered the problem
of automatically extracting interventions and out-
comes in sentences that report direct comparisons.
And Mihaila et al. (2013) have proposed annotat-
ing and extracting casual statements from biomed-
ical literature. Classifying the modality of state-
ments in scientific literature has also been investi-
gated (Thompson et al., 2008); this relates to iden-
tifying evidence.

None of these prior efforts attempted to infer
the findings concerning the extracted interventions
and outcomes, as we do here.

8 Conclusions and Future Work

We have presented the task of inferring the polar-
ity of comparative results reported in articles de-
scribing clinical trials with respect to interventions
and outcomes of interest. Such models would
render the unstructured evidence currently buried

in manuscripts actionable, in turn potentially in-
forming evidence-based care. In addition to the
practical import of this problem, the task poses
core NLP challenges related to processing lengthy,
technical texts, and performing conditional infer-
ence over entities within these.

Our baseline results establish both the feasibil-
ity and difficulty of the task. Very simple baselines
(e.g., rule-based methods) perform quite poorly,
and modern neural architectures achieve the best
results, currently. When models are provided
with reference evidence spans from an oracle, they
achieve dramatically improved performance. This
demonstrates that the key challenge concerns con-
ditionally identifying relevant snippets to inform
predictions; attention mechanisms would seem to
provide a natural means of allowing the model to
learn to focus, and we indeed found that (super-
vised) attention provides some predictive gains,
but these are relatively modest.

The gap between the model that directly con-
sumes only relevant evidence snippets (Table 6)
and the best performing end-to-end model is over
20 points in F1. Further, ignoring the article en-
tirely (relying only on the prompt) degrades per-
formance by only ∼5 points in F1, again sug-
gesting that even the pretrained, conditioned at-
tention variant is not making good use of the rele-
vant evidence contained in articles. The evidence
token mass metrics also support this: The best
models we have proposed consistently place only
∼10-15% of the attention mass on tokens actually
marked as containing relevant evidence.

We are simply not learning to attend well, even
with explicit pretraining and conditioning. This
motivates a key future research direction: design-
ing more sophisticated attention mechanisms that
(conditionally) identify spans of evidence perti-
nent to a given prompt. We hope this corpus and
task provides opportunity to pursue such models.
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Appendix

A Description of Heuristics Baseline

We describe the heuristics implemented in our
rule-based baseline model. These can be broken
into two stages: (1) finding the sentence that con-
tains the answer, and (2) interpreting the sentence
that possesses the evidence. The variant that con-
sumes the evidence spans directly (thus ”cheat-
ing”) uses only rules defined for (2). In both cases
we use a ‘points’ based approach, where simple
rules assign points to potential labels.

As an attempt to identify evidence spans, we
first split the article into sentences and tokenize
these. Each sentence is then assigned a ranking
based on the number of words in the outcome, in-
tervention, and comparator that it contains; each
map is associated with one point. The sentence
with the highest number of points is then desig-
nated as being most likely to contain the evidence
of interest.

Once this sentence is selected, we use simple
checks to try and identify a reported p-value. In
particular we search for the following three dis-
tinct forms: “p = X”, “p > X”, and “p < X”;

we use a simple RegEx to find instances of these,
ignoring whitespace.

If we identify “p = X”, we then attempt to
identify the comparator and intervention from the
prompt in the sentence, as the aim is to extract the
p-value closest to the intervention or comparator
(sentences may contain multiple p-values). If the
p-value found is greater than 0.05, we add a point
for a label of no significant difference. If the p-
value is smaller than 0.05, we add a point for a la-
bel of significant difference (both significantly in-
creases or significantly decreases). If neither the
intervention nor the comparator is found in the se-
lected sentence, then we look at all the p-values
that it contains and sum points accordingly.

In the case of “p > X”, we add a point to the la-
bel of no significant difference, as a p-value greater
than some X likely corresponds to a statistically
non-significant result.

In the case of “p < 0.05”, we add a point to a
label of significant difference, as a p-value smaller
than some X likely corresponds to varying effects
for both the intervention and comparator with re-
spect to the outcome. If there is a tie between
points pointing to a significant difference (in ei-
ther direction) and no significant difference, then
we return the latter, because it is the majority cat-
egory.

Otherwise, we assume the result is significant,
and next attempt to infer the reported direction of
the effect. To do so, we count occurrences of syn-
onyms of the word “increase” in the sentence and
compare that with the number of occurrences of
synonyms of “decrease”. Synonyms are retrieved
using WordNet via NLTK. If there are more syn-
onyms of “increase”, we return the label signif-
icantly increase; if there are more synonyms of
“decrease”, we return significantly decrease. If the
number of occurrences is equal, we return signifi-
cantly increase, as this designation is slightly more
frequent than significantly decrease.

B Annotation Costing Details

Generating each prompt cost an average of 99
cents. We thus paid about $4.14 to complete
prompt generation for each article. Doctors hired
for prompt generation were paid an average of
$19.05 an hour.

Prompts took an average of 2.54 minutes to
complete. Annotators (again MDs) were paid
an average of $13.88 dollars per hour, with each
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prompt costing 58 cents.
Verification cost a mere 27 cents per prompt.

Verifiers were paid, on average, $16.25 an hour.

C Additional Dataset Details

Each prompt has at least two rows, one of which
corresponds to the prompt generator’s answer, and
the other for an annotator’s. These rows can
be distinguished using the UserID column, in
which prompt generator answers are marked with
a value of ‘0’, whereas annotator UserIDs are val-
ues greater than ‘0’. Each row also includes the
verifier’s response, which denotes the validity of
that row’s answer and rationale. We additionally
include the offsets of where the rationale occurs in
the text 10. These offsets are calculated through
FuzzyWuzzy, due to the frequent differences in
encoding between rationales and extracted XML
text.

D Preprocessing Details

To process the PubMed central XML documents,
we iterate through by section, and parse subse-
quent sub-sections. Afterwards, we use an HTML
parser library to remove all tags, as these might
distract models. We removed all <p> tags that
remained due to malformed XML documents.

E Attention (and Attention Pretraining)
Variants

On the validation set we explored several substan-
tiations of attention and associatd objectives, in the
case of pre-training. These include:

1. Tokenwise. This attention variant aims to
maximize per-token evidence predictions in-
dependently, i.e., no softmax is imposed over
attention activations, and so attention weights
may range between 0 and 1. During the for-
ward pass, however, we do normalize these
weights prior to inducing the context vector.

2. Balanced tokenwise attention. This is the
same as above, except that during training
we construct samples composed of an equal
number of evidence and non-evidence tokens
(the latter far outnumbering the former, in
general).

10Offset indices are based on the XML text post pre-
processing

3. Evidence mass attention. Here we attempt
to directly optimize total quantity of attention
mass placed on evidence tokens.

During pre-training, we run for some number of
epochs over available marked evidence spans (we
used a maximum of 50, with an early-stopping
criterion using a patience of 10). This requires a
metric to determine the ‘best’ observed set of at-
tention weights during pre-training (as measured
on a nested validation set). For this we consid-
ered a few options for performance measuring cri-
terion over tokens, including evidence mass and
entropy. We ultimately settled on monitoring evi-
dence token AUC as a proxy for attention perfor-
mance over tokens.

F Validation Results and Variances

For completeness in Table 7 we report means and
ranges of all model variants explored on the vali-
dation dataset (taken over five runs). We include
in these the attention variants explained above.

For pretraining variants, trained on the ob-
served evidence spans for 50 epochs prior to shift-
ing objectives to the downstream evidence infer-
ence task. We then must select which set of
weights, over these 50 epochs, to use for ini-
tialization following pretraining. We considered
three metrics to score attentional components dur-
ing pretraining: token-level AUC (overall discrim-
inatory power of the network, with respect to
evidence/not-evidence words); entropy (with the
intuition that we seek peaky distributions); and
evidence token mass (such that most attention is
placed on evidence tokens).

We settled on using the tokenwise pretrained
variant along with token AUC as our pretraining
criterion for the test experiments, but we report
full results on the validation dataset in Table 7.

On the test set, we only considered using AUC
as the criterion.
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Abstract

To capture salient contextual information for
spoken language understanding (SLU) of a di-
alogue, we propose time-aware models that
automatically learn the latent time-decay func-
tion of the history without a manual time-
decay function. We also propose a method to
identify and label the current speaker to im-
prove the SLU accuracy. In experiments on
the benchmark dataset used in Dialog State
Tracking Challenge 4, the proposed models
achieved significantly higher F1 scores than
the state-of-the-art contextual models. Finally,
we analyze the effectiveness of the introduced
models in detail. The analysis demonstrates
that the proposed methods were effective to
improve SLU accuracy individually.

1 Introduction

Spoken language understanding (SLU) is a com-
ponent that understands the user’s utterance of a
dialogue system. Given an utterance, SLU gen-
erates a structured meaning representation of the
utterance; i.e., a semantic frame. SLU can be de-
composed into several subtasks such as domain
identification, intent prediction and slot filling;
these subtasks can be jointly assigned using a
single model (Hakkani-Tür et al., 2016; Liu and
Lane, 2016; Chen et al., 2016b). The accuracy of
SLU is important for the dialogue system to gen-
erate an appropriate response to a user.

To improve the accuracy of SLU, much work
has used contextual information of dialogues to al-
leviate the ambiguity of recognition of the given
utterance. In SLU, selecting important history in-
formation is crucial, and it directly influences the
improvement of SLU accuracy. To summarize this
history, content-aware models (Chen et al., 2016a;
Kim et al., 2017) similar to attention models in
machine translation (Bahdanau et al., 2014) have

been proposed. However, content-aware models
are likely to select the wrong history when the
histories are similar in content. To alleviate this
problem, time-aware models (Chen et al., 2017;
Su et al., 2018a,b) which pay attention to recent
previous utterances by using the temporal distance
between a previous utterance and a current utter-
ance are being considered; the models are based
on mathematical formulas, time-decay functions,
which are formulated by human, and decomposed
into trainable parameters.

However, the previous time-aware models may
not be sufficiently accurate. In the models, ei-
ther a single time-decay function is used or a lim-
ited number of time-decay functions are linearly
combined; these manual functions may not be suf-
ficiently flexible to learn an optimal time-decay
function.

In this paper, we propose flexible and effective
time-aware attention models to improve SLU ac-
curacy. The proposed models do not need any
manual time-decay function, but learn a time-
decay tendency directly by introducing a trainable
distance vector, and therefore have good SLU ac-
curacy. The proposed models do not use long
short-term memory (LSTM) to summarize his-
tories, and therefore use fewer parameters than
previous time-aware models. We also propose
current-speaker modeling by using a speaker in-
dicator that identifies the current speaker.

To the best of our knowledge, this is the first
method that shows improvement by considering
the identity of the current speaker. This informa-
tion may be helpful for modeling multi-party con-
versations in addition to human-human conversa-
tions.

Prediction of the semantic label of the current
utterance even using a conventional time-aware
model can be difficult. (Figure 1). The nearest
utterance is “Right.”, but it is not the most rele-

3718



Figure 1: An example of utterances with their semantic labels (speech acts combined with associated attributes)
from DSTC 4. The semantic labels are italicized.

vant utterance to the current utterance; the most
relevant utterance is “What are the places that I
can have some memorable experiences there?”. If
we do not know the current speaker is Guide, we
cannot easily assess the relative importance of the
nearest histories of the two speakers. We believe
that the proposed ‘speaker indicator’ can help our
model to identify such information.

In experiments on the Dialog State Tracking
Challenge 4 (DSTC 4) dataset, the proposed mod-
els achieved significantly higher accuracy than the
state-of-the-art contextual models for SLU. Also,
we examine how the proposed methods affect the
SLU accuracy in detail. This result shows that
the proposed methods were effective to improve
SLU accuracy individually. Our contributions are
as follows:

• We propose a decay-function-free time-
aware attention model that automatically
learn the latent time-decay function of the
history without a manual time-decay func-
tion. The proposed model achieves a new
state-of-the-art F1 score.

• We propose a current-speaker modeling
method that uses a speaker indicator to iden-
tify the current speaker. We present how to
incorporate speaker indicator in the proposed
attention model for further improvement of
SLU accuracy.

• We propose a model that is aware of content

as well as time, which also achieved a higher
F1 score than the state-of-the-art contextual
models.

• We analyze the effectiveness of proposed
methods in detail.

Our source code to reproduce the
experimental results is available at
https://github.com/jgkimi/
Decay-Function-Free-Time-Aware.

2 Related Work

Joint semantic frame parsing has the goal of learn-
ing intent prediction and slot filling jointly. By
joint learning, the model learns their shared fea-
tures, and this ability is expected to improve the
accuracy on both tasks. A model based on bidi-
rectional LSTM for joint semantic frame pars-
ing (Hakkani-Tür et al., 2016) is trained on the
two tasks in sequence, by adding an intent la-
bel to the output of the final time-step of LSTM.
Similarly, an attention-based LSTM predicts slot
tags for each time-step, then feeds the hidden
vectors and their soft-aligned vectors to a fully-
connected layer for intent prediction (Liu and
Lane, 2016). Knowledge-guided joint seman-
tic frame parsing (Chen et al., 2016b) incorpo-
rates syntax or semantics-level parsing informa-
tion into a model by using a recurrent neural net-
work (RNN) for joint semantic frame parsing.
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Figure 2: Overall architecture of the decay-function-free time-aware attention with speaker indicator (role-level).
w1, ..., wT are word vectors of the current utterance, dt is the tth distance vector, ut is the tth utterance vector,
scur is the current speaker indicator, hT is the current utterance summary vector and αt is the importance of the
tth historic utterance. For simplicity, we represent bidirectional LSTM layers as unidirectional LSTM layers.

Other research on SLU uses context informa-
tion. A model based on support vector machine
and a hidden Markov model uses contextual infor-
mation to show the importance of contextual infor-
mation in SLU tasks, intent prediction and slot de-
tection (Bhargava et al., 2013). RNN-based mod-
els can exploit context to classify domains (Xu and
Sarikaya, 2014), and have been combined with
previously-estimated intent and slot labels to pre-
dict domain and intent (Shi et al., 2015). A mem-
ory network that contains historic utterance vec-
tors encoded by RNN has been used to select the
most relevant history vector by multiplicative soft-
attention (Chen et al., 2016a); the selected vector
is fed to an RNN-based slot tagger as context in-
formation.

A memory network can be regarded as use of
content-based similarity between the current utter-
ance and previous utterances. A memory network
can be separated to capture historic utterances for
each speaker independently (Kim et al., 2017), and
a contextual model can use different LSTM layers
to separately encode a history summary for each

speaker (Chi et al., 2017). For another task, ad-
dressee and response selection in multi-party con-
versations, a distinct RNN-based encoder for each
speaker-role (sender, addressee, or observer) has
been used to generate distinct history summaries
(Zhang et al., 2018).

Recent work on contextual SLU has introduced
time information of contexts into models because
content-based attention may cause a wrong choice
that introduce noises. The reciprocal of temporal
distance between a current utterance and contexts
can be used as a time-decay function, and the func-
tion can be decomposed into trainable parameters
(Chen et al., 2017). Similarly, a universal time-
aware attention model (Su et al., 2018a) has been
proposed; it is a trainable linear combination of
three distinct (convex, linear and concave) time-
decay functions . An extension of this model is
a context-sensitive time-decay attention (Su et al.,
2018b) that generates its parameters from the cur-
rent utterance by using a fully-connected layer so
that the content information of the current utter-
ance is also considered in the attention.
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3 Proposed Model

We propose a time-aware model that includes a
speaker indicator (Figure 2). In addition, we
propose a content-and-time-aware model that in-
cludes a speaker indicator. The models are trained
in an end-to-end way, in which every model pa-
rameter is automatically learned based on a down-
stream SLU task. The objective of the proposed
models are to optimize the conditional probabil-
ity of labels of SLU, given the current utterance
p(ŷ|x), by minimizing the cross-entropy loss.

The following description of the proposed
model considers three steps: current utterance
summary, context summary, and prediction.

3.1 Current Utterance Summary
To select salient parts of contextual histories, the
current utterance is used. To summarize a current
utterance matrix U that consists of words wi as a
vector (i.e., U = {w1 , w2,..., wT }), U is fed to
bidirectional LSTMs, and the final hidden vector
hT ∈ Rdim is taken as a current utterance sum-
mary.

3.2 Decay-Function-Free Time-Aware
Attention

In this subsection, we introduce a decay-function-
free time-aware attention model. To summarize
contexts, we use a time difference (distance) be-
tween a historic utterance and the current utter-
ance; this distance represents the interval between
the historic utterance and the current utterance.
We use the distance of the tth history from the cur-
rent utterance as an index to select a dense vector
from a distance-embedding matrixD ∈ Rdim×|D|,
then use the vector as the tth distance vector dt.

To compute the importance αt of the tth his-
tory, both in the sentence-level attention and in the
role-level attention, our time-aware attention uses
the current utterance summary hT and the history
distance dt simultaneously and additively:

αt = wTattσ
(
hT + dt + batt

)
, (1)

where wTatt is the transpose of a trainable weight
vector for the attention, batt is a trainable bias vec-
tor for the attention, and σ is the hyperbolic tan-
gent function.

Computing a time-aware context summary vec-
tor shisttime depends on whether the role-level or
sentence-level attention is considered. For the
role-level attention, we use the softmax operation

applied to all αt of the same speaker, either a guide
or a tourist, to obtain a role-level probabilistic im-
portance αrolet of tth history. We then multiply
αrolet by tth history vector, which is a concatena-
tion of the corresponding intent-dense vector ut
and the distance vector dt. We use the element-
wise sum of the vectors of the same speaker to
construct two summary vectors sguidetime and stouristtime .
Finally, sguidetime and stouristtime are concatenated to
form a time-aware history summary vector shisttime

as:

αrolet = softmaxrole(αt), (2)

sroletime =
∑

t

αrolet (ut ⊕ dt), (3)

shisttime = sguidetime ⊕ stouristtime , (4)

where ⊕ represents a concatenation operation.
For the sentence-level attention to obtain a

sentence-level probabilistic importance αsentt of
tth history, we use the softmax operation applied
to all αt regardless of the speaker, then multiply
αsentt by the tth history vector, which is a concate-
nation of the corresponding intent dense vector ut
and the distance vector dt. We use the element-
wise sum of the vectors to construct a time-aware
summary vector shisttime as:

αsentt = softmaxsent(αt), (5)

shisttime =
∑

t

αsentt (ut ⊕ dt). (6)

Then, shisttime is used as a context summary shist

in the prediction step.

3.3 Decay-Function-Free
Content-and-Time-Aware Attention

Although a time-aware attention model is pow-
erful by itself, content can be considered at the
same time to improve accuracy. We propose an-
other contextual attention model that is aware of
content, in addition to time. This model is called
content-and-time-aware attention. The model uses
an importance value βt for the tth history. To com-
pute βt, we uses the trainable parameters watt and
batt of the time attention as:

βt = wTattσ
(
hT + ut + batt

)
, (7)

where ut is the intent dense vector of tth history,
and σ is the hyperbolic tangent function.
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Then, βt is used in the same way as αt, but in-
dependently. shisttime is computed as in the previ-
ous subsection, βt is used to compute shistcont for the
role-level attention as:

βrolet = softmaxrole(βt), (8)

srolecont =
∑

t

βrolet (ut ⊕ dt), (9)

shistcont = sguidecont ⊕ stouristcont . (10)

To compute shistcont for the sentence-level atten-
tion, βt is used as:

βsentt = softmaxsent(βt), (11)

shistcont =
∑

t

βsentt (ut ⊕ dt). (12)

Finally, the time-aware history summary shisttime

and the content-aware history summary shistcont are
concatenated to generate a history summary shist

regardless of the attention level:

shist = shisttime ⊕ shistcont. (13)

3.4 Speaker Indicator
Speaker indicator is a trainable vector scur ∈
Rdim which indicates the identity of the current
speaker; i.e., either a tourist or a guide in DSTC
4. An embedding lookup method is used after a
speaker embedding matrix S ∈ Rdim×|S| is de-
fined. The speaker embedding matrix is randomly
initialized before the model is trained.

To use speaker indicator scur in the proposed
attentions, Eq. 1 is rewritten as:

αt = wTattσ
(
hT + dt + scur + batt

)
, (14)

and Eq. 7 is rewritten as:

βt = wTattσ
(
hT + ut + scur + batt

)
. (15)

3.5 Prediction
To predict the true label in spoken language under-
standing, our model consumes the current utter-
ance U again. We use another bidirectional LSTM
layer which is distinct from that of the current ut-
terance summary. To prepare for tth input vt of the
LSTM layer, we concatenate tth word vectorwt of
the current utterance U with the history summary
vector shist:

vt = wt ⊕ shist. (16)

Then, we feed each vt to the LSTM layer
sequentially, and the final hidden vector of the
LSTM layer is used as an input of a feed-forward
layer to predict the true label ŷ.

4 Experiments

To test the proposed models, we conducted
language-understanding experiments on a dataset
of human-human conversations.

4.1 Dataset and Settings

We conducted experiments on the DSTC 4 dataset
which consists of 35 dialogue sessions on touris-
tic information for Singapore; they were collected
from Skype calls of three tour guides with 35
tourists. The 35 dialogue sessions total 21 h,
and include 31,034 utterances and 273,580 words
(Kim et al., 2016). DSTC 4 is a suitable bench-
mark dataset for evaluation, because all of the dia-
logues have been manually transcribed and anno-
tated with speech acts and semantic labels at each
turn level. a semantic label consists of a speech act
and associated attribute(s). The speaker informa-
tion (guide and tourist) is also provided. Human-
human dialogues contain rich and complex human
behaviors and bring much difficulty to all tasks
that are involved in SLU. We used the same train-
ing dataset, the same test dataset and the same
validation set as in the DSTC 4 competition: 14
dialogues as the training dataset, 6 dialogues as
the validation dataset, and 9 dialogues as the test
dataset.

We used Adam (Kingma and Ba, 2015) as the
optimizer in training the model. We set the batch
size to 256, and used pretrained 200-dimensional
word embeddings GloVe (Pennington et al., 2014).
We applied 30 training epochs with early stopping.
We set the size dim of every hidden layer to 128,
and the context length to 7. We used the ground
truth intents (semantic labels) to form an intent-
dense vector like previous work. To evaluate SLU
accuracy, we used the F1 score, which is the har-
monic mean of precision and recall. To validate
the significance of improvements, we used a one-
tailed t-test. We ran each model ten times, and
report their average scores.

As baseline models, we used the state-of-the-art
contextual models, and most accurate participant
of DSTC 4 (DSTC 4 - Best) (Kim et al., 2016). For
comparison with our models, we used the scores
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F1 score
Model Sent.-Level Role-Level
DSTC 4 - Best 61.4
No Context 65.06
LSTM-Used Context Summary without Attention 72.15
LSTM-Used Content-Aware Attention 71.27 71.84
Speaker Role Modeling (Chi et al., 2017) 66.8 70.1
Convex Time-Aware Attention (Chen et al., 2017) 74.6 74.2
Universal Time-Aware Attention (Su et al., 2018a) 74.22 74.12
Universal Content + Time Attention (Su et al., 2018a) 74.40 74.33
Context-Sensitive Time Attention (Su et al., 2018b) 74.20 73.53
Decay-Function-Free Time-Aware Attention 75.58∗∗ 75.58∗∗

with Speaker Indicator 75.95∗∗ 76.56∗∗
Decay-Function-Free Content-and-Time-Aware Attention 75.59∗∗ 75.30∗∗

with Speaker Indicator 76.11∗∗ 76.14∗∗

Table 1: SLU accuracy on DSTC 4. ∗: p < 0.05; ∗∗, p < 0.01 compared to all the baseline models. Italicized
scores are reported in the references. Model names are described in the text.

reported in the papers1. We ran three additional
baseline models in which the prediction stage is
the same: (1) ‘No Context’ uses no context sum-
mary; (2) ‘LSTM-Used Context Summary with-
out Attention’ uses the context summary of bidi-
rectional LSTM without an attention mechanism,
and (3) ‘LSTM-Used Content-Aware Attention’
uses context summary of bidirectional LSTM af-
ter content-aware attention is applied to histories,
as in previous approaches.

4.2 Results

We conducted an experiment to compare the pro-
posed models with the baseline models in the SLU
accuracy (Table 1). All of the proposed mod-
els achieved significant improvements compared
to all the baseline models.

We conducted an experiment to identify de-
tails of how possible combinations of the proposed
methods affect the SLU accuracy (Table 2). In ad-
dition to the combinations of the proposed meth-
ods, we tested another content-and-time-aware at-
tention method (Content x Time) which computes
attention values using both intent and distance at
a time, and shares the values to compare with the
proposed content-and-time-aware attention.

1Su et al. (2018a) and Su et al. (2018b) specified that they
used different training/valid/test datasets that had been ran-
domly selected from the whole DSTC 4 data with different
rates for the experiments. Therefore, we do not use the re-
ported score in our comparison, but produced the results un-
der the same conditions by using the open-source code.

5 Discussion

In the first subsection, we analyze the effective-
ness of the decay-function-free time-aware at-
tention and decay-function-free content-and-time-
aware attention by comparison with others. In the
next subsection, we analyze the effectiveness of
the proposed methods in their possible combina-
tions. We also analyze the effectiveness of the
use of a distance vector in the history representa-
tion under the various conditions. Finally, we ana-
lyze attention weights of the proposed models in a
qualitative way to convince of the effectiveness of
them.

We also conducted an experiment to show the
effectiveness of the use of a distance vector in the
history representation under the same condition as
in the role-level attention (Table 3). Although we
propose to use both intent and distance by concate-
nating them as a history representation, intent can
be used alone; this approach is more intuitive than
using both intent and distance.

5.1 Comparison with Baseline Models

In Table 1, Decay-Function-Free Time-Aware
Attention and Decay-Function-Free Content-
and-Time-Aware Attention achieved significantly
higher F1 scores that all baseline models. Es-
pecially, the role-level Decay-Function-Free
Time-Aware Attention with speaker indicator
achieved an F1 score of 76.56 % (row 11), which
is a state-of-the-art SLU accuracy.
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F1 score
Attention Type Sent.-Level Role-Level
no attention 70.49 70.43
Content 73.03 72.87
Content 73.05 72.68
Time 75.58 75.58
Time 75.95∗∗ 76.56∗∗

Content + Time 75.59 75.30
Content + Time 75.83 75.96∗∗

Content + Time 75.94∗ 75.97∗∗

Content + Time 76.11∗∗ 76.14∗∗

Content x Time 75.59 75.50
Content x Time 75.63 75.64

Table 2: SLU accuracy of possible combinations of the
proposed methods. “no attention”: sum of all history
vectors without calculating α, “Content” is content-
aware attention (Decay-Function-Free Content-Aware
Attention), “Time” is the proposed time-aware at-
tention (Decay-Function-Free Time-Aware Attention),
“Content + Time” is the proposed content-and-time-
aware attention (Decay-Function-Free Content-and-
Time-Aware Attention), “Content x Time” is variant
content-and-time-aware attention (Decay-Function-
Free Inseparate Content-and-Time-Aware Attention).
∗: p < 0.05; ∗∗, p < 0.01 compared to the same at-
tention without speaker indicator. An attention type in
bold is the speaker-involved part.

F1 score
Attention Type Intent only Int. & Dist.
no attention 70.20 70.43
Content 71.09 72.87∗∗

Content 71.26 72.68∗∗

Time 75.17 75.58∗∗

Time 75.11 76.56∗∗
Content + Time 75.04 75.30∗∗

Content + Time 75.62 75.96∗

Content + Time 75.13 75.97∗∗

Content + Time 75.67 76.14∗∗

Content x Time 75.08 75.50∗∗

Content x Time 75.03 75.64∗∗

Table 3: SLU accuracy of possible combinations of the
proposed methods in role-level attention with different
history representations. Int. used intent vector; Dist.
used distance vector. ∗: p < 0.05; ∗∗, p < 0.01 com-
pared to using intent only. Other codes are as in Table
2.

5.2 Detailed Analysis on Proposed Methods

The proposed methods had good SLU accuracy
(Table 2). Every time-aware attention with and
without speaker indicator (rows 4 to 11) improved
the F1 score compared to the content-aware at-
tention with and without speaker indicator (rows
2 and 3) and to no attention (row 1). This result
means that the proposed time-aware attention was
effective to improve the SLU accuracy. Any of the
content-and-time-aware attention with or without
speaker indicator (rows 6 to 11) did not improve
the F1 score compared to the time-aware attention
with and without speaker indicator (rows 4 and
5). This result means that incorporating content
could not make further improvement of the accu-
racy. Also, without speaker indicator, all the time-
aware attention (rows 4, 6 and 10) achieved similar
F1 scores.

Use of speaker indicator also showed tenden-
cies. It did not significantly improve the SLU
accuracy of Decay-Function-Free Content-Aware
Attention (rows 2 and 3) or Decay-Function-
Free Inseparate Content-and-Time-Aware At-
tention (rows 10 and 11), but did improve
the accuracy of the proposed models, Decay-
Function-Free Time-Aware Attention (rows 4 and
5) and Decay-Function-Free Content-and-Time-
Aware Attention (rows 6 to 9). Decay-Function-
Free Content-and-Time-Aware Attention with
speaker indicator (rows 7 to 9) were more accurate
than Decay-Function-Free Inseparate Content-
and-Time-Aware Attention with speaker indicator
(row 11). This result means that using speaker in-
dicator, separation of content and time improved
the accuracy. The improvement in the role-level
tended to be greater than that in the sentence-level.
The improvement was greatest when speaker in-
dicator was involved in the proposed role-level
Decay-Function-Free Time-Aware Attention (row
5).

5.3 Effectiveness of Use of Distance in
History Representation

In all models, the use of both intent and distance
vectors significantly achieved higher F1 than the
use of an intent vector only (Table 3). The re-
sults indicate that distance embeddings are helpful
both for attention and for the history representa-
tion. Decay-Function-Free Time-Aware Attention
achieved the biggest improvement (row 5) among
all the models.
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Figure 3: The visualization of the attention weights of the proposed models and the baseline content-aware model.
Color gradient indicates intensity given a single datum after training. The color gradient at the left side indicates
attention intensities of Decay-Function-Free Time-Aware Model with Speaker Indicator, the color gradient in the
center indicates attention intensities of Decay-Function-Free Time-Aware Model without Speaker Indicator, and
the color gradient at the right side indicates attention intensities of Decay-Function-Free Content-Aware Model.

5.4 Qualitative Analysis

To assess whether the proposed time-aware atten-
tion and speaker indicator can learn a time-decay
tendency of the history effectively, we inspected
the weights trained in Decay-Function-Free Time-
Aware Attention with and without the speaker
indicator. We also inspected Decay-Function-
Free Content-Aware Attention to compare with
them. We observed (Figure 3) that the weights of
the proposed models were trained well compared
to Decay-Function-Free Content-Aware Attention.
The proposed time-aware attention with/without
speaker indicator tended to pay attention to re-
cent histories, whereas the content-aware attention
does not. As a result, Decay-Function-Free Time-
Aware Attention with speaker indicator could
generate the true label, QST-RECOMMEND, by
avoiding noisy contextual information like “uh
I’m staying there (FOL-EXPLAIN)” or “... uh we
do not encourage littering uh anywhere in the pub-
lic area (FOL-INFO)”.

6 Conclusion

In this paper, we propose decay-function-free
time-aware attention models for SLU. These
models summarize contextual information by
taking advantage of temporal information without
a manual time-decay function. We also propose

a current-speaker detector that identifies the
current speaker. In experiments on the DSTC 4
benchmark dataset, the proposed models achieved
a state-of-the-art SLU accuracy. Detailed analysis
of effectiveness of the proposed methods demon-
strated that the proposed methods increase the
accuracy of SLU individually.
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Abstract

Recent work in Dialogue Act classification
has treated the task as a sequence labeling
problem using hierarchical deep neural net-
works. We build on this prior work by lever-
aging the effectiveness of a context-aware self-
attention mechanism coupled with a hierarchi-
cal recurrent neural network. We conduct ex-
tensive evaluations on standard Dialogue Act
classification datasets and show significant im-
provement over state-of-the-art results on the
Switchboard Dialogue Act (SwDA) Corpus.
We also investigate the impact of different
utterance-level representation learning meth-
ods and show that our method is effective at
capturing utterance-level semantic text repre-
sentations while maintaining high accuracy.

1 Introduction

Dialogue Acts (DAs) are the functions of ut-
terances in dialogue-based interaction (Austin,
1975). A DA represents the meaning of an utter-
ance at the level of illocutionary force, and hence,
constitutes the basic unit of linguistic communica-
tion (Searle, 1969). DA classification is an impor-
tant task in Natural Language Understanding, with
applications in question answering, conversational
agents, speech recognition, etc. Examples of DAs
can be found in Table 1. Here we have a conver-
sation of 7 utterances between two speakers. Each
utterance has a corresponding label such as Ques-
tion or Backchannel.

Early work in this field made use of statis-
tical machine learning methods and approached
the task as either a structured prediction or text
classification problem (Stolcke et al., 2000; Ang
et al., 2005; Zimmermann, 2009; Surendran and
Levow, 2006). Many recent studies have pro-
posed deep learning models for the DA classifi-
cation task with promising results (Lee and Der-
noncourt, 2016; Khanpour et al., 2016; Ortega and

Speaker Utterance DA label
A Okay. Other
A Um, what did you do this

weekend? Question
B Well, uh, pretty much spent

most of my time in the yard. Statement
B [Throat Clearing] Non Verbal
A Uh-Huh. Backchannel
A What do you have planned

for your yard? Question
B Well, we’re in the process

of, revitalizing it. Statement

Table 1: A snippet of a conversation sample from the
SwDA Corpus. Each utterance has a corresponding di-
alogue act label.

Vu, 2017). However, most of these approaches
treat the task as a text classification problem, treat-
ing each utterance in isolation, rendering them un-
able to leverage the conversation-level contextual
dependence among utterances. Knowing the text
and/or the DA labels of the previous utterances can
assist in predicting the current DA state. For in-
stance, in Table 1, the Answer or Statement dialog
acts often follow Question type utterances.

This work draws from recent advances in NLP
such as self-attention, hierarchical deep learning
models, and contextual dependencies to produce a
dialogue act classification model that is effective
across multiple domains. Specifically, we propose
a hierarchical deep neural network to model dif-
ferent levels of utterance and dialogue act seman-
tics, achieving state-of-the-art performance on the
Switchboard Dialogue Act Corpus. We demon-
strate how performance can improve by leverag-
ing context at different levels of the model: previ-
ous labels for sequence prediction (using a CRF),
conversation-level context with self-attention for
utterance representation learning, and character
embeddings at the word-level. Finally, we explore
different ways to learn effective utterance repre-
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sentations, which serve as the building blocks of
our hierarchical architecture for DA classification.

2 Related Work

A full review of all DA classification methods is
outside the scope of the paper, thus we focus on
two main classes of approaches which have domi-
nated recent research: those that treat DA classifi-
cation as a text classification problem, where each
utterance is classified in isolation, and those that
treat it as a sequence labeling problem.
Text Classification: Lee and Dernoncourt (2016)
build a vector representation for each utterance,
using either a CNN or RNN, and use the preceding
utterance(s) as context to classify it. Their model
was extended by Khanpour et al. (2016) and Or-
tega and Vu (2017). Shen and Lee (2016) used a
variant of the attention-based encoder for the task.
Ji et al. (2016) use a hybrid architecture, combin-
ing an RNN language model with a latent variable
model.
Sequence Labeling: Kalchbrenner and Blunsom
(2013) used a mixture of sentence-level CNNs and
discourse-level RNNS to achieve state-of-the-art
results on the task. Recent works (Li and Wu,
2016; Liu et al., 2017) have increasingly employed
hierarchical architectures to learn and model mul-
tiple levels of utterance and DA dependencies.
Kumar et al. (2018), Chen et al. (2018) and Tran
et al. (2017) used RNN-based hierarchical neural
networks, using different combinations of tech-
niques like last-pooling or attention mechanism
to encode sentences, coupled with CRF decoders.
Chen et al. (2018) achieved the highest perfor-
mance to date on the two datasets for this task.

Our work extends these hierarchical models and
leverages a combination of techniques proposed
across these prior works (CRF decoding, contex-
tual attention, and character-level word embed-
dings) with self-attentive representation learning,
and is able to achieve state-of-the-art performance.

3 Model

The task of DA classification takes a conversa-
tion C as input, which is a varying length se-
quence of utterances U = {u1, u2, ...uL}. Each
utterance ui ∈ U , in turn, is a sequence of vary-
ing lengths of words {w1

i , w
2
i , ..., w

Ni
i }, and has

a corresponding target label yi ∈ Y . Hence,
each conversation (i.e. a sequence of utterances)
is mapped to a corresponding sequence of target
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Figure 1: Model Architecture

labels Y = {y1, y2, ..., yL}, which represents the
DAs associated with the corresponding utterances.

Figure 1 shows the overall architecture of
our model, which involves three main compo-
nents: (1) an utterance-level RNN that encodes
the information within the utterances at the word
and character-level; (2) a context-aware self-
attention mechanism that aggregates word repre-
sentations into utterance representations; and (3) a
conversation-level RNN that operates on the utter-
ance encoding output of the attention mechanism,
followed by a CRF layer to predict utterance la-
bels. We describe them in detail below.

3.1 Utterance-level RNN

For each word in an utterance, we combine two
different word embeddings: GloVe (Pennington
et al., 2014) and pre-trained ELMo representations
(Peters et al., 2018) with fine-tuned task-specific
parameters, which have shown superior perfor-
mance in a wide range of tasks. The word embed-
ding is then concatenated with its CNN-based 50-
D character-level embedding (Chiu and Nichols,
2016; Ma and Hovy, 2016) to get the complete
word-level representations. The motivation behind
incorporating subword-level information is to in-
fer the lexical features of utterances and named
entities better.
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The word representation layer is followed by a
bidirectional GRU (Bi-GRU) layer. Concatenating
the forward and backward outputs of the Bi-GRU
generates the utterance embedding that serves as
input to the utterance-level context-aware self-
attention mechanism which learns the final utter-
ance representation.

3.2 Context-aware Self-attention
Self-attentive representations encode a variable-
length sequence into a fixed size, using an at-
tention mechanism that considers different posi-
tions within the sequence. Inspired by Tran et al.
(2017), we use the previous hidden state from the
conversation-level RNN (Section 3.3), which pro-
vides the context of the conversation so far, and
combine it with the hidden states of all the con-
stituent words in an utterance, into a self-attentive
encoder (Lin et al., 2017), which computes a 2D
representation of each input utterance. We fol-
low the notation originally presented in Lin et al.
(2017) to explain our modification of their self-
attentive sentence representation below.

An utterance ui, which is a sequence of n
words {w1

i , w
2
i , ...w

n
i }, is mapped into an embed-

ding layer, resulting in a d-dimensional word em-
bedding for every word. It is then fed into a
bidirectional-GRU layer, whose hidden state out-
puts are concatenated at every time step.

−→
hji =

−−−→
GRU(wji ,

−−→
hj−1i ) (1)

←−
hji =

←−−−
GRU(wji ,

←−−
hj+1
i ) (2)

hj
i = concat(

−→
hji ,
←−
hji ) (3)

Hi = {h1
i ,h

2
i , ...h

n
i } (4)

Hi represents the n GRU outputs of size 2u (u
is the number of hidden units in a unidirectional
GRU).

The contextual self-attention scores are then
computed as follows:

Si =Ws2tanh(Ws1H
T
i +Ws3

−−→gi−1 + b) (5)

Here, Ws1 is a weight matrix with a shape of
da × 2u, Ws2 is a matrix of parameters of shape
r × da, where r and da are hyperparameters we
can set arbitrarily, and Ws3 is a parameter ma-
trix of shape da×k for the conversational context,
where k is another hyperparameter that is the size
of a hidden state in the conversation-level RNN
(size of −−→gi−1), and b is a vector representing bias.

Equation 5 can then be treated as a 2-layer MLP
with bias, with da hidden units,Ws1,Ws2 andWs3

as weight parameters. The scores Si are mapped
into a probability matrixAi by means of a softmax
function:

Ai = softmax(Si) (6)

which is then used to obtain a 2-d representation
Mi of the input utterance, using the GRU hidden
states Hi according to the attention weights pro-
vided by Ai as follows:

Mi = AiHi (7)

This 2-d representation is then projected to a
1-d embedding (denoted as hi), using a fully-
connected layer. The conversation-level GRU then
operates over this 1-d utterance embedding, and
hence, we can represent gi as:

−→gi = −−−→GRU(hi,
−−→gi−1) (8)

←−gi = −−−→GRU(hi,
−−→gi+1) (9)

gi = concat(−→gi ,←−gi ) (10)

gi then provides the conversation-level context
used to learn the attention scores and 2-d repre-
sentation (Mi+1) for the next utterance in the con-
versation (hi+1).

3.3 Conversation-level RNN

The utterance representation hi from the previous
step is passed on to the conversation-level RNN,
which is another bidirectional GRU layer used to
encode utterances across a conversation. The hid-
den states −→gi and ←−gi (Figure 1) are then concate-
nated to get the final representation gi of each ut-
terance, which is further propagated to a linear
chain CRF layer. The CRF layer considers the
correlations between labels in context and jointly
decodes the optimal sequence of utterance labels
for a given conversation, instead of decoding each
label independently.

4 Data

We evaluate the classification accuracy of our
model on the two standard datasets used for DA
classification: the Switchboard Dialogue Act Cor-
pus (SwDA) (Jurafsky et al., 1997) consisting of
43 classes, and the 5-class version of the ICSI
Meeting Recorder Dialogue Act Corpus (MRDA)
introduced in (Ang et al., 2005). For both datasets,
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Dataset |C| |V| Train Validation Test
MRDA 5 12k 78k 16k 15k
SwDA 43 20k 193k 23k 5k

Table 2: Number of utterances by dataset. |C| denotes
number of classes and |V| is the vocabulary size.

we use the train, validation and test splits as de-
fined in Lee and Dernoncourt (2016).

Table 2 shows the statistics for both
datasets. They are highly imbalanced in
terms of class distribution, with the DA
classes Statement-non-opinion and
Acknowledge/Backchannel in SwDA and
Statement in MRDA making up over 50% of
the labels in each set.

5 Results

5.1 Dialogue Act Classification

We compare the classification accuracy of our
model against several other recent methods (Ta-
ble 3).1 Four approaches (Chen et al., 2018; Tran
et al., 2017; Ortega and Vu, 2017; Shen and Lee,
2016) use attention in some form to model the con-
versations, but none of them have explored self-
attention for the task. The last three use CRFs
in the final layer of sequence labeling. Only one
other method (Chen et al., 2018) uses character-
level word embeddings. All models and their vari-
ants were trained ten times and we report the av-
erage test performance. Our model outperforms
state-of-the-art methods by 1.6% on SwDA, the
primary dataset for this task, and comes within
0.6% on MRDA. It also beats a TF-IDF GloVe
baseline (described in Section 5.2) by 16.4% and
12.2%, respectively.

The improvements that the model is able to
make over the other methods are significant, how-
ever, the gains on MRDA still fall short of the
state-of-the-art by 0.6%. This can mostly be at-
tributed to the conversation/context lengths and la-
bel noise at the conversation level. Conversations
in MRDA (1493 utterances on average) are signifi-
cantly longer than in SwDA (271 utterances on av-
erage). In spite of having nearly 12% the number

1Contemporaneous to this submission, (Li et al., 2018;
Wan et al., 2018; Ravi and Kozareva, 2018) proposed differ-
ent approaches for the task. We do not focus on them here per
NAACL 2019 guidelines, however note that our system out-
performs the first two. (Ravi and Kozareva, 2018) bypasses
the need for complex networks with huge parameters but its
overall accuracy is 4.2% behind our system, despite being
0.2% higher on SwDA.

Model SwDA MRDA
TF-IDF GloVe 66.5 78.7
Kalchbrenner and Blunsom (2013) 73.9 -
Lee and Dernoncourt (2016) 73.9 84.6
Khanpour et al. (2016) 75.8 86.8
Ji et al. (2016) 77.0 -
Shen and Lee (2016) 72.6 -
Li and Wu (2016) 79.4 -
Ortega and Vu (2017) 73.8 84.3
Tran et al. (2017) 74.5 -
Kumar et al. (2018) 79.2 90.9
Chen et al. (2018) 81.3 91.7
Our Method 82.9 91.1
Human Agreement 84.0 -

Table 3: DA Classification Accuracy

of labels (5 vs 43) compared to SwDA, MRDA has
6 times the normalized label entropy in its data.
Consequently, due to the noise in label depen-
dencies, and hence, in the inherent conversational
structure, the model is not able to yield as big of
a gain on the MRDA as it does on the SwDA.
Consequently, learning long-range dependencies
is a challenge because of noisier and longer path
lengths in the network. This is illustrated in Fig-
ures 2 and 3, which show for every class, the vari-
ation between the entropy of the previous label
in a conversation, and the accuracy of that class.
MRDA was found to have a high negative cor-
relation2 (-0.68) between previous label entropy
and accuracy, indicating the impact of label noise,
which was compounded by longer conversations.
On the other hand, SwDA was found to have a low
positive correlation (+0.22), which could be com-
pensated by significantly shorter conversations.

5.2 Utterance Representation Learning
One of the primary motivations for this work was
to investigate whether one can improve perfor-
mance by learning better representations for utter-
ances. To address this, we retrained our model
by replacing the utterance representation learn-
ing (utterance-level RNN + context-aware self-
attention) component with various sentence rep-
resentation learning methods (either pre-training
them or learning jointly), and feeding them into
the conversation-level recurrent layers in the hier-
archical model, so that the performance is indica-
tive of the quality of utterance representations.

There are three main categories of utterance
representation learning approaches: (i) the base-
line which uses a TF-IDF weighted sum of
GloVe word embeddings; (ii) pre-trained on cor-

2Pearson’s r
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Method SwDA MRDA
Baseline
TF-IDF GloVe 66.5 78.7
Pre-trained on Corpus
Skip Thought Vectors 72.6 82.8
Paragraph vectors 72.5 82.6
Joint Learning
RNN-Encoder 74.8 85.7
Bi-RNN-LastState 76.2 85.4
Bi-RNN-MaxPool 77.6 86.7
CNN 76.9 84.5
Bi-RNN + Attention 80.1 87.7

+ Context 81.8 89.2
Bi-RNN + Self-attention 81.1 88.6

+ Context 82.9 91.1

Table 4: Performance of utterance representation
methods when integrated with the hierarchical model

pus, where we first learn utterance representa-
tions on the corpus using Skip-Thought Vectors
(Kiros et al., 2015) and Paragraph Vectors (Le and
Mikolov, 2014), and then use them with the rest of
the model; (iii) jointly learned with the DA classi-
fication task. Table 4 describes the performance of
different utterance representation learning meth-
ods when combined with the overall architecture
on both datasets.

Introducing the word-level attention mecha-
nism (Yang et al., 2016) enables the model
to learn better representations by attending to
more informative words in an utterance, result-
ing in better performance (Bi-RNN + Attention).
The self-attention mechanism (Bi-RNN + Self-
attention) leads to even greater overall improve-
ments. Adding context information (previous re-
current state of the conversation) boosts perfor-
mance significantly.

A notable aspect of our model is how contex-
tual information is leveraged at different levels of
the sequence modeling task. The combination of
conversation-level contextual states for utterance-
representation learning (+ Context) and a CRF at
the conversation level to further inform conversa-
tion sequence modeling, leads to a collective per-
formance improvement. This is particularly pro-
nounced on the SwDA dataset: the two variants
of the context-aware attention models (Bi-RNN +
Attention + Context and Bi-RNN + Self-attention
+ Context) have significant performance gains.

6 Conclusion

We developed a model for DA classification with
context-aware self-attention, which significantly
outperforms earlier models on the commonly-used

Figure 2: Previous Label Entropy vs. Accuracy on the
SwDA Dataset

Figure 3: Previous Label Entropy vs. Accuracy on the
MRDA Dataset

SwDA dataset and is very close to state-of-the-art
on MRDA. We experimented with different utter-
ance representation learning methods and showed
that utterance representations learned at the lower
levels can impact the classification performance at
the higher level. Employing self-attention, which
has not previously been applied to this task, en-
ables the model to learn richer, more effective ut-
terance representations for the task.

As future work, we would like to experiment
with other attention mechanisms such as multi-
head attention (Vaswani et al., 2017), directional
self-attention (Shen et al., 2018a), block self-
attention (Shen et al., 2018b), or hierarchical at-
tention (Yang et al., 2016), since they have been
shown to address the limitations of vanilla atten-
tion and self-attention by either incorporating in-
formation from different representation subspaces
at different positions to capture both local and
long-range context dependencies, encoding tem-
poral order information, or by attending to context
dependencies at different levels of granularity.
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A Supplementary Material

A.1 Training & Hyperparameters
All hyperparameters were selected by tuning one
hyperparameter at a time while keeping the oth-
ers fixed. Validation splits were used for the tun-
ing process. The final set of hyperparameters were
then used to train two different models, one each
on SwDA and MRDA training splits. Table 5 lists
the range of values for each parameter that we ex-
perimented with, and the final value that was cho-
sen. Dropout was applied to the utterance embed-
dings. Early stopping was used on the validation
set with a patience of 15 epochs.

Hyperparams Range of values Final value
Word GloVe 100D GloVe 300D +
Embeddings GloVe 200D ELMo 1024D

GloVe 300D

Word2vec 300D
Word2vec 200D

ELMo 1024D

GloVe 300D +
ELMo 1024D

Word2Vec 300D +
ELMo 1024D

Sentence GRU 20 - 300 50
Size (u)
Utterance GRU 20 - 600 100
Size (k)
Learning Rate 0.01 - 2.0 0.015
Dropout 0.1 - 0.8 0.3
Optimizer SGD, Adam

RMSProp,
Adam

Table 5: Hyperparameter space and tuned values
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Abstract

The majority of current systems for end-to-
end dialog generation focus on response qual-
ity without an explicit control over the affec-
tive content of the responses. In this paper, we
present an affect-driven dialog system, which
generates emotional responses in a controlled
manner using a continuous representation of
emotions. The system achieves this by mod-
eling emotions at a word and sequence level
using: (1) a vector representation of the de-
sired emotion, (2) an affect regularizer, which
penalizes neutral words, and (3) an affect sam-
pling method, which forces the neural network
to generate diverse words that are emotion-
ally relevant. During inference, we use a re-
ranking procedure that aims to extract the most
emotionally relevant responses using a human-
in-the-loop optimization process. We study
the performance of our system in terms of both
quantitative (BLEU score and response diver-
sity), and qualitative (emotional appropriate-
ness) measures.

1 Introduction
Recent breakthroughs in deep learning techniques
have had an impact on end-to-end conversational
systems (Chen et al., 2017). Current research is
mainly focused on functional aspects of conver-
sational systems: keyword extraction, natural lan-
guage understanding, and pertinence of generated
responses (Ilievski et al., 2018). Although these
aspects are indeed key features for building a com-
mercial system, most existing solutions lack social
intelligence. Conversational systems could bene-
fit from incorporating social intelligence by: (1)
avoiding interaction problems that may arise when
the system does not understand the user’s request
(e.g., inappropriate responses that cause user anger)
(Maslowski et al., 2017), and (2) building rapport

∗ Both authors contributed equally to this work.

with the user (Strohkorb et al., 2016). Our method
makes such conversational systems more social
by outputting responses expressing emotion in a
controlled manner, without sacrificing grammatical
correctness, coherence, or relevance.

Existing sequence-to-sequence (seq2seq) archi-
tectures, either recurrent- (Sordoni et al., 2015; Ser-
ban et al., 2015), attention- (Vaswani et al., 2017)
or convolutional neural network (CNN)-based (Fan
et al., 2018), do not provide a straightforward way
to generate emotionally relevant output in a con-
trolled manner. We introduce EMOTIonal CONver-
sational System (EMOTICONS), which generates
emotion-specific responses. It is based on novel
contributions presented in this paper which fall in
two main categories: explicit models which allow
a controlled emotion-based response generation
(e.g., methods based on emotion embeddings, af-
fective sampling, and affective re-ranking), and
implicit models with no direct control over the de-
sired emotion (i.e., affective regularizer). We show
that EMOTICONS outperforms both the system
proposed by Zhou et al. (2018) (current state of the
art for our task) and the vanilla seq2seq in terms
of BLEU score (Papineni et al., 2002) (improve-
ment up to 7.7%) and response diversity (improve-
ment up to 52%). Additionally, we qualitatively
evaluate the emotional content of the generated
text (see example responses in Table 1). The user
study (22 people) demonstrates that EMOTICONS
is able to generate grammatically correct, coherent,
emotionally-rich text in a controlled manner.

2 Related Work

Sequence-to-sequence (seq2seq) models have at-
tracted a lot of attention in the past few years, es-
pecially in the fields of Neural Machine Trans-
lation (Sutskever et al., 2014; Bahdanau et al.,
2014) and Neural Dialogue Generation (Sordoni
et al., 2015; Vinyals and Le, 2015; Serban et al.,
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Input Good to see you again. Be careful, I have a knife. You’re the only one who can help us.

Baseline It’s good to see you. Don’t worry about it. There’s a lot of people here.
E

M
O

T
IC

O
N

S Fear What are you doing here? I’m just trying to get out of here. What are you going to do with me?
Anger I’m not here. I’m going to kill you. You’re not the only one who can help me.

Joy Good to see you. I’m going to marry you. I can protect you.
Surprise You want to talk to me? I’m just going to the party. You’ve got to be kidding me.

Table 1: Example responses from the baseline (seq2seq) model and the four EMOTICONS models with different
emotions.

2015). Prior work has focused on designing ar-
chitectures that lead to the best performance in
terms of BLEU (Papineni et al., 2002) and Per-
plexity scores. Most seq2seq models are based on
gated recurrent neural networks, either Long Short
Term Memory (LSTM) (Hochreiter and Schmidhu-
ber, 1997) or Gated Recurrent Unit (GRU) (Serban
et al., 2015), but in general it is difficult to conclude
which gating mechanism performs better (Chung
et al., 2014). In our model, we use GRU because it
has fewer parameters to optimize, and it is faster to
train.

In order to overcome the problem of generat-
ing trivial or mundane responses, there have been
developments in inference techniques for encoder-
decoder systems. Use of beam search has been
shown to improve the general quality of gener-
ated answers, while Maximum Mutual Informa-
tion (MMI) (Li et al., 2016) has improved the diver-
sity of generated answers, leading to more mean-
ingful output. We build on these techniques during
affective inference.

Emotion-based (affective) dialog generation sys-
tems have received increasing attention in the past
few years. Huang et al. (2018) use emotion tokens
(special “words” in a dictionary representing spe-
cific emotions) at either the encoder or decoder
side, forcing the decoder to output a sentence with
one specific emotion. Zhou et al. (2018) build
their system using external and internal memory,
where the former forces the network to generate
emotional words, and the latter measures how emo-
tional a generated sequence is compared to a target
sequence. Lubis et al. (2018) modeled emotions
in Valence-Arousal (VA) space for response gen-
eration. We extend this idea by using a Valence-
Arousal-Dominance (VAD) Lexicon (Mohammad,
2018), as it has been shown by Broekens (2012)
that the third dimension (Dominance) is useful for
modeling affect. Asghar et al. (2017) used the VAD
Lexicon, but they let the neural network choose the
emotion to generate (by maximizing or minimizing

the affective dissonance) and their system cannot
generate different emotional outputs for the same
input, nor generate a specified emotion.

3 System Architecture
Our system (see overview in Figure 1) is divided
into three main components: (1) Emotion Label-
ing – automatic labeling of sentences according
to the emotional content they express, using an
emotion classifier (§3.2.1); labeling of words with
VAD Lexicon values (§4.2), (2) Affective Train-
ing – training of two seq2seq networks, which use
an encoder-decoder setting. The first network is
trained with prompt-response pairs (S-T), whereas
the second (used during Affective Inference) is
trained with reversed pairs (T-S), (3) Affective In-
ference – generation of many plausible responses,
which are re-ranked based on emotional content.

3.1 Preliminaries
Let V = {w1, w2, . . . , w|V |} be a vocabulary, and
X = (x1, x2, . . . , x|X |) a sequence of words (e.g.
a sentence). We denote EX ∈ R6 as an emotion
vector representing a probability distribution over
six emotions associated with the sequence X :

EX =




panger
psurprise
pjoy

psadness
pfear
pdisgust




Note that in this work we focus on six basic emo-
tions proposed by Paul Ekman (Ekman et al., 1983)
but the techniques we develop are general and can
be extended to a more fine grained list of emotions.
X can be an input sequence, candidate response,
final response, or target response (denoted respec-
tively as S, RC , Rfinal, R0). We introduce E0,
which during training, is the representation of the
emotion of the target response (R0). During test-
ing, E0 indicates a desired emotion for the final
response (Rfinal), and can be set manually. For
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Figure 1: System overview: The input sequence and the target emotion (automatically extracted from the target
response using the emotion classifier during training, and set by the user during inference) are fed into the seq2seq.
The generated candidate responses are re-ranked based on the output of the reversed seq2seq, the length, and the
emotional content.

example, in the case of ‘anger’, E0 would be a
one-hot vector with 1 at the first position, and 0
elsewhere.

In our work, we extend the standard seq2seq
model (Sutskever et al., 2014), that predicts the
final responseRfinal = argmaxRC p(RC |S). The
proposed affective system aims to extend the in-
ference mechanism by incorporating emotions en-
coded in E0:

Rfinal = argmax
RC

p(RC |S,E0) (1)

3.2 Affect Modeling

We extend the standard seq2seq architecture by in-
cluding emotion-specific information during the
training and the inference. A critical challenge
in both generating and evaluating responses is a
reliable assessment of emotional state. We use
two representations of emotion: (1) a categorical
representation with six emotions (anger, surprise,
joy, sadness, fear, disgust), and (2) a continuous
representation in a VAD space. The latter uses a
VAD Lexicon introduced by Mohammad (2018),
where each of 20k words is mapped to a 3D vec-
tor of VAD values, ranging from 0 (lowest) to 1
(highest) (v ∈ [0, 1]3). Valence measures the posi-
tivity/negativity, Arousal the excitement/calmness,
and Dominance the powerfulness/weakness of the
emotion expressed by a word. This expands the
work of Lubis et al. (2018), who modeled emotions
only in VA space. In the following sections we
describe different versions of the proposed model.

3.2.1 Emotion Classifier
Affective training requires E0, the emotion repre-
sentation of the target sequence. In order to label
all sentences of the corpus with E0, we use an
Emotion Classifier by Witon et al. (2018). The

classifier predicts a probability distribution over
class of six emotions. The classifier predictions
for Cornell Movie-Dialogs Corpus (Cornell) have
been shown to be highly correlated with human
predictions (Witon et al., 2018).

3.2.2 Sequence-Level Explicit Encoder
Model (SEE)

To explicitly generate responses with emotion, this
version of the model includes an emotion embed-
ding at the encoder side. We feed the encoder
with S ′ = (eSEE, s1, s2, . . . , s|S|), where eSEE =
ASEEE0 is an Emotion Embedding (eSEE ∈ R3),
and ASEE ∈ R3×6 is a mapping (learned dur-
ing training) from E0 into an emotion embedding
space.

3.2.3 Sequence-Level Explicit Decoder
Model (SED)

Another way of forcing an emotional output is to
explicitly indicate the target emotion at every step
in decoding along with other inputs. Formally,
the GRU hidden state at time t is calculated as
ht = f(ht−1, r′t) with r′t = [rt−1; eSED], where
eSED is defined similarly as eSEE. It is worth noting
that ASEE and ASED are different, which implies
that the emotion embedding spaces they map to
are also different. Compared to a similar approach
introduced by Huang et al. (2018), our solution
enables the desired emotional content, E0, to be
provided in a continuous space.

3.2.4 Word-Level Implicit Model (WI)
To model the word-level emotion carried by each
sequence, we introduce an Affective Regularizer
(AR), which expresses the affective distance be-
tween Rfinal and R0, in the VAD space. It forces
the neural network to prefer words in the vocabu-
lary that carry emotions in terms of VAD. Math-
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ematically, we extend the regular Negative Log
Likelihood (NLL) loss with an affective regular-
izer, LAR:

L = LNLL + LAR

= − log p(Rfinal|S) + µLVAD(Rfinal,R0)

LVAD(Rfinal,R0) =

∥∥∥∥∥∥

|Rfinal|∑

t=1

EVADst
|Rfinal|

−
|R0|∑

t=1

eVAD
r0t

|R0|

∥∥∥∥∥∥
,

where st = softmax(ht) (st ∈ R|V |) is a
confidence of the system of generating words
w1, . . . , w|V | at time t and µ ∈ R. eVAD

x ∈ R3 is
a 3D vector representing emotion associated with
a word x in VAD space (note that eVAD

x is constant
with respect to t), and EVAD ∈ R3×|V | is a matrix
containing eVAD

wv for all |V | words in the vocabu-
lary:

EVAD =
[
eVAD
w1

; . . . ; eVAD
w|V |

]

Intuitively, the regularizer penalizes the deviation
of the emotional content of the generated response,
Rfinal, from the desired response, R0. The emo-
tional information carried byRfinal is the weighted
sum of emotion representations eVAD

wi for all words
wi in the vocabulary, where the weights are deter-
mined by the confidence st.

3.2.5 Word-Level Explicit Model (WE)
Sequential word generation allows sampling of the
next word, based on the emotional content of the
current incomplete sequence. If some words in
a sequence do not express the target emotion E0,
other words can compensate for this by changing
the final affective content, e.g., in a sentence “I
think that the cat really loves me!”, the first 6 words
are neutral, whereas the end of the sentence make it
clearly express joy. We incorporate this observation
by explicitly generating the next word using an
Adaptive Affective Sampling Method:

log p(RC |S, E0) =

|RC|∑

t=1

log p(rt|r<t, er<t ,hS , E0),

p(rt|r<t, er<t ,hS , E0) = λ softmax g(ht) +

(1− λ) softmax v(EVAD
t ),

where g(ht) is a linear mapping from GRU hid-
den state ht to an output vector of size |V |, and

0 ≤ λ ≤ 1 is learned during training. The first
term in Equation 3.2.5 is responsible for generating
words according to a language model preserving
grammatical correctness of the sequence, whereas
the second term forces generation of words car-
rying emotionally relevant content. EVAD

t ∈ R3

is a vector representing the remaining emotional
content needed to match a goal (EVAD

0 ) after gener-
ating all words up to time t. It is updated every time
a new word rt with an associated emotion vector
eVAD
rt is generated:

EVAD
t = EVAD

t−1 − eVAD
rt−1

EVAD
0 =





|R0|∑
t=1

eVAD
r0t

, training

MVADE0 ·maxlength, inference

where eVAD
r0t

is an emotion vector associated with
words r0t in the target sequence, maxlength is a
maximum length set for the seq2seq model, and
MVAD ∈ R3×6 is a mapping from six-dimensional
emotion space into VAD space (every emotion has
a VAD vector as introduced by Hoffmann et al.
(2012), scaled to a range [0, 1]):

an
ge

r

su
rp

ri
se

jo
y

sa
dn

es
s

fe
ar

di
sg

us
t

[ 0 1 1 0 0 0 ] V
MVAD = 1 1 1 0 1 0.5 A

1 0 1 0 0 0.5 D

v(EVAD
t ) is a vector, whose i-th component mea-

sures the potential remaining emotional content of
the sequence in the case of choosing the i-th word
wi:

v(EVAD
t ) = −




∥∥EVAD
t − ew0

∥∥
. . .∥∥∥EVAD

t − ew|V |

∥∥∥




In the following, we set a constant λ = 1 af-
ter generating the first maxlength/2 words, as this
setting ensures that the first generated words carry
the right emotional content, while not sacrificing
the grammatical correctness of the whole response.
This leads to an improvement in performance.

3.3 Affective Inference
The methods described in the previous sections
aim to improve the seq2seq training/sampling pro-
cedure. We hypothesize that a good inference strat-
egy is crucial for generating diverse and emotion-
specific responses. As Li et al. (2016) suggest,
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traditional objective functions, i.e., likelihood of
a response given an input, can be improved by
using an N -best list and MMI during inference.
We build upon this idea; our hypothesis is that by
generating B diverse sequences and re-ranking the
responses, we are more likely to infer one best
emotion-specific response. The B-best list is found
using Beam Search of size B with length normal-
ization.

In the MMI-bidi setting, Li et al. (2016) rank all
responses found during beam search based on a
score calculated as:

Rfinal = argmax
RC

p(RC |S) + αp(S|RC) + β|RC |,
(2)

where p(S|RC) is a model with the same archi-
tecture as p(RC |S) trained on reversed prompt-
response pairs (T-S), and |RC | is the length of the
candidate response, RC . We modify this objective
in the following form:

Rfinal = argmax
RC

p(RC |S, E0) + αp(S|RC)

+β|RC | − γ ‖ERC − E0‖ ,
(3)

where the last term penalizes the deviation of the
emotional content, ERC , of the candidate response,
RC , from the desired emotional content, E0. The
task is to find optimal values of parameters α, β
and γ, which give the best responses in terms of
grammatical correctness, diversity (α, β) and emo-
tional content (γ) (see §5 and §6).

4 Model Training
In this section, we describe corpora used for train-
ing, the baseline models and the training procedure
for the models presented in §3.

4.1 Corpora
Cornell contains around 10K movie characters and
around 220K dialogues (Danescu-Niculescu-Mizil
and Lee, 2011).
OpenSubtitles2018 is a collection of translated
movie subtitles with 3.35G sentence fragments
(Tiedemann, 2009). It has been filtered to get pairs
of consecutive sequences (containing between 5
and 30 words), with respective timestamps within
an interval of 5 seconds, that are part of a conversa-
tion of at least 4 turns. The filtered dataset contains
2.5M utterances.
Preprocessing Each dataset is tokenized using the
spaCy1 tokenizer, converted to lowercase, and non-

1https://spacy.io

ASCII symbols are removed. To restrain the vocab-
ulary size and correct the typos, we use a default
vocabulary of fixed size 42K words from spaCy.
Each word in the dataset is then compared with
the vocabulary using the difflib library2 in Python
(algorithm based on the Levenshtein distance), and
mapped to the most similar word in the vocabu-
lary. If no word with more than 90% of similarity
is found, the word is considered a rare word or
a typo, and is mapped to the out-of-vocabulary
(OOV) word. For Cornell, less than 1% of the uni-
grams are OOV.

4.2 Affective Dictionary
The VAD lexicon may not have all the words in
the vocabulary. Based on the word similarity (us-
ing difflib library), each word of the vocabulary
is assigned a VAD value of the most similar word
in the VAD lexicon. If no word with more than
90% of similarity is found, a “neutral” VAD value
(v = [0.5, 0.5, 0.5]) is assigned.

4.3 Baselines
We compare our work to two different baselines: a
vanilla seq2seq and the ECM introduced by Zhou
et al. (2018). For the external memory we use our
affective dictionary and train the model using the
default parameters provided by authors.

4.4 Training Details
All the hyper-parameters have been optimized on
the validation set using BLEU score (Papineni et al.,
2002). For the encoder, we use two-layer bidirec-
tional GRUs (hidden size of 256). The final hidden
states from both directions are concatenated and
fed as an input to the decoder of one-layer uni-
directional GRUs (hidden size of 512). The embed-
ding layer is initialized with pre-trained word vec-
tors of size 300 (Mikolov et al., 2018), trained with
subword information (on Wikipedia 2017, UMBC
web-base corpus and statmt.org news dataset), and
updated during training. We use ADAM optimizer
(Kingma and Ba, 2014) with a learning rate of
0.001 for learning p(RC |S, E0) (resp. 0.01 for
p(S|RC)), which is updated by using a scheduler
with a patience of 20 epochs and a decreasing rate
of 0.5. The gradient norm is clipped to 5.0, weight
decay is set to 1e−5, and dropout (Srivastava et al.,
2014) is set to 0.2. The maximum sequence length
is set to 20 for Cornell and to 30 for OpenSubtitles.
The models have been trained on 94%, validated
on 1%, and tested on 5% of the data.

2https://docs.python.org/3/library/difflib.html
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Model C distinct-1 C distinct-2 OS distinct-1 OS distinct-2 C BLEU OS BLEU
N

o
re

-r
an

k




Baseline 0.0305 0.1402 0.0175 0.1205 0.0096 0.094
ECM 0.0310 0.1412 0.0180 0.1263 0.0099 0.099
SEE 0.0272 0.1331 0.0170 0.1100 0.0110 0.093
SED 0.0303 0.1502 0.0189 0.1231 0.0128 0.103
WI 0.0316 0.1480 0.0175 0.1235 0.0129 0.100
WE 0.0310 0.1400 0.0195 0.1302 0.0098 0.095

WI + WE 0.0342 0.1530 0.0198 0.1300 0.0108 0.105
(+12.1%) (+9.1%) (+13.1%) (+7.9%) (+12.5%) (+11.7%)

R
e-

ra
nk





MMIbaseline 0.0379 0.1473 0.0200 0.1403 0.0130 0.105
EMOTICONSγ=0 0.0406 0.2030 0.0305 0.1431 0.0140 0.110

(+7.1%) (+37.8%) (+52.5%) (+2.0%) (+7.7%) (+4.8%)

Table 2: Quantitative results: Results for all proposed models trained on Cornell (C) and OpenSubtitles (OS).
distinct-1 and distinct-2 count the number of distinct unigrams and bigrams, respectively, normalized by the total
number of generated tokens in 200 candidate responses. The performance boost is computed with respect to the
vanilla seq2seq model.

5 Quantitative Evaluation for Model
Selection

To evaluate language models, we use BLEU score
(computed using 1- to 4-grams), as it has been
shown to correlate well with human judgment
(Agarwal and Lavie, 2008). Perplexity does not
provide a fair comparison across the models: dur-
ing the training of the baseline seq2seq model, we
minimize the cross entropy loss (logarithm of per-
plexity), whereas in other models (e.g., WI) we aim
to minimize a different loss not directly related to
perplexity (cross entropy extended with the affec-
tive regularizer). Having more diverse responses
makes the affective re-ranking more efficient, to
evaluate diversity we count the number of distinct
unigrams (distinct-1) and bigrams (distinct-2), nor-
malized by the total number of generated tokens.

The performance of different models introduced
in §3 are presented in Table 2. MMIbas. refers to a
system that re-ranks responses based on Equation 2,
where both p(RC |S) and p(S|RC) are baseline
seq2seq models. EMOTICONS is a system based
on Equation 3, where p(RC |S, E0) is computed
using a composition of Word-Level Implicit Model
(WI) and Word-Level Explicit Model (WE), and
p(S|RC) is computed using WI (as we are not
interested in explicitly using the input emotion).
We optimize α and β on the validation set using
BLEU score, since Li et al. (2016) have shown
that adding MMI during inference improves the
BLEU score. We set γ = 0 and find optimal values
αopt = 50.0 and βopt = 0.001 using grid search.

Improving BLEU score and diversity was not the

goal of our work, but the observed improvement
(after adding emotions) shows that the different sys-
tems are able to extract and use emotional patterns
to improve the general language model.

5.1 Response Diversity
From Table 2, we observe that for both Cornell and
OpenSubtitles datasets, SED, WI, and WE models
outperform the vanilla seq2seq and the ECM for at
least one of the two distinct measures. SEE has the
worst performance overall and does not compete
with either the baseline, nor with SED. This is ex-
pected according to the results reported by Huang
et al. (2018). It seems that the model is not able to
capture the information carried by the additional
emotion embedding token – it is treated as just one
additional word among 20 others. SED makes bet-
ter use of the emotion information, as it is used at
each time step during decoding. In addition, it is
more natural to use these features during the decod-
ing, since the emotion embedding represents the
desired emotion of the response. The combination
of WI and WE performs best in terms of distinct-1
and distinct-2 measures among all models with-
out re-ranking, yielding an improvement of up to
13.1%. It suggests that the word level emotion
models suit the seq2seq architecture better. During
training, both models are encouraged not only to
match the target words, but also to promote less
frequent words that are close to the target words
in terms of VAD values (affective regularizer and
affective sampling), fostering the model to generate
more diverse responses.

As expected, by adding MMI, we observe an
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improvement in diversity, but the relative im-
provement for OpenSubtitles (MMIbas.) is smaller
than the one reported by Li et al. (2016). This
could originate from the different data filtering
and beam search strategy, and the fact the hyper-
parameter optimization has been performed on
Cornell. EMOTICONS is a combination of WI +
WE (best performing model) for p(RC |S, E0) and
WI for p(S|RC), it is better than MMIbas. (up to
52.5% gain in distinct-1).

It is worth noting that we observe higher
scores in terms of diversity for the reversed
model p(S|RC) compared to the normal model
p(RC |S, E0), while training on Cornell. We can
explain this using the data distribution: distinct-2 is
higher for the questions than for the answers (0.167
and 0.154 for Cornell, respectively).

5.2 Response Quality
Table 2 shows that, in general, introducing emo-
tional features into the process of generating re-
sponses does not reduce the BLEU score. To re-
duce the potential negative impact of choosing in-
appropriate first words in the sequence, we com-
pute the BLEU score on the result of beam search
of size 200. For example, if the first word is “I”,
the seq2seq models tend to generate a response
“I don’t know” with high probability, due to the
high number of appearances of such terms in the
training set. In certain cases, like WI and SED, we
observe an improvement. Such an improvement
is expected, since our model takes into account
additional (affective) information from the target
sequence during response generation.

6 Human-in-the-Loop Hyper-Parameter
Estimation

The quantitative evaluation shows that
EMOTICONS outperforms the baseline while
adding the emotional features during response
generation. The re-ranking phase did not take into
account the affective term (γ = 0 in Equation 3).
Setting a different value would not necessarily
improve any of the available metrics (e.g., BLEU
score, diversity), as they do not explicitly take into
account affective content in their definition. In this
section, we describe an optimization procedure,
relying on human judgment, for finding the optimal
value of γ.

6.1 Experiment Description
We asked annotators to evaluate (using an Affect-
Button) the generated responses. We use Affect-
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Figure 2: Hyper-parameter optimization: For different
values of γ, users assign a face to the generated re-
sponse. Each point represents an average ∆E of an-
notations for each emotion. ∆E is the difference be-
tween the VAD representation of the face assigned by
the user and the desired emotion for the response. The
size is proportional to the number of collected annota-
tions. ∆E is at a minimum for γopt = 4.2.

Button (Broekens and Brinkman, 2013), a reliable
affective tool for assigning emotions, which, to our
knowledge, has never been used for estimating the
emotional content of the generated responses. In
our experiment, the AffectButton lets users choose
a facial expression from a continuous space (see
Figure 3), that best matches the emotional state as-
sociated with the sequence, which is then mapped
into the VAD space. In order to conduct the ex-
periment, we chose a pool of 12 annotators, who
annotated a total of 400 sequences. The prompts
were randomly chosen from the test set of Cornell,
among the 200 sequences that create the most di-
verse responses in terms of distinct-2. The more
diverse the responses are, the more likely we are to
select a response carrying a desired emotion. The
responses for the prompts were generated using
EMOTICONS where the target emotion was either
fear, anger, joy, or surprise; the four corners of the
AffectButton. γ was randomly chosen among 20
uniformly sampled values in [0, 10].

6.2 Experiment Results
In Figure 2, we present the difference between
the VAD value according to the face assigned by
the user, and the desired emotion for the response.
The average curve presents a global minimum at
γopt = 4.2. The system does not perform equally
well at generating different emotions according
to the human judgment. On average, we observe
lower values for joy compared to anger in Figure 2.
This phenomenon is expected, as in the re-ranking
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Model Grammatical User Preference
Correctness Total Majority Vote

MMIbas. 83 % 39 8

E
M

O
T

IC
O

N
S Fear 82 %

96 37
Anger 80 %

Joy 84 %
Surprise 79 %

Table 3: User study results: Grammatical Correct-
ness shows the ratio of grammatically correct sentences
among all generated responses, whereas User Prefer-
ence shows the number of times each model was pre-
ferred by the users.

process ERC is estimated using the emotion clas-
sifier (Witon et al., 2018) which detects joy more
accurately than anger (77% versus 57%), surprise
(62%) and fear (69%).

7 Qualitative Evaluation
In this section, we qualitatively evaluate the emo-
tional content and correctness of the responses gen-
erated by EMOTICONSγ=γopt compared to the
ones from MMIbas. through a user study. It consists
of three different experiments which measure gram-
matical correctness, user preference, and emotional
appropriateness. For all experiments, we chose
prompts from the test set of Cornell, for which the
most diverse responses were created by MMIbas.
in terms of distinct-2. We test EMOTICONS by
generating responses according to four emotions:
fear, anger, joy, and surprise (beam size of 200).

7.1 Grammatical Correctness

In this experiment, we used 40 prompts. For
each prompt, we generated 5 sentences (4 for
EMOTICONS, and 1 for MMIbas.) that were pre-
sented in a random order to 3 native English speak-
ers. They assigned either 0 (sentence grammati-
cally incorrect), or 1 (sentence grammatically cor-
rect) for all sentences. To measure the agreement
across annotators, we calculate Fleiss’ κ = 0.4128,
which corresponds to “moderate agreement”. Our
model does not substantially sacrifice the gram-
matical correctness of the responses (see Table 3).

7.2 User Preference

In this setting, we quantify how likely the user
is going to prefer the response generated by
EMOTICONS compared to the one generated by
MMIbas.. We asked 18 annotators to choose their fa-

(a) Bas. (b) Fear (c) Anger (d) Joy (e) Surprise

Figure 3: Emotional faces: AffectButton presents faces
according to average VAD vectors (in parentheses)
obtained for the (a) MMIbas. ([0.47, 0.98, 0.36]), and
for the four EMOTICONS models with different tar-
get emotions: (b) Fear ([0.2, 0.95, 0.38]), (c) Anger
([0.54, 0.92, 0.65]), (d) Joy ([0.68, 0.97, 0.66]), and
(e) Surprise ([0.37, 0.97, 0.52]).

vorite response to the input query among eight pro-
posed answers (top four responses coming from the
MMIbas and 4 coming from EMOTICONS with
the four different target emotions). Each of 45 sen-
tences were annotated by three different annotators.
Results of the experiment (Table 3) indicate that
users strongly prefer EMOTICONS over MMIbas..

7.3 Emotional Appropriateness
In this experiment, we show that our model is able
to generate emotions in a controlled manner. For
each of the 5 models, 22 users assign a face via
the AffectButton. We generate responses for 120
different prompts. We keep the responses that were
annotated with a VAD vector with the norm greater
than 2, corresponding to those expressing strong
emotions. We compute the average VAD vectors
for the annotated sequences for each model, with
corresponding AffectButton faces (Figure 3). The
majority of user-assigned faces have a high arousal
value, which can be explained by the fact that users
tend to click in one of the four corners of the Af-
fectButton. The majority of the faces represent
an accurate portrayal of the desired emotion. The
poor performance of EMOTICONS at expressing
surprise comes from the fact that (1) users often
mismatch surprise with joy, leading to a neutral
dominance value, and (2) surprise is one of the
most difficult emotions to judge (see §6).

8 Conclusion
We have presented EMOTICONS, a system that
can generate responses with controlled emotions.
The flexibility of the presented solution allows it
to be used in any kind of neural architecture as
long it fits the encoder-decoder framework. Cur-
rently, EMOTICONS does not generate different
emotions equally well. Future work could include
incorporating contextual information that would
help EMOTICONS to better capture emotional con-
tent.
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Abstract

Recent end-to-end task oriented dialog sys-
tems use memory architectures to incorporate
external knowledge in their dialogs. Current
work makes simplifying assumptions about
the structure of the knowledge base (such as
the use of triples to represent knowledge) and
combines dialog utterances (context), as well
as, knowledge base (KB) results, as part of the
same memory. This causes an explosion in the
memory size, and makes reasoning over mem-
ory, harder. In addition, such a memory de-
sign forces hierarchical properties of the data
to be fit into a triple structure of memory. This
requires the memory reader to learn how to
infer relationships across otherwise connected
attributes.

In this paper we relax the strong assumptions
made by existing architectures and use sep-
arate memories for modeling dialog context
and KB results. Instead of using triples to
store KB results, we introduce a novel multi-
level memory architecture consisting of cells
for each query and their corresponding re-
sults. The multi-level memory first addresses
queries, followed by results and finally each
key-value pair within a result. We conduct de-
tailed experiments on three publicly available
task oriented dialog data sets and we find that
our method conclusively outperforms current
state-of-the-art models. We report a 15-25%
increase in both entity F1 and BLEU scores.

1 Introduction

Task oriented dialog systems are designed to com-
plete a user specified goal, or service an infor-
mation request using natural language exchanges.
Unlike open domain end-to-end neural dialog
models, task oriented systems rely on external
knowledge sources, outside of the current conver-
sation context, to return a response (Henderson

∗Work done during internship at IBM Research AI

et al., 2014a; Su et al., 2016; Bordes and Weston,
2017a; Eric and Manning, 2017; El Asri et al.,
2017). For instance, in the example shown in Ta-
ble 1, a dialog agent giving tour package recom-
mendations needs to be able to first query an exter-
nal knowledge source to determine packages that
meet a user’s requirement, and then respond ac-
cordingly.

Origin Dest. Hotel Price Cat. Rating ...
Dallas Mannheim Regal Resort $2800 5.0 8.98 ...
Toronto Calgary Amusement $1864.4 4.0 6.91 ...
Dallas Mannheim Vertex Inn $3592.8 3.0 7.15 ...
Dallas Santos Globetrotter $2000 3.0 8.37 ..
Dallas Mannheim Starlight $4018.1 4.0 8.56
... ... ... ... ... ... ...

Role Turn Utterance
Agent 1 how can i help

User 2
i’ve got a few days off from aug 26-aug 31. I’m not flexible
on this, but i want to somehow treat myself with an 8 day trip.
I’m leaving Dallas and I want to check out Munich

Agent 2 sorry we dont have any package for Munich
User 3 how about Mannheiem?
Agent 3 would a 5 day trip suffice
User 4 sure dude
Agent 4 A 5 star hotel called the Regal resort, it has free wifi and a spa
User 5 dates?
Agent 5 starts on august 27th until the 30th
User 6 ok that could work. I would like to see my options in Santos.

Agent 6
there is Hotel Globetrotter in Santos. it has 3 stars and comes
with breakfast and wifi, it leaves on august 25th and returns on
30th, all for $2000

User 7 ahh i can’t leave until august 26th though. I guess i’ll just have
to go to Mannheim then.

Agent 7 the Regal resort package costs $2800 with economy class.
User 8 yeah i will book it

Table 1: A goal oriented dialog based on the Frames
dataset (El Asri et al., 2017) along with an external
knowledge source with each row containing a tour
package.

In order to enable end-to-end goal oriented di-
alog tasks, current state of the art methods use
neural memory architectures to incorporate exter-
nal knowledge (Su et al., 2016; Eric and Manning,
2017; Madotto et al., 2018). As can be seen in Ta-
ble 1, agent responses may also include entity val-
ues present only in the dialog context (eg: “Mu-
nich” in the Agent response in Turn 2). In order
to support such utterances, models also include
tokens from the input dialog context in the same
memory (Madotto et al., 2018).
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Existing memory based architectures for task
oriented dialog suffer from multiple limitations.
First, the creation of a shared memory for copy-
ing values from dialog context, as well as the
knowledge base (KB) results, forces the use of a
common memory reader for two different types of
data. This makes the task of reasoning over mem-
ory, harder – not only does the memory reader
need to determine the right entries from a large
memory (since each word from context also occu-
pies a memory cell), it also needs to learn to dis-
tinguish between the two forms of data (context
words and KB results) stored in the same memory.

Subject Relation Object Subject Relation Object
Vertex Inn Price $3592.8 Vertex Inn Category 3.0
Regal Resort Price $2800 Regal Resort Rating 8.98
Regal Resort Category 5.0 Starlight Price $4018.1
Starlight Rating 8.56 Starlight Category 4.0
... ... ... ... ... ...

Table 2: Results from Dallas to Mannheim stored in the
form of triples.

Second, all current neural memory architectures
store results, returned by a knowledge source, in
the form of triples (eg. subject − relation −
object). This modeling choice makes it hard for
the memory reader to infer relationships across
otherwise connected attributes. For instance, con-
sider the example triple store in Table 2 showing
results for a query executed for packages between
“Dallas” and “Mannheim”. If the user asks the di-
alog agent to check the price of stay at a 5 star
hotel, the memory reader needs to infer that the
correct answer is $2800 by learning that the price,
category and hotel need to be linked inorder to re-
turn an answer (shown in blue).

Lastly, current models treat conversations as a
sequential process, involving the use of KB re-
sults from only the most recent information re-
quest/query. In contrast, in real world dialogs such
as the one shown in Table 1, the agent may have to
refer to results (to Mannheim) from a previously
executed query (see Turn 7). Thus, at each turn,
the system has to memorize all the information ex-
changed during the dialog, and infer the package
being referred to, by the user. In order to support
such dialogs, the memory needs to store results of
all queries executed during the course of the di-
alog. The problem of inferring over such results
(which may be from multiple queries) is exacer-
bated when memory is represented in the form of
triples.

In this paper, we present our novel multi-level
memory architecture that overcomes the limita-
tions of existing methods: (i) We separate the
memory used to store tokens from the input con-
text and the results from the knowledge base.
Thus, we learn different memory readers for con-
text words as well for knowledge base entities
(ii) Instead of using a subj − rel − obj store,
we develop a novel multi-level memory architec-
ture which encodes the natural hierarchy exhib-
ited in knowledge base results by storing queries
and their corresponding results and values at each
level. We first attend on the queries, followed by
the results in each query to identify the result be-
ing referred to, by the user. We then attend on the
individual entries in the result to determine which
value to copy in the response. Figure 1c shows
our multi-level memory storing the results from
queries executed as part of the dialog in Table 1.
Our paper makes the following contributions:
1. We propose the use of separate memories for
copying values from context and KB results. Thus,
the model learns separate memory readers for each
type of data.
2. Our novel multi-level memory for KB results,
models the queries, results and their values in their
natural hierarchy. As our experiments show, the
separation of memory as well as our multi-level
memory architecture, both, contribute to signifi-
cant performance improvements.
3. We present detailed experiments demonstrat-
ing the benefit of our memory architecture along
with model ablation studies. Our experiments
on three publicly available datasets (CamRest676
(Su et al., 2016), InCar assistant (Eric and Man-
ning, 2017), Maluuba Frames (El Asri et al.,
2017)) show a substantial improvement of 15-25
% in both entity F1 scores, and BLEU scores as
compared to existing state of the art architectures.
To the best of our knowledge, we are the first to
attempt end-to-end modeling of task oriented di-
alogs with non-sequential references as well as
multiple queries, as seen in the Maluuba Frames
dataset. A human evaluation on model outputs
also shows our model is preferred by users over
existing systems such as KVRet (Eric and Man-
ning, 2017) and Mem2Seq (Madotto et al., 2018).

2 Related work

Recent methods, such as (Vinyals and Le, 2015;
Serban et al., 2016, 2017), proposed for end-to-
end learning of dialogs were aimed at modeling
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open-domain dialogs. While they can be used for
learning task oriented dialogs, they are not well
suited to interface with a structured KB. To bet-
ter adapt them to handle task oriented dialogs: 1)
(Bordes and Weston, 2017b) proposed a memory
network based architecture to better encode KB
tuples and perform inferencing over them and 2)
(Madotto et al., 2018) incorporated copy mecha-
nism to enable copying of words from the past ut-
terances and words from KB while generating re-
sponses. All successful end-to-end task oriented
dialog networks (Eric and Manning, 2017; Bordes
and Weston, 2017b; Madotto et al., 2018) make
assumptions while designing the architecture: 1)
KB results are assumed to be a triple store, 2) KB
triples and past utterances are forced to be repre-
sented in a shared memory to enable copying over
them. Both these assumptions make the task of
inferencing much harder. Any two fields linked
directly in the KB tuple are now linked indirectly
by the subject of the triples. Further, placing the
KB results and the past utterances in same mem-
ory forces the architecture to encode them using
a single strategy. In contrast, our work uses two
different memories for past utterances and KB re-
sults. The decoder is equipped with the ability to
copy from both memories, while generating the re-
sponse. The KB results are represented using a
multi-level memory which better reflects the natu-
ral hierarchy encoded by sets of queries and their
corresponding result sets.

Memory architectures have also been found to
be helpful in other tasks such as question answer-
ing. Work such as (Xu et al., 2016) defines a hi-
erarchical memory architecture consisting of sen-
tence level memory followed by word memory for
a QA task while (Chandar et al., 2016) defines a
memory structure that speeds up loading and infer-
encing over large knowledge bases. Recent work
by (Chen et al., 2018) uses a variational memory
block along with a hierarchical encoder to improve
diversity of open domain dialog responses.

3 Multi-Level Memory Network

In this section, we describe our end-to-end model
for task oriented dialogues. Our model1 (Figure
1a) consists of: (i) a hierarchical encoder which
encodes the current input context consisting of the
user and agent utterances (ii) a multi-level memory
that maintains the queries and knowledge base re-

1Code is available at Multi-Level Memory

sults seen so far in the course of the dialogue, and
(iii) copy augmented sequence decoder that uses
separate context and multi-level memory. The
queries and their corresponding results are main-
tained in a multi-level memory. The decoder uses
a gating mechanism for memory selection while
generating a response.

3.1 Encoder

Our model uses a standard hierarchical encoder
as proposed by (Sordoni et al., 2015). The en-
coder takes a sequence of utterances as input.
For the tth turn, the dialogue context can be rep-
resented as (c1, c2, ...c2t−1), which consists of
t user utterances and t − 1 system utterances.
Each utterance ci is further a sequence of words
(wi1, wi2, ...wim). We first embed each word
wij using a word embedding function φemb that
maps each word to a fixed-dimensional vector.
We then generate utterance representations, ϕ(ci)
using a single layer bi-directional GRU. heij de-
notes the hidden state of word wij in the bi-
directional GRU. The input representation c is
generated by passing each utterance representation
ϕ(ci) through another single layer GRU.

3.2 Multi-level Memory

Motivation: Current approaches break down
KB results by flattening them into (subj-rel-obj)
triples. However, converting KB results into
triples leads to loss of relationship amongst at-
tributes in the result set. This makes the rea-
soning over memory difficult as model now has
to infer relationships when retrieving values from
memory. Instead, we use a multi-level memory
which keeps the natural hierarchy of results intact
(without breaking them into triples). We store the
queries and their corresponding results and indi-
vidual values at different levels. We first attend on
the queries and then on the results for each query
to identify which result the user is referring to.
This also enables us to handle user requests that
refer to results from a previously executed query.
We propose that a representation of all the values
in the result, and not just one of the values (desig-
nated as subj), should be used while attending over
a result in KB. We attend on this compound repre-
sentation of the result before attending on the indi-
vidual key-value pairs in each result, to determine
which value to copy into the generated response.
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(a) Architecture of our model with multi-level memory
attention

(b) Context memory created using
the hidden states heij

(c) Expanded view of the multi-level KB memory
corresponding to example in Table 1

Figure 1: Model architecture (a) along with schematic representation of context memory (b) and multi-level KB
memory (c)

3.2.1 Memory Representation

Let q1, q2, ...qk be the queries fired to the knowl-
edge base till the current state of the dialogue.
Every query qi is a set of key-value pairs
{kqia : vqia , 1 < a < nqi}, corresponding to the
query’s slot and argument where nqi is the number
of slots in query qi. For example, after the user
utterance at Turn 3 in Table 1, the query fired
by the system on the knowledge base would be
{’origin’:’Dallas’,’destination’:’Manheim’,’Start’:
’Aug 26’, ’end’: ’Aug 31’, ’Adults’:1}. The ex-
ecution of a query on an external knowledge
base, returns a set of results. Let rij be the jth

result of query qi. Each result rij is also a set of
slot-value pairs {krija : v

rij
a , 1 < a < nrij} where

nrij is the number of attributes in result rij . A
visualization of the memory with queries and their
corresponding results can be seen in Figure 1c.

The first level of memory contains the query
representations. Each query qi is represented by
qvi = Bag of words over the word embeddings of
values (vqia ) in qi. The second level of memory
contains the result representations. Representation
of each result rij is given by rvij = Bag of words
over the word embeddings of values (vrija ) in rij .
The third level of memory contains the result cells
which have the key-value pairs (krija : v

rij
a ) of the

results. The values (vrija ) which are to be copied
into the system response are thus present in the fi-

nal level of memory . We now describe how we
apply attention over the context and multi-level
memory.

3.3 Decoder

The model generates the agent response word-by-
word; a word at time step t is either generated from
the decode vocabulary or is a value copied from
one of the two memories (knowledge base or con-
text memory). A soft gate g1 controls whether a
value is generated from vocabulary or copied from
memory. Another gate g2 determines which of the
two memories is used to copy values.

3.3.1 Generating words:
Let the hidden state of the decoder at time t be ht.

ht = GRU(φemb(yt−1), ht−1) (1)

The hidden state ht is used to apply atten-
tion over the input context memory. Attention
is applied over the hidden states of the input bi-
directional (BiDi) GRU encoder using the “con-
cat” scheme as given in (Luong et al., 2015). The
attention for the jth word in the ith utterance is
given by:

aij =
exp(wT1 tanh(W2tanh(W3[ht, h

e
ij ])))∑

ij exp(w
T
1 tanh(W2tanh(W3[ht, heij ])))

(2)
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The attention scores aij are combined to create an
attended context representation dt,

dt =
∑

i,j

ai,jh
e
ij (3)

and similar to (Luong et al., 2015), the decoder
word-generation distribution is given by :

Pg(yt) = softmax(W1[ht, dt] + b1) (4)

3.3.2 Copying words from context memory:
The input context memory is represented using the
hidden states heij of the input Bi-Di GRU encoder.
Similar to (Gulcehre et al., 2016), the attention
scores aij , are used as the probability scores to
form the copy distribution Pcon(yt) over the input
context memory.

Pcon(yt = w) =
∑

ij:wij=w

aij (5)

3.3.3 Copying entries from KB memory:
The context representation dt, along with the hid-
den state of decoder ht, is used to attend over the
multi-level memory. The first level attention, α.,
is applied over the queries q..

αi =
exp(wT2 tanh(W4[dt, ht, q

v
i ]))∑

i exp(w
T
2 tanh(W4[dt, ht, qvi ]))

(6)

The second level attention, βi., is the attention over
the results ri. of query qi.

βij =
exp(wT3 tanh(W5[dt, ht, r

v
ij ]))∑

j exp(w
T
3 tanh(W5[dt, ht, rvij ]))

(7)

The product of first level attention and second
level attention is the attention over results of all the
queries in the multi-level memory. The weighted
sum of the first level attention, second level at-
tention and result representations gives us the at-
tended memory representation, mt.

mt =
∑

i

∑

j

αiβijr
v
ij (8)

Each result is further composed of multiple re-
sult cells. On the last level of memory, which con-
tains the result cells, we apply key-value attention
similar to (Eric and Manning, 2017). The key of
the result cell is the word embedding of the slot,
k
rij
a , in the result. The attention scores, γij., for the

keys represent the attention over the result cells of
each result rij .

γijl =
exp(wT4 tanh(W6[dt, ht, φ

emb(k
rij
l )]))

∑
l exp(w

T
4 tanh(W6[dt, ht, φemb(k

rij
l )]))

(9)
The product of first level attention αi, second

level attention βij and third level attention γijl
gives the final attention score of the value vrijl in
the KB memory. These final attention scores when
combined (Eq. 10), form the copy distribution,
Pkb(yt), over the values in KB memory.

Pkb(yt = w) =
∑

ijl:v
rij
l

=w

αiβijγijl (10)

3.3.4 Decoding
Similar to (Gulcehre et al., 2016), we combine the
generate and copy distributions - we use gate g2
(Eq. 11) to obtain the copy distribution Pc(yt) (Eq.
12) by combining Pkb(yt) and Pcon(yt).

g2 = sigmoid(W7[ht, dt,mt] + b2) (11)

Pc(yt) = g2Pkb(yt) + (1− g2)Pcon(yt) (12)

Finally, we use gate g1 to obtain the final out-
put distribution P (yt), by combining generate dis-
tribution Pg(yt) and copy distribution Pc(yt) as
shown below:

g1 = sigmoid(W8[ht, dt,mt] + b3) (13)

P (yt) = g1Pg(yt) + (1− g1)Pc(yt) (14)

We train our model by minimizing the cross en-
tropy loss −∑T

t=1 log(P (yt)).

4 Experiments

4.1 Datasets
We present our experiments using three real world
publicly available multi-turn task oriented dia-
logue datasets: the InCar assistant (Eric and Man-
ning, 2017), CamRest (Su et al., 2016) and the
Maluuba Frames dataset (El Asri et al., 2017). All
three datasets contain human-human task oriented
dialogues which were collected in a Wizard-of-Oz
(Wen et al., 2017) setting.
(i) InCar assistant dataset consists of 3031
multi-turn dialogues in three distinct domains: cal-
endar scheduling, weather information retrieval,
and point-of-interest navigation. Each dialogue
has it’s own KB information provided and thus,
the system does not have to make any queries.
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(ii) CamRest dataset, consists of 676 human-to-
human dialogues set in the restaurant reservation
domain. There are three queryable slots (food,
price range, area) that users can specify. This
dataset has currently been used for evaluating slot-
tracking systems. Recent work by (Lei et al.,
2018) uses an end-to-end network without a KB
and substitutes slot values with placeholders bear-
ing the slot names in agent responses. However,
we formatted the data to evaluate end-to-end sys-
tems by adding API call generation from the slot
values so that restaurant suggestion task can pro-
ceed from the KB results.
(iii) Maluuba Frames dataset, consists of 1369
dialogues developed to study the role of memory
in task oriented dialogue systems. The dataset
is set in the domain of booking travel packages
which involves flights and hotels. In contrast to
the previous two datasets, this dataset contains di-
alogs that require the agent to remember all infor-
mation presented previously as well as support re-
sults from multiple queries to the knowledge base.
A user’s preferences may change as the dialogue
proceeds, and can also refer to previously pre-
sented queries (non-sequential dialog). Thus, to
store multiple queries, we require 3 levels in our
multi-level memory as compared to 2 levels in the
other datasets, since they don’t have more than one
query. We do not use the dialogue frame annota-
tions and use only the raw text of the dialogues.
We map ground-truth queries to API calls that are
also required to be generated by the model. Recent
work has used this dataset only for frame tracking
(Schulz et al., 2017) and dialogue act prediction
(Peng et al., 2017; Tang et al., 2018). To the best
of our knowledge we are the first to attempt the
end-to-end dialog task using this dataset. Table 3
summarizes the statistics of the datasets.

InCar CamRest Maluuba Frames
Train Dialogs 2425 406 1095
Val Dialogs 302 135 137
Test Dialogs 304 135 137

Avg. no. of turns 2.6 5.1 9.4
Avg length. of sys. resp. 8.6 11.7 14.8
Avg no. of sys. entities 1.6 1.7 2.9

Avg no. of queries 0 1 2.4
Avg no. of KB entries 66.1 13.5 141.2

Table 3: Statistics for 3 different datasets.

4.2 KB API Call Generation

In this section, we briefly describe how the knowl-
edge base queries are generated as API calls as
part of the model response. The InCar assistant

dataset has a fixed KB for each dialogue whereas
the CamRest and Maluuba datasets require queries
to be fired on a global KB. Queries in CamRest
dataset can have 3 slots namely cuisine, area and
pricerange, whereas those in Maluuba can have 8
slots, which are destination, origin, start date, end
date, budget, duration, number of adults and chil-
dren. Any query that is to be fired on the KB is
expected to be generated by the model as an API
call, by considering a fixed ordering of slots in the
generated response. For eg., in CamRest dataset,
ApiCall(area=south, pricerange=cheap) would be
generated by the model as api call dontcare south
cheap, with dontcare meaning that the user does
not have any preference for cuisine and, south,
cheap being the user constraints for area and
pricerange respectively. Therefore, the task of API
call generation typically involves copying relevant
entities that are present in dialog context.

4.3 Training

Our model is trained end-to-end using Adam op-
timizer (Kingma and Ba, 2014) with a learning
rate of 2.5e−4. The batch-size is sampled from
[8,16]. We use pre-trained Glove vectors (Pen-
nington et al., 2014) with an embedding size of
200. The GRU hidden sizes are sampled from
[128, 256]. We tuned the hyper-parameters with
grid search over the validation set and selected the
model which gives best entity F1.

4.4 Evaluation Metrics

4.4.1 BLEU
We use the commonly used BLEU metric (Pap-
ineni et al., 2002) to study the performance of our
systems as it has been found to have strong corre-
lation (Sharma et al., 2017) with human judgments
in task-oriented dialogs.

4.4.2 Entity F1
To explicitly study the behaviour of different
memory architectures, we use the entity F1 to
measure how effectively values from the knowl-
edge base are used in the dialog. To compute
the entity F1, we micro-average the precision and
recall over the entire set of system responses to
compute the micro F12. For the InCar Assistant
dataset, we compute a per-domain entity F1 as
well as the aggregated entity F1. Since our model
does not have slot-tracking by design, we evaluate

2We observe that (Madotto et al., 2018) reports the micro
average of recall as the micro F1.
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InCar CamRest Maluuba Frames

Model BLEU F1 Calendar
F1

Weather
F1

Navigate
F1 BLEU F1 BLEU F1

Attn seq2seq (Luong et al., 2015) 11.3 28.2 36.9 35.7 10.1 7.7 25.3 3.7 16.2
Ptr-UNK (Gulcehre et al., 2016) 5.4 20.4 22.1 24.6 14.6 5.1 40.3 5.6 25.8
KVRet (Eric and Manning, 2017) 13.2 48.0 62.9 47.0 41.3 13.0 36.5 10.7 31.7
Mem2Seq (Madotto et al., 2018) 11.8 40.9 61.6 39.6 21.7 14.0 52.4 7.5 28.5
Multi-level Memory Model (MM) 17.1 55.1 68.3 53.3 44.5 15.9 61.4 12.4 39.7

Table 4: Comparison of our model with baselines

on entity F1 instead of the slot-tracking accuracy
as in (Henderson et al., 2014b; Wen et al., 2017)

4.5 Baselines

We experiment with the following baseline models
for comparing the performance of our Multi-Level
Memory architecture:
Attn seq2seq3 (Luong et al., 2015): A model with
simple attention over the input context at each time
step during decoding.
Ptr-UNK3 (Gulcehre et al., 2016): The model
augments a sequence-to-sequence architecture
with attention-based copy mechanism over the en-
coder context.
KVRet (Eric and Manning, 2017): The model
uses key value knowledge base in which the KB
is represented as triples in the form of subject −
relation − object. This model does not support
copying words from context. The sum of word
embeddings of subject, relation is used as the
key of the corresponding object.
Mem2Seq3 (Madotto et al., 2018): The model
uses a memory networks based approach for at-
tending over dialog history and KB triples. During
decoding, at each time step, the hidden state of the
decoder is used to perform multiple hops over a
single memory which contains both dialog history
and the KB triples to get the pointer distribution
used for generating the response.

4.6 Results

Table 4 shows the performance of our model
against our baselines. We find that our multi- level
memory architecture comprehensively beats all
existing models, thereby establishing new state-
of-the- art benchmarks on all three datasets. Our
model outperforms each baseline on both BLEU
and entity F1 metrics.
InCar: On this dataset, we show entity F1 scores
for each of the scheduling, weather and navigation
domains. Our model has the highest F1 scores
across all the domains. It can be seen that our

3We use the implementation provided by (Madotto et al.,
2018) at https://github.com/HLTCHKUST/Mem2Seq

model strongly outperforms Mem2Seq on each
domain. A detailed study reveals that the use of
triples cannot handle cases when a user queries
with non-subject entries or in cases when the re-
sponse requires inferencing over multiple entries.
In contrast, our model is able to handle such cases
since we use a compound representation of entire
result (bag of words over values) while attending
on that result.
CamRest: Our model achieves the highest BLEU
and entity F1 scores on this dataset. From Table 4,
we see that simpler baselines like Ptr-UNK show
competitive performance on this dataset because,
as shown in Table 3, CamRest dataset has rela-
tively fewer KB entries. Thus, a simple mecha-
nism for copying from context results in good en-
tity F1 scores.

InCar CamRest Maluuba
Ctxt. KB Ctxt. KB Ctxt. KB

Mem2Seq 66.2 25.3 63.7 36.5 17.7 8.9
Multi-level Mem. 81.6 37.5 70.1 53.4 27.2 14.6

Table 5: Percentage (%) of category-wise (context vs
KB) ground truth entities correctly captured in gener-
ated response. Abbreviation Ctxt denotes context.

Maluuba Frames: The Maluuba Frames dataset
was introduced for the frame tracking task. Here,
a dialog frame is a structured representation of the
current dialog state. Instead of explicitly modeling
the dialog frames, we use the context representa-
tion dt to directly attend on the Multi-level mem-
ory. As Table 3 shows, this dataset contains sig-
nificantly longer contexts as well as larger number
of entities, as compared to the other two datasets.
In addition, unlike other datasets, it also contains
non-linear dialog flows where a user may refer to
previously executed queries and results. The com-
plexity of this dataset is reflected in the relatively
lower BLEU and F1 scores as compared to other
datasets.

4.7 Analysis
4.7.1 Entity source-wise performance
To further understand the effect of separating con-
text memory from KB memory and using a multi-
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InCar CamRest Maluuba Frames

Model BLEU F1 Calendar
F1

Weather
F1

Navigate
F1 BLEU F1 BLEU F1

Unified Context and KB memory (Mem2Seq) 11.8 40.9 61.6 39.6 21.7 14.0 52.4 7.5 28.5
Separate Context and KB Memory 14.3 44.2 56.9 54.1 24.0 14.3 55.0 12.1 36.5
+Replace KB Triples with Multi-level memory 17.1 55.1 68.3 53.3 44.5 15.9 61.4 12.4 39.7

Table 6: Model ablation study : Effect of (i) separate memory and (ii) multi-level memory design.

level memory for KB, Table 5 shows the percent-
age of ground-truth entities, according to their cat-
egory, which were also present in the generated re-
sponse. For example, on the InCar dataset, out of
the 930 entities in ground-truth response that were
to be copied from the KB, our model was able to
copy 37.5% of them into the generated response.
From Table 5, it can be seen that our model is able
to correctly copy a significantly larger number of
entities from both, KB and context, as compared
to the recent Mem2Seq model in all datasets.

4.7.2 Model ablation study
We report results from ablation studies on all three
datasets. Table 6 shows the incremental benefit
obtained from individual components used in our
model. We investigate the gains made by (i) Using
separate memory for context and KB triples (ii)
Replacing KB triples with a Multi-level memory.
We use the recent Mem2Seq model for compari-
son with a unified context and KB memory model.

As can be seen from Table 6, the separation of
context memory and KB memory leads to a signif-
icant improvement in BLEU and F1 scores on all
datasets. This validates our hypothesis that stor-
ing context words and KB results in a single mem-
ory confuses the memory reader. The use of a
multi-level memory instead of triples leads to fur-
ther gains. This suggests, better organization of
KB result memory by keeping the natural hierar-
chy intact is beneficial.

4.7.3 Error Analysis
We analyzed the errors made by our dialog model
on 100 dialog samples in test set of Maluuba
Frames. We observed that the errors can be di-
vided into five major classes: (i) Model outputs
wrong KB result entry due to incorrect atten-
tion (27%), (ii) Model returns package details in-
stead of asking for more information from the user
(16%), (iii) Model incorrectly captures user in-
tent (13%), (iv) Model makes an error due to non-
sequential nature of dialog (22%). In such errors,
our model either generates an API call for a result
already present in memory, or our model asks for a
query-slot value that was already provided by the

user, (v) Data specific characteristics such as in-
sufficient samples for certain classes of utterances
(eg: more than one package returned) or return-
ing different, but meaningful package attributes as
compared to ground-truth data, contribute to 22%
of the errors.

CamRest Maluuba
Info. Lang. MRR Info. Lang. MRR

KVRet 2.49 4.38 0.57 2.42 3.31 0.64
Mem2Seq 2.48 3.72 0.51 1.78 2.55 0.50
Our Model 3.62 4.48 0.76 2.45 3.93 0.69

Table 7: Informational accuracy and language quality
scores using a human study.

4.8 Human Evaluation

We also conducted a blind user study that com-
pared outputs from our model, Mem2Seq and
KVRet systems. We used 96 randomly selected
examples from each test split of Maluuba and
CamRest datasets resulting in a total of 192 ex-
amples. Our study was split across 8 users who
were provided with results fetched from the KB,
current dialog context, gold response and the out-
puts of each of the models. Model outputs were
shuffled in each example and users were asked to
score each output between 1 (lowest) to 5 (highest)
in terms of its accuracy of information in response
and the quality of language. The results of this
study are presented in Table 7. We also report the
MRR (mean-reciprocal rank) for model preference
along with other scores.

It can be seen that our model consistently ranks
high for both information accuracy and language
quality as well as reports a higher MRR. To fur-
ther understand the quality of model performance,
we asked the human evaluators whether their best
ranked model output was a useful response. We
saw that the evaluators agreed in 76.04% and
58.33% of the cases for CamRest and Maluuba
datasets respectively. We observe that the results
from human evaluation go hand-in-hand with au-
tomatic evaluation and reinforce our claim that
separating context, KB memory and using a multi-
level representation for the KB memory are useful
for improving dialog modeling.
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Role Turn Utterance

Agent 1 hello ! how can i help you today ?

User 2 i just need to dream a bit. i have 4500 dollars but no vacation days.
i’m wondering what a hypothetical trip to Manas would be like

Agent 2 i can help with that, where are you departing from
User 3 i’m in Tijuana, not departing any time soon unfortunately though
... ... ...
Agent 5 [API CALL manas tijuana 29/8 16/9 4500 ...]
... ... ...
User 7 that’s fine, what about pittsburgh
Agent 7 [API CALL pittsburgh tijuana ... 4500 ...]
... ... ...
Agent 8 that i do have! would you be satisfied with a 3.5 star hotel ?

User 9 as of now i’m satisfied with a tent and a backpack .
what are the hotel details?

Agent 9 the hotel is situated near a park, comes with free parking, wifi
and breakfast ! does this sound good

User 10 sounds quite nice, what about the guest rating ?

Gold the guest rating is impressive : 8.86
Mem2Seq this is the only available with the same

KVRet it’s a 2.5 star hotel near a park, museum and airport.it has a
guest rating of 8.22

Our Model the onyx isle hotel has a 8.86 guest rating and offers free parking,
breakfast and wifi.

Table 8: Comparing the responses generated by various
models on an example in test set of Maluuba Frames.

4.9 Attention Visualization

Analyzing the attention weights is a useful way
to understand how the model is inferencing over
the memory to copy entities from it. Table 8
shows an example of a dialog from the Maluuba
Frames dataset and the outputs generated by dif-
ferent models. Here, the user first wants to know
about packages to ‘Manas’ and then requests for
trips to ‘Pittsburgh’. Later, the user becomes inter-
ested in the 3.5 star hotel in Pittsburgh which was
suggested by the agent and wants to know its guest
rating. It can be seen from Table 8 that our model
outputs the correct guest rating (8.86) of the hotel.
Mem2Seq fails to understand the context and gen-
erates an irrelevant response. KVRet generates a
readable response but points to the guest rating of
a different hotel.

(a) Attention over the multi-level KB memory

(b) Decreasing order of attention scores over words in
dialogue context

Figure 2: Visualization of attention over memory while
generating the word ‘8.86’ for the example in Table 8.

The attention over the memory while generating
the word ‘8.86’ for this example is shown in Fig
2. Fig 2a shows that the query with destination as
‘Pittsburgh’ gets the highest attention and among
the results of this query, the package with the 3.5
star rated hotel gets highest attention. Within this
result, the model gives highest score to the result
cell with guest rating as the key. To further under-
stand why the correct result hotel gets higher at-
tention, Fig 2b shows the attention scores over the
words in context memory. The context represen-
tation dt captures the important words (3.5, guest,
rating) in context which are in-turn used to apply
attention over the multi-level memory.

Lastly, studying the values of the gates g1 (prob.
of generating from vocabulary) and g2 (prob. of
copying from KB), we found that gate g1 had
a probability value of 0.08 thereby driving the
model to copy from memory instead of generating
from output vocabulary and gate g2, with a proba-
bility value of 0.99, was responsible for selecting
KB memory over context memory.

5 Conclusion

In this paper, we presented an end-to-end train-
able novel architecture with multi-level memory
for task oriented dialogues. Our model separates
the context and KB memory and combines the at-
tention on them using a gating mechanism. The
multi-level KB memory reflects the natural hier-
archy present in KB results. This also allows our
model to support non-sequential dialogs where a
user may refer to a previously suggested result.
We find that our model beats existing approaches
by 15-25% on both entity F1 and BLEU scores,
establishing state-of-the-art results on three pub-
licly available real-world task oriented dialogue
datasets. In a user study comparing outputs from
our system against recent models, we found that
our model consistently scored higher for both lan-
guage quality as well as correctness of informa-
tion in the response. We also present the ben-
efits of each of our design choices by perform-
ing an ablation study. In future work, we would
like to incorporate better modeling of latent dia-
log frames so as to improve the attention signal on
our multi-level memory. As our error analysis sug-
gests, nearly 22% of the errors could possibly be
reduced by improved modeling of the dialog con-
text. We believe that model performance can also
be improved by capturing user intent better in case
of non-sequential dialog flow.
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Abstract

Success of deep learning techniques have re-
newed the interest in development of dialogue
systems. However, current systems struggle to
have consistent long term conversations with
the users and fail to build rapport. Topic spot-
ting, the task of automatically inferring the
topic of a conversation, has been shown to be
helpful in making a dialog system more en-
gaging and efficient. We propose a hierarchi-
cal model with self attention for topic spotting.
Experiments on the Switchboard corpus show
the superior performance of our model over
previously proposed techniques for topic spot-
ting and deep models for text classification.
Additionally, in contrast to offline processing
of dialog, we also analyze the performance of
our model in a more realistic setting i.e. in
an online setting where the topic is identified
in real time as the dialog progresses. Results
show that our model is able to generalize even
with limited information in the online setting.

1 Introduction
Recently, a number of commercial conversation

systems have been introduced e.g. Alexa, Google
Assistant, Siri, Cortana, etc. Most of the avail-
able systems perform well on goal-oriented con-
versations which spans over few utterances in a
dialogue. However, with longer conversations (in
open domains), existing systems struggle to re-
main consistent and tend to deviate from the cur-
rent topic during the conversation. This hinders
the establishment of long term social relationship
with the users (Dehn and Van Mulken, 2000). In
order to have coherent and engaging conversations
with humans, besides other relevant natural lan-
guage understanding (NLU) techniques (Jokinen
and McTear, 2009), a system, while responding,
should take into account the topic of the current
conversation i.e. Topic Spotting.

Topic spotting has been shown to be important

in commercial dialog systems (Bost et al., 2013;
Jokinen et al., 2002) directly dealing with the cus-
tomers. Topical information is useful for speech
recognition systems (Iyer and Ostendorf, 1999)
as well as in audio document retrieval systems
(Hazen et al., 2007; Hazen, 2011). Importance
of topic spotting can be gauged from the work
of Alexa team (Guo et al., 2018), who have pro-
posed topic based metrics for evaluating the qual-
ity of conversational bots. The authors empirically
show that topic based metrics correlate with hu-
man judgments.

Given the importance of topical information in
a dialog system, this paper proposes self attention
based hierarchical model for predicting topics in
a dialog. We evaluate our model on Switchboard
(SWBD) corpus (Godfrey et al., 1992) and show
that our model supersedes previously applied tech-
niques for topic spotting. We address the evalu-
ative limitations of the current SWBD corpus by
creating a new version of the corpus referred as
SWBD2. We hope that SWBD2 corpus would
provide a new standard for evaluating topic spot-
ting models. We also experiment with an online
setting where we examine the performance of our
topic classifier as the length of the dialog is varied
and show that our model can be used in a real time
dialog system as well.

2 Related Work
Topic spotting is the task of detecting the topic

of a dialog (Hazen et al., 2007). Topic spotting has
been an active area of research over the past few
decades both in the NLP community as well as in
the speech community. In this section we briefly
outline some of the main works in this area. For
a detailed survey of prior research in this area, the
reader is referred to Hazen (2011).

Most of the methods proposed for topic spotting
use features extracted from transcribed text as in-
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Figure 1: Model Architecture

put to a classifier (typically Naı̈ve Bayes or SVM ).
Extracted features include: Bag of Words (BoW),
TF-IDF (Sparck Jones, 1972; Schütze et al., 2008),
n-grams, and word co-occurrences (Hazen, 2011;
Myers et al., 2000). Some approaches (in addi-
tion to word co-occurrences features) incorporate
background world knowledge using Wikipedia
(Gupta and Ratinov, 2007). In our work, we do
not explicitly extract the features but learn these
during training. Moreover, unlike previous ap-
proaches, we explicitly model the dependencies
between utterances via self attention mechanism
and hierarchical structure.

Topic spotting has been explored in depth in the
speech processing community (see for example,
Wright et al. (1996); Kuhn et al. (1997); Nöth
et al. (1997); Theunissen (2002)). Researchers in
this community have attempted to predict the topic
directly from the audio signals using phoneme
based features. However, the performance of word
based models supersedes those of audio models
(Hazen et al., 2007).

Recently, there has been lot of work in deep
learning community for text classification (Kalch-
brenner et al., 2014; Zhang et al., 2015; Lai
et al., 2015; Lin et al., 2015; Tang et al., 2015).
These deep learning models use either RNN-
LSTM based neural networks (Hochreiter and
Schmidhuber, 1997) or CNN based neural net-
works (Kim, 2014) for learning representation of
words/sentences. We follow similar approach for
topic spotting. Our model is related to the Hier-
archical Attention Network (HN-ATT) model pro-

posed by Yang et al. (2016) for document clas-
sification. HN-ATT models the document hierar-
chically by composing words (with weights deter-
mined by first level of attention mechanism) to get
sentence representations and then combines the
sentence representations with help of second level
attention to get document representation which is
then used for classification.

The aim of this paper is not to improve text
classification but to improve topic spotting. Topic
spotting and text classification differ in various as-
pects. We are among the first to show the use
of hierarchical self attention (HN-SA) model for
topic spotting. It is natural to consider applying
text classification techniques for topic spotting.
However, as we empirically show in this paper,
text classification techniques do not perform well
in this setting. Moreover, for the dialog corpus
simple BoW approaches perform better than more
recently proposed HN-ATT model (Yang et al.,
2016).

3 Hierarchical Model with Self Attention
We propose a hierarchical model with self at-

tention (HN-SA) for topic spotting. We are given
a topic label for each dialog and we want to learn
a model mapping from space of dialogues to the
space of topic labels. We learn a prediction model
by minimizing Negative Log Likelihood (NLL)
of the data.

3.1 Model Architecture
We propose a hierarchical architecture as shown

in Figure 1. An utterance encoder takes each
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utterance in the dialog and outputs the corre-
sponding utterance representation. A dialog en-
coder processes the utterance representations to
give a compact vector representation for the dia-
log which is used to predict the topic of the dialog.
Utterance Encoder: Each utterance in the dia-
log is processed sequentially using single layer Bi-
directional Long Short Term Memory (BiLSTM)
(Dyer et al., 2015) network and self-attention
mechanism (Vaswani et al., 2017) to get the utter-
ance representation. In particular, given an utter-
ance with one-hot encoding for the tokens, uk =
{wk,1,wk,2, ....,wk,L}, each token is mapped to
a vector vk,i = Ewk,i ; i = 1, 2, ...L using pre-
trained embeddings (matrix E).

Utterance representation (sk = aTH(1)) is the
weighted sum of the forward and backward di-
rection concatenated hidden states at each step
of the BiLSTM (H(1) = [h

(1)
1 , ....,h

(1)
L ]T where

h
(1)
i = [

−→
hi

(1)
:
←−
hi

(1)
] = BiLSTM(vk,i) ). The

weights of the combination (a = softmax(h(2)
a ))

are determined using self-attention mechanism
proposed by Vaswani et al. (2017) by measur-
ing the similarity between the concatenated hid-
den states (h(2)

a = W
(2)
a h

(1)
a + b

(2)
a and h

(1)
a =

tanh(W(1)
a H(1) + b

(1)
a )) at each step in the utter-

ance sequence. Self-attention computes the simi-
larity of a token in the context of an utterance and
thus, boosts the contribution of some keywords to
the classifier. It also mitigates the need for a sec-
ond layer of attention at a dialog level reducing
the number of parameters, reducing the confusion
of the classifier by not trying to reweigh individual
utterances and reducing the dependence on having
all utterances (full future context) for an accurate
prediction. A simple LSTM based model (HN)
and HN-ATT perform worse than the model us-
ing self attention (§5), indicating the crucial role
played by self-attention mechanism.
Dialog Encoder: Utterance embeddings (repre-
sentations) are sequentially encoded by a sec-
ond single layer BiLSTM to get the dialog

representation (h(2)
k = [

−→
hk

(2)
:
←−
hk

(2)
] =

BiLSTM(sk) ; k = 1, 2, ...N ). Bidirectional
concatenated hidden state corresponding to the
last utterance (i.e. last step of BiLSTM) is used
for making a prediction via a linear layer followed
by softmax activation (p(T|D) = softmax(hD)

where hD = Wfh
(2)
N ).

# Dialogues # Topics Avg. # Utterances
SWBD SWBD2 SWBD SWBD2 SWBD SWBD2

Train 1024 877 66 42 192.27 194.33
Dev 112 49 48 33 180.52 177.02
Test 19 98 12 42 237.58 201.97

Table 1: Corpus statistics for both versions of SWBD

4 Experimental Setup
As in previous work (§2), we use Switchboard

(SWBD) (Godfrey et al., 1992) corpus for training
our model. SWBD is a corpus of human-human
conversations, created by recording (and later tran-
scribing) telephonic conversations between two
participants who were primed with a topic. Ta-
ble 1 gives the corpus statistics. Topics in SWBD
range over a variety of domains, for example, pol-
itics, health, sports, entertainment, hobbies, etc.,
making the task of topic spotting challenging.

Dialogues in the test set of the original SWBD
cover a limited number of topics (12 vs 66). The
test set is not ideal for evaluating topic spotting
system. We address this shortcoming by creating
a new split and we refer to this version of the cor-
pus as SWBD2. The new split provides opportu-
nity for more rigorous evaluation of a topic spot-
ting system. SWBD2 was created by removing in-
frequent topics (< 10 dialogues) from the corpus
and then randomly moving dialogues between the
train/development set and the test set, in order to
have instances of each topic in the test set. The
majority class baseline in SWBD2 is around 5%.

In transcribed SWBD corpus some punctuation
symbols such as #, ?, have special meanings and
non-verbal sounds have been mapped to special
symbols e.g. <Laughter>. To preserve the mean-
ings of special symbols we performed minimal
preprocessing. Dialog Corpora is different from
text classification corpora (e.g. product reviews).
If we roughly equate a dialog to a document and an
utterance to a sentence, dialogs are very long doc-
uments with short sentences. Moreover, the vo-
cabulary distribution in a dialog corpus is funda-
mentally different, e.g. presence of back-channel
words like ‘uhm’ and ‘ah’.
Model Hyper-parameters: We use GloVe em-
beddings (Pennington et al., 2014) with dimen-
sionality of 300. The embeddings are updated dur-
ing training. Each of the LSTM cell in the utter-
ance and dialog encoder uses hidden state of di-
mension 256. The weight matrices in the atten-
tion network have dimension of 128. The hyper-
parameters were found by experimenting with the
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Models SWBD SWBD2
BoW + Logsitic 78.95 87.76
BoW + SVM 73.68 90.82
Bigram + SVM 52.63 79.59
BoW + TF-IDF + Logistic 52.63 81.63
nGram + Logistic 52.63 78.57
nGram + TF-IDF + Logistic 57.89 87.76
Bag of Means + Logistic 78.95 87.76
Avg. Skipgram + Logistic 26.32 59.18
Doc2Vec + SVM 73.68 86.73
HN 31.58 54.08
HN-ATT (Yang et al., 2016) 73.68 85.71
CNN (Kim, 2014) 84.21 93.87
HN-SA (our model) 89.47 95.92

Table 2: Accuracy (in %) of our model and other text
classification models on both versions of SWBD.

development set. We trained the model by min-
imizing the cross-entropy loss using Adam op-
timizer (Kingma and Ba, 2014) with an initial
learning rate of 0.001. The learning rate was re-
duced by half when development set accuracy did
not change over successive epochs. Model took
around 30 epochs to train.

5 Experiments and Results
We compare the performance of our model

(Table 2) with traditional Bag of Words (BoW),
TF-IDF, and n-grams features based classifiers.
We also compare against averaged Skip-Gram
(Mikolov et al., 2013), Doc2Vec (Le and Mikolov,
2014), CNN (Kim, 2014), Hierarchical Attention
(HN-ATT) (Yang et al., 2016) and hierarchical net-
work (HN) models. HN it is similar to our model
HN-SA but without any self attention.
Analysis: As is evident from the experiments on
both the versions of SWBD, our model (HN-SA)
outperforms traditional feature based topic spot-
ting models and deep learning based document
classification models. It is interesting to see that
simple BoW and n-gram baselines are quite com-
petitive and outperform some of the deep learn-
ing based document classification model. Simi-
lar observation has also been reported by Mesnil
et al. (2014) for the task of sentiment analysis.
The task of topic spotting is arguably more chal-
lenging than document classification. In the topic
spotting task, the number of output classes (66/42
classes) is much more than those in document
classification (5/6 classes), which is done mainly
on the texts from customer reviews. Dialogues
in SWBD have on an average 200 utterances and
are much longer texts than customer reviews. Ad-
ditionally, the number of dialogues available for
training the model is significantly lesser than cus-

tomer reviews. We further investigated the per-
formance on SWBD2 by examining the confusion
matrix of the model. Figure 2 shows the heatmap
of the normalized confusion matrix of the model
on SWBD2. For most of the classes the classi-
fier is able to predict accurately. However, the
model gets confused between the classes which
are semantically close (w.r.t. terms used) to each
other, for example, the model gets confused be-
tween pragmatically similar topics e.g. HOBBIES
vs GARDENING, MOVIES vs TV PROGRAMS,
RIGHT TO PRIVACY vs DRUG TESTING.
Online Setting: In an online conversational sys-
tem, a topic spotting model is required to predict
the topic accurately and as soon as possible dur-
ing the dialog. We investigated the relationship
between dialog length (in terms of number of ut-
terances) and accuracy. This would give us an idea
about how many utterances are required to reach a
desirable level of accuracy. For this experiment,
we varied the length of the dialogues from the test
set that was available to the model for making pre-
diction. We created sub-dialogues of length start-
ing with 1/32 of the dialog length and increasing
it in multiples of 2, up to the full dialog. Figure 3
shows both the absolute accuracy and the accuracy
relative to that on the full dialog. With just a few
(3.125%) initial utterances available, the model is
already 72% confident about the topic. This may
be partly due to the fact that in a discussion, the
first few utterances explicitly talk about the topic.
However, as we have seen, since SWBD covers
many different topics which are semantically close
to each other but are assigned distinct classes, it
is equally challenging to predict the topic with the
same model. By the time the system has processed
half the dialog in SWBD2 it is already within 99%
accuracy of the full system. The experiment shows
the possibility of using the model in an online set-
ting where the model predicts the topic with high
confidence as the conversation progresses.

6 Conclusion and Future Work
In this paper we presented a hierarchical model

with self attention for topic spotting. The model
outperforms the conventional topic spotting tech-
niques as well as deep learning techniques for text
classification. We empirically show that the pro-
posed model can also be used in an online setting.
We also introduced a new version of SWBD cor-
pus: SWBD2. We hope that it will serve as the
new standard for evaluating topic spotting models.
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Figure 2: Normalized Confusion Matrix in form of heatmap for model predictions on SWBD2. Vertical axis is the
target class.
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Figure 3: Effect of Dialog Length on Accuracy. Plot shows both the absolute accuracy and relative accuracy (w.r.t.
full model) for different fractions of the data.

Moving forward, we would like to explore a more
realistic multi-modal topic spotting system. Such
a system should fuse two modalities: audio and
transcribed text to make topic predictions.
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Abstract

We consider neural language generation un-
der a novel problem setting: generating the
words of a sentence according to the order of
their first appearance in its lexicalized PCFG
parse tree, in a depth-first, left-to-right man-
ner. Unlike previous tree-based language gen-
eration methods, our approach is both (i) top-
down and (ii) explicitly generating syntactic
structure at the same time. In addition, our
method combines neural model with symbolic
approach: word choice at each step is con-
strained by its predicted syntactic function.
We applied our model to the task of dialog re-
sponse generation, and found it significantly
improves over sequence-to-sequence baseline,
in terms of diversity and relevance. We also
investigated the effect of lexicalization on lan-
guage generation, and found that lexicalization
schemes that give priority to content words
have certain advantages over those focusing on
dependency relations.

1 Introduction

Neural encoder-decoder architectures have shown
promise and become very popular for natural
language generation. Over the past few years,
there has seen a surging interest in sequence-to-
sequence learning for dialog response generation
using neural encoder-decoder models (Vinyals and
Le, 2015; Serban et al., 2017). Typically, an
encoder encodes conversational context (source
side) information into vector representations, and
a decoder auto-regressively generates word tokens
conditioned on the source vectors and previously
generated words.

Two problems arise with the standard left-to-
right decoding mechanism. First, no future in-
formation is available at any step of the decoding
process, while the study of linguistic dependency
structure shows that certain words depend on the

others that come right to them. Second, preced-
ing words define the context for following words
in left-to-right, auto-regressive language models,
while linguistic theories may prefer other hierar-
chies (e.g., adjectives modifying nouns, adverbs
modifying verbs). Psycho-linguistics studies also
suggest that human may first generate the abstract
representation of the things to say, and then lin-
earize them into sentences (Dell et al., 1999).

Therefore, it is appealing to consider language
generation in alternative orders. This poses a
greater challenge because a mechanism in ex-
tra to word generation is needed for deciding
the position of each word. Some recent works
adopt a syntax-free approach to address this prob-
lem. (Mehri and Sigal, 2018) proposed a middle-
out decoder that starts from the middle of sen-
tences and finishes the rest in forward and back-
ward directions. (Mou et al., 2016) and (Li and
Sun, 2018) start with one or two predicted key-
words and generate the rest of sentences in a sim-
ilar fashion. Others incorporate tree structures
without syntactic relations and categories. (Zhou
et al., 2018) canonicalizes the dependency struc-
tures of sentences into ternary trees, and gener-
ate only the words top-down. Yet another line
of work aim to model the full syntactic trees.
(Gū et al., 2018) generates phrase structures and
part-of-speech tags along with words for machine
translation. (Dyer et al., 2016) generates shift-
reduce action sequences of context-free grammars
in addition to words for language model and pars-
ing. But words are still generated in left-to-right
order in their approaches.

In the domain of dialog, we believe language
generation can benefit from alternative orders, for
the same reasons argued earlier. On the other
hand, in human conversations, the structure of
utterances usually correspond with dialog states
(e.g., wh-noun or wh-adverb phrases are more
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likely to be used in a request state), so modelling
phrase structures can potentially help capturing
discourse level information. In order to be able to
generate complete syntactic trees, while be flexi-
ble about word generation order at the same time,
the use of lexicalized grammar becomes a natural
choice.

2 Related Work

Recent years has seen works in language model
and generation through alternative orders. (Zhang
et al., 2016) developed a top-down neural archi-
tecture for language model that alternates between
four LSTM decoders according to given depen-
dency relations. (Ford et al., 2018) proposed a
two-stage language model, of which the first stage
is a language model that generates templates, and
the second stage is a translation model that fills
in the blanks. Word generation order varies with
the choice of words that are generated at different
stages.

Language generation with tree structures has
been explored more thoroughly for neural ma-
chine translation. (Eriguchi et al., 2017) and (Aha-
roni and Goldberg, 2017) generate CFG trees in
bracketed form. (Wu et al., 2017) generates the
sequence of transitions to form dependency trees.
More recent works have focused on explicitly gen-
erating tree structures (Wang et al., 2018; Gū et al.,
2018).

Regarding neural architectures for tree gener-
ation in the field of natural language process-
ing, (Dong and Lapata, 2016) and (Yin and Neu-
big, 2017) use a single decoder with parent-
feeding mechanism to generate logical forms and
programming codes. (Gū et al., 2018) applied
the doubly-recurrent neural networks of (Alvarez-
Melis and Jaakkola, 2016) with attention mech-
anism to machine translation. Their model uses
two decoders, of which one memorizes the ances-
tors, and the other remembers the siblings. (Wang
et al., 2018) also uses two decoders, but one for
generating words and the other for generating syn-
tax trees.

In the domain of dialog response generation, the
use of syntactic structures is under-studied. (Mou
et al., 2016) and (Li and Sun, 2018) considered
starting with keywords, and finish the sentences in
forward and backward directions. Their models in
principle are not tree-structured. The closest thing
to our knowledge is by (Zhou et al., 2018). They

proposed to convert dependency trees to ternary
trees, but ignore the type of dependency relations.
In other words, they modelled on trees of which
the nodes and edges have no labels. The key dif-
ference between their approach and ours is that
we generate syntax trees with labels, and word
choices are also constrained by the labels.

3 Design Choices

We first consider the following three requirements
when generating an L-PCFG syntax tree:

Deciding the structure of children. Several
mechanisms have been proposed for deciding the
structure of children of each node in the context of
tree generation. One of them decide tree topology
by using a sequence model to generate children
one by one and predict stopping tokens (Alvarez-
Melis and Jaakkola, 2016). Then there is a simpler
approach that treats each combination of the la-
bels of the children as one token, and predict such
tokens when generating the parent node (Yin and
Neubig, 2017). For language generation, we adopt
the second approach and predict the combination
of the labels of children, i.e. the rules, for two rea-
sons: (i) the space of grammar rules is generally
sparse even when its dimensionality is exponen-
tial of the number of labels, and (ii) with sequen-
tial generation of labels, as in the first approach, it
is hard to enforce the labels of the children to form
a valid grammar rule.

Deciding the heir of a node. Recall the defini-
tion of lexicalized PCFG: let W , N , R be the sets
of lexicons, labels, and rules, where each rule is
one of the following forms:

• X(h)→ h

• X(h) → Y1(h1) . . . Yk(hk) such that there
exists i, hi = h.

where X,Y1, . . . , Yk ∈ N , h, h1, . . . , hk ∈ W .
We do not restrict ourselves to Chomsky Normal
Form, and rules can have any number of children.
The ith children in the second case is called the
heir. The key difficulty to top-down generation
of lexicalized PCFG parse tree is deciding which
child would be the heir. One way is to make
explicit decision to select the child by adding a
switch variable, at the cost of increasing the com-
plexity of the problem. Instead, we make a change
to the second case above, and simplify the prob-
lem by restricting the rules to be of the following
form:
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Figure 1: The first tree is the result of Stanford parser. The second one is obtained by performing content-based
lexicalization on the first tree. All labels are replaced by part-of-speech tags of heirs. Unary rules NP-me→ PRP
and VP-started→ VBN are removed.

• X(h) → Y1(h1) . . . Yk(hk) such that there
exists i, hi = h and Yi = X .

In other words, the heir would inherit both the lex-
icalization and the label of the parent (with the
possible exception that the root node may produce
children that are not labeled with “root”). When
generating a parent node and its children, we re-
strict the choice of rules to those containing the la-
bel of the parent, so the heir can be inferred from
the chosen rules by looking for the child that has
the same label as its parent (in case there are mul-
tiple children that have the same label, we choose
the rightmost one; other heuristics are possible).
Note that under such restriction we end up with
parse trees in which all labels are part-of-speech
tags.

Sequentialization of a tree. Previous works
adopt various construction orders of trees. (Zhang
et al., 2016), (Zhou et al., 2018), (Alvarez-Melis
and Jaakkola, 2016), and (Gū et al., 2018) generate
trees through level-order traversal (breadth-first,
left-to-right), whereas (Yin and Neubig, 2017) and
(Wang et al., 2018) generate trees through pre-
order traversal (depth-first, left-to-right). (Kun-
coro et al., 2018) also experimented with bottom-
up and left-corner construction orders for lan-
guage model. While finding the optimal order of
generating trees is beyond the scope of this work,
we follow (Yin and Neubig, 2017) and (Wang
et al., 2018), and generate lexicalized PCFG syn-
tax trees through pre-order traversal.

4 Methods

4.1 Definitions

In this paper, we give the following graph-
theoretic definition of L-PCFG syntax trees. Let
W and N be the sets of lexicons and labels. Let
R =

⋃∞
k=1N

k be the set of production rules.
Then an L-PCFG syntax tree T is an ordered tree
defined by the triple of vertices v ∈ V ⊂ W ×
N × R × N, edges e ∈ E ⊂ V × V , and bijec-
tion f : V × N+ → V such that (v, f(v, j)) ∈ E,
where j range from 1 to the number of children of
v. The fourth coordinate of v is the index of its
heir, that is,

(w, n, r, i) = f((w0, n0, r0, i0), i0)

=⇒ w = w0, n0 = n

We say a node v = (w, n, r, i) is a leaf if r is
unary:

v is a leaf ⇐⇒ r ∈ N

The parent of vk is denoted by vp(k) =
(wp(k),mp(k), np(k), ip(k)).

4.2 Generation Procedure

Following previous work, we sequentialize L-
PCFG parse trees and generate its content
in an auto-regressive manner. When gen-
erating kth node, we predict the lexicaliza-
tion wk and the rule rk. The pre-order his-
tory available when generating kth node is
n1· · ·nk−1, w1· · ·wk−1, r1· · · rk−1, denoted by
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Hk. The label “ROOT” is given at the start of gen-
eration. The label of the kth node is inferred from
the production rule of its parent and the order of
kth node among its siblings, and is used as input
together with Hk. When a leaf node is reached,
the program backtraces until it finds an ancestor
that has unfinished child, and proceeds to the first
such child.

We factor the joint probability of wk and rk
into two component: a word model and a syntax
model, as follow:

P (wk, rk |nk, Hk) =

P (wk | nk, Hk) · P (rk | nk, Hk)

The details of both models are given in the follow-
ing sections.

4.3 Lexicalization Schemes
We parse the responses in training corpus using the
lexicalized parser by (Klein and Manning, 2003)
(which we call Stanford parser for the rest of
this paper). We then replace the label of each
node with that of their heir in a bottom-up man-
ner. Unary rules at non-leaf nodes are removed
as they become redundant given our definition of
lexiclaized PCFG.

Stanford parser lexicalizes PCFG phrase struc-
tures by looking for the most likely combination of
phrase structure and dependency structure. While
their approach is optimized for parsing, the syntax
trees lexicalized this way has a drawback for the
purpose of generation. Empirically, their parser
tends to lexicalize the first few nodes with auxil-
iary verbs or common verbs (e.g. be, must), and
in some cases prefer function words over content
words (e.g. in preposition phrases). We hypoth-
esize that choosing content words over functions,
or infrequent words over frequent words as lex-
icalization heads will help making the generation
more specific and meaningful. Hence, we consider
two alternative lexicalization schemes:

Content-based lexicalization. We rank words
according to their part-of-speech in the sentence
by the following order: nouns > verbs = adjec-
tives > adverbs > everything else. If two words
have the same rank, we give priority to the right-
most one. See Figure 1 for an example.

Frequency-based lexicalization. We ignore
part-of-speech information and rank all words by
their frequencies. We regard less frequent words
as more important.

4.4 Encoding Tree Histories

To represent the state of a tree node by encoding
its pre-order historyHk, we use 3 LSTMs to mem-
orize the lexical and grammatical contents in Hk.

Encoding lexicalization history. We use 2
LSTMs to encode the lexicalization history, i.e.
w1· · ·wk−1: a surface decoder, Ls, which takes
the lexicalization of the leaves in the history as in-
puts; and an ancestor decoder, La, which is given
the lexicalization of the ancestors of the current
node. This is another form of doubly-recurrent
neural networks. Different from (Alvarez-Melis
and Jaakkola, 2016), we chose to encode leaves
instead of siblings. Denote the lexicalizaiton
of leaves and ancestors in Hk by {wl(k)i} and
{wa(k)i}. We show that for an L-PCFG syntax
tree, {wl(k)i} and {wa(k)i} sufficiently cover the
lexical content of Hk:

Proposition. For any index set Ik ⊂
{1, 2, . . . , k− 1}, if wn ∈ {wj}j∈Ik for all n < k,
then {l(k)i}

⋃{a(k)i} ⊂ Ik, i.e. {l(k)i} and
{a(k)i} together is the minimal index set to cover
w1· · ·wk−1.

Encoding syntactic history. We encode the
previous labels and rules using the full history with
a single LSTM,Lg. At step k, the input toLg is the
concatenation of the embeddings of nk, the rule of
parent node rp(k), and depth of the node d. The
depths of nodes deeper than 10 are rounded down
to 10.

4.5 Encoding Source and Attention
Mechanism

We adopt attention mechanism into our architec-
ture for response generation. We use a one-layered
LSTM to encode the dialog history, which is the
concatenation of the last few utterances. The ini-
tial hidden states of Ls, La, and Lg is computed
from the last hidden state of source encoder using
2 fully-connected layers with rectified linear ac-
tivation. At time step t, the concatenation of the
hidden states of Ls and La at step t − 1 is used
as the key for querying the source. The attention
weights are the inner products of the key and the
hidden states at source side, normalized by soft-
max function. The weighted sum of source hidden
states results in the attention context, c(k)

4.6 Decoding

Denote the hidden states of Ls, La, Lg at node k
as hs(k), ha(k), hg(k). Denote the softmax func-
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Figure 2: Demonstration of inputs and outputs at node DT. The sequence of inputs to each encoder are shown in
the graph. The inputs to Lg is a sequence of labels, rules of parents, and tree depths (only labels are shown). Ls

and La are used for predicting the word for DT. Ls and Lg are used for predicting the rule for DT. “RULE: DT”
indicates DT will be a leaf node since the number of symbols is 1. In this tree, words are generated in the order:
daughter - I - have - a.

tion by σ. Ew ∈ R|W |×dw and Er ∈ R|P |×dr are
embedding matrices for words, labels, and rules.
Aw ∈ Rnw×dw and Ar ∈ Rnp×dr are weight
matrices (nw, np are the dimensions of input neu-
rons). We use weight tying (Press and Wolf, 2017)
to limit the search space for parameters.

Word prediction. To decode forwk, we use the
the hidden states of surface decoder Ls and ances-
tor decoder La. If vk is a heir, then

P (wk | nk, Hk) =

{
1 wk = wp(k)

0 wk 6= wp(k)

Otherwise, the probability of wk is given by:

P (wk |nk, Hk) =

σ(tanh([hs(k);ha(k); c(k)]Aw)E
T
w)

At decoding time, we impose an additional con-
straint that wk be a valid word for label nk, to en-
force grammaticality. This is estimated from the
co-occurrence of wk and nk in the tagged training
corpus. We only use those words whose frequency
of co-occurrence with the given label is above a
certain threshold.

Rule prediction. The probability of rk is given
by

P (rk |nk, Hk) =

σ(tanh([hs(k);hg(k); c(k)]Ar)E
T
r )

Given the definition of L-PCFG syntax tree, we
only consider rules that contain nk at decoding
time. There is one exception: at “ROOT” node,
only unary rules are considered, and they do not
have to contain the label “ROOT”.

Hence, we train our architecture by minimizing
the negative log-likelihood of words and rules:

− logP (T ) =

− 1

|W (T )|
∑

k
vk 6=f(vp(k),ip(k))

logP (wk | nk, Hk)

− 1

|T |
∑

k

logP (rk | nk, Hk)

where |W (T )| is the number of non-heir nodes (or
the number of words in the original sentence), and
|T | is the number of nodes in T . Note that the log
probability of each word in the sentence appears
exactly once in the above equation. At test time,
we conduct beam search and use the same equa-
tion to score each generation for selecting words
and rules.

In our experiments, we use unlexicalized PCFG
as an additional baseline. We still replace the la-
bels of each node with their heirs’ in the parse tree
returned from Stanford parser, but words are gen-
erated only at leaf nodes. This baseline has syn-
tactic structure while generating words from left
to right. We use it as a test against top-down gen-
eration of words with syntax.

4.7 Training Details
All models are implemented using PyTorch. The
hidden size of all LSTM encoders and decoders
are 512. The size of embeddings of words, labels,
rules, and tree depth are 300. We trained our mod-
els using stochastic gradient descent (SGD) with
momentum and exponential learning rate decay.
Dropout is applied to the input and output layer
of LSTMs.
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Stand. Depend. Content
Nouns 8.21 7.70 6.25
Verbs 9.56 7.07 7.03

Adjectives 7.38 7.82 7.77
Adverbs 6.38 6.99 7.29

Other 5.64 6.23 6.62

Table 1: Average absolute positions of different type of
words.

Stand. Depend. Freq.
1 .0262 .0095 .0002
2 .0149 .0274 .0238
3 .0147 .0116 .0156
4 .0133 .0145 .0147
5 .0134 .0131 .0146

Table 2: Average frequency of first five words in differ-
ent generation orders.

5 Experiments and Analysis

5.1 Data

We evaluate our model for dialog response gen-
eration on Persona dataset ((Zhang et al., 2018)).
Each person is give a list of persona descriptions
in simple sentences, and they are required to con-
verse according to the given persona. We use
last 3 utterances for each response as source. We
prepend persona descriptions to source. We use
global attention over persona descriptions to com-
pute context vectors. During pre-processing, we
truncate all trailing punctuations.

5.2 Positional Statistics

We measure how early do each type of words ap-
pear in different generation orders – standard left-
to-right order, dependency-based lexicalization (as
in Stanford parser), and content-based lexicaliza-
tion. The earlier a word appear, the less context
there is for predicting it. As shown in Table 1,
content-based lexicalization can make nouns and
verbs appear much earlier, while delaying function
words.

To verify frequency-based lexicalization is
making infrequent words appear earlier, we show
the average frequencies of the first five words.
The first few words are more important since
they decide the context for generating the follow-
ing words. In Table 2, the first two words of
each parse tree under frequency-based lexicaliza-

Seq2seq Ours
Standard 3.682 N/A
Dependency 4.015 3.964
Content 4.115 3.865
Frequency 4.088 3.827

Table 3: Perplexities.

tion are much less frequent.

5.3 Perplexity

We compare per word likelihood given different
generation orders and architectures. For left-to-
right sequence decoder, the non-standard gener-
ation orders are obtained by linearizing L-PCFG
parse trees in pre-order traversal, and words of
heirs are not repeated in the linearization. Note
that our word model generates word without us-
ing rules and labels as inputs to its networks. As
can be seen from Table 3, alternative word gen-
eration orders all make it harder for standard left-
to-right sequence decoder to learn to predict the
next word. On the other hand, using a doubly-
recurrent architecture, specifically the surface de-
coder and the ancestor decoder, can improve per-
plexity scores for top-down word generation over
the left-to-right decoder. While our word model
with top-down word generation orders has higher
perplexity scores than simple model with standard
generation order, we emphasize that perplexity is
not an appropriate measure for generation tasks.

5.4 Evaluation Metrics

Word Overlap Based Metrics. We use BLEU
(Papineni et al., 2002), ROUGE (Lin, 2004), and
METEOR (Banerjee and Lavie, 2005) scores as
automatic evaluation metrics. While the reliabil-
ity of such metrics has been criticized (Liu et al.,
2016), there is also evidence that for task-oriented
domains, these metrics correlate with human judg-
ment to a certain extent (Sharma et al., 2017).

Word Embedding Based Metrics. We evalu-
ate the semantic similarity between generated re-
sponses and human responses/persona by the co-
sine distance of their sentence embeddings. We
use the word averaging approach by (Arora et al.,
2016) to embed the responses, which has been
demonstrated to be very good at capturing lexical
level semantic similarity. The normalizing singu-
lar vector is obtained from the responses in train-
ing set.
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Human Baseline PCFG
L-PCFG

(Dependency)
L-PCFG
(Content)

L-PCFG
(Frequency)

Length 10.35 7.21 9.39 8.96 11.04 9.74
BLEU N/A 0.1926 0.2041 0.2038 0.2093 0.2028

ROUGE-L N/A 0.1639 0.1448 0.1571 0.1565 0.1624
METEOR N/A 0.0718 0.0704 0.0721 0.0777 0.0739

Cos. Sim. to targets N/A 0.0913 0.0385 0.0824 0.0964 0.0883
Cos. Sim. to last utterance 0.1108 0.0880 0.0714 0.0921 0.1113 0.0971

Cos. Sim. to persona 0.1489 0.0206 0.0455 0.0796 0.0691 0.0605
Distinct uni-gram 6327 678 725 891 813 874
Distinct bi-gram 44376 2802 3368 5306 5427 3680
Distinct tri-gram 77884 4844 6061 10348 10787 6441

Inertia 11771 4385 5027 6319 3756 3959
BLEU to training set 0.4334 0.8471 0.5320 0.5874 0.5402 0.6331

ROUGE to training set 0.4728 0.8970 0.5837 0.6701 0.6226 0.7175

Table 4: Evaluation results on Persona dataset.

Context Human Seq2seq L-PCFG
i am great . i just got
back from the club

this is my favorite time
of the year season wise

that is cool what do
you do for a living

awesome ! i am getting
ready to go to the club

sure i like tv ,
what do you watch ?

really anything ,
what about you ?

i watch a lot of tv
i watch lot of tv movies .

i like to watch tv

oh . tell me something
about yourself .

well i do not like heights
very much and i love

animals . what about you ?

i am an accountant .
what do you do

i am trying to learn how
to work with animals

i live in texas . i love
riding my bike here .

are you a christian ?
i am jewish

i have never been to
the west coast . do

you have any hobbies

i do too ! i wish i
was there so i

can do that for school

Table 5: Examples of generated responses.

Novelty and diversity. We measure word over-
lapping between generated responses and the re-
sponses in training set using BLEU and ROUGE
as a proxy for novelty. The responses in training
set with most common words with generated re-
sponses are used as references. For diversity, we
count the number of distinct n-grams. In addi-
tion, we perform a k-means clustering on the sen-
tence embeddings of responses into 10 clusters,
and measure average squared Euclidean distance
between members of each cluster (Inertia). The
larger the number, the harder it is to separate em-
beddings into 10 clusters, thus the greater the di-
versity.

5.5 Main Results

5.5.1 Quantitative Analysis

Evaluation results are shown in Table 4. For met-
rics that are not measured using ground truth re-

sponse as reference, we consider the closer to the
number for human responses the better. We first
look at measures for overall generation quality.
We can see modelling syntactic structures is capa-
ble of generating longer responses. BLEU scores
are positively correlated with lengths. While syn-
tactic models do better on BLEU, and slightly bet-
ter on METEOR than sequence-to-sequence base-
line, they are generally not on par with the baseline
in terms of ROUGE-L, except for frequency-based
lexicalization. Among grammar models, lexical-
ized grammars out-performed unlexicalized gram-
mar.

Relevance is measured using cosine similarities
with the previous utterance and persona. Syntac-
tic models with lexicalized grammar beat the base-
line in terms of relevance. Furthermore, content-
based lexicalization is much more on topic with
the last source utterance than dependency-based

3768



Lg + Ls Lg + Ls + La Lg
Lengths 11.04 7.95 8.46

Distinct uni-gram 813 383 376
Distinct bi-gram 5427 1763 1775
Distinct tri-gram 10787 3061 3522

Inertia 3756 2049 2346
BLEU on training 0.5402 0.8056 0.6612

ROUGE on training 0.6226 0.8543 0.7417

Table 6: Ablation studies.

and frequence-based lexicalization. Dependency-
based lexicalization is best at being adherent
to personas than the other two lexicalization
schemes.

All syntactic models generate more novel re-
sponses than sequence-to-sequence baseline, as
reflected in the last two rows in 4. This is
consistent with the observation that sequence-to-
sequence model exhibits retrieval-like behaviour,
selecting what is most common in the training cor-
pus. Syntactic models also have larger vocabular-
ies. As for cluster analysis, unlexicalized grammar
model and dependency-based lexicalized gram-
mar model have better diversity than sequence-
to-sequence model; content-based and frequency-
based lexicalization have slightly smaller inertia
than the baseline.

5.5.2 Qualitative Analysis

We present a few examples generated by
sequence-to-sequence baseline and L-PCFG
model. There is a clear difference of how left-
to-right decoder and L-PCFG tree decoder do
conjunctions. Most of the time, standard LSTM
decoder combine sentences with periods, while
tree decoders learn to use conjunction words, or
even clauses.

We also performed an error analysis on the gen-
erated responses by L-PCFG, and in Table 7 we se-
lected the most peculiar and representative. These
examples are all syntactically fine, but they do not
follow the convention of the language or common
sense. The first example contains the most com-
mon errors in the responses generated by L-PCFG:
misuse of prepositions and determiners. It can be
fixed by replacing “as a” with “for”. The error of
other two examples have even less to do with syn-
tax. The second one misuses the verb “be”, which
is probably caused by the high frequency of the
word in the corpus. The error of the third exam-

ple is beyond surface level. Note that phrases such
as “cooking as a dinner” and “be a dog” never ap-
pear in the corpus. It is clear that L-PCFG models
are learning to make compositions of words and
phrases, unlike standard LSTM decoder, which
seems to only memorize word combinations.

i am doing well . just finished cooking as a dinner
i am sure it is nice . i am going to be a dog
i like to ride my horses on my bike

Table 7: Some peculiar examples generated by L-
PCFG models.

5.6 Ablation Studies

We perform ablation studies on our architecture,
with content-based lexicalization. Specifically,
we consider two alternative ways of making rule
prediciton. The first one takes only the hidden
state of Lg for predicting rules, hence making
the prediction of rules entirely independent from
words. The second one takes both the hidden
states of Ls and La, together with Lg, for predict-
ing rules, in which way future lexical information
is used for the construction of syntax trees.

For rule prediction using the hidden states of
both surface decoder and ancestor decoder, we no-
ticed a significant drop in diversity in generated
responses. The model over-predicts “what do you
do for a living” for than 50% of the time, and the
lengths of responses tend to be shorter.

For the other choice in which rule prediction
is independent from words, the results are closer
to the original model, but there are still some de-
creases in lengths and lexical diversity. Upon man-
ual inspection, we found that this model behaved
more like sequence-to-sequence model. There are
less compound sentences, and more conjunctions
of simple sentences by end punctuation marks.
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The proportion of simple sentences are also larger.

6 Conclusion

We consider the problem of generating natural lan-
guage in alternative orders and with syntactic tree
structures, with the use of lexicalized grammar.
By incorporating syntactic structures, our models
are capable of generating longer sentences. By
changing lexicalizaion schemes and making con-
tent words appear earlier in generation process,
our models are able to make word choices that are
more relevant to source. Furthermore, incorpo-
rating syntax facilitates response generation with
richer vocabularies and more complex structures.
On the other hand, as shown in our error analysis,
there is still room for improvement on discourse
and pragmatics level.
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A Appendices

A.1 Proof sketch for Proposition in Section
4.4

We prove by contradiction. Suppose there is a
node nk, whose lexicalization is not in the leaves
before node k, nor in the ancestors of node nk.
There must be a leaf l inheriting the lexicalization
of node nk. Since nk is not an ancestor of node k,
l must be a leaf before k, so we have a contradic-
tion.
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Abstract

Humans use language to refer to entities in the
external world. Motivated by this, in recent
years several models that incorporate a bias
towards learning entity representations have
been proposed. Such entity-centric models
have shown empirical success, but we still
know little about why.

In this paper we analyze the behavior of two re-
cently proposed entity-centric models in a ref-
erential task, Entity Linking in Multi-party Di-
alogue (SemEval 2018 Task 4). We show that
these models outperform the state of the art
on this task, and that they do better on lower
frequency entities than a counterpart model
that is not entity-centric, with the same model
size. We argue that making models entity-
centric naturally fosters good architectural de-
cisions. However, we also show that these
models do not really build entity representa-
tions and that they make poor use of linguis-
tic context. These negative results underscore
the need for model analysis, to test whether
the motivations for particular architectures are
borne out in how models behave when de-
ployed.

1 Introduction

Modeling reference to entities is arguably crucial
for language understanding, as humans use
language to talk about things in the world. A
hypothesis in recent work on referential tasks
such as co-reference resolution and entity link-
ing (Haghighi and Klein, 2010; Clark and Manning,
2016; Henaff et al., 2017; Aina et al., 2018; Clark
et al., 2018) is that encouraging models to learn
and use entity representations will help them better
carry out referential tasks. To illustrate, creating an
entity representation with the relevant information
upon reading a woman should make it easier to

∗denotes equal contribution.

JOEY TRIBBIANI (183):
”. . . see Ross, because I think you love her .”

335 183 335 306

Figure 1: Character identification: example.

resolve a pronoun mention like she.1 In the men-
tioned work, several models have been proposed
that incorporate an explicit bias towards entity
representations. Such entity-centric models have
shown empirical success, but we still know little
about what it is that they effectively learn to model.
In this analysis paper, we adapt two previous
entity-centric models (Henaff et al., 2017; Aina
et al., 2018) for a recently proposed referential task
and show that, despite their strengths, they are still
very far from modeling entities.2

The task is character identification on multi-
party dialogue as posed in SemEval 2018 Task 4
(Choi and Chen, 2018).3 Models are given dia-
logues from the TV show Friends and asked to link
entity mentions (nominal expressions like I, she or
the woman) to the characters to which they refer
in each case. Figure 1 shows an example, where
the mentions Ross and you are linked to entity 335,
mention I to entity 183, etc. Since the TV series
revolves around a set of entities that recur over
many scenes and episodes, it is a good benchmark
to analyze whether entity-centric models learn and
use entity representations for referential tasks.

Our contributions are three-fold: First, we
adapt two previous entity-centric models and show
that they do better on lower frequency entities

1Note the analogy with traditional models in formal lin-
guistics like Discourse Representation Theory (Kamp and
Reyle, 2013).

2Source code for our model, the training procedure and
the new dataset is published on https://github.com/
amore-upf/analysis-entity-centric-nns.

3https://competitions.codalab.org/
competitions/17310.
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(a significant challenge for current data-hungry
models) than a counterpart model that is not entity-
centric, with the same model size. Second, through
analysis we provide insights into how they achieve
these improvements, and argue that making models
entity-centric fosters architectural decisions that
result in good inductive biases. Third, we create
a dataset and task to evaluate the models’ ability to
encode entity information such as gender, and show
that models fail at it. More generally, our paper
underscores the need for the analysis of model be-
havior, not only through ablation studies, but also
through the targeted probing of model represen-
tations (Linzen et al., 2016; Conneau et al., 2018).

2 Related Work

Modeling. Various memory architectures have
been proposed that are not specifically for entity-
centric models, but could in principle be employed
in them (Graves et al., 2014; Sukhbaatar et al.,
2015; Joulin and Mikolov, 2015; Bansal et al.,
2017). The two models we base our results on
(Henaff et al., 2017; Aina et al., 2018) were explic-
itly motivated as entity-centric. We show that our
adaptations yield good results and provide a closer
analysis of their behavior.

Tasks. The task of entity linking has been for-
malized as resolving entity mentions to referential
entity entries in a knowledge repository, mostly
Wikipedia (Bunescu and Paşca, 2006; Mihalcea
and Csomai, 2007 and much subsequent work; for
recent approaches see Francis-Landau et al., 2016;
Chen et al., 2018). In the present entity linking task,
only a list of entities is given, without associated
encyclopedic entries, and information about the
entities needs to be acquired from scratch through
the task; note the analogy to how a human audi-
ence might get familiar with the TV show charac-
ters by watching it. Moreover, it addresses multi-
party dialogue (as opposed to, typically, narrative
text), where speaker information is crucial. A task
closely related to entity linking is coreference res-
olution, i.e., predicting which portions of a text
refer to the same entity (e.g., Marie Curie and the
scientist). This typically requires clustering men-
tions that refer to the same entity (Pradhan et al.,
2011). Mention clusters essentially correspond to
entities, and recent work on coreference and lan-
guage modeling has started exploiting an explicit
notion of entity (Haghighi and Klein, 2010; Clark
and Manning, 2016; Yang et al., 2017). Previous

work both on entity linking and on coreference reso-
lution (cited above, as well as Wiseman et al., 2016)
often presents more complex models that incorpo-
rate e.g. hand-engineered features. In contrast, we
keep our underlying model basic since we want to
systematically analyze how certain architectural de-
cisions affect performance. For the same reason we
deviate from previous work to entity linking that
uses a specialized coreference resolution module
(e.g., Chen et al., 2017).

Analysis of Neural Network Models. Our work
joins a recent strand in NLP that systematically
analyzes what different neural network models
learn about language (Linzen et al., 2016; Kádár
et al., 2017; Conneau et al., 2018; Gulordava et al.,
2018b; Nematzadeh et al., 2018, a.o.). This work,
like ours, has yielded both positive and negative
results: There is evidence that they learn complex
linguistic phenomena of morphological and syn-
tactic nature, like long distance agreement (Gulor-
dava et al., 2018b; Giulianelli et al., 2018), but less
evidence that they learn how language relates to
situations; for instance, Nematzadeh et al. (2018)
show that memory-augmented neural models fail
on tasks that require keeping track of inconsistent
states of the world.

3 Models

We approach character identification as a clas-
sification task, and compare a baseline LSTM
(Hochreiter and Schmidhuber, 1997) with two
models that enrich the LSTM with a memory mod-
ule designed to learn and use entity representations.
LSTMs are the workhorse for text processing, and
thus a good baseline to assess the contribution of
this module. The LSTM processes text of dialogue
scenes one token at a time, and the output is a
probability distribution over the entities (the set
of entity IDs are given).

3.1 Baseline: BILSTM
The BILSTM model is depicted in Figure 2. It is a
standard bidirectional LSTM (Graves et al., 2005),
with the difference with most uses of LSTMs in
NLP that we incorporate speaker information in
addition to the linguistic content of utterances.

The model is given chunks of dialogue (see Ap-
pendix for hyperparameter settings such as the
chunk size). At each time step i, one-hot vectors
for token ti and speaker entities si are embedded
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Figure 2: BILSTM applied to “...think you love...” as
spoken by Joey (from Figure 1), outputting class scores
for mention “you” (bias bo not depicted).

via two distinct matrices Wt and We and concate-
nated to form a vector xi (Eq. 1, where ‖ denotes
concatenation; note that in case of multiple simulta-
neous speakers Si their embeddings are summed).

xi = Wt ti ‖
∑

s∈Si
We s (1)

The vector xi is fed through the nonlinear acti-
vation function tanh and input to a bidirectional
LSTM. The hidden state

−→
hi of a unidirectional

LSTM for the ith input is recursively defined as
a combination of that input with the LSTM’s
previous hidden state

−→
hi−1. For a bidirectional

LSTM, the hidden state hi is the concatenation of
the hidden states

−→
hi and

←−
hi of two unidirectional

LSTMs which process the data in opposite
directions (Eqs. 2-4).

−→
hi = LSTM(tanh(xi),

−→
hi−1) (2)

←−
hi = LSTM(tanh(xi),

←−
hi+1) (3)

hi =
−→
hi ‖
←−
hi (4)

For every entity mention ti (i.e., every token4 that
is tagged as referring to an entity), we obtain a
distribution over all entities, oi ∈ [0, 1]1×N , by
applying a linear transformation to its hidden
state hi (Eq. 5), and feeding the resulting gi to a
softmax classifier (Eq. 6).

gi = Wo hi + bo (5)

oi = softmax(gi) (6)

Eq. 5 is where the other models will diverge.

cos

 

q

o

i

i

Wq

We

gi
softmax

...... hi

...

Query & library:

Class scores:

Gate:

(from BiLSTM)

Figure 3: ENTLIB; everything before hi, omitted here,
is the same as in Figure 2.

3.2 ENTLIB (Static Memory)
The ENTLIB model (Figure 3) is an adaptation of
our previous work in Aina et al. (2018), which was
the winner of the SemEval 2018 Task 4 competition.
This model adds a simple memory module that is
expected to represent entities because its vectors
are tied to the output classes (accordingly, Aina
et al., 2018, call this module entity library). We
call this memory ‘static’, since it is updated only
during training, after which it remains fixed.

Where BILSTM maps the hidden state hi to
class scores oi with a single transformation (plus
softmax), ENTLIB instead takes two steps: It first
transforms hi into a ‘query’ vector qi (Eq. 7) that
it will then use to query the entity library. As we
will see, this mechanism helps dividing the labor
between representing the context (hidden layer)
and doing the prediction task (query layer).

qi = Wq hi + bq (7)

A weight matrix We is used as the entity library,
which is the same as the speaker embedding in
Eq. 1: the query vector qi ∈ R1×k is compared to
each vector in We (cosine), and a gate vector gi
is obtained by applying the ReLU function to the
cosine similarity scores (Eq. 8).5 Thus, the query
extracted from the LSTM’s hidden state is used as
a soft pointer over the model’s representation of
the entities.

gi = ReLU(cos(We,qi)) (8)

As before, a softmax over gi then yields the dis-
tribution over entities (Eq. 6). So, in the ENTLIB

4For multi-word mentions this is done only for the last
token in the mention.

5In Aina et al. (2018), the gate did not include the ReLU
nonlinear activation function. Adding it improved results.
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Figure 4: ENTNET; everything before hi, omitted here,
is the same as in Figure 2.

model Eqs. 7 and 8 together take the place of Eq. 5
in the BILSTM model.

Our implementation differs from
Aina et al. (2018) in one important point that we
will show to be relevant to model less frequent
entities (training also differs, see Section 4): The
original model did not do parameter sharing
between speakers and referents, but used two
distinct weight matrices.

Note that the contents of the entity library in
ENTLIB do not change during forward propagation
of activations, but only during backpropagation of
errors, i.e., during training, when the weights of
We are updated. If anything, they will encode
permanent properties of entities, not properties
that change within a scene or between scenes or
episodes, which should be useful for reference. The
next model attempts to overcome this limitation.

3.3 ENTNET (Dynamic Memory)
ENTNET is an adaptation of Recurrent Entity Net-
works (Henaff et al., 2017, Figure 4) to the task.
Instead of representing each entity by a single vec-
tor, as in ENTLIB, here each entity is represented
jointly by a context-invariant or ‘static’ key and
a context-dependent or ‘dynamic’ value. For the
keys the entity embedding We is used, just like the
entity library of ENTLIB. But the values Vi can be
dynamically updated throughout a scene.

As before, an entity query qi is first obtained
from the BILSTM (Eq. 7). Then, ENTNET com-
putes gate values gi by estimating the query’s simi-
larity to both keys and values, as in Eq. 9 (replacing
Eq. 8 of ENTLIB).6 Output scores oi are computed

6Two small changes with respect to the original model
(motivated by empirical results in the hyperparameter search)

as in the previous models (Eq. 6).

gi = ReLU(cos(We,qi) + cos(Vi,qi)) (9)

The values Vi are initialized at the start of ev-
ery scene (i = 0) as being identical to the keys
(V0 = We). After processing the ith token, new
information can be added to the values. Eq. 10
computes this new information Ṽi,j , for the jth

entity, where Q, R and S are learned linear trans-
formations and PReLU denotes the parameterized
rectified linear unit (He et al., 2015):

Ṽi,j = PReLU(QWej +RVi,j + Sqi) (10)

This information Ṽi,j , multiplied by the respective
gate gi,j , is added to the values to be used when
processing the next (i + 1th) token (Eq. 11), and
the result is normalized (Eq. 12):

Vi+1,j = Vj + gi,j ∗ Ṽi,j (11)

Vi+1,j =
Vi+1,j

‖Vi+1,j‖
(12)

Our adaptation of the Recurrent Entity Network
involves two changes. First, we use a biLSTM
to process the linguistic utterance, while Henaff
et al. (2017) used a simple multiplicative mask (we
have natural dialogue, while their main evaluation
was on bAbI, a synthetic dataset). Second, in the
original model the gates were used to retrieve and
output information about the query, whereas we use
them directly as output scores because our task is
referential. This also allows us to tie the keys to the
characters of the Friends series as in the previous
model, and thus have them represent entities (in the
original model, the keys represented entity types,
not instances).

4 Character Identification

The training and test data for the task span the
first two seasons of Friends, divided into scenes
and episodes, which were in turn divided into ut-
terances (and tokens) annotated with speaker iden-
tity.7 The set of all possible entities to refer to is
given, as well as the set of mentions to resolve.
Only the dialogues and speaker information are
available (e.g., no video or descriptive text). Indeed,

are that we compute the gate using cosine similarity instead
of dot product, and the obtained similarities are fed through a
ReLU nonlinearity instead of sigmoid.

7The dataset also includes automatic linguistic annotations,
e.g., PoS tags, which our models do not use.
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all (78) main (7)
models #par F1 Acc F1 Acc
SemEv-1st - 41.1 74.7 79.4 77.2
SemEv-2nd - 13.5 68.6 83.4 82.1
BILSTM 3.4M 34.4 74.6 85.0 83.5
ENTLIB 3.3M 49.6∗ 77.6∗ 84.9 84.2
ENTNET 3.4M 52.5∗ 77.5∗ 84.8 83.9

Table 1: Model parameters and results on the char-
acter identification task. First block: top systems at
SemEval 2018. Results in the second block marked
with ∗ are statistically significantly better than BIL-
STM at p < 0.001 (approximate randomization tests,
Noreen, 1989).

one of the most interesting aspects of the SemEval
data is the fact that it is dialogue (even if scripted),
which allows us to explore the role of speaker in-
formation, one of the aspects of the extralinguistic
context of utterance that is crucial for reference.
We additionally used the publicly available 300-
dimensional word vectors that were pre-trained on
a Google News corpus with the word2vec Skip-
gram model (Mikolov et al., 2013a) to represent
the input tokens. Entity (speaker/referent) embed-
dings were randomly initialized.

We train the models with backpropagation, using
the standard negative log-likelihood loss function.
For each of the three model architectures we per-
formed a random search (> 1500 models) over the
hyperparameters using cross-validation (see Ap-
pendix for details), and report the results of the best
settings after retraining without cross-validation.
The findings we report are representative of the
model populations.

Results. We follow the evaluation defined in the
SemEval task. Metrics are macro-average F1-score
(which computes the F1-score for each entity sep-
arately and then averages these over all entities)
and accuracy, in two conditions: All entities, with
78 classes (77 for entities that are mentioned in
both training and test set of the SemEval Task, and
one grouping all others), and main entities, with 7
classes (6 for the main characters and one for all
the others). Macro-average F1-score on all entities,
the most stringent, was the criterion to define the
leaderboard.

Table 1 gives our results in the two evaluations,
comparing the models described in Section 3 to
the best performing models in the SemEval 2018
Task 4 competition (Aina et al., 2018; Park et al.,

Figure 5: Accuracy on entities with high (>1000),
medium (20–1000), and low (<20) frequency.

2018). Recall that our goal in this paper is not
to optimize performance, but to understand model
behavior; however, results show that these models
are worth analyzing, as that they outperform the
state of the art. All models perform on a par on
main entities, but entity-centric models outperform
BILSTM by a substantial margin when all char-
acters are to be predicted (the difference between
ENTLIB and ENTNET is not significant).

The architectures of ENTLIB and ENTNET help
with lower frequency characters, while not hurting
performance on main characters. Indeed, Figure 5
shows that the accuracy of BILSTM rapidly deteri-
orates for less frequent entities, whereas ENTLIB

and ENTNET degrade more gracefully. Deep learn-
ing approaches are data-hungry, and entity men-
tions follow the Zipfian distribution typical of lan-
guage, with very few high frequency and many
lower-frequency items, such that this is a welcome
result. Moreover, these improvements do not come
at the cost of model complexity in terms of number
of parameters, since all models have roughly the
same number of parameters (3.3− 3.4 million).8

Given these results and the motivations for the
model architectures, it would be tempting to con-
clude that encouraging models to learn and use
entity representations helps in this referential task.
However, a closer look at the models’ behavior
reveals a much more nuanced picture.

Figure 6 suggests that: (1) models are quite good
at using speaker information, as the best perfor-
mance is for first person pronouns and determiners
(I, my, etc.); (2) instead, models do not seem to
be very good at handling other contextual infor-
mation or entity-specific properties, as the worst

8See Appendix for a computation of the models’ parame-
ters.

3776



Figure 6: F1-score (all entities condition) of the three
models, per mention type, and token frequency of each
mention type.

performance is for third person mentions and com-
mon nouns, which require both;9 (3) ENTLIB and
ENTNET behave quite similarly, with performance
boosts in (1) and smaller but consistent improve-
ments in (2). Our analyses in the next two sections
confirm this picture and relate it to the models’
architectures.

5 Analysis: Architecture

We examine how the entity-centric architectures
improve over the BILSTM baseline on the refer-
ence task, then move to entity representations (Sec-
tion 6).

Shared speaker/referent representation. We
found that an important advantage of the entity-
centric models, in particular for handling low-
frequency entities, lies in the integrated represen-
tations they enable of entities both in their role of
speakers and in their role of referents. This ex-
plains the boost in first person pronoun and proper
noun mentions, as follows.

Recall that the integrated representation is
achieved by parameter sharing, using the same
weight matrix We as speaker embedding and as en-
tity library/keys. This enables entity-centric models
to learn the linguistic rule “a first person pronoun
(I, me, etc.) refers to the speaker” regardless of
whether they have a meaningful representation of
this particular entity: It is enough that speaker rep-
resentations are distinct, and they are because they
have been randomly initialized. In contrast, the

91st person: I, me, my, myself, mine; 2nd person: you, your,
yourself, yours; 3rd person: she, her, herself, hers, he, him,
himself, his, it, itself, its.

model type main all
BILSTM 0.39 0.02
ENTLIB 0.82 0.13
ENTNET 0.92 0.16
#pairs 21 22155

Table 2: RSA correlation between speaker/referent em-
beddings We and token embeddings Wt of the entities’
names, for main entities vs. all entities (right)

simple BILSTM baseline needs to independently
learn the mapping between speaker embedding and
output entities, and so it can only learn to resolve
even first-person pronouns for entities for which it
has enough data.

For proper nouns (character names), entity-
centric models learn to align the token embeddings
with the entity representations (identical to the
speaker embeddings). We show this by using Rep-
resentation Similarity Analysis (RSA) (Kriegesko-
rte et al., 2008), which measures how topologically
similar two different spaces are as the Spearman
correlation between the pair-wise similarities of
points in each space (this is necessary because en-
tities and tokens are in different spaces). For in-
stance, if the two spaces are topologically similar,
the relationship of entities 183 and 335 in the en-
tity library will be analogous to the relationship
between the names Joey and Ross in the token
space. Table 2 shows the topological similarities
between the two spaces, for the different model
types.10 This reveals that in entity-centric models
the space of speaker/referent embeddings is topo-
logically very similar to the space of token embed-
dings restricted to the entities’ names, and more so
than in the BILSTM baseline. We hypothesize that
entity-centric models can do the alignment better
because referent (and hence speaker) embeddings
are closer to the error signal, and thus backprop-
agation is more effective (this again helps with
lower-frequency entities).

Further analysis revealed that in entity-centric
models the beneficial effect of weight sharing be-
tween the speaker embedding and the entity repre-
sentations (both We) is actually restricted to first-
person pronouns. For other expressions, having

10As an entity’s name we here take the proper noun that is
most frequently used to refer to the entity in the training data.
Note that for the all entities condition the absolute values are
lower, but the space is much larger (over 22K pairs). Also
note that this is an instance of slow learning; models are not
encoding the fact that a proper noun like Rachel can refer to
different people.
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Figure 7: ENTLIB, 2D TSNE projections of the activations for first-person mentions in the test set, colored by the
entity referred to. The mentions cluster into entities already in the hidden layer hi (left graph; query layer qi shown
in the right graph). Best viewed in color.

Figure 8: ENTLIB, 2D TSNE projections of the activations for mentions in the test set (excluding first person
mentions), colored by the entity referred to. While there is already some structure in the hidden layer hi (left
graph), the mentions cluster into entities much more clearly in the query qi (right graph). Best viewed in color.

two distinct matrices yielded almost the same per-
formance as having one (but still higher than the
BILSTM, thanks to the other architectural advan-
tage that we discuss below).

In the case of first-person pronouns, the speaker
embedding given as input corresponds to the target
entity. This information is already accessible in
the hidden state of the LSTM. Therefore, mentions
cluster into entities already at the hidden layer hi,
with no real difference with the query layer qi (see
Figure 7).

Advantage of query layer. The entity querying
mechanism described above entails having an ex-
tra transformation after the hidden layer, with the
query layer q. Part of the improved performance
of entity-centric models, compared to the BILSTM
baseline, is due not to their bias towards ‘entity
representations’ per se, but due to the presence of

this extra layer. Recall that the BILSTM baseline
maps the LSTM’s hidden state hi to output scores
oi with a single transformation. Gulordava et al.
(2018a) observe in the context of Language Mod-
eling that this creates a tension between two con-
flicting requirements for the LSTM: keeping track
of contextual information across time steps, and
encoding information useful for prediction in the
current timestep. The intermediate query layer q in
entity-centric models alleviates this tension. This
explains the improvements in context-dependent
mentions like common nouns or second and third
pronouns.

We show this effect in two ways. First, we com-
pare the average mean similarity s of mention pairs
Te = {(tk, tk′)| tk → e ∧ k 6= k′} referring to the
same entity e in the hidden layer (Eq. 13) and the
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BILSTM ENTLIB ENTNET

hi hi qi hi qi
0.34 0.24 0.48 0.27 0.60

Table 3: Average cosine similarity of mentions with the
same referent.

query layer.11

s =
1

|E|
∑

e∈E

1

|Te|
∑

(tk,tk′ )∈Te
cos(htk , htk′ ) (13)

Table 3 shows that, in entity-centric models, this
similarity is lower in the hidden layer hi than in
the case of the BILSTM baseline, but in the query
layer qi it is instead much higher. The hidden layer
thus is representing other information than referent-
specific knowledge, and the query layer can be seen
as extracting referent-specific information from the
hidden layer. Figure 8 visually illustrates the divi-
sion of labor between the hidden and query layers.
Second, we compared the models to variants where
the cosine-similarity comparison is replaced by an
ordinary dot-product transformation, which con-
verts the querying mechanism into a simple further
layer. These variants performed almost as well on
the reference task, albeit with a slight but consistent
edge for the models using cosine similarity.

No dynamic updates in ENTNET. A surprising
negative finding is that ENTNET is not using its
dynamic potential on the referential task. We con-
firmed this in two ways. First, we tracked the values
Vi of the entity representations and found that the
pointwise difference in Vi at any two adjacent time
steps i tended to zero. Second, we simply switched
off the update mechanism during testing and did not
observe any score decrease on the reference task.
ENTNET is thus only using the part of the entity
memory that it shares with ENTLIB, i.e., the keys
We, which explains their similar performance.

This finding is markedly different from Henaff
et al. (2017), where for instance the BaBI tasks
could be solved only by dynamically updating
the entity representations. This may reflect our
different language modules: since our LSTM
module already has a form of dynamic memory,
unlike the simpler sentence processing module in
Henaff et al. (2017), it may be that the LSTM takes
this burden off of the entity module. An alternative
is that it is due to differences in the datasets.

11For the query layer, Eq. 13 is equivalent, with
cos(qtk , qtk′ ).

This person is {a/an/the} <PROPERTY> [and
{a/an/the} <PROPERTY>]{0,2}.
This person is the brother of Monica Geller.
This person is a paleontologist and a man.

Figure 9: Patterns and examples (in italics) of the
dataset for information extraction as entity linking.

We leave an empirical comparison of these
potential explanations for future work, and focus
in Section 6 on the static entity representations
We that ENTNET essentially shares with ENTLIB.

6 Analysis: Entity Representations

The foregoing demonstrates that entity-centric ar-
chitectures help in a reference task, but not that the
induced representations in fact contain meaning-
ful entity information. In this section we deploy
these representations on a new dataset, showing
that they do not—not even for basic information
about entities such as gender.

Method. We evaluate entity representations with
an information extraction task including attributes
and relations, using information from an indepen-
dent, unstructured knowledge base—the Friends
Central Wikia.12 To be able to use the models as
is, we set up the task in terms of entity linking,
asking models to solve the reference of natural lan-
guage descriptions that uniquely identify an entity.
For instance, given This person is the brother of
Monica Geller., the task is to determine that person
refers to Ross Geller, based on the information in
the sentence.13 The information in the descriptions
was in turn extracted from the Wikia. We do not
retrain the models for this task in any way—we
simply deploy them.

We linked the entities from the Friends dataset
used above to the Wikia through a semi-automatic
procedure that yielded 93 entities, and parsed
the Wikia to extract their attributes (gender and
job ) and relations (e.g., sister, mother-in-law;
see Appendix for details). We automatically
generate the natural language descriptions with
a simple pattern (Figure 9) from combinations
of properties that uniquely identify a given
entity within the set of Friends characters.14 We

12http://friends.wikia.com.
13The referring expression is the whole DP, This person,

but we follow the method in Aina et al. 2018 of asking for
reference resolution at the head noun.

14Models require inputting a speaker; we use speaker UN-
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model description gender job
RANDOM 1.5 50 20
BILSTM 0.4 - -
ENTLIB 2.2 55 27
ENTNET 1.3 61 24

Table 4: Results on the attribute and relation prediction
task: percentage accuracy for natural language descrip-
tions, mean reciprocal rank of characters for single at-
tributes (lower is worse).

consider unique descriptions comprising at most
3 properties. Each property is expressed by a noun
phrase, whereas the article is adapted (definite or
indefinite) depending on whether that property
applies to one or several entities in our data. This
yields 231 unique natural language descriptions
of 66 characters, created on the basis of overall
61 relation types and 56 attribute values.

Results. The results of this experiment are nega-
tive: The first column of Table 4 shows that models
get accuracies near 0.

A possibility is that models do encode informa-
tion in the entity representations, but it doesn’t get
used in this task because of how the utterance is
encoded in the hidden layer, or that results are due
to some quirk in the specific setup of the task. How-
ever, we replicated the results in a setup that does
not encode whole utterances but works with single
attributes and relations. While the methodological
details are in the Appendix, the ‘gender’ and ‘job’
columns of Table 4 show that results are a bit better
in this case but models still perform quite poorly:
Even in the case of an attribute like gender, which is
crucial for the resolution of third person pronouns
(he/she), the models’ results are quite close to that
of a random baseline.

Thus, we take it to be a robust result that entity-
centric models trained on the SemEval data do not
learn or use entity information—at least as recov-
erable from language cues. This, together with the
remainder of the results in the paper, suggests that
models rely crucially on speaker information, but
hardly on information from the linguistic context.15

Future work should explore alternatives such as
pre-training with a language modeling task, which

KNOWN.
15Note that 44% of the mentions in the dataset are first per-

son, for which linguistic context is irrelevant and the models
only need to recover the relevant speaker embedding to suc-
ceed. However, downsampling first person mentions did not
improve results on the other mention types.

could improve the use of context.

7 Conclusions

Recall that the motivation for entity-centric models
is the hypothesis that incorporating entity represen-
tations into the model will help it better model the
language we use to talk about them. We still think
that this hypothesis is plausible. However, the ar-
chitectures tested do not yet provide convincing
support for it, at least for the data analyzed in this
paper.

On the positive side, we have shown that framing
models from an entity-centric perspective makes it
very natural to adopt architectural decisions that are
good inductive biases. In particular, by exploiting
the fact that both speakers and referents are entities,
these models can do more with the same model
size, improving results on less frequent entities
and emulating rule-based behavior such as “a first
person expression refers to the speaker”. On the
negative side, we have also shown that they do
not yield operational entity representations, and
that they are not making good use of contextual
information for the referential task.

More generally, our paper underscores the need
for model analysis to test whether the motivations
for particular architectures are borne out in how the
model actually behaves when it is deployed.
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A Appendices

A.1 Hyperparameter search
Besides the LSTM parameters, we optimize the
token embeddings Wt, the entity/speaker embed-
dings We, as well as Wo, Wq, and their corre-
sponding biases, where applicable (see Section 3).
We used five-fold cross-validation with early stop-
ping based on the validation score. We found that
most hyperparameters could be safely fixed the
same way for all three types. Specifically, our final
models were all trained in batch mode using the
Adam optimizer (Kingma and Ba, 2014), with each
batch covering 25 scenes given to the model in
chunks of 750 tokens. The token embeddings (Wt)
are initialized with the 300-dimensional word2vec
vectors, hi is set to 500 units, and entity (or
speaker) embeddings (We) to k = 150 units.With
this hyperparameter setting, ENTLIB has fewer pa-
rameters than BILSTM: the linear map Wo of the
latter (500×401) is replaced by the query extractor
Wq (500× 150) followed by (non-parameterized)
similarity computations. This holds even if we take
into account that the entity embedding We used

in both models contains 274 entities that are never
speakers and that are, hence, used by ENTLIB but
not by BILSTM.

Our search also considered different types of
activation functions in different places, with the
architecture presented above, i.e., tanh before the
LSTM and ReLU in the gate, robustly yielding
the best results. Other settings tested—randomly
initialized token embeddings, self-attention on the
input layer, and a uni-directional LSTM—did not
improve performance.

We then performed another random search
(> 200 models) over the remaining hyperparame-
ters: learning rate (sampled from the logarithmic
interval 0.001–0.05), dropout before and after
LSTM (sampled from 0.0–0.3 and 0.0–0.1, respec-
tively), weight decay (sampled from 10−6–10−2)
and penalization, i.e., whether to decrease the
relative impact of frequent entities by dividing the
loss for an entity by the square root of its frequency.
This paper reports the best model of each type, i.e.,
BILSTM, ENTLIB, and ENTNET, after training on
all the training data without cross-validation for 20,
80 and 80 epochs respectively (numbers selected
based on tendencies in training histories). These
models had the following parameters:

BILSTM ENTLIB ENTNET

learning rate: 0.0080 0.0011 0.0014
dropout pre 0.2 0.2 0.0
dropout post: 0.0 0.02 0.08
weight decay: 1.8e-6 4.3e-6 1.0e-5
penalization: no yes yes

B Attribute and relation extraction

B.1 Details of the dataset
We performed a two-step procedure to extract
all the available data for the SemEval characters.
First, using simple word overlap, we automatically
mapped the 401 SemEval names to the characters
in the database. In a second, manual step, we cor-
rected these mappings and added links that were
not found automatically due to name alternatives,
ambiguities or misspellings (e.g., SemEval Dana
was mapped to Dana Keystone, and Janitor to The
Zoo Employee). In total, we found 93 SemEval
entities in Friends Central, and we extracted their
attributes (gender and job) and their mutual rela-
tionships (relatives).
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Model Gender (93;2) Occupation Relatives
(wo)man (s)he (24;17) (56;24)

RANDOM .50 .50 .20 .16
ENTLIB .55 .58 .27 .22
ENTNET .61 .56 .24 .26

Table 5: Results on the attribute prediction task (mean reciprocal rank; from 0 (worst) to 1 (best)). The number of
considered test items and candidate values, respectively, are given in the parentheses. For gender, we used (wo)man
and (s)he as word cues for the values (fe)male.

B.2 Alternative setup
We use the same models, i.e. ENTLIB and ENTNET

trained on Experiment 1, and (without further train-
ing) extract representations for the entities from
them. The former are directly obtained from the
entity embedding We of each model.

In the attribute prediction task, we are given an
attribute (e.g., gender), and all its possible values
V (e.g., V = {woman, man }). We formulate the
task as, given a character (e.g., Rachel ), produc-
ing a ranking of the possible values in descending
order of their similarity to the character, where sim-
ilarity is computed by measuring the cosine of the
angle between their respective vector representa-
tions in the entity space. We obtain representations
of attributes values, in the same space as the enti-
ties, by inputting each attribute value as a separate
utterance to the models, and extracting the corre-
sponding entity query (qi). Since the models also
expect a speaker for each utterance, we set it to
either all entities, main entities, a random entity, or
no entity (i.e., speaker embedding with zero in all
units), and report the best results.

We evaluate the rankings produced for both tasks
in terms of mean reciprocal rank (Craswell, 2009),
scoring from 0 to 1 (from worst to best) the posi-
tion of the target labels in the ranking. The two
first columns Table 5 presents the results. Our mod-
els generally perform poorly on the tasks, though
outperforming a random baseline. Even in the case
of an attribute like gender, which is crucial for the
resolution of third person pronouns, the models’
results are still very close to that of the random
baseline.

Instead, the task of relation prediction is to,
given a pair of characters (e.g., Ross and Monica),
predict the relation R which links them (e.g., sis-
ter, brother-in-law, nephew; we found 24 relations
that applied to at least two pairs). We approach
this following the vector offset method introduced
by Mikolov et al. (2013b) for semantic relations

between words. This leverages on regularities in
the embedding space, taking the embeddings of
pairs that are connected by the same relation to
have analogous spatial relations. For two pairs of
characters (a, b) and (c, d) which bear the same
relation R, we assume a− b ≈ c− d to hold for
their vector representations. For a target pair (a, b)
and a relation R, we then compute the following
measure:

srel((a, b), R) =

∑
(x,y)∈R cos(a− b,x− y)

|R|
(14)

Equation (14) computes the average relational sim-
ilarity between the target character pair and the
exemplars of that relation (excluding the target it-
self), where the relational similarity is estimated as
the cosine between the vector differences of the two
pairs of entity representations respectively. Due to
this setup, we restrict to predicting relation types
that apply to at least two pairs of entities. For each
target pair (a, b), we produce a rank of candidate
relations in descending order of their scores srel.
Table 5 contains the results, again above baseline
but clearly very poor.
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Abstract

Domain classification is the task of mapping
spoken language utterances to one of the natu-
ral language understanding domains in intelli-
gent personal digital assistants (IPDAs). This
is a major component in mainstream IPDAs in
industry. Apart from official domains, thou-
sands of third-party domains are also created
by external developers to enhance the capa-
bility of IPDAs. As more domains are de-
veloped rapidly, the question of how to con-
tinuously accommodate the new domains still
remains challenging. Moreover, existing con-
tinual learning approaches do not address the
problem of incorporating personalized infor-
mation dynamically for better domain classi-
fication. In this paper, we propose CONDA,
a neural network based approach for domain
classification that supports incremental learn-
ing of new classes. Empirical evaluation
shows that CONDA achieves high accuracy
and outperforms baselines by a large margin
on both incrementally added new domains and
existing domains.

1 Introduction

Domain classification is the task of mapping spo-
ken language utterances to one of the natural lan-
guage understanding (NLU) domains in intelligent
personal digital assistants (IPDAs), such as Ama-
zon Alexa, Google Assistant, and Microsoft Cor-
tana, etc. (Sarikaya, 2017). Here a domain is de-
fined in terms of a specific application or function-
ality such as weather, calendar or music, which
narrows down the scope of NLU. For example,
given an utterance “Ask Uber to get me a ride”
from a user, the appropriate domain would be one
that invokes the “Uber” app.

Traditionally IPDAs have only supported
dozens of well-separated domains, where each is
defined in terms of a specific application or func-
tionality such as calendar and weather (Sarikaya

et al., 2016; Tur and De Mori, 2011; El-Kahky
et al., 2014). In order to increase the domain cov-
erage and extend the capabilities of the IPDAs,
mainstream IPDAs released tools to allow third-
party developers to build new domains. Ama-
zons Alexa Skills Kit, Googles Actions and Mi-
crosofts Cortana Skills Kit are examples of such
tools. To handle the influx of new domains, large-
scale domain classification methods like SHORT-
LISTER (Kim et al., 2018b) have been proposed
and have achieved good performance.

As more new domains are developed rapidly,
one of the major challenges in large-scale domain
classification is how to quickly accommodate the
new domains without losing the learned predic-
tion power on the known ones. A straightforward
solution is to simply retraining the whole model
whenever new domains are available. However,
this is not desirable since retraining is often time
consuming. Another approach is to utilize con-
tinual learning where we dynamically evolve the
model whenever a new domain is available. There
is extensive work on the topic of continual learn-
ing, however there is very little on incrementally
adding new domains to a domain classification
system.

To mitigate this gap, in this paper we propose
the CONDA solution for continuous domain adap-
tation. Given a new domain, we keep all learned
parameters, but only add and update new parame-
ters for the new domain. This enables much faster
model updates and faster deployment of new fea-
tures to customers. To preserve the learned knowl-
edge on existing domains to avoid the notorious
catastrophic forgetting problem (Kemker et al.,
2018), we propose cosine normalization for output
prediction and domain embedding regularization
for regularizing the new domain embedding. Also,
we summarize the data for existing domains by
sampling exemplars, which will be used together
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with the new domain data for continuous domain
adaptation. This is shown to further alleviate the
overfitting on the new domain data. Empirical
evaluation on real data with 900 domains for initial
training and 100 for continuous adaptation shows
that CONDA out performs the baselines by a large
margin, achieving 95.6% prediction accuracy on
average for the 100 new domains and 88.2% accu-
racy for all seen domains after 100 new domains
have been accommodated (only 3.6% lower than
the upperbound by retraining the model using all
domain data). To summarize, we make the follow-
ing contributions in this paper:

• We introduce the problem of continuous do-
main adaptation for large-scale personalized
domain classification.

• We describe CONDA, a new solution for
continuous domain adaptation with Cosine
normalization, domain embedding regular-
ization and negative exemplar sampling tech-
niques. Our solution advances the research in
continuous domain adaptation.

• We conduct extensive experiments showing
that CONDA achieves good accuracy on both
new and existing domains, and outperforms
the baselines by a large margin.

2 Background and Problem Definition

2.1 Domain Classification
Domain classification is the task of mapping spo-
ken language utterances to one of the NLU do-
mains in IPDAs. A straightforward solution to
tackle this problem is to ask users to explicitly
mention the domain name with a specific invoca-
tion pattern. For example, for the utterance “Ask
Uber to get me a ride”, the invocation pattern is
“Ask {domain} to {perform action}”. While it
makes things much simpler for the domain clas-
sifier, this significantly limits natural interaction
with IPDAs as users need to remember the do-
main names as well as the invocation pattern. To
address this limitation, name-free domain classi-
fication methods were developed for more user
friendly interactions, and have been getting more
attention recently. We specifically focus on the
name-free scenario in this paper.

2.2 The Shortlister System
To our knowledge, the state-of-the-art for name-
free domain classification is SHORTLISTER (Kim

et al., 2018b), which leverages personalized user
provided information for better classification per-
formance. Specifically, it contains three main
modules.

The first module is the LSTM-based encoder
to map an utterance to a dimension-fixed vector
representation. Given an utterance, each word is
first represented as dense vectors using word em-
beddings, then a bidirectional LSTM (Graves and
Schmidhuber, 2005) is be used to encode the full
utterance.

The second module is the personalized domain
summarization module. For each utterance from
an IPDA user, a list of domains have been enabled
by the user. These enabled domains can be viewed
as user-specific personalized information. It has
been shown that the domain classification accu-
racy can be significantly improved by leveraging
information about enabled domains (Kim et al.,
2018b). To represent the domain enablement in-
formation, first each enabled domain is mapped
to a fixed-dimensional embedding, then a summa-
rization vector is generated by taking an attention
weighted sum (Luong et al., 2015) over the en-
abled domain embeddings.

Once the utterance representation and the en-
abled domain summarization are calculated, we
concatenate the two vectors as the final represen-
tation. Then the third module, a feed-forward net-
work, is used to predict the confidence score with
a sigmoid function for each domain.

2.3 Continuous Domain Adaptation

As more new domains are developed, a major
challenges in large-scale domain classification is
quickly accommodating the new domains into the
live production domain classification model with-
out having to perform a full retrain. We refer to
this problem as Continuous Domain Adaptation
(CDA). In this paper, we specifically focus on the
case of purely online learning where new domains
where added one by one, since in practice we want
to quickly integrate a new domain into the system
as soon as it becomes available. We formally de-
fine the problem below.

Definition 1 (Online continuous domain adapta-
tion) Given a collection of k domains Sk =
{s1, s2, . . . , sk}, suppose we have a dataset Dk
defined on Sk where each item is a triple (u, s, E)
with the utterance u ∈ U (the set for all possible
utterances), the ground-truth domain s ∈ Sk, and
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the enabled domains E ⊆ Sk. Denote P(Sk) as
the powerset of Sk, a model Mk : U × P(Sk) →
Sk has been trained on Dk for domain classifica-
tion with the accuracy Mk(Dk). At some point,
a new domain sk+1 is available with the corre-
sponding dataset Dk+1 = {(u, sk+1, E) | E ⊆
Sk+1} with Sk+1 = Sk ∪ {sk+1}. Taking advan-
tage of Dk+1, the continuous adaptation for sk+1

is to update Mk to Mk+1 : U ×P(Sk+1)→ Sk+1

so that the model can make predictions for sk+1,
with the goal of maximizing Mk+1(Dk+1) and
minimizing Mk(Dk)−Mk+1(Dk).

3 The CoNDA Solution

We introduce CONDA (Continuous Neural
Domain Adaptation), a variation of SHORTLISTER

that is capable of handling online CDA decribed
in Definition 1. Similar to SHORTLISTER, it has
three main modules.

The first module is the LSTM-based utterance
encoder which shares the same architecture as the
one used in SHORTLISTER, that maps an input ut-
terance into a dense vector. After the training on
the initial k-domain data Dk, we freeze all param-
eters (i.e., the word embedding lookup and the bi-
LSTM parameters) of this module from changing
for the subsequent online domain adaptation tasks.
Usually the value of k is large enough (hundreds
or even thousands in real-world, at least 100 in our
experiments), thus it is safe to assume that the pa-
rameters have been tuned sufficiently well to en-
code utterances from all existing and future do-
mains. In this work we treat new words in the
new domains as unknown and leave the problem
of vocabulary expansion as future work.

The second module is the personalized domain
summarization module which will map the en-
abled domains of an input utterance to a dense
vector representation. It is also similar to the one
in SHORTLISTER, except we will evolve the mod-
ule as we are adding new domains. Specifically,
given dataset Dk on k domains for initial training,
a domain embedding table Tk ∈ Rk×ds will be
learned where ds is the size of the domain embed-
dings. When a new domain sk+1 is available, we
expand Tk to Tk+1 ∈ R(k+1)×ds by: (1) freezing
the learned embeddings for all known domains;
(2) adding a new row tk+1 ∈ Rds to Tk as the
domain embedding for sk+1 and updating the new
parameters tk+1 using all available training data
at hand (i.e., the dataset Dk+1 and the negative

samples which will be discussed later in this sec-
tion). We repeat this procedure whenever a new
domain is available. To avoid over-fitting on tk+1,
we introduce a new regularization term into the
loss function. We describe the details in Section
3.2.

The third module is a two-layer feed-forward
network as the classifier. The first layer f (1) :
Rdu+ds → Rdh maps the concatenation of the ut-
terance embedding (in size du) and domain sum-
marization (in size ds) into fix-sized hidden repre-
sentation (in size dh) using a fully connected layer
followed by SELU activation (Klambauer et al.,
2017), which is identical to the one in SHORTLIS-
TER. Then the prediction layer f (2) : Rdh → Rk

maps the hidden representation to the final domain
prediction scores. Unlike SHORTLISTER where
the final prediction score is the dot product of
the weight vector and the hidden representation,
we choose to use the cosine score of the two, re-
ferred to as cosine normalization. To support on-
line CDA when a new domain is available, we ap-
ply a similar approach to the domain embedding
expansion described above to expand the predic-
tion layer. Specifically, denote W (2)

k ∈ Rk×dh

be the weights for the prediction layer that has
been trained on the initial k domains. To adapt the
new domain dk+1, we expand W (2)

k to W (2)
k+1 ∈

R(k+1)×dh by first freezing all learned parame-
ters and adding a new row of learnable parameters
wk+1 ∈ Rdh to W (2)

k .
As each time we only add one new domain, all

training utterances during the update will have the
same label. Thus, it’s easy to overfit the new data
such that catastrophic forgetting occurs. Inspired
by (Rebuffi et al., 2017), we also propose a neg-
ative sampling procedure to leverage (limited) in-
formation on the known domains to alleviate the
catastrophic forgetting problem. For the rest of the
section, we will first talk about cosine normaliza-
tion, and then domain embedding regularization,
and finally negative sampling.

3.1 Cosine Normalization

As mentioned above, we use the cosine similarity
of the weights and the hidden representation vec-
tor instead of the linear dot product in the predic-
tion layer. Formally, let f (2)k : Rdh → [−1, 1]k be
the prediction layer for k domains with parameters
W

(2)
k ∈ Rk×dh . Given an input hidden represen-

tation h ∈ Rdh from f (1), the score for the i-th
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Figure 1: Cosine Example.

domain under cosine normalization is:

f
(2)
k,i (h) = cos

(
h,W

(2)
k,i

)
=

h ·W (2)
k,i

‖h‖
∥∥∥W (2)

k,i

∥∥∥
(1)

To understand why cosine is better in the case
of online CDA, let’s first see the problem with the
dot-product method. Suppose we are accommo-
dating sk+1 with dataset Dk+1, because we train
the new parameters wk+1 only on Dk+1 where
all utterances have the same domain sk+1, the
model can easily get good training performance on
Mk+1(Dk+1) by simply maximizing the values in
wk+1 such that the dot product of the hidden repre-
sentation with wk+1 is larger than the dot product
with any other wi, 1 ≤ i ≤ k. Effectively this
leads to the model predicting domain sk+1 for any
given utterance. Using cosine normalization in-
stead as described in Eq. 1 removes the incentive
to maximize the vector length of wk+1.

Example 1 SupposeMk has been initially trained
on Dk, and domain s1=“Weather”. Given an ut-
terance u = “What’s the weather today?”, Mk

correctly classifies u into s1. Now a new domain
sk+1=“Uber” is coming and we evolve Mk to
Mk+1. As the norm of the weights wk+1 could be
much larger than w1 in the prediction layer, even
if the hidden representation h of u is closer to s1 in
direction,Mk+1 will classifier u into sk+1 as it has
a higher score, shown in Figure 1.a. However if
we measure the cosine similarity, Mk+1 will clas-
sify u correctly because we now care more about
the directions of the vectors, and the angle θ1 be-
tween h and s1 is smaller (representing higher
similarity) than the angle θ2 between h and sk+1,
as shown in Figure 1.b.

As we use the cosine normalization, all pre-
diction scores are mapped into the range [-1, 1].
Therefore it’s not proper to use log-Sigmoid loss
function as in SHORTLISTER. So accompanying
with the cosine normalization, the following hinge

loss function has been used instead:

(2)
Lhinge =

n∑

i=1

yi max{∆pos − oi, 0}

+
n∑

i=1

(1− yi) max{oi −∆neg, 0}

where n is the number of all domains, oi is the pre-
dicted score for each domain, y is a n-dimensional
one-hot vector with 1 in the ground-truth label and
0 otherwise. ∆pos and ∆neg are the hinge thresh-
olds for the true and false label predictions respec-
tively. The reason we use hinge loss here is that it
can be viewed as another way to alleviate the over-
fitting on new data, as the restrictions are less by
only requiring the prediction for the ground-truth
to be above ∆pos and false domain predictions be-
low ∆neg. Our experiments show that this helps
the model get better performance on the seen do-
mains.

3.2 Domain Embedding Regularization
In this section, we introduce the regularizations on
the domain embeddings used in the personalized
domain summarization module. Recall that given
an utterance u with hu as the hidden representa-
tion from the encoder and its enabled domains E,
personalized domain summarization module first
compares u with each si ∈ E (by calculating
the dot product of hu and the domain embedding
ti of si) to get a score ai, then gets the weight
ci = exp (ai)/

∑
aj exp (aj) for domain si, and fi-

nally computes the personalized domain summary
as
∑
ei∈E ci · ti. We observed that after training on

the initial dataset Dk, the domain embedding vec-
tors tend to roughly cluster around a certain (ran-
dom) direction in the vector space. Thus, when
we add a new domain embedding sk+1 to this per-
sonalization module, the model tends to learn to
move this vector to a different part of the vector
space such that its easier to distinguish the new
domain from all other domains. Moreover, it also
increases the `2 norm of the new domain embed-
ding tk+1 to win over all other domains.

Example 2 Suppose a similar scenario to Exam-
ple 1 where we have s1 = “Weather” in Sk and a
new domain sk+1 = “Uber”. As most utterances
inDk+1 have sk+1 as an enabled domain, it’s easy
for the model to learn to enlarge the norm of the
new domain embedding tk+1 as well as make it
close to the context of ride sharing, so that tk+1
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can dominate the domain summarization. Then
coordinating with the new weights wk+1 in the
prediction layer f (2)k+1, the network can easily pre-
dict high scores sk+1 and fit the dataset Dk+1.
However, when we have utterances belonging to
s1 with sk+1 as an enabled domain, sk+1 may
still dominate the summarization which makes the
prediction layer tends to cast those utterances to
sk+1. We don’t observe this on the initial training
on Dk because sk+1 was not visible at that time,
thus cannot be used as an enabled domain. And
it’s even worse if s1 is similar to sk+1 in concept.
For example if s1 = “Lyft”, in this case the utter-
ances of the two domains are also similar, making
the dot product of tk+1 and the hidden representa-
tions of the s1’s utterances even larger.

To alleviate this problem, we add a new domain
embedding regularization term in the loss func-
tion to constrain the new domain embedding vec-
tor length and force it to direct to a similar area
where the known domains are heading towards, so
that the new domain will not dominate the domain
summarization. Specifically,

(3)
Lder =

k∑

i=1

λi max{∆der − cos(tk+1, ti), 0}

+
λnorm

2
‖tk+1‖2

We call the first part of Eq. 3 on the right
hand side as the domain similarity loss where we
ask the new domain embedding tk+1 to be simi-
lar to known domain ti’s controlled by a Cosine-
based hinge loss. As we may not need tk+1 to
be similar to all seen domains, a coefficient λi is
used to weight the importance each similarity loss
term. In this paper we encourage tk+1 to be more
similar to the ones sharing similar concepts (e.g.
“Uber” and “Lyft”). We assume all training data
are available to us, and measure the similarity of
two domains by comparing their average of utter-
ance hidden representations.

Specifically, denote ϕ : U → Rdu as the
LSTM-encoder that will map an utterance to its
hidden representation with dimension du. For
each domain si ∈ Sk+1, we first calculate the av-
erage utterance representation on Di

h̃i =
∑

(u,si,e)∈Di

ϕ(u)

|Di|
(4)

Then we set λi = λdsl max{cos(h̃i, h̃k+1), 0}
with λdsl as a scaling factor.

Combining Eq. 2 and 3, the final loss function
for optimization is: Ltotal = Lhinge + Lder
3.3 Sampling Negative Exemplars
So far we developed our method by training only
on the new data Dk+1, and use regularizations to
prevent overfitting. However, in many real appli-
cations all of the training data, not only Dk+1, is
actually available, but it’s not affordable to retrain
the full model using all data. Inspired by (Rebuffi
et al., 2017), we can select a set of exemplars from
the previously trained data to further improve con-
tinual adaptation.

Suppose we are handling the new domain sk+1

with Dk+1, and all data trained previously is Dk
on k domains Sk. For each known si ∈ Sk,
we pick N utterances from Di as the exemplars
for si. Denote Pi be the exemplar set for si and
P =

⋃k
i=1 Pi be the total exemplar set. To gen-

erate each Pi, we pick the top-N utterances that
are closest to the average of the utterance hidden
representation. Specifically, following Eq. 4, we
first get the average representation h̃i, then Pi is
defined as follow:

Pi =Pi⊆Di,|Pi|=N
∑

(u,si,e)∈Pi
cos

(
ϕ(u), h̃i

)
(5)

If multiple candidates satisfying Eq. 5 for Pi, we
randomly pick one as Pi to break the tie. Once the
domain adaptation for sk+1 is done, we similarly
generate Pk+1 and merge it to P . We repeat this
procedure for negative sampling whenever a new
domain is coming later.

As we add more new domains, the exemplar set
P also grows. For some new domain Dk+1, we
may have |P |� |Dk+1|. In this case, the pre-
diction accuracy on the new domain data could be
very low as the model will tend to not making mis-
takes on P rather than fitting Dk+1. To alleviate
this problem, when |P |> |Dk+1|, we select a sub-
set P ′ ⊆ P with |P ′|= |Dk+1|, and P ′ will be
used as the final exemplar set to train together with
Dk+1. To generate P ′, we just randomly sample a
subset from P , since it was observed to be effec-
tive in our experiments.

4 Empirical Evaluation

4.1 Experiment Setup
Dataset: We use a dataset defined on 1000 do-
mains for our experiments which has 2.53M utter-
ances, and we split them into two parts. The first
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Figure 2: Overall evaluation. (a) shows the accuracy for new domains. (b) shows the accumulated accuracy for
previous new domains that have been adapted to the model so far. (c) shows the accumulated accuracy for all
known domains including the ones used for initial training and all previously adapted new domains.
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Figure 3: The model performance on different number of initial training domains. The red dashed line shows the
upperbound of the accumulated accuracy, which is generated by retraining the model on all domains seen so far.

part contains 900 domains where we use it for the
initial training of the model. It has 2.06M utter-
ances, and we split into training, development and
test sets with ratio of 8:1:1. We refer to this dataset
as “InitTrain”. The second part consists of 100
domains and is used for the online domain adap-
tation. It has 478K utterances and we split into
training, development and test sets with the same
8:1:1 ratio. We refer to this dataset as “IncTrain”.

Training Setup: We implement the model in
PyTorch (Paszke et al., 2017). All of the ex-
periments are conducted on an Amazon AWS
p3.16xlarge1 cluster with 8 Tesla V100 GPUs. For
initial training, we train the model for 20 epochs
with learning rate 0.001, batch size 512. For the
continuous domain adaptation, we add the new do-
mains in a random order. Each domain data will be
trained independently one-by-one for 10 epochs,
with learning rate 0.01 and batch size 128. For
both training procedures, we use Adam as the op-
timizer. The development data is used to pick the
best model in different epoch runs. We evaluate
the classification accuracy on the test set.

4.2 Overall Performance

We first talk about the overall performance. In our
experiments we select two baselines. The first one
linear-full-update which simply extends

1https://aws.amazon.com/ec2/instance-types/p3/

SHORTLISTER by adding new parameters for new
domains and conducting full model updating. The
second linear is similar to the first baseline ex-
cept that we freeze all trained parameters and only
allow new parameter updating. Both the two base-
lines update the model with Dk+1 dataset only.
To show the effectiveness of each component of
CONDA, we choose four variations. The first one
is cos where we apply the Cosine Normaliza-
tion (CosNorm). The second one cos+der ap-
plies CosNorm with the domain embedding reg-
ularization. The third one cos+ns uses both
CosNorm and negative exemplars. And the last
one cos+der+ns is the combination of all three
techniques, which is our CONDA model. For
hyperparameters, we pick ∆pos = 0.5,∆neg =
0.3,∆der = 0.1, λdsl = 5, and λnorm = 0.4.

Figure 2 shows the accuracy for new do-
main adaptations. From the figure, here are the
main observations. First, without any constraints,
linear-full-update can easily overfits the
new data to achieve 100% accuracy as shown in
Figure 2(a), but it causes catastrophic forgetting
such that the accuracy on seen domains is (almost)
0 as shown in Figure 2(b) and (c). By freezing the
all trained parameters, the catastrophic forgetting
problem is a bit alleviated for linear, but the ac-
curacy on the seen domains is still very low as we
add more new domains. Second, cos produces
much better accuracy on seen domains with a bit
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lower accuracy on each new domain, showing the
effectiveness of the Cosine normalization. Third,
as we add more regularizations to the model, we
get better accuracy on the seen domains (Figure
2 (b) and (c)), at the cost of sacrificing a bit on
the new domain accuracy (Figure 2 (a)). Also,
cos+der+ns (the CONDA model) achieves the
best performance, with an average of 95.6% ac-
curacy for each new domain and 88.2% accuracy
for all previously seen domains after we add 100
new ones, which is only 3.6% lower than the up-
perbound (by retraining the model on the whole
dataset). These demonstrate the superiority of our
method.

4.3 Micro-benchmarks

Using Different Number of Initial Domains:
We vary the number of domains for initial train-
ing to see if it will have a big impact on the model
performance. Specifically, we pick 100 and 500
domains from InitTrain, and use the same IncTrain
data for domain adaptation. Figure 3 compares the
model performance on these three different num-
ber (i.e., 100, 500, 900) of initial training domains.
From the figure we can see that the curves share a
similar pattern regardless of the number of initial
domains, showing that our model is stable to the
number of domains used for initial training.

Varying the hinge loss thresholds: We vary the
classification hinge loss thresholds ∆pos and ∆neg

to see how it will affect the performance. Specif-
ically, we fix ∆neg = 0.3 and vary ∆pos from 0.5
to 1.0, and fix ∆pos = 0.5 and vary ∆neg from 0 to
0.4, respectively. For both of the them we use 0.1
as the step size. Figure 4 shows the model perfor-
mance. From the figures, we summarize the fol-
lowing observations. First, as we increase ∆pos,
on average the accuracy on each new domain gets
better (Figure 4(a)), but we loss performance on
all seen domains (Figure 4(b)). This is in accord
with our intuition that a larger ∆pos puts more con-
straint on the new domain predictions such that it
tends to overfit the new data and exacerbates catas-
trophic forgetting on existing domains. Second, as
we increase ∆neg, on average the accuracy on each
new domain gets worse (Figure 4(c)), but we get
better performance on existing domains. This is
because a larger ∆neg narrows down the predic-
tion “margin” between positive and negative do-
mains (similar to decreasing ∆pos), so that less
constraint has been put onto predictions to allevi-

ate overfitting on the new domain data.

Varying the domain similarity loss threshold:
We vary the threshold ∆der to see how it will af-
fect the model performance. Specifically, we vary
∆der from 0 to 0.5 with step size 0.1, and Figure
5 shows the model performance. As we increase
∆der, the performance on the new domains gets
worse, and the drop is significant when ∆der is
large. On the other hand, the accumulated accu-
racy on seen domains increases when we start to
increase ∆der, and drops when ∆der is too large.
This means we when we start to make the new
domain embeddings to be similar to the existing
ones, we alleviate the problem that the new do-
main dominates the domain summarization. Thus
the accuracy on existing domains improves at the
cost of sacrificing some accuracy on the new do-
mains. However, if we continue to increase ∆der

to make it very similar to some of existing do-
mains, the new domain will compete with some
existing ones so that we loss accuracy on both new
and existing domains.

Varying the weights for domain similarity loss:
To see how the weighted domain similarity loss
will affect the performance, we compare it against
the plain version without the utterance similar-
ity weights. Specifically, we set each λi = λdsl
having the same value. And our experiments
show that the plain version gets the average ac-
curacy 94.1% on the new domains, which is 1.5%
lower than the weighted version, and 88.7% ac-
cumulated accuracy on all domains after adding
100 new domains, which is 0.5% higher than the
weighted version. This means we can get a bit
higher accumulated accuracy at the cost of sacri-
ficing more new domain accuracy. In real appli-
cations, the decision to whether use weighted do-
main similarity loss should be made by trading off
the importance of the new and existing domains.

Varying the number of used negative exem-
plars: As we mentioned before, we down-
sample the negative exemplar set P to reduce
the impact on new domain performance. To see
if it’s necessary, we compare it against the one
without down-sampling. Our experiments show
that without down-sampling, the model achieves
87.5% new domain accuracy on average which
is 8.1% lower than the down-sampling version,
and 87.2% accumulated accuracy on all domains
which is 1.0% lower than the down-sampling one.
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Figure 4: Model performance by varying the hinge loss thresholds. (a) and (b) shows accuracy on new domain and
accumulated accuracy for all seen domains respectively by varying ∆pos. Similarly, (c) and (d) shows the accuracy
performance by varying ∆neg .

Prediction
Method

100 initial 
domains

500 initial 
domains

900 initial 
domains

Linear 95.2 93.9 93.4
Cosine 94.5 92.9 92.4

Table 1: Linear dot product versus Cosine normaliza-
tion on initial training for different number of domains.

This means down-sampling effectively improve
the model performance.

Effect of Cosine normalization in initial train-
ing: We have shown Cosine normalization with
hinge loss works better than linear dot product
with sigmoid loss (used in SHORTLISTER) for
CDA. Here we compare the two on the regular
training setting where we train the model from
scratch on a large dataset. Specifically, we com-
pare the initial training performance on 100, 500,
and 900 domains which are the same as we used
earlier. Table 1 shows the accuracy numbers.
From the table we see that Linear works better
than Cosine by 0.7-1.0% across different number
of domains. Though the difference is not large,
this means Linear could be a better option than
Cosine when we train the model from scratch.

Varying the order of the new domains: To see
if the incoming order of the new domains will af-
fect the performance, we generate two different or-

ders apart from the one used in overall evaluation.
The first one sorts the new domains on the num-
ber of utterances in the decreasing order, and the
second in the increasing order. Denote these three
orders as “random”, “decreasing”, and “increas-
ing”, and we conduct domain adaptation on these
orders. Our experiments show that they achieve
95.6%, 95.5%, and 95.6% average accuracy on
new domains respectively, and 88.2%, 88.2%, and
88.1% accumulated accuracy on all domains after
accommodating all 100 new domains. This indi-
cates that there is no obvious difference on model
performance, and our model is insensitive to the
order of the new domains.

Using more new domains: We also experi-
mented with adding a large number of new do-
mains to see the limit of CONDA. Figure 6 shows
the results by continuously adapting 900 new do-
mains one-by-one. From the figure we can see that
at the early stage of the new domain adaptation
(e.g., first 200 new domains), we get high new do-
main accuracy with little performance decrease on
the existing domains. After that, the new domain
performance becomes more unstable with violent
oscillation, and the existing domain accuracy de-
creases more quickly. This suggests that we can-
not run the new domain adaptation forever, and
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Figure 5: Model performance by varying ∆der. (a)
shows the accuracy on new domains, and (b) shows the
accumulated accuracy for all seen domains.

after adapting a certain number of new domains
(e.g., 200 new domains), it’s more preferable to
train the whole model from scratch.

5 Related Work

Domain Classification: Traditional domain
classifiers were built on simple linear models such
as Multinomial logistic regression or Support
Vector Machines (Tur and De Mori, 2011). They
were typically limited to a small number of
domains which were designed by specialists to
be well-separated. To support large-scale domain
classification, (Kim et al., 2018b) proposed
SHORTLISTER, a neural-based model. (Kim
et al., 2018a) extended SHORTLISTER by using
additional contextual information to rerank the
predictions of SHORTLISTER. However, none
of them can continuously accommodate new
domains without full model retrains.

Continuous Domain Adaptation: To our
knowledge, there is little work on the topic of con-
tinuous domain adaptation for NLU and IPDAs.
(Kim et al., 2017) proposed an attention-based
method for continuous domain adaptation, but it
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Figure 6: Using 900 new domains for continual learn-
ing.

introduced a separate model for each domain and
therefore is difficult to scale.

Continual Learning: Several techniques have
been proposed to mitigate the catastrophic forget-
ting (Kemker et al., 2018). Regularization meth-
ods add constraints to the network to prevent im-
portant parameters from changing too much (Kirk-
patrick et al., 2017; Zenke et al., 2017). Ensemble
methods alleviate catastrophic forgetting by ex-
plicitly or implicitly learning multiple classifiers
and using them to make the final predictions (Dai
et al., 2009; Ren et al., 2017; Fernando et al.,
2017). Rehearsal methods use data from exist-
ing domains together with the new domain data
being accommodated to mitigate the catastrophic
forgetting (Robins, 1995; Draelos et al., 2017; Re-
buffi et al., 2017). Dual-memory methods intro-
duce new memory for handling the new domain
data (Gepperth and Karaoguz, 2016). Among the
existing techniques, our model is most related to
the regularization methods. However, unlike ex-
isting work where the main goal is to regularize
the learned parameters, we focus on regulariza-
tions on the newly added parameters. Our model
also shares similar ideas to (Rebuffi et al., 2017)
on the topic of negative exemplar sampling.

6 Conclusion and Future Work

In this paper, we propose CONDA for continuous
domain adaptation. By using various normaliza-
tion and regularizations, our model achieves high
accuracy on both the accommodated new domains
and the existing known domains, and outperforms
the baselines by a large margin. For future work,
we consider extending the model to handle un-
known words. Also, we want to find a more princi-
pled way to down sample the negative exemplars.
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Abstract

One of the first steps in the utterance interpre-
tation pipeline of many task-oriented conver-
sational AI systems is to identify user intents
and the corresponding slots. Since data col-
lection for machine learning models for this
task is time-consuming, it is desirable to make
use of existing data in a high-resource lan-
guage to train models in low-resource lan-
guages. However, development of such mod-
els has largely been hindered by the lack of
multilingual training data. In this paper, we
present a new data set of 57k annotated ut-
terances in English (43k), Spanish (8.6k) and
Thai (5k) across the domains weather, alarm,
and reminder. We use this data set to evalu-
ate three different cross-lingual transfer meth-
ods: (1) translating the training data, (2) us-
ing cross-lingual pre-trained embeddings, and
(3) a novel method of using a multilingual ma-
chine translation encoder as contextual word
representations. We find that given several
hundred training examples in the the target
language, the latter two methods outperform
translating the training data. Further, in very
low-resource settings, multilingual contextual
word representations give better results than
using cross-lingual static embeddings. We
also compare the cross-lingual methods to us-
ing monolingual resources in the form of con-
textual ELMo representations and find that
given just small amounts of target language
data, this method outperforms all cross-lingual
methods, which highlights the need for more
sophisticated cross-lingual methods.

1 Introduction

One of the first steps in many conversational AI
systems that are used to parse utterances in per-
sonal assistants is the identification of what the
user intends to do (the intent) as well as the argu-
ments of the intent (the slots) (Mesnil et al., 2013;

∗ Work carried out during an internship at Facebook.

Liu and Lane, 2016). For example, for a request
such as Set an alarm for tomorrow at 7am, a first
step in fulfilling such a request is to identify that
the user’s intent is to set an alarm and that the re-
quired time argument of the request is expressed
by the phrase tomorrow at 7am.

Given these properties of the task, the problem
can be stated as a joint sentence classification (for
intent classification) and sequence labeling (for
slot detection) task and therefore naturally lends
itself to using a biLSTM-CRF sequence labeling
model (Lample et al., 2016; Vu, 2016) where the
biLSTM layer is also used as the input for a pro-
jection layer for intent detection.

These models are very powerful and given
enough training data, they achieve very high ac-
curacy on the intent classification as well as the
slot detection task. However, given the require-
ment of large amounts of labeled training data, de-
veloping a conversational AI system for many new
languages is a very resource-intensive task and
clearly not feasible to be done for the more than
6,500 languages that are currently spoken around
the world.

For this reason, one would like to make use of
methods that enable transfer learning from a high-
resource language to a low-resource language.
However, the development of sophisticated cross-
lingual transfer methods for intent detection and
slot filling has so far been hindered by the lack
of multilingual data sets that have been annotated
according to the same guidelines.1 In this work,
we therefore present a novel data set containing
a large number of English utterances (the high-
resource data) as well as a smaller set of utterances
in Spanish and in Thai (the low-resource data),
which were annotated according to the same anno-
tation scheme. This data allows the systematic in-

1Upadhyay et al. (2018) collected such a dataset but to the
best of our knowledge, their data is not publicly available.
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Number of utterances Intent types Slot typesDomain English Spanish Thai

Alarm 9,282/1,309/2,621 1,184/691/1,011 777/439/597 6 2
Reminder 6,900/943/1,960 1,207/647/1,005 578/336/442 3 6
Weather 14,339/1,929/4,040 1,226/645/1,027 801/460/653 3 5

Total 30,521/4,181/8,621 3,617/1,983/3,043 2,156/1,235/1,692 12 11

Table 1: Summary statistics of the data set. The three values for the number of utterances correspond to the number
of utterances in the training, development, and test splits. Note that the slot type datetime is shared across all three
domains and therefore the total number of slot types is only 11.

vestigation of cross-lingual transfer learning meth-
ods from high-resource languages to low-resource
languages.

We use this data set to explore different strate-
gies to make use of training data from a high-
resource language to improve intent and slot de-
tection models for other languages. We investi-
gate two previously proposed strategies for cross-
lingual transfer, namely using cross-lingual pre-
trained embeddings (XLU embeddings; see Ruder
et al., 2017 for a review) as well as automatically
translating the English training data to the target
language. Further, we present a novel technique
that uses a bidirectional neural machine transla-
tion encoder as cross-lingual contextual word rep-
resentations. We compare the cross-lingual trans-
fer methods to models that are only trained on the
target language data.

Across the two languages and the various trans-
fer methods, we find that joint training on the high-
resource and the low-resource target language im-
proves results on the target language. We further
find that the optimal choice of transfer method de-
pends on the size of the available training data in
the target language: In the zero-shot case where
no target language data is available, translating the
training data gives the best results. However, if a
small amount of training data is available, we find
that jointly training on the high-resource and low-
resource data works better than training on trans-
lated data.

We release the data at https://fb.me/
multilingual_task_oriented_data.

2 Data

We originally collected a data set of around 43,000
English utterances across the domains ALARM,
REMINDER, and WEATHER. Data collection pro-
ceeded in three steps. First, native English speak-
ers were asked to produce utterances for each in-
tent, e.g., provide examples of how they would ask

for the weather. In a second step, two annotators
would label the intent and the spans correspond-
ing to slots for each utterance. As a third step, if
annotators disagreed on the annotation of an utter-
ance, a third annotator who corresponded with the
authors of the guidelines adjudicated between the
two annotations.

For the Spanish and Thai data, native speak-
ers of the target language translated a sample of
the English utterances. These translated utterances
were then also annotated by two annotators. For
Spanish, if annotators disagreed, a third annota-
tor who was bilingual in Spanish and English ad-
judicated these disagreements in communication
with the guideline authors. Unfortunately, for
Thai, we did not have a bilingual speaker available
and hence we decided to discard all utterances for
which the annotators disagreed. We hope to rec-
tify this for future data collection efforts.

We believe this data presents a great opportu-
nity to investigate cross-lingual semantic models
and to the best of our knowledge, this is the first
parallel data set for a word tagging task that has
been annotated according to the same guidelines
across multiple languages.

Table 1 contains several summary statistics of
the data set. Note that the percentage of training
examples as compared to development and test ex-
amples is much higher for the English data than for
the Thai and Spanish data. We decided for a more
even split for the latter two languages so that we
had a sufficiently large data set for model selec-
tion and evaluation.

3 NLU models

The intent detection and slot-filling model consists
of two parts: It first uses a sentence classification
model to identify the domain of the user utterance
(in our case, ALARM, REMINDER, or WEATHER),
and then uses a domain-specific model to jointly
predict the intent and slots. Figure 1 shows the ba-
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Set an alarm for tomorrow at 7 am 

Embedding

biLSTM

CRF

Predicted slots ∅ TIME TIME TIME TIME

Self-attention

Intent:  
ALARM/SET_ALARM∅ ∅ ∅

Figure 1: Slot and intent model architecture. Word em-
beddings are passed through a biLSTM layer which is
shared across the slot detection and intent prediction
tasks.

sic architecture of the joint intent-slot prediction
model. It first embeds the utterance using an em-
bedding matrix and then passes the word vectors
to a biLSTM layer. For intent classification, we
use a self-attention layer (Lin et al., 2017) over the
hidden states of the biLSTM as input to a softmax
projection layer; for slot detection, we pass for
each word the concatenation of the forward and
backward hidden states through a softmax layer,
and then pass the resulting label probability vec-
tors through a CRF layer for final predictions.

In our experiments, we vary how the tokens are
embedded:

• Zero embeddings: We train the parameters
of a 0-initialized embedding matrix that con-
tains each word that appears in the training
data.

• XLU embeddings: We embed the tokens
through lookup in a pre-trained cross-lingual
embedding matrix and concatenate these em-
beddings with tuned zero embeddings. Here,
we follow Dozat et al. (2017) in having
a fixed pre-trained embedding matrix com-
bined with tuneable zero-embeddings.

• Encoder embeddings: We embed tokens by
passing the entire utterance through a pre-
trained biLSTM sentence encoder and us-
ing the hidden states of the top layer as in-
put. We keep the parameters of the pre-
trained encoder fixed and concatenate them
with tuneable zero-embeddings. (See Sec-
tion 4 for a detailed description of the differ-
ent encoders.)

4 Encoder models

As mentioned in the previous section, some of
our models use a pre-trained biLSTM encoder to
generate contextual word embeddings. In all our
experiments, we use a bidirectional LSTM en-
coder with two layers. Overall, we compare three
strategies for training these encoders. The moti-
vation for choosing these strategies is to investi-
gate whether there is a benefit of using multilin-
gual embeddings.

• CoVe: Following McCann et al. (2017),
we train a neural machine translation model
to translate from the low-resource language
(Spanish or Thai) to English.

• Multilingual CoVe: We train a neural ma-
chine translation model to translate from the
low-resource language to English and from
English to the low-resource language. We
encode the translation direction using target
language-specific start tokens in the decoder
(Yu et al., 2018a). In this model, the encoder
does not have access to the target language
and therefore we expect it to learn to encode
phrases with similar meanings into similar
vector spaces across languages.

• Multilingual CoVe w/ autoencoder: We
train a bidirectional neural machine trans-
lation model and combine it with an auto-
encoder objective. For the language pair
Spanish-English, that means given a Spanish
input sentence we train the model to gener-
ate either an English translation or to repro-
duce the Spanish sentence depending on the
start token in the decoder. Likewise, given
an English sentence, we train the model to
output either a Spanish translation or to re-
produce the English sentence depending on
the start token in the decoder. The motivation
for this approach is that using the joint trans-
lation and autoencoder objective might lead
to more general representations since the de-
coder has to be capable to output sentences
in either language independent of what the
source language was, and unlike in the pre-
vious model the source language does not de-
termine the target language. We train an anal-
ogous model for the Thai-English language
pair.
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Spanish Epoch es→en en→es es→es en→en

CoVe (unidirectional) 81 8.50 - - -
Mult. CoVe 98 8.27 6.90 - -
Mult. CoVe + autoencoder 282 9.15 7.29 1.15 1.14

Thai Epoch th→en en→th th→th en→en

CoVe (unidirectional) 12 13.06 - - -
Mult. CoVe 35 12.73 17.00 - -
Mult. CoVe + autoencoder 92 11.76 16.31 1.12 1.13

Table 2: Perplexities on validation set for different encoder models for the Spanish-English and Thai-English
language pairs. A hyphen means that an encoder was not trained for the corresponding language pair.

For Spanish, for which pre-trained ELMo (Pe-
ters et al., 2018) embeddings are available, we
also evaluate the use of the ELMo embeddings
by Che et al. (2018); Fares et al. (2017). Note
that the ELMo encoder and the CoVe encoder are
trained to encode only the low-resource language
and therefore neither of them are multilingual en-
coders.

Implementation details We train all models us-
ing a wrapper around the fairseq (Gehring et al.,
2016, 2017) sequence-to-sequence models. We
use 300d randomly initialized word vectors as in-
put to the first embedding layer. Each direction in
each hidden layer has 512 dimensions which re-
sults in a total encoder output dimension of 1024.
For the machine translation models, we further use
dot-product attention (Luong et al., 2015) and to
improve efficiency, we limit the output space of
the softmax to 30 translation candidates as deter-
mined by word alignments as well as the 2,000
most frequent words (L’Hostis et al., 2016).

Data For the Spanish models, we use two
copies2 of Europarl v7 (Koehn, 2005), every
eighth sentences of the Paracrawl data,3 and the
newstest2008-2011 data. For model selection, we
use the newstest2012-2013 data. For the Thai
models, we use 10 copies of the IWSTL training
data (Cettolo et al., 2012) as well as the OpenSub-
titles data (Lison et al., 2018) for training, and the
IWSTL development and test data for model se-
lection. We use the 20,000 most common words
in the training data as the vocabulary. For the mul-
tilingual models, we take the union of the vocabu-
lary from both languages. We tokenize the data us-

2We upsample the Europarl (for Spanish) and IWSLT (for
Thai) data since these data sets are presumably of higher
quality than the largerly automatically mined Paracrawl and
OpenSubtitles data.

3https://paracrawl.eu, the version that was used in the
WMT 2018 task

ing an in-house rule-based (for English and Span-
ish) and dictionary-based (for Thai) tokenizer. We
further lowercase all data and remove all dupli-
cates within a data set. We discard all sentences
whose length exceeds 100 tokens.

Training details We train the models using
stochastic gradient descent with an initial learn-
ing rate of 0.5. We decrease the learning rate by
1% after an epoch whenever perplexity on the val-
idation data is higher than for the epoch with the
lowest perplexity. We train all models for up to
100 epochs, except for the Spanish bidirectional
MT model with an autoencoder which we trained
for 300 epochs since it took considerably longer
to converge. For multilingual models, we choose
the model that has the lowest average perplexity
on both translation tasks.

Table 2 shows the perplexities for the different
models. In general, the translation perplexities are
very similar independent of whether we train a
unidirectional MT system or a bidirectional MT
system, except for the Spanish bidirectional MT
model with an autoencoder which even after 300
epochs still yields higher perplexities on the vali-
dation data than the other translation models.4

5 Cross-lingual learning

In our first set of experiments, we explore the fol-
lowing baselines and strategies for training models
in Spanish and Thai given a large amount of En-
glish training data and a small amount of Spanish
and Thai training data.

• Target only: Using only the low-resource
target language data.

4We hypothesize that the slow convergence as well as the
lower performance might be caused by the fact that the sen-
tences in the Spanish-English parallel data are much longer
than in the Thai-English data which might make it harder to
learn good universal sentence representations.
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English Embedding type Exact match Domain acc. Intent acc. Slot F1

Target only - 90.91 - 99.11 94.81

Spanish Embedding type Exact match Domain acc. Intent acc. Slot F1

Target only - 72.94 99.43 97.26 80.95
Target only XLU embeddings 72.90 99.47 96.90 80.99
Target only CoVe 73.93 99.52 97.43 81.51
Target only Mult. CoVe 74.13 99.55 97.61 81.64
Target only Mult. CoVe + auto 73.05 99.51 97.13 81.22
Target only ELMo 74.81 99.53 96.64 82.96

Translate train - 72.49 99.65 98.47 80.60

Cross-lingual XLU embeddings 75.39 99.52 97.68 83.00
Cross-lingual CoVe 75.17 99.55 97.81 82.55
Cross-lingual Mult. CoVe 75.20 99.56 97.82 82.49
Cross-lingual Mult. CoVe + auto 74.68 99.59 97.90 82.13
Cross-lingual ELMo 75.96 99.47 97.51 83.38

Thai Embedding type Exact match Domain acc. Intent acc. Slot F1

Target only - 79.80 99.31 95.13 87.26
Target only CoVe 84.84 99.36 96.60 90.63
Target only Mult. CoVe 84.66 99.37 96.75 90.20
Target only Mult. CoVe + auto 84.79 99.41 96.59 90.51

Translate train - 73.37 99.37 97.41 80.38

Cross-lingual CoVe 84.49 99.29 96.87 90.60
Cross-lingual Mult. CoVe 85.76 99.39 96.98 91.22
Cross-lingual Mult. CoVe + auto 86.12 99.33 96.87 91.51

Table 3: Results using the full training data averaged over 5 training runs. The translate train models are trained
on the union of translated English and target language data; the cross-lingual models are trained on English and
target language data.

• Target only with encoder embeddings: Us-
ing only the low-resource language training
data and using pre-trained encoder embed-
dings.

• Translate train: Combining the target train-
ing data with the English data that has been
automatically translated to the target lan-
guage. The slot annotations are projected via
the attention weights (Yarowsky et al., 2001).
We translate the data using the Facebook neu-
ral machine translation system.

• Cross-lingual with XLU embeddings: Joint
training on the English and target lan-
guage data with pre-trained MUSE (Con-
neau et al., 2017) cross-lingual embeddings.
Since MUSE embeddings are not available
for Thai, we only evaluate this method for
Spanish.

• Cross-lingual with encoder embeddings:
Joint training on the English and target lan-
guage data using pre-trained encoder embed-
dings.

Implementation details We implement all clas-
sification and sequence labeling models within the
PyText framework (Aly et al., 2018). We train
models for 20 epochs and select the model that
performs best on the development set. We use the
Adam optimizer (Kingma and Ba, 2015) with a
learning rate of 0.01. We use dropout of 0.3 in the
BiLSTM and we set the size of the self-attention
layer to 128 dimensions.

Evaluation We evaluate our models according
to four metrics: Domain accuracy, which mea-
sures the accuracy of the domain classification
task; intent accuracy, which measures the accuracy
of identifying the correct intent; slot F1, which is
the geometric mean of the slot precision and slot
recall; and the exact match metric, which indicates
the number of utterances for which the domain, in-
tent, and all slots were correctly identified. Exact
match is thus the strictest metric of all. We micro-
average all metrics across domains.

Results and discussion Table 3 shows the re-
sults for all evaluated models. While we get
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Spanish Embedding type Exact match Domain acc. Intent acc. Slot F1

Translate train - 54.95 88.70 85.39 72.87

Cross-lingual - 0.63 37.74 36.17 5.50
Cross-lingual XLU embeddings 4.01 38.24 36.94 17.50
Cross-lingual CoVe 1.37 39.42 37.13 5.35
Cross-lingual mult. CoVe 10.56 59.29 53.34 22.50
Cross-lingual mult. CoVe + auto 9.28 59.25 53.89 19.25
Cross-lingual ELMo 0.18 35.98 35.36 2.53

Thai Embedding type Exact match Domain acc. Intent acc. Slot F1

Translate train - 45.59 98.11 95.85 55.43

Cross-lingual - 0.20 39.36 39.11 3.44
Cross-lingual CoVe 5.82 66.75 54.24 8.84
Cross-lingual mult. CoVe 15.37 73.84 66.35 32.52
Cross-lingual mult. CoVe + auto 20.84 81.95 70.70 35.62

Table 4: Zero-shot results averaged over 5 training runs. All models were trained only on the English data. In the
case of the translate train models, the English data was automatically translated into the target language.

slightly different results for the two languages,
there are several consistent patterns. For Spanish,
we observe that adding contextual word represen-
tations to the target only model, consistently im-
proves results. Not surprisingly since the ELMo
embeddings were trained on a large monolingual
corpus, the model that uses these embeddings out-
performs all other target only models.

If we turn to the cross-lingual models for Span-
ish, the results indicate that the translation method
works well for domain and intent classification but
less so for slot detection, presumably due to noisy
projection of the slot annotations. For slot detec-
tion, we get the best results using the ELMo em-
beddings which outperform the XLU embeddings
as well as the bidirectional MT encoder in terms
of exact match and slot F1. Similarly as in the tar-
get only setting, the model with multilingual CoVe
embeddings combined with the autoencoder per-
forms worse than the other CoVe encoders. Over-
all, however, the choice of embeddings seems to
have only a relatively small impact on the perfor-
mance of the cross-lingual models. Importantly,
however, we see improvements across all metrics
as compared to training only on the target lan-
guage data.

We observe similar results for Thai. The trans-
lation approach again yields the worst results for
slot detection and we again see a consistent im-
provement from cross-lingual training as com-
pared to training only on Thai data. And we again
only observe small differences depending on the
type of embeddings in the cross-lingual training
scenario, but in this case, the models with the

multilingual CoVe encoders outperform the model
with the monolingual encoder.

Table 3 also shows the results for English. Not
surprisingly, since we have an order of magnitude
more data for English, the model trained and tested
on English data still performs better than any of
the evaluated methods for the other two languages.
However, the gap between the numbers for En-
glish and the numbers for the other two languages
does get considerably smaller for the cross-lingual
models. Prima facie, the results also indicate that
the models perform better for Thai than for Span-
ish. However, this is potentially an artifact of the
data. As we mentioned above, we had to discard
some of the Thai utterances for which the annota-
tions disagreed with the annotations of their En-
glish translations and it is possible that we dis-
carded a disproportionate number of more com-
plex utterances which in return made parsing the
Thai utterances easier.

In summary, the results from both languages
suggest that pre-trained word representations as
well as cross-lingual training improve results over
training only on target language data without any
pre-trained embeddings. The choice of embed-
dings, however, seems to matter less, and the over-
all performance seems to depend only very little
on whether we use dynamic or static word repre-
sentations or whether we use monolingual or bilin-
gual word representations.

However, interestingly, for Spanish for which
we compared more types of word representations
than for Thai, the cross-lingual model with mono-
lingual ELMo embeddings provided the best re-
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sults. This potentially indicates that the benefit
of cross-lingual training comes from sharing the
biLSTM layer or the CRF layer and that embed-
ding the tokens of the high-resource and the low-
resource language in a similar space is not as im-
portant. At the same time, considering that we are
getting relatively good results for both languages
if we only train on the target language data, the po-
tential of cross-lingual training might be limited
in this case. To investigate whether the embed-
ding type matters in more extreme low-resource
scenarios, we also performed a series of zero-shot
and low-resource experiments, which we describe
in the next section.

6 Zero-shot learning and learning curves

As mentioned in the previous section, from the re-
sults on the full data, it is not entirely clear whether
there is an advantage of using cross-lingual em-
beddings. We therefore conducted additional ex-
periments with even smaller training sets in the
target language: the case where we no annotated
data in the target language exists (zero-shot) and
the case where a very limited amount of training
data in the target language exists. If there is no
advantage of using cross-lingual embeddings over
using monolingual embeddings, we expect to see
similar results for all models independent of the
training data size. On the other hand, if the mul-
tilingual CoVe encoder actually embeds phrases
with similar meanings in the two languages in a
similar vector space, we would expect the model
with multilingual CoVe embeddings to perform
much better in the zero-shot and very low-resource
scenarios than any of the models with monolin-
gual embeddings. Further, we can also investi-
gate whether there is an advantage of translating
the training data over other methods in extremely
low-resource scenarios.

Experiments We used the same models with the
same parameters as in the previous section. In the
zero-shot case, we only use English data for train-
ing and model selection. For the learning curve
experiments, we sample 10, 50, 100, or 200 ut-
terances from each domain for the target language
for training and model selection and upsample the
target language data so that it roughly matches
the size of the English data. For the zero-shot
results, we present the average numbers across 5
runs. For the learning curve experiments, since
we introduced another random factor by randomly

sampling the training and model selection data, we
repeat this process 10 times and report the average
as well as the minimum and maximum values of
the exact match metric for these experiments.

Results and discussion Table 4 shows the zero-
shot results. These results indicate that using
the multilingual CoVe embeddings works better
than not using any encoder embeddings or using
monolingual CoVe embeddings. This is true for
the sentence-level domain and intent classification
tasks as well as for slot detection. The Spanish
results also suggest that in the zero-shot case, the
multilingual encoder embeddings lead to better re-
sults than the XLU embeddings. However, also
the models that use cross-lingual embeddings per-
form very poorly and contrary to the case where
we have some training data in the target language,
in the zero-shot scenario, the translation method
works considerably better than any other of the
transfer methods.

The results for different training set sizes are
shown in Figure 2. These results generally confirm
the patterns that we observed in the experiments
with all available training data: cross-lingual train-
ing improves the results over training only on the
target language (to a much bigger extent when
there is much less target language training data
available) and using pre-trained word represen-
tations leads to further improvements. We fur-
ther observe that cross-lingual learning seems to
lead to much more stable training which can be
seen in the much smaller ranges of results as com-
pared to the models trained only on the target lan-
guage. Also in the extremely low-resource scenar-
ios, the choice of embeddings seems to have very
little effect. Lastly, as these plots show, the trans-
lation approach works better when there is very
little training data available but the performance
quickly plateaus and once there are are several
hundred target language training examples avail-
able, joint training on multiple languages leads to
better results.

Considering all results together, we find a con-
sistent advantage of using cross-lingual training
across all languages, training set sizes and embed-
ding types. We further observe that the choice of
embedding type has little effect as long as some
form of pre-trained embeddings is being used.
These facts together suggest that the main advan-
tage of cross-lingual training comes from shar-
ing the biLSTM and CRF layer across languages.
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Figure 2: Results for different training set sizes. The top and the bottom of the error bars correspond to the highest
and lowest value of the exact match metric among the 10 runs.

This is in line with the results by de Lhoneux
et al. (2018) who found for cross-lingual train-
ing of dependency parsers, sharing the MLP layer
for parser decisions improved results for all lan-
guage pairs that they considered, whereas shar-
ing of lower-level parameters only led to improve-
ments for a limited set of language pairs.

7 Related work

Cross-lingual sequence labeling The task of
cross-lingual and multilingual sequence labeling
has gained a lot of attention recently. Yang
et al. (2017) used shared character embeddings
for cross-lingual transfer, and Lin et al. (2018)
used shared character and sentence embeddings
that were trained in a multitask setting for part-
of-speech tagging and named entity recognition.
Upadhyay et al. (2018) used cross-lingual embed-
dings for training multilingual slot-filling systems.
Xie et al. (2018) used a similar model for NER
but they first “translated” the high-resource train-
ing data by replacing each token with the token
in the target language that was closest in vector
space, and they further used character embeddings
and a self-attention mechanism. Yu et al. (2018b)
investigated using character-based language mod-
els for NER in several languages but did not do
any cross-lingual learning. Plank and Agić (2018)
used cross-lingual embeddings, projected annota-
tions, and dictionaries for zero-shot cross-lingual
part-of-speech tagging.

Cross-lingual sentence representations Re-
cently, there was also a lot of work of using cross-
lingual sequence encoders for sentence classifica-
tions using either multilingual MT encoders sim-
ilar to ours (e.g., Eriguchi et al., 2018; Yu et al.,
2018a; Singla et al., 2018) or training encoders
and then aligning their vector spaces after pre-
training (Conneau et al., 2018; Schuster et al.,
2019). Even more recently, Lample and Conneau
(2019) and Mulcaire et al. (2019) showed that it
is also possible to directly train contextual word
representations jointly on multiple languages.

Cross-lingual transfer for other tasks Apart
from tasks such as slot filling and NER, cross-
lingual transfer learning has also been investigated
a lot for syntactic tasks, and in particular for part-
of-speech tagging and dependency parsing. Early
work trained part-of-speech taggers for individual
languages and then trained delexicalized depen-
dency parsers (e.g., Zeman and Resnik, 2008; Mc-
Donald et al., 2011). Further, a lot of syntactic and
semantic parsing models recently successfully in-
corporated parameter sharing for training parsers
in closely related languges (Duong et al., 2015;
Ammar et al., 2016; Susanto and Lu, 2017; Smith
et al., 2018; de Lhoneux et al., 2018). In the do-
main of dialog managers, Mrkšić et al. (2017) and
Chen et al. (2018) presented methods for cross-
lingual transfer for dialog state tracking.
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8 Conclusion and future work

In this paper, we presented a new multilingual in-
tent and slot filling data set for task oriented dia-
log of around 57,000 utterances and evaluated the
performance of different methods for cross-lingual
transfer learning, including a novel method us-
ing cross-lingual contextual word representations.
For both investigated languages, we consistently
found that cross-lingual learning improves results
as compared to only training on limited amounts
of target language data, and our results suggest
that the choice of multilingual or monolingual em-
beddings has only a small impact on the overall
performance.

Despite the range of models that we consid-
ered in this paper, we only scratched at the sur-
face of possible cross-lingual (embedding) mod-
els, and hence there are many future directions of
this work. First, except for the Spanish ELMo
embeddings, we did not use any character em-
beddings in any of our experiments or models.
This presumably makes sense for the English-Thai
transfer learning case since these two languages
use different writing systems but given the results
by Lin et al. (2018) and Yang et al. (2017), we
would expect additional improvements by sharing
character embeddings for languages with similar
writing systems.

Second, one could try to include a specific
learning objective to embed translations into a
similar vector space as used by Yu et al. (2018a)
and Conneau et al. (2018) for multilingual sen-
tence representations.

As yet another extension, one could combine
the approaches of multilingual CoVe embeddings
and monolingual ELMo (or BERT, Devlin et al.,
2018) embeddings and jointly train an encoder
with a language model and an MT objective,
which would potentially combine the benefit of
training a model on large monolingual corpora
while at the same time aligning the vector spaces
of the two languages. A similar approach worked
well for cross-lingual NLI inference on the XNLI
data set (Conneau et al., 2018) as well as for un-
supervised machine translation (Lample and Con-
neau, 2019).

We hope that our data set will facilitate research
in these directions and ultimately lead to improved
natural language understanding models for low-
resource languages.
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Abstract

Evaluating open-domain dialogue systems is
difficult due to the diversity of possible correct
answers. Automatic metrics such as BLEU
correlate weakly with human annotations, re-
sulting in a significant bias across different
models and datasets. Some researchers re-
sort to human judgment experimentation for
assessing response quality, which is expensive,
time consuming, and not scalable. Moreover,
judges tend to evaluate a small number of dia-
logues, meaning that minor differences in eval-
uation configuration may lead to dissimilar re-
sults. In this paper, we present interpretable
metrics for evaluating topic coherence by mak-
ing use of distributed sentence representations.
Furthermore, we introduce calculable approx-
imations of human judgment based on conver-
sational coherence by adopting state-of-the-art
entailment techniques. Results show that our
metrics can be used as a surrogate for human
judgment, making it easy to evaluate dialogue
systems on large-scale datasets and allowing
an unbiased estimate for the quality of the re-
sponses.

1 Introduction

Recently, we have witnessed a big success in the
capability of computers to seemingly understand
natural language text and to generate plausible re-
sponses to conversations (Serban et al., 2016; Xing
et al., 2017; Sordoni et al., 2015; Li et al., 2016;
Serban et al., 2017; Devlin et al., 2018; Radford
et al., 2018). A challenging task of building dia-
logue systems lies in evaluating the quality of their
responses. Typically, evaluating goal-oriented di-
alogue systems is done via human-generated judg-
ment like a task completion test or user satisfaction
score (Walker et al., 1997; Möller et al., 2006).
However, the task of evaluating open-ended dia-
logue systems is not well defined as there is no

∗Equal Contribution

clear explicit goal for conversations. Indeed, di-
alog systems are ultimately created to satisfy the
user’s need which can be associated with how en-
tertaining and engaging the conversation was. It
is unclear how to define a metric that can ac-
count comprehensibly for the semantic meaning
of the responses. Moreover, grasping the underly-
ing meaning of text has always been fraught with
difficulties, which are essentially attributed to the
complexities and ambiguities in natural language.
Generally, a good dialogue can be described as
an exchange of information that sustain coherence
through a train of thoughts and a flow of topics.
Therefore, a plausible way to evaluate open-ended
dialogue systems is to measure the consistency of
the responses. For example, a neural dialogue
system can respond to the utterance “Do you like
animals?” by “Yes, I have three cats”, thereafter
replies to “How many cats do you have” by “I
don’t have cats.”. Here, we can notice that the di-
alogue system failed to provide a coherent answer
and instead generated an inconsistent response.

In this work, we characterize the consistency
of dialogue systems as a natural language infer-
ence (NLI) (Dagan et al., 2006) problem. In par-
ticular, NLI is focused on recognizing whether a
hypothesis is inferred from a premise. In dia-
logue systems, we cast a generated response as
the hypothesis and the conversation history as the
premise, projecting thus the automatic evaluation
into an NLI task. In other words, we propose di-
rectly calculable approximations of human evalua-
tion grounded on conversational coherence and af-
fordance by using state-of-the-art entailment tech-
niques. For this purpose, we build a synthesized
inference data from conversational corpora. The
intuition behind this choice is motivated by the
fact that utterances in a human conversation tend
to follow a consistent and coherent flow where
each utterance can be inferred from the previous
interactions. We train the state-of-the-art infer-
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ence models on our conversational inference data
and then the learned models are used to evaluate
the coherence in a given conversation. Finally,
we fare our proposed evaluation method against
existing automated metrics. The results highlight
the capability of inference models to automatically
evaluate dialogue coherence. The source code and
the dataset are available at https://github.
com/nouhadziri/DialogEntailment

2 Related Work

Evaluating open-ended dialogue systems has
drawn the attention of several researchers in re-
cent years. Unfortunately, word-overlapping met-
rics such as BLEU have been shown to correlate
weakly with human evaluation, which in turn, in-
troduces bias against certain models (Liu et al.,
2016). Many studies have been proposed to im-
prove the quality of automated metrics. In partic-
ular, Lowe et al. (Lowe et al., 2017) introduced
an automatic evaluation system called ADEM
which learns to score responses from an annotated
dataset of human responses scores. However, such
system is heavily biased towards the training data
and struggles with generalization capabilities on
unseen datasets. Further, collecting an annotated
gold standard of human judgment is very expen-
sive and thus, ADEM is less flexible and extensi-
ble. Venkatesh et al. (Venkatesh et al., 2018) in-
troduced a framework for evaluating the quality of
the conversations based on topical diversity, coher-
ence, engagement and conversational depth and
showed that these metrics conform with human
evaluation. However, a big part of their metrics
relies on human labels, which makes the evalua-
tion system not scalable. Recently, Welleck et al.
(Welleck et al., 2018) investigated the use of NLI
models (e.g., ESIM (Chen et al., 2016) and In-
ferSent (Conneau et al., 2017)) to measure consis-
tency in dialogue systems. They built a Dialogue
NLI dataset which consists of sentence pairs la-
beled as entailment, neutral, or contradiction. The
utterances are derived from a two-agent persona-
based dialogue dataset. To annotate the dataset,
they used human annotation from Amazon Me-
chanical Turk. In this work, we propose a method
that employs NLI approaches to detect coherence
in dialogue systems. The proposed evaluation
procedure does not require human labels, making
progress towards scalable and autonomous evalu-
ation systems.

3 Natural Language Inference

Reasoning about the semantic relationship be-
tween two utterances is a fundamental part of text
understanding. In this setting, we consider infer-
ence about entailment as a useful testing bed for
the evaluation of coherence in dialogue systems.
The success of NLI models1 allows us to frame
automated dialogue evaluation as an entailment
problem. More specifically, given a conversation
history H and a generated response r, the goal is
to understand whether the premise-hypothesis pair
(H, r) is entailing, contradictory, or neutral.

3.1 Coherence in Dialogue Systems

The essence of neural response generation mod-
els is designed by maximizing the likelihood of
the target response given source utterances. There-
fore, a dialogue generation task can be formulated
as a next utterance prediction problem. In partic-
ular, the model predicts a response ui+1 given a
conversation history (u1, ..., ui). One key factor
for a successful conversation is having coherence
across multiple turns. A machine’s response can
be considered as incoherent when it contradicts di-
rectly its previous utterances or follows an illogi-
cal reasoning throughout the whole conversation.
Inconsistency can be clearly identified when it cor-
responds to logical discrepancy between two facts.
For example, when you indicate clearly during the
conversation that you have cats but when you get
asked “How many cats do you have”, you answer
by “I don’t have cats.”. Nevertheless, in general,
inconsistency can be less explicitly recognizable
as it may describe an error between what the per-
son has said and what she/he truly believes given
her/his personality and background information.
To detect dialogue incoherence, we consider two
prominent models that have shown promising re-
sults in commonsense reasoning: the Enhanced
Sequential Inference Model (ESIM) (Chen et al.,
2016) and Bidirectional Encoder Representations
from Transformers (BERT) (Devlin et al., 2018):

ESIM (Chen et al., 2016): employs a Bi-LSTM
model (Graves and Schmidhuber, 2005) to encode
the premise and the hypothesis. Also, it explores
the effectiveness of syntax for NLI by encoding
syntactic parse trees of premise and hypothesis
through Tree-LSTM (Zhu et al., 2015). Then, the

1Recent models have achieved high accuracy in Stan-
ford NLI corpus (Bowman et al., 2015) (90.1%) and GLUE
Benchmark (Wang et al., 2018) (86.7%)
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input encoding part is followed by a matrix atten-
tion layer, a local inference layer, another BiL-
STM inference composition layer, and finally a
pooling operation before the output layer. We fur-
ther boost ESIM with by incorporating contextu-
alized word embeddings, namely ELMo (Peters
et al., 2018), into the inference model.

BERT (Devlin et al., 2018): exploits a multi-
layer Bidirectional Transformers model (Vaswani
et al., 2017) to learn pre-trained universal rep-
resentations of text using only a plain text cor-
pus from Wikipedia. BERT has achieved state-
of-the art results on various natural language un-
derstanding tasks and has been shown to handle
strongly long-range dependencies in text. BERT
can be fine-tuned to achieve several tasks by solely
adding a small layer to the core model. In this
work, we adopted BERT to the task of NLI.

Overall, the goal of the above models is to learn
a function GNLI that predicts one of three cate-
gories (i.e., entailment, contradiction or neutral)
given premise-hypothesis pairs.

4 Inference Corpus for Dialogues

To train the inference models, we build a synthe-
sized dataset geared toward evaluating consistency
in dialogue systems. To this end, the Persona-
Chat conversational data (Zhang et al., 2018) is
used to form the basis of our conversational infer-
ence data. The continuity of utterances in human
conversation facilitates the use of entailment in
the dialogue domain. Typically, when we interact
with one another, we tend to reference informa-
tion from previous utterances to engage with the
interlocutor. This is why we build our synthetic
inference dataset upon a dialogue corpus. The
Persona-Chat corpus is a crowd-sourced dataset
where two people converse with each other based
on a set of randomly assigned persona. To build
an inference corpus, we need to find three dif-
ferent labels (i.e., entailment, contradiction, and
neutral). For this purpose, we map an appropri-
ate and on topic response to the entailment label.
Consequently, the entailment instances are derived
from the utterances in the conversations. For con-
tradiction, grammatically-impaired sentences are
constructed by randomly choosing words from the
conversation. We also added randomly drawn
contradictory instances from the MultiNLI corpus
(Williams et al., 2018) to account for meaningful
inconsistencies. Finally, random utterances from

Train Dev Test
#entailment 218.2K 12.2K 1.4K
#neutral 579.5K 28.0K 3.1K
#contradiction 261.9K 9.8K 1.1K
Total 1.1M 50.2K 5.6K

Table 1: Distribution of labels in the InferConvAI cor-
pus.

other conversations or generic responses such as “I
don’t know” comprise the neutral instances. Fol-
lowing this approach, we build a corpus of 1.1M
premise-hypothesis pairs, namely InferConvAI.
Table 1 summarizes the statistics of InferConvAI.

5 Experiments

In this section, we focus on the task of evaluat-
ing the next utterance given the conversation his-
tory. We used the following models to generate
responses. These models were trained on the con-
versational datasets, using optimization, until con-
vergence:

• Seq2Seq with attention mechanism (Bah-
danau et al., 2015): predicts the next re-
sponse given the previous utterance using an
encoder-decoder model.

• HRED (Serban et al., 2016): extends the
Seq2Seq model by adding a context-RNN
layer that accounts for contextual informa-
tion.

• TA-Seq2Seq (Xing et al., 2017): extends the
Seq2Seq model by biasing the overall distri-
bution towards leveraging topic words in the
response.

• THRED (Dziri et al., 2018): builds upon TA-
Seq2Seq model by levering topic words in the
response in a multi-turn dialogue system.

The training was conducted on two datasets:
OpenSubtitles (Tiedemann, 2012) and Reddit
(Dziri et al., 2018). Due to lack of resources, we
randomly sampled 6M dialogues as training data
from each dataset, 700K dialogues as development
data, and 40K dialogues as test data. Each di-
alogue corresponds to three turn exchanges. To
evaluate accurately the quality of the generated re-
sponses, we recruited five native English speakers.
The judges annotated 150 dialogues from Reddit

3808



Method Reddit OpenSubtitles
ESIM + ELMo 0.526 0.455
BERT 0.553 0.498

Table 2: Accuracy of inference models on InferCon-
vAI.
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Figure 1: BERT predictions for each class vs. human
scores. The labels in the horizontal axis are (from left
to right): entailment, neutral, contradiction.

and 150 dialogues from OpenSubtitles. All sub-
jects have informed consent as required from the
Ethics Review Board at the University of Alberta.
Due to lack of space, we will omit an exhaus-
tive description of the human evaluation process
and refer readers to (Dziri et al., 2018) as we con-
ducted the same evaluation procedure.

5.1 NLI in Dialogues

In this section, we evaluate the performance of the
state-of-the-art entailment models on predicting a
score for the generated utterances. In particular,
the conversation history H is treated as a hypoth-
esis, whereas the generated response r acts as a
premise. We pick two state-of-the-art NLI models
(i.e., ESIM (Chen et al., 2016) and BERT (Devlin
et al., 2018)). These models were trained on the
InferConvAI dataset. During evaluation, we use
our test dialogue corpus from Reddit and Open-
Subtitles, in which the majority vote of the 4-scale
human rating constitutes the labels. The results are
illustrated in Table 2. Both models reach reason-
able performance in this setting, while BERT out-
performs ESIM. Note that this experiment exam-
ines the generalization capabilities of these infer-
ence models as the test datasets are drawn from an
entirely different distribution than the training cor-
pus. Figure 1 illustrates the performance of BERT

Method Pearson
Reddit OpenSubtitles

SS(H−2)BERT -0.204 -0.290
SS(H−2)ELMo -0.146 -0.365
SS(H−2)USE -0.248 -0.314
SS(H−1)BERT -0.214 -0.337
SS(H−1)ELMo -0.178 -0.404
SS(H−1)USE -0.287 -0.320
ABERT 0.135 0.131
AELMo 0.085 0.162
Aword2vec 0.037 0.196
GBERT 0.208 0.132
GELMo 0.037 0.072
Gword2vec -0.033 0.015
EBERT 0.162 0.144
EELMo 0.035 0.116
Eword2vec -0.065 0.118

Table 3: The Pearson Correlation between different
metrics and human judgments with p-value < 0.001.
The semantic similarity (SS) metric is measured with
respect to the most recent utterance H−1 and the most
recent two utterances H−2 in the conversation history.
We adopt different embedding algorithms to compute
the word vectors: ELMo (Peters et al., 2018), BERT
(Devlin et al., 2018), word2vec (Mikolov et al., 2013)
and Universal Sentence Encoder (USE) (Cer et al.,
2018).

for each class with respect to the human scores.
The test utterances that are predicted as entailment
tend to be rated higher than other utterances, ex-
hibiting that the entailment models correlate quite
well with what humans perceive as a coherent re-
sponse. Another observation is that the inference
models often classify acontextual and off-topic re-
sponses as neutral and the annotators typically dis-
like these types of responses. This contributes
to the lower scores of neutral-detected responses
compared to responses predicted as contradiction.

5.2 Automated Metrics

5.2.1 Word-level Metrics

We consider as evaluation metrics baselines three
textual similarity metrics (Liu et al., 2016) based
on word embeddings: Average (A), Greedy (G),
and Extrema (E). These word-level embedding
metrics have been proven to correlate with hu-
man judgment marginally better than other world-
overlap metrics (e.g., BLEU, ROUGE and ME-
TEOR) (Liu et al., 2016). One critical flaw of
these embedding metrics is that they assume that
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Figure 2: Scatter plots illustrating correlation between human judgment and the automated metrics on the Reddit test dataset.
In order to better visualize the density of the points, we added stochastic noise generated by Gaussian distributionN (0, 0.1) to
the human ratings (i.e., horizontal axis) at the cost of lowering correlation, as done in (Lowe et al., 2017). From left to right:
SSUSE w.r.t. the second most recent utterance (H−2), SSUSE w.r.t. the most recent utterance (H−1), and ExtremaBERT

each word is independent of the other words in
the sentence. Further, the sentence is treated as
a bag-of-words, disregarding words order and de-
pendencies that are known to be substantial for
understanding the semantic of a sentence. The
correlation of these metrics with human judgment
is showcased in Table 3. We can notice that the
three metrics A, G and E correlate weakly with
human judgment in both datasets, demonstrating
the need for a well-designed automated metric that
provides an accurate evaluation of dialogues.

5.2.2 Semantic Similarity
The Semantic Similarity (SS) metric was sug-
gested by (Dziri et al., 2018). It measures the
distance between the generated response and the
utterances in the conversation history. The intu-
ition of this metric revolves around capturing good
and consistent responses by showing whether the
machine-generated responses maintain the topic of
the conversation. In this project, we measured
SS with respect to two different utterances, the
conversation history H and the most recent ut-
terance H−1. The conversation history is formed
by concatenating the two most recent utterances.
We report the Pearson coefficient of this metric
with human judgment in Table 3. The SS met-
ric is expected to have a negative correlation as
the higher human ratings correspond to the lower
semantic distance. The results demonstrate that
SS metrics correlate better than word-level met-
rics as they make use of word interactions to repre-
sent utterances. Moreover, the Universal Sentence
Encoder (USE) (Cer et al., 2018) model performs
better on Reddit, whereas the ELMo embeddings
achieve higher correlation on OpenSubtitles. This
arguably underlines that deep contextualized word
representations can manage better complex char-

acteristics of natural language (e.g., syntax and se-
mantics). The SS metric, which requires no pre-
training, reaches a Pearson correlation of -0.404
with respect to the most recent utterance on Open-
Subtitles. Such correlation can be compared with
a correlation of 0.436 achieved by ADEM (Lowe
et al., 2017) which required large amounts of train-
ing data and computation. Moreover, in order to
investigate whether the results in Table 3 are in
line with human evaluation, we visualized the cor-
relation between the human ratings and SS metric
as scatter plots in Figure 2.

6 Conclusion

Evaluating dialogue systems has been heavily in-
vestigated, but researchers are still on the quest
for a strong and reliable metric that highly con-
forms with human judgment. Existing automated
metrics show poor correlation with human annota-
tions. In this paper, we present a novel paradigm
for evaluating the coherence of dialogue systems
by using state-of-the-art entailment techniques.
We aim at building a system that does not require
human annotation, which in turn, can lead to a
scalable evaluation approach. While our results il-
lustrate that the proposed approach correlates rea-
sonably with human judgment and provide an un-
biased estimate for the response quality, we be-
lieve that there is still room for improvement. For
instance, measuring the engagingness of the con-
versation would be helpful in improving evaluat-
ing different dialogue strategies.
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Abstract

Recent advances in Question Answering have
lead to the development of very complex mod-
els which compute rich representations for
query and documents by capturing all pair-
wise interactions between query and docu-
ment words. This makes these models ex-
pensive in space and time, and in practice
one has to restrict the length of the docu-
ments that can be fed to these models. Such
models have also been recently employed for
the task of predicting dialog responses from
available background documents (e.g., Holl-
E dataset). However, here the documents are
longer, thereby rendering these complex mod-
els infeasible except in select restricted set-
tings. In order to overcome this, we use stan-
dard simple models which do not capture all
pairwise interactions, but learn to emulate cer-
tain characteristics of a complex teacher net-
work. Specifically, we first investigate the
conicity of representations learned by a com-
plex model and observe that it is significantly
lower than that of simpler models. Based
on this insight, we modify the simple archi-
tecture to mimic this characteristic. We go
further by using knowledge distillation ap-
proaches, where the simple model acts as a
student and learns to match the output from the
complex teacher network. We experiment with
the Holl-E dialog data set and show that by
mimicking characteristics and matching out-
puts from a teacher, even a simple network can
give improved performance.

1 Introduction

The advent of large scale datasets for QA has lead
to the development of increasing complex neural
models with specialized components for (i) en-
coding the query (ii) encoding the document(s)
(iii) capturing interactions between document and
query words and (iv) generating/extracting the
correct answer span from the given document (Seo
et al., 2016; Hu et al., 2017; Yu et al., 2018). While

these models give state-of-the-art performance on
a variety of datasets, they have very high space and
time complexity. This is a concern, and in prac-
tice, it is often the case that one has to resort to
restricting the maximum length of the input docu-
ment such that the model can run with reasonable
resources (say, a single 12GB Tesla K80 GPU).

Such complex span prediction models are also
being adapted for other NLP tasks such as dialog
response prediction (Moghe et al., 2018), which is
the focus of this work. In particular, we refer to
the Holl-E dataset where the task is to extract the
next response from a document which is relevant
to the conversation (see Figure 1). This setup is
very similar to QA wherein the input is {context,
document} as opposed to {query, document} and
the correct response span needs to be extracted
from the given document. Given this similarity, it
is natural to adopt existing QA models (Seo et al.,
2016; Yu et al., 2018) for this task. However, the
documents in Holl-E dataset are longer, and the
authors specifically report that they were unable
to run these models when the entire document was
given as input. Hence, they report results only
in constrained oracle settings where the document
is trimmed such that the response still lies in the
shortened document. The above situation suggests
that there is clearly a trade-off needed. On one
hand, we want to harness the power of these com-
plex models to achieve better performance and on
the other hand we want to be able to run them with
reasonable compute resources without arbitrarily
trimming the input document.

This trade-off situation naturally leads to the
following question: Is it possible to build a sim-
ple model, with low memory and compute require-
ments, that copy desirable characteristics from
complex models? To answer this, we start with
a relatively simple model with very basic compo-
nents for encoding query, document and captur-
ing interactions. Once these interactions are cap-
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Source Doc: ...comes in. As soon as the door is open,
the Bride’s fist crashes into Vernita’s face. A savage fight
follows, first with fists, then with knives.... The fight
pauses ... At this point Vernita is introduced as a member
of the Deadly Vipers, codename Copperhead. ...

Sample Conversation:
Prober (S1): Which is your favourite character in this?
Responder (S2): My favorite character was Copperhead
because she was kicking butt.
Prober (S3): Oh my goodness I agree, because the fight
with Vernita was the best in the whole movie.
Responder (S4): It’s starts off action packed because
as soon as the door is open, the Bride’s fist crashes into
Vernita’s face. A savage fight follows, first with fists, then
with knives.
Prober (S5): And it gets better when we find out they are
both assassins.
Responder (S6): And a group of them, Vernita is
introduced as a member of the Deadly Vipers, codename
Copperhead.

Figure 1: Sample Conversation from the Holl-E
Dataset. Note that the underlined responses directly
correspond to spans in the background document.

tured, the model computes a final representation
which is then fed to a decoder to predict the cor-
rect span in the document. This recipe is very sim-
ilar to BiDAF (Seo et al., 2016), QANeT (Yu et al.,
2018) but the main difference is that these models
use much more complex encoder and interaction
components to arrive at the final representation.
As expected, the performance of this model is
poor when compared to BiDAF, QANeT. The aim
now is to improve the performance of this model
by carefully analysing or learning from complex
models. Given that the complex model differs
in the manner in which the final representation is
computed, one hypothesis is that it learns richer fi-
nal representations than the simple model. Indeed,
on investigation, we found that the final represen-
tations learned by complex models are diverse for
different inputs (context, document pairs) as com-
pared to the simple model. Based on this insight,
we propose a modification to the simple model
which increases the diversity of the embeddings,
thereby improving the performance.

While this insight obtained by manual investi-
gation is useful, there is clearly scope for learn-
ing by exploring other characteristics of the model.
One principled way of doing this is to use knowl-
edge distillation (Hinton et al., 2015) where the
simple model acts as a student and learns to mimic
the probability distributions predicted by a teacher.
In other words, instead of simply maximizing the
log likelihood of the training data, the simple

model now gets additional signals from the teacher
which act as hints while training.

Our experiments, using the Holl-E dataset show
that by (i) improving the conicity (Chandrahas
et al., 2018) of the representations learned by the
simple model and (ii) mimicking the outputs of the
complex teacher model the simple model can give
improved performance with fewer compute and
memory requirements. In particular, when com-
pared to a standalone simple model the student
model shows an improvement of 3.4% (compare
SAM-mul-train (LD) and SAM-add-topk (LD) en-
tries in Table 2 and Table 3 respectively).

2 Related Work

Over the past few years neural sequence predic-
tion models which take a question as input and
predict the corresponding answer span in a given
document have evolved rapidly. Such models
have also been adapted for dialog response predic-
tion in the context of the Holl-E dataset (Moghe
et al., 2018). These models typically differ in
the components used for capturing interactions
between query and document, capturing interac-
tions between sentences in a document and refin-
ing the query/document representation over multi-
ple passes (Shen et al., 2017; Dhingra et al., 2017;
Sordoni et al., 2016).

In particular, a co-attention network which
computes the importance of every query word
w.r.t. every document word and the importance of
every document word w.r.t. every query word is an
important component in most state of the art mod-
els (Hermann et al., 2015; Kadlec et al., 2016; Cao
et al., 2016; Xiong et al., 2016; Seo et al., 2016;
Gong and Bowman, 2017; Dhingra et al., 2017;
Wang et al., 2017; Shen et al., 2017; Trischler
et al., 2016; Group and Asia, 2017; Tan et al.,
2017; Sordoni et al., 2016). Similarly, some mod-
els (Group and Asia, 2017; Seo et al., 2016; Hu
et al., 2017) contain a self-attention network which
computes the importance of every document word
w.r.t. every other document word. In general,
the most successful models (for example, BiDAF
(Seo et al., 2016), QANeT (Yu et al., 2018)) use
a combination of these components which capture
all pairwise interactions and are thus computation-
ally very expensive. As a result, in practice, these
models are not suitable for longer documents.

We now quickly review existing works which
use the idea of knowledge distillation to build
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compact models (Cheng et al., 2017). For exam-
ple, Ba and Caruana (2014); Hinton et al. (2015);
Lopez-Paz et al. (2016); Chen et al. (2017) train a
shallow student network using soft targets (or class
probabilities) generated by an expensive teacher
instead of the hard targets present in the training
data. Romero et al. (2015) extend this idea to train
a student model using the intermediate represen-
tations learned by the teacher model which act as
additional hints. This idea of Knowledge Distil-
lation has also been tried in the context of prun-
ing networks for multiple object detection (Chen
et al., 2017), speech recognition (Wong and Gales,
2016). In the context of reading comprehension
or span prediction, Hu et al. (2018) have very re-
cently shown that we can distill knowledge from
an ensemble of models into a single model. How-
ever, unlike our work, the single model itself is
a complex model (Hu et al., 2017) containing an
expensive self attention network and a RL agent.
To the best of our knowledge, ours is the first work
which tries to build a simple span prediction model
by distilling knowledge from a complex model.

3 Models For Response Prediction

We view a conversation as sequence of utterances
by a prober and a responder. The response predic-
tion (RP) model aims to predict the utterance by
the responder based on a source document, when
given the query (prober’s most recent utterance)
and the history (past utterance by the prober and
responder). See Figure 1 for an example.

We denote the lengths of source document,
query, prober history and responder history as
T, I, J,K. The LSTMs/GRUs used all have the
same number of cells, denoted by d. In particu-
lar, the document length T is of the order of a few
thousands and the query/history lengths I, J,K
are of the order of a few hundreds. Contrast this
with QA tasks, where T is only of the order of a
few hundreds, and the query length (I+J +K) is
of the order of a few tens.

3.1 BiDAF for RP

BiDAF (Seo et al., 2016) is an extremely popular
model used for span prediction in reading compre-
hension based question answering problems. We
can frame the problem of response prediction as
one of question answering by concatenating the
query, prober history, and responder history into a

single “question”. BiDAF has proven to be hugely
successful in QA tasks, but has a large number
of parameters (about 2.5 million) and consumes
a large amount of computational space and time
during training and prediction.

We use the BiDAF model as a guiding post
while constructing our model, and in particular
focus on the so called query to context attention,
which is a vector (denoted by h̃) that indicates the
weighted sum of the most important words in the
source document, with respect to the query and
histories.

3.2 QANeT for RP

QANeT (Yu et al., 2018) is another recent model
used for span prediction in QA tasks and specifi-
cally targets better space and time efficiency than
BiDAF. Despite this, it still has a large number of
parameters (about 1.3 million) and still consumes
a large amount of computational space and time
during training and prediction. The QANeT model
can also be modified for response prediction in a
similar manner to BiDAF.

3.3 Simple Attention Model for RP

We now describe the simple attention model that
we aim to learn. In a fashion similar to that
of BiDAF and QANeT architectures, the simple
model also operates in 3 distinct layers. See Fig-
ure 2 for an overview into the model.

3.3.1 Word Embedding Layer
The words from the source document, the utter-
ances by the prober and the responder are all en-
coded using standard GloVe embeddings (Pen-
nington et al., 2014).

3.3.2 Contextual Embedding Layer
In the next layer we encode the query (prober’s
most recent utterance) using a BiGRU/BiLSTM,
and encode the previous utterances of the prober
and responder in a query sensitive manner.

Query Encoder: Embedded query words are
passed through BiGRU where final state qI ∈ R2d

acts as query representation.
Query Sensitive History Summariser: The

history of the prober and responder are passed
through a BiGRU to get context sensitive vectors
hP
j ∈ R2d and hR

k ∈ R2d for j ∈ [J ] and k ∈ [K].
These vectors are combined to get vectors hP

and hR. This process of combining uses the
query representation qI , and hence hP and hR can
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Figure 2: A Simple Attention Model with (1) Query Encoder, Prober History Encoder, Responder History Encoder,
and Document Encoder (2) Query to Prober History Attention, Query to Responder History Attention, and Query
& histories to Document Attention (3) Training Labels and Teacher Distribution.

be viewed as query-aware representations of the
prober and responder history. The equations for
hP are given below. The vector hR is also calcu-
lated in a similar manner.

ej = mulW
P
(hP

j ,qI)

α = softmax(e)

hP =
∑

j

αjh
P
j

where mulW (v0,v1) = v>0 Wv1 is a parameter-
ized multiplicative way of capturing the interac-
tion between two vectors.

3.3.3 Span Prediction Layer
The source document is finally used in this layer
to predict the start and end indices of the response.
The GloVe embedded words of the source docu-
ment are passed through a BiGRU to get context
sensitive vectors ut ∈ R2d, for all t ∈ [T ]. Each
index t gets a score st based on the interaction be-
tween ut and the query/history vectors qI ,hP,hR.
The scores st are normalized by a softmax and is
taken to be the prediction of the starting word in-
dex.

st = mulW
strt
(ut,qI ,h

P,hR)

α = softmax(s)

where mulW (u0, . . . ,ua) = u>0
(∑a

i=1W
iui
)

A similar method is used for the prediction of
the ending word index as well.

4 Bridging The Gap Between Simple and
Complex Models

We performed several experiments on the Holl-
E dataset and observed that the complex mod-
els (QANeT and BiDAF) perform better than the
simple attention model described in Section 3.3.
However, they take significantly more time and
memory for training and inference. In fact, for
the examples with longer source documents, both
BiDAF and QANeT run into memory issues when
training. During prediction, the memory issues in
QANeT and BiDAF can be sidestepped by break-
ing the source document into multiple chunks and
taking the highest scoring span.

In the rest of this section we study several
approaches to nudge the simple attention model
to take parameters that make it have similar be-
haviour as the complex models, and check if the
so nudged model demonstrates better performance
on the Holl-E dataset.

4.1 Diversity of Embeddings
We observed that for the simple attention model,
the response predictions at different points in the
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Figure 3: Conicity (i.e., average cosine similarity of
vectors with the mean of all the vectors) of two sets of
vectors with standard deviation 0.1 (red) and 1.3 (blue)

same conversation are often the same, even though
the “right response” is different in those points.
For example, consider the conversation in Figure
1. We expect the trained model to be such that

Pred span(SD, S1, S2, S3) = spanSD(S4)

where SD is the source document, and Si are the
the utterances in the conversation. Similarly, we
expect the trained model to be such that

Pred span(SD, S3, S4, S5) = spanSD(S6)

However we often find that our simple model pre-
dicts the same span for both the cases above,
which is wrong (unless S4 and S6 are the same.)

We hypothesize this as being due to the context
sensitive embeddings of the history not depend-
ing strongly on the query, and hence the span pre-
diction model picks up most information from the
source document. To support this point of view
we measured the diversity of the context-to-query
vectors h̃ of the BiDAF model for several exam-
ples grouped by conversation. In more detail we
computed the conicity (Chandrahas et al., 2018) of
vectors h̃(SD, S1, S2, S3), h̃(SD, S3, S4, S5), . . .
for every conversation in the test set and averaged
it over all conversations. (See Figure 3 for an
overview on conicity). This average conicity was
observed to be about 0.6 (see Table 6), which, ac-
cording to Chandrahas et al. (2018), is low (low
conicity implies high diversity).

We observe similar behaviour for QANeT as
well. The average conicity of the row sums of
the similarity matrix grouped by conversation was
also observed to be about 0.6 (see Table 6).

On the other hand, for our simple attention
model, the average conicity of the vectors hR and
hP, when computed in a similar fashion as men-
tioned above were generally high (about 0.8) (see
Table 6).

Based on these observations we hypothesize
that decreasing the conicity of the vectors hR and
hP would improve the performance of the sim-
ple attention model. In particular, we propose
to change the multiplicative method of combining
vectors into an additive method instead.

In particular we propose to replace the function
mul in our simple model with the function add
defined as follows:

addW (v0,v1, . . . ,va) = w> tanh

(
a∑

i=0

W ivi

)

where the vector w and the matrices W i param-
eterize the mode of combining the input vectors.
This is motivated by Chandrahas et al. (2018) who
show that using additive model in embedding of
entities in knowledge graphs gives consistently
better diversity than using multiplicative models.

4.2 Standard Knowledge Distillation from
Complex Models

While borrowing high level ideas from complex
models, like increasing diversity of the learned
representation can help to some extent, one can
push this further to distill the learned complex
model (Hinton et al., 2015) into the simple atten-
tion model. To achieve this, we train a teacher
model (BiDAF or QANeT) on the training set and
use it to make predictions on the same training
set. The simple attention model would minimise
the sum of two loss functions: 1) Cross entropy
loss of the predicted start and end indices with the
train labels of the start and end indices, 2) KL-
divergence of the predicted start and end indices
from the teacher prediction of the same. The loss
on a single training sample is given below

D(pT
b ||pS

b)+D(yb||pS
b)+D(pT

e ||pS
e )+D(ye||pS

e )
(1)

where D denotes the KL divergence, pT
b ,p

T
e de-

note the predicted begin index and end index dis-
tribution of the teacher model, and pS

b ,p
S
e denote

the predicted begin and end index distribution of
the student model and yb,yS denote the true begin
and end index in one-hot vector form.

4.3 Top-k Based Knowledge Distillation

Another variant of knowledge distillation is as fol-
lows. We do not view the teacher predicted distri-
bution for all indices with importance and just take
the top few predicted indices. In particular the loss

3817



on a single training sample is given below

D(p̃T
b ||p̃S

b)+D(yb||pS
b)+D(p̃T

e ||p̃S
e )+D(ye||pS

e )
(2)

where p̃T
b , p̃

T
e gives just the (normalised) probabil-

ity of the top-k predictions of teacher model on the
begin and end indices. Similarly p̃S

b , p̃
S
e gives the

student predictions for the begin and end indices
restricted to the top-k entries given by the teacher
model.

4.4 Other Knowledge Distillation
Approaches

As the teacher model is already trained, and the
main objective in knowledge distillation is to have
the student model mimic the teacher model, there
is no need to restrict the objective terms 1 and 3
in equation 1 to only the training data. Hence by
hallucinating conversations and documents we can
get more terms in the objective and has an effect
similar to data augmentation.

Another possible way to take advantage of
teacher models is to extract more information than
simply the predicted spans for each training exam-
ple from the teacher models. In particular one easy
way to extract piece of information is the gradient
of the model output with respect to the input for
the teacher model. The so called Sobolev training
(Czarnecki et al., 2017) exploits this information
and adds two more extra terms to the objective in
(1).

||∇pT
b −∇pS

b ||2 + ||∇pT
e −∇pS

e ||2

The gradients are all taken with respect to the
model input, which would be the source docu-
ment, the query and the histories.

5 Experiments

In this section, we describe the setup used for our
experiments and discuss the results.

5.1 Experiment Setup

We perform experiments using the Holl-E conver-
sation dataset (Moghe et al., 2018) which contains
crowdsourced conversations from the movie do-
main. Every conversation in this dataset is asso-
ciated with background knowledge comprising of
plot details (from Wikipedia), reviews and com-
ments (from Reddit). Every alternate utterance in
the conversation is generated by copying and/or

modifying sentences from this unstructured back-
ground knowledge. We refer the reader again to
Figure 1 for a sample from this dataset.

We use the same train, test and validation splits
as provided by the authors of the original paper
(Moghe et al., 2018). For each chat in the train-
ing data, the authors construct training triplets of
the form {document, context, response}where the
number of train, test and validations triplets are
34486, 4388 and 4318 respectively. The context
contains (i) the query (the prober’s most recent ut-
terance) and (ii) the history (past 2 utterances by
the prober and the responder) as described earlier.
The task then is to train a model which can predict
the response given the document and the context.
At test time, the model is shown document, con-
text and predicts the response.

As mentioned earlier, the authors of Holl-E
found that BiDAF and QANeT run into memory
issues when evaluated on their dataset. Hence,
they propose two setups (i) long document (LD)
setup and (ii) short document (SD) setup. In the
long document setup, the authors do not trim the
document from which the response needs to be
predicted. In the short document setup, the au-
thors trim the document to 256 words such that the
span containing the response is contained in the
trimmed document. This enables them to evalu-
ate BiDAF and QANeT on the trimmed document.
We also report experiments using both the LD and
SD setup.

As mentioned above complex models (BiDAF
and QANeT) face memory issues on training set
with long documents. So for all situations where
we need predictions from complex models for
long documents, we use a BiDAF/QANeT model
trained on short document examples, and the pre-
diction on the long document is made by splitting
the long documents into chunks and feeding it to
the trained BiDAF/QANeT model. The final pre-
dicted span is the largest scoring span across all
chunks.

For all models, we considered the following hy-
perparameters and tuned them using the validation
set. We tried batch sizes of 32 and 64 and the
following GRU sizes: 64, 100, 128. We experi-
mented with 1, 2 and 3 layers of GRU. We used
pre-trained publicly available Glove word embed-
dings 1 of 100 dimensions. The best performance

1https://nlp.stanford.edu/projects/
glove/
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SAM, SD SAM, LD BiDAF, SD BiDAF, LD QANeT, SD QANeT, LD
Memory 540MB 1.3GB 11GB 11GB 3GB 3GB
Time 30 secs 43 sec 347 secs 710 secs 90 secs 150 secs

Table 1: ‘Inference’ Memory and Time usage for different models. Here SAM, SD and LD refers to Simple
Attention Model, short document and long document respectively.

Model LD SD
SAM-mul-train 36.49 40.08
SAM-add-train 36.96 41.30
BiDAF 38.30* 45.54
QANeT 38.10* 47.67

Table 2: Performance (F1 Scores) of
different baseline models on SD (short
document) and LD (long document) test
set.

Model Details BiDAF QANeT
SAM-mul 36.50 37.03
SAM-add 37.14 37.28
SAM-add-topk 37.29 37.73
SAM-add-aug 37.17 37.01
SAM-add-ensemble 37.30
SAM-add-both 36.80

Table 3: F1 Scores for different variants of simple
attention model on long documents test set.

was with the batch size of 32, 2 layers of GRU
with hidden size 64. We used Adam (Kingma and
Ba, 2014) optimizer with initial learning rate set to
0.001, β1 = 0.9, β2 = 0.999. We performed L2
weight decay with decay rate set to 0.001.

5.2 Model Variant Details

The models that we experiment with are listed
below:

1. SAM-add-Train : The simple attention model
with additive interactions and no teacher terms in
the objective (Only terms 2 and 4 in Eqn. (1)).
2. SAM-add-Teach : The simple attention model
with additive interactions and only knowledge dis-
tillation terms in the objective (Only terms 1 and 3
in Eqn. (1)).
3. SAM-add : The simple attention model with
additive interactions and both knowledge distilla-
tion terms and training data terms in the objective
(all terms in 1).
4. SAM-add-topk : The simple attention model
with additive interactions and knowledge distilla-
tion applied to the top-k indices and training data
terms in the objective (all terms in 2).
5. SAM-add-aug : The SAM-add model, where
the teacher terms are evaluated on hallucinated
data in addition to training data. The halluci-
nated data are derived from the original training
set by reordering the words in the source docu-
ment, query and histories.
6. SAM-add-grad : The SAM-add model, with
extra terms in the loss penalising the deviation of
the gradient of the simple model from the gradient

of the teacher model.
7. SAM-add-both : Same as the SAM-add model,
but has 6 terms instead of the 4 terms in Equa-
tion 1. The extra two terms arise from using both
QANeT and BiDAF instead of just one.
8. SAM-add-ensemble : Same as the SAM-add
model, but the teacher predictions pT are set as
the average of the QANeT and BiDAF predictions.

All the “add” models above also have a “mul”
variant where the additive interaction add is re-
placed by a multiplicative interaction mul.

5.3 Results and Discussion

The F1-scores of the various models we train are
given in Table 2, Table 3 and Table 4. A sum-
mary of the space and time complexity of predic-
tion with the simple model and the complex mod-
els is given in Table 1. The training times and pa-
rameter counts of the models are given in Table 5
We draw several conclusions and inferences from
these results and make some comments below.
Efficient Training with Simple Model: From Ta-
ble 5, we observe that simple attention model has
5 to 10 times less parameters than QANeT and
BiDAF. The training time of the simple model is
also significantly lesser than that of the complex
models.
Efficient Prediction with Simple Model: From
Table 1, we observe that the simple model takes
significantly less memory and time during predic-
tion as well. The complex models run out of mem-
ory on the large document test set, but a prediction
can still be made with a trained BiDAF or QANeT
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Model Details BiDAF QANeT
SAM-add-teach 20.23
SAM-mul 40.81 40.76
SAM-add 42.05 41.89
SAM-add-topk 41.71 42.01
SAM-add-aug 41.65 41.62
SAM-add-ensemble 41.74
SAM-add-both 42.32
SAM-add-grad 41.37 41.72

Table 4: F1 Scores for different variants of simple
attention model on short document test set.

SAM BiDAF QANeT
Parameters 0.25 M 2.5 M 1.3 M
Train Time 307 secs 5880 secs 2213 secs

Table 5: Comparison of parameters (in Million) and
training time (seconds) per epoch for different models.

Model Conicity
Complex Models 0.6
SAM-mul 0.8
SAM-add 0.7

Table 6: Comparison of conicity between variants of
simple-attention model and complex models.

model by splitting the source document into man-
ageable chunks.
Conicity of Multiplicative models vs Additive
Models: As noted before we use two distinct
methods to capture the interaction between a
group of vectors : an additive mechanism add, and
a multiplicative mechanism mul. As mentioned
earlier, an additive model for capturing interac-
tions has been hypothesized to increase diversity.
This is true in our case as well: the conicity of the
hP and hR vectors goes down from about 0.8 to
0.7 (compare SAM-mul and SAM-add entries in
Table 6) when using the additive model instead of
the multiplicative model.
F1 scores of Multiplicative models vs Additive
Models: In addition to improving diversity, us-
ing the additive model add instead of the multi-
plicative model mul increases F1-scores all across
the board. We have not reported scores for certain
multiplicative variants because their performance
is significantly worse.
F1 scores of Simple Model with Knowledge Dis-
tillation: We observe that using a teacher model
for knowledge distillation using the objective in
(1) almost always improves the performance of the
simple model.
Importance of training labels: The objective
in knowledge distillation (Equation (1)) involves
both the training labels and the teacher predicted
distribution. Even though the teacher predicted
distribution also incorporates the training data, re-
moving the training data term from the objective
of knowledge distillation worsens performance
significantly.
Top-k Distillation: The knowledge distillation
approach based on top-k predicted indices results
in the best simple model for long document exam-

ples (see Table 3). The value of k was chosen to
be 50 for the short document case and it is 20 for
the long document case.
Add-Both Knowledge Distillation: Learning
from multiple teachers could lead to better perfor-
mance hence we trained the student model with
two teachers (BiDAF+QANeT). Here the objec-
tive function of student is to minimize KL Diver-
gence between predictions for both teachers. We
achieved best results with this technique on short
document (SD) test set.
Data Augmentation and Gradient Distillation:
While the data augmentation and gradient distilla-
tion methods hold a lot of promise, in the experi-
ments that we conducted, we did not see a signifi-
cant improvement.
QANeT Teachers vs BiDAF Teachers: Using ei-
ther QANeT or BiDAF as a teacher doesn’t seem
to make any difference in the performance of the
student models (compare the two columns in Table
3 and 4).

6 Conclusion

In this work, we address the trade-off between
simple models on one hand which have low mem-
ory and compute requirements and complex mod-
els on the other hand which give better perfor-
mance but are computationally expensive. We pro-
pose a middle ground by training a simple model
to mimic the characteristics of a complex model.
In particular, we make observations from a com-
plex model which learns very diverse representa-
tions for different inputs and suitably modify the
simple model to learn similar diverse representa-
tions. We go further, by using knowledge distil-
lation techniques to improve the simple model by
training it to match the outputs from the complex
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model. We experimented with the Holl-E conver-
sation dataset and showed that by mimicking char-
acteristics of the teacher a simple model can give
improved performance.
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Abstract

We focus on improving name tagging for low-
resource languages using annotations from re-
lated languages. Previous studies either di-
rectly project annotations from a source lan-
guage to a target language using cross-lingual
representations or use a shared encoder in
a multitask network to transfer knowledge.
These approaches inevitably introduce noise
to the target language annotation due to mis-
matched source-target sentence structures. To
effectively transfer the resources, we develop
a new neural architecture that leverages multi-
level adversarial transfer: (1) word-level ad-
versarial training, which projects source lan-
guage words into the same semantic space as
those of the target language without using any
parallel corpora or bilingual gazetteers, and
(2) sentence-level adversarial training, which
yields language-agnostic sequential features.
Our neural architecture outperforms previous
approaches on CoNLL data sets. Moreover,
on 10 low-resource languages, our approach
achieves up to 16% absolute F-score gain over
all high-performing baselines on cross-lingual
transfer without using any target-language re-
sources.1

1 Introduction

Low-resource language name tagging is an impor-
tant but challenging task. An effective solution is
to perform cross-lingual transfer, by leveraging the
annotations from high-resource languages. Most
of these efforts achieve cross-lingual annotation
projection based on bilingual parallel corpora com-
bining with automatic word alignment (Yarowsky
et al., 2001; Wang et al., 2013; Fang and Cohn,
2016; Ehrmann et al., 2011; Ni et al., 2017),
bilingual gazetteers (Feng et al., 2017; Zirikly

1Our programs will be released at https://github.
com/wilburOne/AdversarialNameTagger

and Hagiwara, 2015), cross-lingual word embed-
ding (Fang and Cohn, 2017; Wang et al., 2017;
Huang et al., 2018), or cross-lingual Wikifica-
tion (Kim et al., 2012; Nothman et al., 2013; Tsai
et al., 2016; Pan et al., 2017), but these resources
are still only available for dozens of languages.
Recent efforts on multi-task learning model each
language as one single task while all the tasks
share the same encoding layer (Yang et al., 2016,
2017; Lin et al., 2018). These methods can transfer
knowledge via the shared encoder without using
bilingual resources. However, different languages
usually have different underlying sequence struc-
tures, as shown in Figure 1. Without an explicit
constraint, the encoder is not guaranteed to extract
language-independent sequential features. More-
over, when the size of annotated resources is not
balanced, the encoder is likely to be biased toward
the resource-dominant language.

NED:

ENG:

ESP:

The European Union5' s competition policy3 has been of
central importance4 since European integration2 began1.

La política de competencia3 de la Unión Europea5 ha sido de
central importancia4 desde que se inició1 la integración europea2.

Sedert het begin1 van de Europese integratie2 is het
mededingingsbeleid3 van groot belang4 voor de Europese Unie5. 

Figure 1: Example of parallel sentences between En-
glish (ENG), Spanish (ESP) andDutch (NED) fromEu-
roparl Parallel Corpus (Koehn, 2005). The information
units with the same color and superscript are aligned.

Considering these challenges, we develop a new
neural architecture which can effectively transfer
resources from source languages to improve target
language name tagging. Our neural architecture
is built upon a state-of-the-art sequence tagger:
bi-directional long short-term memory as input to
conditional random fields (Bi-LSTM-CRF) (Lam-
ple et al., 2016; Huang et al., 2015; Ma and

3823



...

...

Target Language

Source Language

...

Linear Projection

Word Discriminator Sequence Feature
Encoder

Context
Encoder 

CRF Name
Tagger 

Sequence
Discriminator

C
onvolutional

N
eural N

etw
orks

B­PER 

I­PER 

O 

... 

O 

B­GPE 

Figure 2: Architecture overview.

Hovy, 2016), integrated with multi-level adver-
sarial transfer: (1) word level adversarial trans-
fer, similar to Conneau et al. (2017), applying a
projection function on the source language and a
discriminator to distinguish each word of the tar-
get language from that of the source language, re-
sulting in a bilingual shared semantic space; (2)
sentence-level adversarial transfer, where a dis-
criminator is trained to distinguish each sentence
of the target language from that of the source lan-
guage,2 and a sequence encoder is applied to each
sentence of both languages to prevent the dis-
criminator from correctly predicting the source of
each sentence, yielding language-agnostic sequen-
tial features. These features can better facilitate the
resource transfer from the source language to the
target language.
Our contributions are twofold: (1) with-

out requiring any parallel corpora or bilingual
gazetteers, the multi-level adversarial approach
can efficiently transfer annotated resources from
the source language to the target language and im-
prove target language name tagging; (2) In ad-
dition to outperforming previous high-performing
baselines on CoNLL data sets, we also evaluate
cross-lingual name tagging on 10 low-resource
languages and achieve up to 16% absolute F-score
gain over all baselines when there is no annotated
resource for the target language.

2 Approach

2.1 Approach Overview
Figure 2 shows the overview of our neural archi-
tecture. It consists of three components:

2For the name tagging task, ‘sequence’ always means
‘sentence.’

Cross-lingual word embedding learning with
adversarial training: Given pre-trained mono-
lingual word embeddings for a target language t
and a source language s, we first apply a map-
ping function to each word representation from s,
then feed both the projected source word repre-
sentations and the target word representations to a
word discriminator to predict the language of each
word. If the discriminator cannot distinguish the
language of t from the projection of s, then we
consider t and the projection of s to be in a shared
space.

Language-agnostic sequential feature extrac-
tion: For each sentence of t and s, we ap-
ply a sequence encoder to extract sequential
features, and a Convolutional Neural Network
(CNN) (Krizhevsky et al., 2012) based sequence
discriminator to predict the language source of
each sentence. The sequence encoder is trained to
prevent the sequence discriminator from correctly
predicting the language of each sentence, such that
it finally extracts language-agnostic sequential fea-
tures.

Language-independent name tagger The
language-agnostic sequential features from both
t and s are further fed into a context encoder to
better capture and refine contextual information
and a conditional random field (CRF) (Lafferty
et al., 2001) based name tagger.
Next we show the details of each component in

our architecture.

2.2 Word-level Adversarial Transfer

To better leverage the resources from the source
language, our first step is to construct a shared se-
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mantic space where the words from the source and
target languages are semantically aligned. With-
out requiring any bilingual gazetteers, recent ef-
forts (Zhang et al., 2017b; Conneau et al., 2017;
Chen and Cardie, 2018) explore unsupervised ap-
proaches to learn cross-lingual word embeddings
and achieve comparable performance to super-
vised methods. Following these studies, we per-
form word-level adversarial training to automati-
cally align word representations from s and t.
Formally, assume we are given pre-

trained monolingual word embeddings
Vt = {vt

1, vt
2, ..., vt

N} ∈ RN×dt for t, and
Vs = {vs

1, vs
2, ..., vs

M} ∈ RM×ds for s, where
vt

i and vs
j are the vector representations of words

wt
i and ws

i from t and s, N and M denote the
vocabulary sizes, dt and ds denote the embedding
dimensionality of t and s respectively. We then
apply a mapping function f to project s into the
same semantic space as t:

Ṽs = f(Vs) = VsU (1)

where U ∈ Rds×dt is the transformation matrix.
Ṽs ∈ RM×dt are the projected word embeddings
for s, andΘf = {θf} denotes the set of parameters
to be optimized for f .
Similar to Xing et al. (2015), Conneau et al.

(2017), and Chen and Cardie (2018), we constrain
the transformation matrix U to be orthogonal with
singular value decomposition (SVD) to reduce the
parameter search space:

U = AB⊤ ,with AΣB⊤ = SVD(ṼsV⊤
s ) (2)

To automatically optimize the mapping function
f without using extra bilingual signals, we intro-
duce amulti-layer perceptronD as a word discrim-
inator, which takes word embeddings of t and pro-
jected word embeddings of s as input features and
outputs a single scalar. D(w∗

i ) represents the prob-
ability of w∗

i coming from t. The word discrim-
inator is trained by minimizing the binary cross-
entropy loss:

Lw
dis = − 1

It;s
·

It;s∑

i=0

(
yi · log(D(w∗

i ))

+ (1 − yi) · log(1 − D(w∗
i ))

)
,

yi =δi(1 − 2ϵ) + ϵ ,

where δi = 1 when w∗
i is from t and δi = 0 oth-

erwise. It;s represents the number of words sam-
pled from the vocabulary of t and s together. ϵ is a
smoothed value added to the positive and negative
labels. Θdis = {θD} is the parameter set.
The mapping function f and word discrimina-

tor D are two adversarial players, thus we flip the
word labels and optimize f by minimizing the fol-
lowing loss:

Lw
f = − 1

It;s
·

It;s∑

i=0

(
(1 − yi) · log(D(w∗

i ))

+ yi · log(1 − D(w∗
i ))

)
,

yi =δi(1 − 2ϵ) + ϵ

Following the standard training procedures of
deep adversarial networks (Goodfellow et al.,
2014), we train the word discriminator and the
mapping function successivelywith stochastic gra-
dient descent (SGD) (Bottou, 2010) to minimize
Lw

dis and Lw
f . Similar to Conneau et al. (2017), af-

ter word-level adversarial training, we also adopt a
refinement step to construct a bilingual dictionary
for the top-kmost frequent words in the source lan-
guage3 based on Ṽs and Vt, and further optimize
U with Equation 2 in a supervised way.

2.3 Sentence-level Adversarial Transfer
Once s is projected into the same semantic space
as t, we can regard both sentences as coming from
one unified language and directly project annota-
tions from s to t. However, name tagging not only
relies on word level features, but also on sequen-
tial contextual features for entity type classifica-
tion. Without constraints, the sequence encoder
can only extract sequential features for both t and
s based on their final training signals while these
features are not necessarily beneficial to the target
language. Thus, we further design sentence level
adversarial transfer to encourage the encoder to ex-
tract language-agnostic sequential features.
Given a sentence xt = {wt

1, w
t
2, ...} from t and

a sentence xs = {ws
1, w

s
2, ...} from s, we first

use Vt and Ṽs to initialize a vector representation
for each wt

i and ws
i . We also apply a character-

based CNN (denoted as CharCNN) (Kim et al.,
2016) for each language to compose a word rep-
resentation from its characters. For each word, we

3We set k=15,000 in our experiment.
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concatenate its word representation and character
based representation. Then we feed the sequence
of vector representations into a weight sharing Bi-
LSTM encoder E to obtain sequential features
Ht = {ht

1,ht
2, ...} and Hs = {hs

1,hs
2, ...} for

xt and xs respectively. The parameter set of op-
timizing both language-dependent CharCNN and
the sequence encoder can be denoted as Θe =
{θCharCNNt , θCharCNNs , θE}.
Based on these sequential features, we use a

sequence discriminator to predict the language
source of each sentence. Given a sentence x∗ and
its sequential features H = {h∗

1,h∗
2, ...} from E,

we first apply a language-independent CNN with
max-pooling to get an overall vector representa-
tion for x∗, then feed it into another multi-layer
perceptron, D̃, to predict the probability that x∗

comes from language t. The sequence discrimina-
tor is trained by minimizing the following binary
cross-entropy loss:

Lx
dis = − 1

Ĩt;s

·
Ĩt;s∑

i=0

(
ỹi · log(D̃(x∗

i ))

+ (1 − ỹi) · log(1 − D̃(x∗
i ))

)
,

ỹi =δ̃i(1 − 2η) + η ,

where δ̃i = 1 if the sentence x∗
i is from t and

δ̃i = 0 otherwise. Ĩt;s represents the number of
sentences sampled from the whole data set of t and
s. η is another smoothed value for sequence labels.
Θ

d̃is
= {θCNN, θD̃} denotes the parameter set for

optimizing the sequence discriminator.
The sequence encoder E and the sequence dis-

criminator D̃ are two adversarial players and E is
optimized by trying to fool D̃ to correctly predict
the language source of each sentence. Thus we flip
the sequence labels and optimizeE by minimizing
the following loss:

Lx
e = − 1

Ĩt;s

·
Ĩt;s∑

i=0

(
(1 − ỹi) · log(D̃(x∗

i ))

+ ỹi · log(1 − D̃(x∗
i ))

)
,

ỹi =δ̃i(1 − 2η) + η

2.4 Name Tagger Training
With the language-agnostic sequential features
from E, we can directly combine all annotated

Algorithm 1Multi-level Adversarial Training for
Improving Target Language Name Tagging
Input: Monolingual pre-trained word embeddingsVt for tar-
get language t, and Vs for source language s. Annotated sen-
tence set ∆t for t and ∆s for related language s.

1. for iter = 1 to word_epoch do
2. for a = 1 to word_dis_steps do
3. sample a batch of words bt ∼ Vt, bs ∼ Vs

4. loss = Lw
dis([bt, f(bs)])

5. update Θdis to minimize loss

6. sample a batch of words b
′
t ∼ Vt, b

′
s ∼ Vs

7. loss
′
= Lw

f ([b
′
t, f(b

′
s)])

8. update Θf to minimize loss
′

9. build a parallel dictionary with Vt and f(Vs) and refine
projected word embeddings Ṽs = f(Vs)

10. for iter = 1 to seq_epoch do
11. sample a batch of sentences b̃t ∼ ∆t, b̃s ∼ ∆s

12. extract sequential features from b̃t, b̃s with E

13. loss = Lx
dis([E(b̃t), E(b̃s)])

14. update Θe, Θd̃is to minimize loss

15. for g = 1 to seq_tagger_steps do
16. sample a batch of sequences b̃

′
t ∼ ∆t, b̃

′
s ∼ ∆s

17. loss
′
= Lx

e ([E(b̃
′
t), E(b̃

′
s)]) + Lcrf ([b̃

′
t, b̃

′
s])

18. update Θe, Θc to minimize loss
′

training data from both t and s to train the name
tagger for t. To do so, we feed the sequential
features from E to another Bi-LSTM encoder Ec

to refine the context information for each token,
and use a CRF output layer to render predictions
for each token, which can effectively capture de-
pendencies among name tags (e.g., an “inside-
organization” token cannot follow a “beginning-
person” token).
Specifically, given an input sentence x =

{w1, w2, ...wn}, we extract language-agnostic se-
quential features with E, and further obtain
a new sequence of contextual features H̃ =
{h̃1, h̃2, ..., h̃n} with Ec. Then we a apply a linear
layer ℓ to further convert each h̃i to a score vec-
tor yi, in which each dimension denotes the pre-
dicted score for a tag (the starting, inside or out-
side of a name mention with a pre-defined entity
type). Then we feed the sequence of score vec-
tors Y = {y1, y2, ..., yn} into the CRF layer. The
score of a sequence of tags Z = {z1, z2, ..., zn} is
defined as:

Score(x,Y,Z) =
n∑

i=1

(Rzi−1,zi + Yi,zi)

whereR is a transition matrix andRp,q denotes the
binary score of transitioning from tag p to tag q.
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Yi,z represents the unary score of assigning tag z
to the i-th word.
Given the annotated sequence of tags Z, the

CRF loss is:

Lcrf = log
∑

Z′∈Z̃
eScore(x,Y,Z

′
) − Score(x,Y,Z)

where Z̃ is the set of all possible tagging paths. The
parameter set for optimizing the name tagger can
be denoted as Θc = {θEc , θℓ, θCRF}.
We jointly optimize the sequence encoderE, the

context encoder Ec and the CRF together by mini-
mizing the loss L

′
= Lx

e + Lcrf , and successively
minimize Lx

dis and L
′ with SGD. The end-to-end

training for our neural architecture is described in
Algorithm 1.

3 Experiment

3.1 Data and Experimental Setup
We evaluate our methods from multiple settings.
We first evaluate our architecture on 10 low-
resource languages from the DARPA LORELEI
project. The annotations are released by the Lin-
guistic Data Consortium (LDC).4 Each dataset has
four predefined name types: person (PER), orga-
nization (ORG), location (LOC) and geo-political
entity (GPE). For each target low-resource lan-
guage, we choose a source language if they are
from the same language family or use the same
script. To show the impact of resource transfer be-
tween distinct languages, we also use English as a
source language for each target low-resource lan-
guage. We create the English annotated resource
by combining the TAC-KBP 2015 English Entity
Discovery and Linking (Ji et al., 2015) data set and
the Automatic Content Extraction (ACE2005) data
set.5 To avoid the impact of parameter initializa-
tion, we perform 5-fold cross validation. For each
experiment, we run twice and get the averaged F-
score. Table 1 shows the statistics of each data set.
We also evaluate our approach on high-resource

languages. We use Dutch (nl) and Spanish (es)
data sets from the CoNLL 2002 (Tjong Kim Sang,
2002) shared task as target languages, and use
English (en) data from the CoNLL 2003 (Tjong
Kim Sang and De Meulder, 2003) shared task as

4The annotations are from: am (LDC2016E87), ti
(LDC2017E39), ar (LDC2016E89), fa (LDC2016E93), om
(LDC2017E27), so (LDC2016E91), sw (LDC2017E64), yo
(LDC2016E105), ug (LDC2016E70), uz (LDC2016E29)

5The data sets are LDC2015E103 and LDC2006T06

Language # of Sents # of Tokens # of Names
Amharic (am) 4,770 71,399 3,891
Tigrinya (ti) 5,023 95,364 6,201
Arabic (ar) 4,781 80,715 4,937
Farsi (fa) 3,855 72,629 3,966
Oromo (om) 2,987 52,876 4,985
Somali (so) 3,453 78,400 5,571
Swahili (sw) 4,155 96,902 6,044
Yoruba (yo) 1,599 46,084 2,016
Uyghur (ug) 3,961 60,999 2,575
Uzbek (uz) 11,135 177,816 10,937

English (en) 17,936 388,120 23,938

Table 1: Data set statistics for each low-resource lan-
guage.

the source language. All the data sets have four
pre-defined name types: PER, ORG, LOC and
miscellaneous (MISC). Table 2 shows the statistics
of these data sets.
For fair comparison, we use the same pre-

trained word embeddings of English, Dutch and
Spanish as Lin et al. (2018), while for each low-
resource language we train their word embed-
dings using the documents from their LDC pack-
ages with FastText.6 Table 3 lists the key hyper-
parameters we used in our experiments.

3.2 Baselines
We compare our methods with three categories of
baseline methods:7

• Monolingual Name Tagging Using monolin-
gual annotations only, the current state-of-the-
art name tagging model is the Bi-LSTM-CRF
network (Huang et al., 2015; Lample et al., 2016;
Ma and Hovy, 2016).8

• Multi-task Learning Lin et al. (2018) apply
multi-task learning to boost name tagging per-
formance by introducing additional annotations
from source languages using a weight sharing
context encoder across multiple languages.

• Language Universal Representations We ap-
ply word adversarial transfer only to project the
source language into the same semantic space as
the target language, then train the name tagger on
the annotations of source and target languages.
Word-Adv1 refers to the approach which is di-
rectly trained on the combination of the anno-
6https://fasttext.cc/
7All the baselines are trained for 100 epochs
8For eachword, we also combine its word embeddingwith

a CharCNN based representation.
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Language Resource Train Dev Test
English (en) source language 204,567 (23,499) 51,578 (5,942) 46,666 (5,648)
Dutch (nl) target language 202,931 (13,344) 37,761 (2,616) 68,994 (3,941)
Spanish (es) target language 264,715 (18,797) 52,923 (4,351) 51,533 (3,558)

Table 2: CoNLL data set statistics: # of tokens and # of names (between parentheses).

Parameter Name Value
Monolingual Embedding Size 100
CharCNN Filter Size 25
CharCNN Filter Widths [2, 3]
LSTM Hidden Size 100
Droupout Rate 0.5
Smoothing Value ϵ for Word Discriminator 0.1
Word Adversarial Training Epochs 5
Smoothing Value η for Sequence Discriminator 0.3
Sequence Adversarial & Name Tagging Train-
ing Epochs

60

# of Steps for Sequence Tagging Training 5
Batch Size 20
Initial Learning Rate 0.01
Optimizer SGD

Table 3: Hyper-parameters.

tations, while Word-Adv2 refers to the baseline
that is first trained on the target language anno-
tations and then further tuned on the related lan-
guage annotations.

3.3 Cross-lingual Transfer with Zero Target
Language Annotated Resource

We first evaluate our approach on a cross-lingual
transfer setting without using any annotated train-
ing data from the target language. We con-
duct experiments on 8 low-resource languages.
Among those, some pairs, such as Amharic (am)
and Tigrinya (ti), Oromo (om) and Somali (so),
or Yoruba (yo) and Swahili (sw), are from the
same language family and are closely related,
while some are not, such as Arabic (ar) and Farsi
(fa). Since our approach requires some unlabeled
sentences from the target language to train the
sentence-level discriminator, we entirely remove
the annotations from the annotated data set of the
target language. Table 4 presents the results.
Our approach significantly outperforms the pre-

vious methods on all languages. Specifically,
compared with the Word-Adv1 baseline, which
only performs word-level adversarial transfer, our
approach achieves 10% absolute F-score gain on
average, which demonstrates the effectiveness of
the sentence-level adversarial transfer. In addition,
compared with Lin et al. (2018), who only apply a
shared context-encoder to transfer the knowledge,
our approach not only includes a language-sharing

target Cross-lingual Multitask Our
(source) Word-Adv1 Learning Approach
am (ti) 15.19 19.72 26.86
ti (am) 16.20 9.06 29.36
ar (fa) 1.53 3.52 13.83
fa (ar) 2.59 0.91 11.14
om (so) 4.66 3.40 14.14
so (om) 4.12 2.98 20.02
sw (yo) 7.20 5.60 18.25
yo (sw) 13.07 6.14 23.73

Table 4: Cross-lingual transfer when the target lan-
guage has no resources (F-score %).

encoder, but also performs multi-level adversar-
ial training to encourage the semantic alignment
of words from both languages and a sequence en-
coder to extract language-agnostic sequential fea-
tures.
Here we use some Arabic (Farsi) examples to

further show the effectiveness of each level of
adversarial training in our architecture. Without
using any annotated training data from Arabic,
both our approach and the Word-Adv1 baseline
successfully identify الفرنسية (French) as a GPE
from the Arabic (ar) sentence in Figure 3, since
with word-level adversarial training, the seman-
tics of الفرنسية is well aligned with theGPE names
in Farsi annotated data, such as فرانسه (France),
روسیه (Russia) and آلمان (Germany). However,
both the Word-Adv1 and Lin et al. (2018) base-
lines fail to identify الجزائرية (Algerian) as a GPE
since its top ranked similar words in Farsi in-
clude مذاکرات (negotiations), دوحه (Doha) and
توافقنامه (agreement). With sentence-level adver-
sarial training, our approach successfully captures
language-agnostic sequential features, such as او“
(or) usually connects two names with the same
type”, thus our approach successfully identifies
الجزائرية (Algerian) as a GPE name.

3.4 Cross-lingual Transfer for Low-Resource
Languages

We also investigate the impact of cross-lingual
transfer when the target languages have some an-
notated resources. For each target low-resource
language, we explore the use of a related low-
resource language vs. using the high-resource En-
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target Monolingual Cross-lingual Embedding Multitask Our Approach
(related) Bi-LSTM-CRF Word-Adv1 Word-Adv2 Learning Multi-Adversarial
am (ti) 72.23 72.15 72.01 72.35 73.98
ti (am) 74.68 74.43 74.83 74.71 74.93
ar (fa) 48.92 48.37 47.90 47.53 49.76
fa (ar) 64.35 63.93 64.43 63.21 65.09
om (so) 76.37 76.43 76.19 76.18 77.19
so (om) 77.63 77.31 77.13 77.99 78.15
sw (yo) 77.01 77.31 77.85 77.86 76.28
yo (sw) 68.97 68.89 69.62 70.12 70.59
ug (uz) 68.73 68.53 68.29 68.39 69.46
uz (ug) 74.59 74.21 74.74 74.56 75.37

am (en) 72.23 72.43 71.63 72.22 73.35
ti (en) 74.68 74.61 74.69 74.68 74.80
ar (en) 48.92 48.50 47.91 47.40 50.08
fa (en) 64.35 64.04 64.25 63.44 63.92
om (en) 76..27 76.68 76.53 76.2 77.29
so (en) 77.63 76.67 77.88 77.88 78.21
sw (en) 77.01 77.52 76.84 77.89 77.01
yo (en) 68.97 69.21 69.46 70.43 70.88
ug (en) 68.73 68.14 68.79 68.69 69.06
uz (en) 74.59 73.95 74.46 74.48 74.75

Table 5: Cross-lingual transfer when the target language has resources (F-score %).

AR: ویكون نائب المدعي العام قد اعتبر ان الادلة ضد الموقوفین الذین
. یحملون الجنسیة الفرنسیة او الجزائریة في غالبیتھم ، كافیة

EN: The deputy prosecutor has ruled that the
evidence against those with French or Algerian
nationality is mostly sufficient.

AR: ویكون نائب المدعي العام قد اعتبر ان الادلة ضد الموقوفین الذین

. یحملون الجنسیة 3الفرنسیة 2او 1الجزائریة في غالبیتھم ، كافیة
EN: The deputy prosecutor has ruled that the

evidence against those with French3 or2 Algerian1

nationality is mostly sufficient.

Figure 3: Example of an Arabic (ar) name tagging out-
put with Farsi (fa) annotated training data only.

glish as our source language. Table 5 shows the
performance on 10 low-resource languages.
Comparing cross-lingual embedding based

baselines to the monolingual baseline, we observe
that for most low-resource languages, directly
adding the annotations from the source language
to the target language slightly hurts the model.
This suggests that when the training data for the
target language is not enough, the model will be
very sensitive to noise. The multitask learning
based baseline (Lin et al., 2018) performs better
than the monolingual baseline only when the
target and source languages are very close, such
as Amharic (am) and Tigrinya (ti), or Swahili (sw)
and Yoruba (yo).
By introducing annotated training data from En-

glish, the performance of all the baselines becomes
worse than the monolingual baseline. Since the
script and sequence structure of English is very
different from these low-resource languages, the
addition of English to the limited target language
training data yields a considerably noisy corpus.

However, by forcing the sequence encoder to ex-
tract language-agnostic features, our approach still
achieves better performance than the monolingual
baseline for most languages. All of these exper-
iments demonstrate that our approach is more ef-
fective in leveraging annotations from other lan-
guages to improve target language name tagging.

3.5 Cross-lingual Transfer for High Resource
Languages

Language Model F-score

Dutch

Lample et al. (2016) 81.74
Yang et al. (2017) 85.19
Lin et al. (2018) 85.71
Gillick et al. (2016) 82.84
Word-Adv1 85.87
Word-Adv2 86.43
Our Model (Bi-LSTM) 86.87

Spanish

Lample et al. (2016) 85.75
Yang et al. (2017) 85.77
Lin et al. (2018) 85.02
Gillick et al. (2016) 82.95
Word-Adv1 85.92
Word-Adv2 85.84
Our Model (Bi-LSTM) 86.41

Table 6: Comparison on cross-lingual transfer for
Dutch and Spanish with various baselines: monolin-
gual baseline (Lample et al. (2016)), multitask base-
lines (Yang et al. (2017) and Lin et al. (2018)), language
universal representation baselines (Gillick et al. (2016),
Word-Adv1, Word-Adv2).

We finally investigate the results when both the
source and target languages are all high-resource
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languages. Table 6 presents the performance on
Dutch and Spanish while using English as the
source language. Our approach significantly out-
performs all the other approaches even when the
size of the annotated training data for the target
language is huge. We notice that our approach
achieves larger improvement on Dutch than Span-
ish. The reason may be that, compared with
Spanish, Dutch is much closer to English (Cutler
and Pasveer, 2006). Both English and Dutch are
from the sameWest Germanic branch of the Indo-
European language family while Spanish is from
the Italic branch.

3.6 Impact of Annotation Size from Source
and Target Languages

We use Amharic as the target language and
Tigrinya as the source language to show the im-
pact of the size of their annotations. Specifically,
to explore the impact of the size of target language
annotations, we use 0, 10%, 50%, or 100% an-
notated training data from Amharic. Similarly, to
show the effect of the size of source language an-
notations, for each experiment, we also gradually
add 0, 20%, 50%, or 100% annotated training data
from Tigrinya. For all experiments, we use the
same dev and test set of Amharic. As Figure 4
shows, as we gradually add annotations from the
source or target language, the performance can al-
ways be improved. When the size of target lan-
guage annotations is small, such as 400 sentences,
we can achieve 5%-30% F-score gain by adding
about 4,000 sentences from the source language.
When the size of target language annotations is
over 2,000 sentences, the improvement is about
2% if we add in about 4,000 sentences from source
language annotations.
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Figure 4: The impact of the size of annotations from
source and target languages on Amharic name tagging.

4 Related Work

Name taggingmethods based on sequence labeling
have been widely studied in recent years. Huang
et al. (2015) and Lample et al. (2016) propose
an effective Bi-LSTM-CRF architecture; the Bi-
LSTM encodes previous and following contexts,
and the CRF is used for tag prediction. Other
studies incorporate a character-level CNN (Ma
and Hovy, 2016), global contexts (Zhang et al.,
2018), or language models (Liu et al., 2018;
Peters et al., 2017, 2018; Devlin et al., 2018)
to improve name tagging. In addition, sev-
eral approaches (Zhang et al., 2016a, 2017a; Al-
Badrashiny et al., 2017) attempt to incorporate
hand-crafted linguistic features into a Bi-LSTM-
CRF to improve low-resource name tagging per-
formance.
Recent attempts on cross-lingual transfer for

name tagging can be divided into two cate-
gories: the first projects annotations from a source
language to a target language via parallel cor-
pora (Yarowsky et al., 2001; Wang and Manning,
2013; Wang et al., 2013; Zhang et al., 2016b;
Fang and Cohn, 2016; Ehrmann et al., 2011; En-
ghoff et al., 2018; Ni et al., 2017), a bilingual
gazetteer (Feng et al., 2017; Zirikly and Hagiwara,
2015), Wikipedia anchor links (Kim et al., 2012;
Nothman et al., 2013; Tsai et al., 2016; Pan et al.,
2017), and language universal representations, in-
cluding Unicode bytes (Gillick et al., 2016) and
cross-lingual word embeddings (Fang and Cohn,
2017; Wang et al., 2017; Huang et al., 2018; Xie
et al., 2018). The second is based on multitask
learning via a weight sharing encoder (Yang et al.,
2016, 2017; Lin et al., 2018). Compared to these
studies, our approach not only automatically learns
cross-lingual word embeddings without requir-
ing any parallel resources, but also carefully ex-
tracts language-agnostic sequential features, yield-
ing better performance.
Adversarial training has also been extensively

studied and applied for cross-lingual and cross-
domain transfer. Several studies (Barone, 2016;
Zhang et al., 2017c,b; Conneau et al., 2017; Chen
and Cardie, 2018) explore adversarial training
to automatically induce bilingual and multilin-
gual word representations without using any par-
allel corpora or bilingual gazetteers. Adversar-
ial training is also applied to extract language-
agnostic (Chen et al., 2016; Zou et al., 2018; Wang
and Pan, 2018; Kim et al., 2017a; Muis et al.,

3830



2018; Cao et al., 2018) and domain-agnostic fea-
tures (Kim et al., 2017b; Ganin et al., 2016; Tzeng
et al., 2017; Chen et al., 2017; Li et al., 2017;
Fu et al., 2017; Bousmalis et al., 2016; Shi et al.,
2018) for cross-lingual and cross-domain adapta-
tion. Compared with these methods, our approach
combines both word-level and sentence-level ad-
versarial training.

5 Conclusions and Future Work

We design a new neural architecture which inte-
grates multi-level adversarial transfer into a Bi-
LSTM-CRF to improve low-resource name tag-
ging. With word-level adversarial training, it can
automatically project the source language into a
shared semantic space with the target language
without requiring any comparable data or bilin-
gual gazetteers. Moreover, considering the differ-
ent underlying sequential structures among vari-
ous languages, we further design a sentence-level
adversarial transfer to encourage the sequence en-
coder to extract language-agnostic features. The
experiments show that our approach achieves the
state-of-the-art on both CoNLL data sets and 10
low-resource languages. In the future, we will fur-
ther explore selecting the feature-consistent anno-
tations from the source language and add to the tar-
get language, and explore unsupervised pretrained
cross-lingual language models (Peters et al., 2018;
Radford et al., 2018; Devlin et al., 2018; Lample
and Conneau, 2019) for cross-lingual low resource
name tagging.
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Abstract

In neural machine translation (NMT), mono-
lingual data are usually exploited through a so-
called back-translation: sentences in the tar-
get language are translated into the source lan-
guage to synthesize new parallel data. While
this method provides more training data to bet-
ter model the target language, on the source
side, it only exploits translations that the NMT
system is already able to generate using a
model trained on existing parallel data. In this
work, we assume that new translation knowl-
edge can be extracted from monolingual data,
without relying at all on existing parallel data.
We propose a new algorithm for extracting
from monolingual data what we call partial
translations: pairs of source and target sen-
tences that contain sequences of tokens that
are translations of each other. Our algorithm
is fully unsupervised and takes only source
and target monolingual data as input. Our
empirical evaluation points out that our par-
tial translations can be used in combination
with back-translation to further improve NMT
models. Furthermore, while partial transla-
tions are particularly useful for low-resource
language pairs, they can also be successfully
exploited in resource-rich scenarios to im-
prove translation quality.

1 Introduction

Neural machine translation (NMT) systems usu-
ally require a large quantity of high-quality bilin-
gual parallel data for training. However, for most
language pairs, we do not have such resources, or
only in very small quantities, mainly because they
are costly to produce.

On the other hand, monolingual corpora are
readily available in large quantity for many lan-
guages. Previous work has proposed various
strategies to integrate monolingual data into NMT
systems and has confirmed their usefulness to

improve NMT systems. The so-called back-
translation of monolingual data (Sennrich et al.,
2016) is undoubtedly the most prevalent one. This
approach simply uses a target-to-source MT sys-
tem to translate monolingual data in the target lan-
guage into the source language. The produced new
synthetic parallel corpus can be used together with
the original parallel data to increase the size of
the training data, and eventually to improve NMT
systems significantly and consistently. However,
on the source side, the synthetic data only contain
data that can be generated by the back-translation
system trained on some existing parallel data.

Previous work has also studied the extraction
of translation pairs of source and target sentences
from monolingual data in their respective lan-
guages. They have been shown to be useful to train
better statistical machine translation (SMT) sys-
tems, especially in low-resource conditions. Ex-
isting methods on sentence pair extraction mainly
rely on the availability of comparable corpora as
the source of accurate sentence pairs (Abdul Rauf
and Schwenk, 2011), or on the robustness of SMT
against noise (Goutte et al., 2012) because sen-
tence pairs extracted from unrelated monolingual
corpora tend to be noisy (Tillmann and Xu, 2009;
Marie and Fujita, 2017). Most of them also require
pre-trained accurate translation models, those of
SMT systems for instance, that we may not have in
low-resource conditions. Moreover, unlike SMT,
NMT has been shown to deal very poorly with
noisy training data and still largely underperforms
SMT for low-resource language pairs (Koehn and
Knowles, 2017) for which comparable corpora are
usually not available. Even without an accurate
translation model, we still have the possibility of
extracting sentence pairs from unrelated source
and target monolingual data. However, this is very
challenging since we have no guarantee that there
are sentence pairs actually retrievable from a given
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Source sentence der Mann wurde festgenommen .

Partial translation a man was arrested at the scene .

Post-processed UNKPP man was arrested
UNKPP UNKPP UNKPP .

Figure 1: Example of a source sentence in our Ger-
man monolingual data, its best partial translation found
in our English monolingual data by our algorithm, and
its post-processed version. The bold tokens translate
tokens of the source sentence.

pair of source and target monolingual corpora.
In this work, we assume (i) that a given pair

of monolingual corpora contain sentence pairs
that are at least partial translations, i.e., pairs of
source and target sentences containing phrases (se-
quences of tokens) that are translations of each
other and (ii) that such pairs can help train bet-
ter NMT systems. On these assumptions, we pro-
pose a new algorithm that extracts partial trans-
lations from trillions of candidate sentence pairs
without any supervision. Relying on an unsuper-
vised phrase table, our algorithm identifies phrases
in a source sentence that have likely translations
in a target sentence. The extracted partial transla-
tions often contain unrelated parts besides aligned
phrases. Therefore, we also apply a simple but
very effective post-processing to make such noisy
sentence pairs exploitable for a target-to-source
NMT model, as exemplified in Figure 1.

We report on significant improvements in trans-
lation quality for two language pairs and under dif-
ferent experimental conditions when using our ex-
tracted partial translations to train NMT systems.
While our method is especially designed to pro-
vide new training data for low-resource language
pairs, we also observed significant improvements
over a strong NMT system trained on large quan-
tity of parallel data. Furthermore, we demonstrate
the complementarity of our approach with back-
translation.

2 Extraction of Partial Translations

The whole framework for extracting partial trans-
lations is presented in Figure 2. To extract par-
tial translations, we first induce a phrase table
that contains phrases in the source language paired
with their most probable translations in the tar-
get language (Section 2.1). These phrase pairs
are collected from the same monolingual data
from which we extract partial translations. Given

source language 
monolingual data

bilingual word 
embeddings

induced phrase table

unsupervised 
phrase table  

induction

source word 
embeddings

target 
phrases

partial translations

target language 
monolingual data

partial translation extraction

target word 
embeddings

source 
phrases

Figure 2: The framework for extracting partial transla-
tions from monolingual data.

the induced phrase table, we search for sentence
pairs that are the most likely partial translations
in the monolingual data (Section 2.2). Finally,
the extracted sentence pairs are post-processed
(Section 2.3).

2.1 Unsupervised Phrase Table Induction
Recent methods addressed the task of finding word
translations from monolingual data without any
supervision (Lample et al., 2018a; Artetxe et al.,
2018a). On the other hand, Marie and Fujita
(2018) presented a method for inducing phrase
tables from monolingual data using a weakly-
supervised framework. To make our approach
useful in as many translation tasks as possible,
including very low-resource scenarios, we pro-
pose a fully unsupervised version of the method
in Marie and Fujita (2018). Using phrases instead
of only single tokens promotes the extraction of
partial translations containing longer sequences of
tokens, rather than those with potentially more but
discontinuously translated tokens.

Regarding all n-grams of tokens in the monolin-
gual data as phrases and searching the translations
for each phrase can be extremely costly. There-
fore, we extract meaningful source and target
phrases from their respective monolingual data,
following the work by Marie and Fujita (2018).1

Beside extracting phrases, we also train word em-
beddings on the same source and target monolin-
gual data, independently. Both source and target
embedding spaces are aligned in the same space
to make word embeddings bilingual, without any
supervision (Artetxe et al., 2018a). Using these

1See Section 3.1 of Marie and Fujita (2018) for the details.
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bilingual word embeddings, we compute bilin-
gual phrase embeddings for each of the extracted
phrases through the element-wise addition of the
embeddings of constituent words of the phrases.

Given the source and target phrase sets, we take
their Cartesian product to generate all possible
pairs of source and target phrases and compute co-
sine similarity of each pair using their phrase em-
beddings. Each pair is also associated with a trans-
lation probability (Lample et al., 2018b):

p(tj |si) =
exp (β cos(emb(tj), emb(si)))∑
k exp (β cos(emb(tk), emb(si)))

,

(1)
where tj is the j-th phrase in the target phrase list
and si the i-th phrase in the source phrase list, β
a parameter to tune the peakiness of the distribu-
tion2 (Smith et al., 2017), cos(·, ·) cosine similar-
ity between two phrase embeddings, and emb(·)
a function returning the bilingual embedding of a
given phrase. In practice, to keep the set of phrase
pairs to score manageable, we first filter the 300k
most frequent phrases in each of the source and
target phrase sets.3

Retrieved phrase pairs may have a very low
translation probability, especially when dealing
with distant languages and/or noisy monolingual
data. Therefore, we keep only the n-best tar-
get phrases for each source phrase, according to
Eq. (1). While maintaining the coverage by our
phrase table of the source monolingual data the
same, we ensure that the phrase translations for
each source phrase are the most accurate among
all the collected target phrases.

2.2 Partial Translation Extraction
NMT architectures expect parallel sentence pairs
as training data, even if we have accurate phrase
pairs, they cannot be used directly for training.

Therefore, we propose an algorithm for extract-
ing sentence pairs from the monolingual data that
matches the best possible combinations of phrase
pairs from the induced phrase table. The pseudo-
code of this algorithm is presented in Algorithm 1.
For each source sentence S (l.2), the algorithm
first selects from the phrase table pt all the phrase
pairs Ps whose source side appears in S (l.3). It

2We set β = 30 since it gives consistently good results in
our preliminary experiments.

3This means that we still have to compute the cosine sim-
ilarity for 90 billion phrase pairs (300k×300k). This can be
done very efficiently on GPU: https://github.com/
facebookresearch/faiss.

Algorithm 1: Partial Translation Extraction
Input : pt: a phrase table,

Ms: source monolingual data, and
Mt: target monolingual data

Output : Ptranslations: a set of the mtop-best partial
translations

Parameters: m: the number of target sentence to
retrieve for each source sentence for the
PBFD algorithm, and
mtop: the size of Ptranslations

1 Ptranslations ← {} ;
2 foreach sentence S in Ms do
3 Ps← Intersection(pt, S) ;
4 Bt← Bow(Ps, pt) ;
5 Tcandidates ← {} ;
6 foreach sentence T in Mt do
7 if ∃w ∈ T : w ∈ Bt then
8 Tcandidates ← Tcandidates ∪ T ;
9 end

10 end
11 Tm ← Prune(m, Tcandidates) ;
12 Tbest ← PBFD(pt, S, Tm) ;
13 Ptranslations ← Ptranslations ∪ (Tbest, S) ;
14 end
15 Ptranslations ← GetBest(mtop, Ptranslations);
16 return Ptranslations

then creates a bag of target wordsBt via collecting
all the words from the target phrases of Ps (l.4).
Subsequently, we keep them-best target sentences
Tm (ll.5–11) according to the following score:

Ft(S, T ) =
2csct
cs + ct

, (2)

where cs = kt/len(S), ct = kt/len(T ), with S
and T respectively a source and a target sentence,
kt the number of tokens in T that are covered by
Bt, and len(·) a function that returns the number
of tokens in a sentence. With the harmonic mean
Ft between cs and ct, the algorithm searches for
target sentences containing as many words trans-
lating source tokens as possible while penalizing
the retrieval of very long target sentences that may
also contain many tokens having no counterparts
in the source sentence.

Then, the algorithm re-ranks the target sen-
tences in Tm with the phrase-based forced decod-
ing (PBFD) algorithm (Zhang et al., 2017) (l.12).
PBFD searches for the best combination of phrase
pairs covering S and each target sentence in Tm,
using the phrase translation probability computed
by Eq. (1). However, the original PBFD algo-
rithm penalizes sentence pair with words that are
not covered by any phrase pair. It tends to favor
very short sentences that are potentially less ex-
ploitable for NMT systems, or not even be sen-
tences as it may happen when dealing with noisy
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monolingual data.4 Therefore, we use a slightly
modified version which does not penalize uncov-
ered words on the target side in order to favor the
extraction of longer target sentences that may con-
tain more translated tokens. Finally, we retain only
Ptranslations: the mtop sentence pairs with the high-
est PBFD scores (l.15).

2.3 Post-Processing of Partial Translations

Since the extracted sentence pairs are only partial
translations, incorporating them as they are into
the training data for NMT may mislead the train-
ing of the model due to their noisiness. Since our
PBFD algorithm does not penalize target words
not covered by any phrase pair, the target side of
our partial translations contains longer sentences
than the source side, potentially with many words
unaligned with any word in the source sentences.
Nonetheless, the back-translation approach has
proven that NMT can be trained on noisy data at
the source side and fluent sentences at the target
side. Following this, we use partial translations
only to train target-to-source NMT systems, as
for back-translated data. It means that the source
and target languages of our extraction algorithm
becomes respectively the target and source lan-
guages of the NMT system.

We want the NMT system to give as much at-
tention as possible to the phrases of the source sen-
tence that have a translation in the target sentence,
while ignoring as much as possible the remaining
tokens of the source sentence that are likely to be
noise, i.e., not translated by the target sentence.
Dropping these unaligned tokens is not an appro-
priate solution since it would produce unlikely se-
quences of translated tokens. Then, to make the
decoder paying its attention to the translated part
in the source sentence, we simply replaced all the
tokens not covered by the best combination of
phrase pairs found by the PBFD algorithm with
a made-up token, UNKPP.5

We expect this post-processing step to particu-
larly well suit the training of a Transformer NMT
model (Vaswani et al., 2017), because it can easily
learn to pay no attention to UNKPP and more at-
tention to correctly translated tokens thanks to the
multi-head attention mechanism. Moreover, the
Transformer model does not memorize complete

4This includes equations, rows of a table, titles, etc.
5We made this token different from the usual token re-

served for unknown word in the vocabulary, since they are of
a different nature.

sequences and makes time steps independent, un-
like recurrent neural networks (RNN). It uses in-
stead positional encodings and has a better ability
in linking important features from the entire se-
quence (Chen et al., 2018), which may make eas-
ier the learning from noisy sequences, such as the
ones created by introducing UNKPP.

We show in Section 4 that using UNKPP to-
kens instead of dropping uncovered tokens leads
to a better model. Nonetheless, a better strategy
that we leave for future work could be to apply
some forced-decoding, with an SMT system for
instance, that translates in the source sentence the
parts of the target sentence that are not translated,
while preserving the partial translations detected
by our algorithm in the source sentence.

3 Experiments

We experimented on three language pairs with
different degrees of relatedness between the lan-
guages of each pair: English→German (en→de),
English→Turkish (en→tr), and Bengali→Malay
(bn→ms). While our approach is dedicated to
improve translation quality for low-resource lan-
guage pairs, we included the en→de pair for a
detailed analysis on the impact of using partial
translations in addition to much more training
data. bn→ms is expected to be an extremely dif-
ficult translation task, because only small quan-
tity of parallel data are available to start with
(Section 3.1) and Bengali and Malay are very
distant languages which makes very difficult the
training of useful unsupervised bilingual word em-
beddings (Søgaard et al., 2018), which is a key el-
ement for inducing the phrase table.

3.1 Data

To train baseline NMT systems, we used for
en→de and en→tr 100k parallel sentences ran-
domly extracted from the parallel data provided
for the WMT18 News Translation Task,6 except
the ParaCrawl corpus for en→de. For bn→ms, we
used the 18k sentence pairs released by the Asian
Language Treebank (ALT) project (Riza et al.,
2016).7 As validation and test data for en→de and
en→tr, we used Newstest2016 and Newstest2017,
respectively, provided by WMT18. For bn→ms,

6http://www.statmt.org/wmt18/
translation-task.html

7http://www2.nict.go.jp/astrec-att/
member/mutiyama/ALT/
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we used the official development and test data pro-
vided by the ALT project.

We chose this amount of training data for
en→de and en→tr, since it suits our need for a
low-resource translation task while we can still
use the available parallel data for further analy-
sis. Moreover, we needed enough parallel data
to train an NMT model that can produce useful
back-translated data. In our preliminary experi-
ment, we found out that 100k sentence pairs sat-
isfy the minimum amount to train NMT models
for useful back-translation. As such, we did not
succeed in training useful models for bn→ms, due
to the difficulty of the task, but still decided to re-
port on the results to provide insights and matters
for future work.

As for monolingual data, we used the En-
glish (239M lines) and German (237M lines)
NewsCrawl corpora provided by WMT18, and the
NewsCrawl and Common Crawl corpora for Turk-
ish (104M lines). We extracted monolingual data
ourselves from the Common Crawl project8 for
Bengali (5.3M lines) and Malay (4.6M lines).

3.2 Methods and Systems

To build an unsupervised phrase table, we first ex-
tracted 300k most frequent phrases of up to 6 to-
kens from the entire monolingual data. We also
trained 200-dimensional word embeddings on the
same data with fasttext.9 For each source
phrase, we retained only the 1-best target phrase
in the induced phrase table.

The search for partial translations was per-
formed only for a random sample of 1M lines from
the monolingual data for each target language. For
each of these lines, we searched for the best partial
translation with our algorithm in up to 10M lines
randomly extracted from the monolingual data for
the source language. Then, to maintain a 1:1 ratio
with the parallel data, we retained the 100k best
partial translations for en→de and en→tr,10 and
18k best partial translations for bn→ms.

All our NMT systems, including baselines,
were the Transformer model (Vaswani et al.,
2017) trained with Marian (Junczys-Dowmunt
et al., 2018). Note that we fine-tuned the hyper-
parameters for training on our validation data for

8http://commoncrawl.org/
9https://fasttext.cc/

10The extraction of 100k partial translations from 1013

sentence pairs (1M×10M) required around 26 hours of com-
putation using 100 CPUs.

Training data en→de en→tr bn→ms

baseline 7.1 9.3 6.1

backtr 9.1 11.4 5.4
copy 9.0 11.2 6.0
partial 9.9 10.4 5.5

backtr+copy 11.3 11.6 5.5
backtr+partial 11.5 11.6 4.5

backtr+copy+partial 11.9 12.2 5.8

Table 1: BLEU scores of NMT systems. All the eval-
uated systems used the parallel data used to train the
baseline system, and other synthetic parallel data gen-
erated by back-translation (backtr), copy (copy), or
from extracted partial translation (partial).

each language pair in order to get best possible
baseline systems. We then apply the same hyper-
parameters in all the experiments for the given lan-
guage pair. To train systems with partial trans-
lations (partial), we simply mixed them with
the original parallel data during training. We
also evaluated the systems using back-translated
(backtr) and copied11 (copy) (Currey et al.,
2017) data, separately mixed with the original par-
allel data. Note that these data were generated
from the same target sentences sampled for ex-
tracting partial translations: partial, backtr,
and copy had the same target side but different
source side.12 Our NMT systems were evaluated
with detokenized BLEU-cased.

3.3 Results

The results of our experiments are presented in Ta-
ble 1. For en→de and en→tr, the baseline sys-
tems resulted in a poor translation quality below
10 BLEU points. This highlights how critical it is
to get more training data to better train an NMT
model for low-resource translation tasks.

Adding 100k synthetic parallel sentences gen-
erated by back-translation (backtr) improved
translation quality by 2.0 and 2.1 BLEU points
for en→de and en→tr, respectively. Surprisingly,
the simplest copy method brought improve-
ments similar to backtr. Furthermore, we also
observed the complementarity of backtr and
copy (backtr+copy), with 4.2 and 2.3 BLEU
points of improvements for en→de and en→tr, re-

11The copy approach simply copies the target sentences
to the source side. This method surprisingly offers good re-
sults in low-resource conditions, and a good complementarity
with back-translation, for languages with some orthographic
similarity.

12With some source sentences that may be identical.
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spectively, over the baseline system. To verify
that it is not the consequence of just giving more
weight to the target monolingual data that may be
in-domain, we also trained backtr+backtr but
did not observe any improvements over backtr.

For en→de, the system using our extracted
partial translations (partial) outperformed
backtr and copy by 0.8 and 0.9 BLEU points,
respectively, and the baseline system by 2.8 BLEU
points. For en→tr, partial also significantly
outperformed the baseline system, by 1.1 BLEU
points. However, backtr and copy brought
larger improvements. We can explain the differ-
ence between en→de and en→tr by the fact that
Turkish is more distant from English than German.
It makes unsupervised bilingual word embeddings
more difficult to train for en→tr and are conse-
quently significantly less accurate (Søgaard et al.,
2018). Extraction of accurate and useful partial
translations from monolingual data is a more dif-
ficult task for en→tr.

While these three kinds of synthetic parallel
data, backtr, copy, and partial, present the
same target sentences, we found out that mixing
all of them with the original parallel led to the best
system (backtr+copy+partial). This result
shows the complementarity of these three datasets
thanks to the diversity of source sides generated by
different means. For instance, partial provides
new original translations that were not generated
by back-translation.

As expected, bn→ms is a very difficult task for
NMT due to the small size of the training data. We
were not able to train an NMT model that can gen-
erate useful back-translations. The copy method
was also unhelpful since Bengali and Malay have
different writing systems. Our partial translations
did not help either, presumably due to the diffi-
culty in unsupervised learning of bilingual word
embeddings. Note also that we used much less
monolingual data for this language pair to train the
word embeddings. This last result is disappoint-
ing, but it confirmed that unsupervised bilingual
word embeddings are still far from being useful
for truly low-resource and distant language pairs.

4 Analysis

4.1 Impact of the Phrase Table

We induced the phrase table from the 300k most
frequent source and target phrases. An obvious
and actually simpler alternative is the use of words

Training data en→de en→tr

baseline 7.1 9.3

1-best target word 8.6 9.9

1-best target phrase 9.9 10.4
2-best target phrases 7.6 9.5
5-best target phrases 7.5 9.3

Table 2: BLEU scores of NMT systems based on
a phrase table induced from source and target single
words, or using the 1-best (as in our default configu-
ration), 2-best, or 5-best target phrase translations for
each source phrase.

instead of phrases. Using 300k words instead
of 300k phrases, for instance, results in a simi-
lar cost for phrase table induction but involves a
larger vocabulary introducing a better coverage of
the monolingual data. However, involving more,
and consequently less frequent, words means that
it also introduces words for which the word em-
bedding will be noisier.

Another important decision that we made when
inducing the phrase table was to take only the 1-
best target phrase for each source phrase. Involv-
ing noisier translations would have a larger impact
on our algorithm by inflating the size of Bt that
would contain more and noisier target tokens, re-
sulting in unworthily high Ft scores for target sen-
tences containing these tokens that are nonetheless
less likely to be the translations of the correspond-
ing source phrase.

Table 2 presents results obtained when using
single words instead of phrases to induce the
phrase table, and when used the 1-, 2-, or 5-best
target phrases for each source phrase. For en→de,
using words instead of phrases still led to useful
partial translations, with an improvement of 1.5
BLEU points. However, it was 1.3 BLEU points
lower than when using phrases. The use of more
than one target phrase for each source phrase in
the induced phrase table resulted in the retrieval of
noisier partial translations that are much less use-
ful to train better NMT models. We observed the
similar tendencies for en→tr.

One of the strongest assumption of this work
is that partial translations bring translation knowl-
edge complementary to the manually created par-
allel data used to the train the NMT system. This
new knowledge is unbiased by the existing parallel
data since we induce the phrase table without us-
ing any given parallel data. On the other hand, we
can train a phrase table on the parallel data used
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Training data en→de bn→ms

baseline 7.1 6.1

induced phrase table 9.9 5.5
standard phrase table 9.4 6.3

Table 3: BLEU scores of NMT systems based on a
phrase table induced from monolingual data or based
on a standard phrase table trained on the same parallel
data also used to train the baseline system.

to train the NMT system and use it to extract par-
tial translations. Owing to the supervision, we can
expect such a phrase table to be much more ac-
curate than the induced phrase table. However, it
would introduce a strong bias that encourages the
retrieval of partial translations similar to the par-
allel data that are already used to train the sys-
tem. Consequently, the extracted partial transla-
tions may be less useful than those extracted with
an induced phrase table.

To test the above assumption, we trained a stan-
dard phrase table on the given parallel data, ex-
tracted partial translations using it, and evaluated
their impact on the translation quality. Table 3
shows the results for en→de and bn→ms. The re-
sults for en→de supports our hypothesis: using a
standard phrase table for extracting partial trans-
lations has led to a drop of 0.5 BLEU points com-
pared to the use of an induced phrase table. In con-
trast, for bn→ms, standard phrase table achieved
significantly better results than using the induced
phrase table and brought a slight improvement
over the baseline system. We speculate that the
standard phrase table trained only on 18k sentence
pairs is not strong enough to bias the extraction of
partial translations.

4.2 Impact of Post-Processing
By replacing unaligned tokens, identified by the
PBFD algorithm, with a made-up token UNKPP,
we aimed to guide the decoder to ignore them
during training. This section explores the im-
pact of this post-processing, through comparing
the translation quality of NMT systems trained
on partial translations without any post-processing
(original), post-processed by removing un-
aligned source tokens (dropped), and our pro-
posed method that replaces unaligned tokens with
UNKPP (partial).

Table 4 presents our results. Without any post-
processing, using partial translations brought a
significant drop of translation quality of 0.9 BLEU

Training data en→de en→tr

baseline 7.1 9.3

original 6.2 7.7
dropped 8.8 10.0
partial 9.9 10.4

Table 4: BLEU scores of NMT systems trained on par-
tial translations with (dropped, partial) and with-
out (original) post-processing.

points for en→de, and 1.6 BLEU points for en→tr,
from the baseline system trained only on parallel
data. This is expected since the partial transla-
tions can be very noisy with many unaligned to-
kens for which the Transformer model will still try
to learn a translation in the target sentence. Re-
moving them helps significantly with, for instance
for en→de, a 1.7 BLEU points of improvements
over the baseline system. However, their removal
hides the existence of unaligned tokens and pro-
duces sequences of tokens that are unlikely in the
source language, presumably misleading the train-
ing of the NMT model. Indeed, replacing them
with a made-up token further improved the trans-
lation quality by 1.1 BLEU points.

4.3 Impact of Noisier Partial Translations

The baseline systems evaluated in Section 3 were
trained on 100k parallel data and augmented with
the same amount of back-translated sentences and
partial translations. Our algorithm retrieved the
best partial translation for each one of the 1M
source sentences, and then ranked them according
to the PBFD score in order to select the most accu-
rate ones. In fact, partial translations at lower rank
contained more unaligned tokens, as shown in Fig-
ure 3, and also incorrectly aligned tokens. Using
these noisier partial translations may disturb the
training of the NMT system. In contrast, we can
easily increase the quantity of the back-translated
data of a similar quality.

To verify this assumption, we evaluated NMT
models for en→de and en→tr trained on different
quantities of original parallel data, back-translated
data, and partial translations.13 The results are
presented in Table 5. As expected, using more
back-translated data was much more helpful than
using more partial translations. For en→de, in
combination with 100k parallel sentences, using

13We did not oversample the original parallel data to match
the size of original and synthetic parallel data, as commonly
performed in multilingual NMT (Johnson et al., 2017).
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Figure 3: Ratio of UNKPP in the source sentence ac-
cording to the rank of the partial translation. To smooth
the curves, we drew the averaged ratio for every batch
of 10k consecutively ranked partial translations.

para. backtr partial en→de en→tr

100k 7.1 9.3

100k 300k 13.2 13.3
100k 300k 10.8 10.7
100k 300k 300k 13.6 13.7

100k 1M 16.9 17.9
100k 1M 12.0 11.8
100k 1M 1M 17.5 18.3

all 26.2 13.6
all 1M 27.7 18.6
all 1M 26.4 14.7
all 1M 1M 28.2 19.0

Table 5: BLEU scores of NMT systems trained on
different combinations of original parallel data (para.),
back-translated data (backtr), and partial translations
(partial). “all” denotes the use of all the parallel
data provided by the WMT18 News Translation Task:
around 5.6M and 207k sentence pairs for en→de and
en→tr, respectively.

300k back-translated data achieved better results
than using 300k partial translations, with an ad-
vantage of 2.4 BLEU points, in contrast to our
observation with 100k additional data (Table 1).
The gap was even more significant when using
1M additional data: back-translated data achieved
4.9 BLEU points higher than using partial transla-
tions. Nonetheless, for en→de, over the configu-
ration using 100k partial translations (9.9 absolute
BLEU points), using 300k and 1M partial transla-
tions improved by 0.9 and 2.1 BLEU points, re-
spectively. We observed a similar tendency for
en→tr. Searching for partial translations in more
monolingual data would result in the extraction
of a larger number of more accurate partial trans-

lations, and presumably help obtain even better
NMT models.

Mixing partial translations, back-translated
data, and parallel data remains our best configura-
tion. We consistently obtained better results than
when using only either partial translations or back-
translated data as training data. Even when us-
ing the full parallel data of 5.6M sentence pairs
and 1M back-translated data14 for en→de, par-
tial translations still brought an improvement of
0.5 BLEU points. Our best system reached 28.2
BLEU points.15 This last result confirms that us-
ing partial translations as additional training data
has also the potential to improve a state-of-the-art
NMT system, while it is much more effective in
low-resource scenarios.

5 Related Work

There are various methods for extracting sentence
pairs from monolingual corpora. However, most
of them rely on the availability of document-level
information, in comparable corpora for instance,
and usually for one specific domain, to efficiently
extract accurate sentence pairs (Abdul Rauf and
Schwenk, 2011). Other methods extract sentence
pairs from completely unrelated monolingual cor-
pora (Tillmann and Xu, 2009; Marie and Fujita,
2017). However, they still rely on an existing ac-
curate translation model trained on large parallel
data, introducing a strong bias in the retrieval of
sentence pairs. Unlike existing methods, our al-
gorithm for retrieving partial translations is effi-
cient enough to work on large unrelated monolin-
gual data without relying on any document-level
information, and also fully unsupervised. Without
any bias toward some existing parallel data, it is
very suitable for low-resource scenarios.

Previous work has also exploited monolingual
data in the target language for improving NMT
systems (Sennrich et al., 2016; Currey et al., 2017;
Hoang et al., 2018). As demonstrated in this paper,
our approach is complementary to previous work,
since partial translations can introduce novel in-
formation into training. To the best of our knowl-
edge, this is the first work to propose a method for
extracting sentence pairs from source and target

14For this experiment, the NMT system for back-
translation was also trained on the full parallel data.

15Only 0.1 BLEU points lower than the best reported result
at WMT17 for this task. The winning systems used much
more back-translated data and an ensemble of several models
for decoding.
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unrelated monolingual corpora that can be used to
train better NMT systems, without requiring any
modification of current NMT model architecture.

Wang et al. (2017) proposed a method to train
an RNN-based NMT system on partially aligned
translations only. However, this method cannot
straightforwardly be applied to the state-of-the-
art Transformer architecture. In contrast, our pro-
posed method does not assume a particular archi-
tecture of NMT, nor requires any modifications
of the NMT implementation. In addition, they
assume not only that a phrase table is given for
their low-resource language pairs, but also that the
phrase pairs in the given phrase table are very ac-
curate. We rather focus on augmenting the training
data, without assuming phrase pairs of high accu-
racy. Training NMT only on our extracted partial
translations could also be worth investigating.

As confirmed in Section 4.1, the quality of in-
duced phrase table nevertheless affects the useful-
ness of resulting partial translations. Recent ad-
vances in unsupervised MT (Artetxe et al., 2018b;
Lample et al., 2018b) have shown that we can
obtain phrase tables of better quality through it-
erating generation of synthetic parallel data and
(pseudo-)training of a phrase table on such data.
We plan to evaluate whether better phrase tables
result in more useful partial translations.

6 Conclusion

We presented a new algorithm for extracting par-
tial translations from unrelated monolingual cor-
pora. Our algorithm is fully unsupervised, i.e., it
does not rely on any existing human-made bilin-
gual data, making itself suitable for low-resource
language pairs. We demonstrated that very noisy
partial translations can be transformed into useful
training data for NMT systems with a simple post-
processing. While we designed our method specif-
ically for low-resource scenarios, we also showed
that partial translations are useful for further im-
proving a state-of-the-art NMT system trained on
large parallel data and back-translated synthetic
parallel data.

In our future work, we will study the impact
of using more partial translations of better qual-
ity to train NMT systems. We assume that we can
collect better partial translations by searching in
more monolingual data. Moreover, we also ob-
served that the top-ranked sentence pairs extracted
by our algorithm may be translations of very good

quality. We will study the possibility of using
such sentence pairs as development data to enable
the tuning of unsupervised SMT and NMT sys-
tems (Lample et al., 2018b). We will also analyze
whether our partial translations are useful because
of their noisy nature, since noisy synthetic data
have recently been proven useful in some specific
configurations (Edunov et al., 2018).
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2018a. Word translation without parallel data. In
Proceedings of the 6th International Conference on
Learning Representations.

Guillaume Lample, Myle Ott, Alexis Conneau, Lu-
dovic Denoyer, and Marc’Aurelio Ranzato. 2018b.
Phrase-based & neural unsupervised machine trans-
lation. In Proceedings of the 2018 Conference on
Empirical Methods in Natural Language Process-
ing, pages 5039–5049. Association for Computa-
tional Linguistics.

Benjamin Marie and Atsushi Fujita. 2017. Efficient
extraction of pseudo-parallel sentences from raw
monolingual data using word embeddings. In Pro-
ceedings of the 55th Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 2: Short
Papers), pages 392–398, Vancouver, Canada. Asso-
ciation for Computational Linguistics.

Benjamin Marie and Atsushi Fujita. 2018. Phrase table
induction using monolingual data for low-resource
statistical machine translation. ACM Transaction
on Asian and Low-Resource Language Information
Processing, 17(3):16:1–16:25.

Hammam Riza, Michael Purwoadi, Gunarso, Teduh
Uliniansyah, Aw Ai Ti, Sharifah Mahani Aljunied,
Luong Chi Mai, Vu Tat Thang, Nguyen Phuong
Thai, Vichet Chea, Rapid Sun, Sethserey Sam,
Sophe ap Seng, Khin Mar Soe, Khin Thandar Nwet,
Masao Utiyama, and Chenchen Ding. 2016. Intro-
duction of the Asian Language Treebank. In Pro-
ceedings of the 2016 Conference of the Oriental
Chapter of International Committee for Coordina-
tion and Standardization of Speech Databases and
Assessment Technique (O-COCOSDA), pages 1–6,
Bali, Indonesia.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2016. Improving neural machine translation mod-
els with monolingual data. In Proceedings of the
54th Annual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers), pages
86–96, Berlin, Germany. Association for Computa-
tional Linguistics.

Samuel L. Smith, David H. P. Turban, Steven Ham-
blin, and Nils Y. Hammerla. 2017. Offline bilingual
word vectors, orthogonal transformations and the in-
verted softmax. In Proceedings of the 5th Inter-
national Conference on Learning Representations,
Toulon, France.

Anders Søgaard, Sebastian Ruder, and Ivan Vulić.
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Abstract
We describe a cross-lingual transfer method
for dependency parsing that takes into account
the problem of word order differences between
source and target languages. Our model only
relies on the Bible, a considerably smaller par-
allel data than the commonly used parallel
data in transfer methods. We use the concate-
nation of projected trees from the Bible cor-
pus, and the gold-standard treebanks in multi-
ple source languages along with cross-lingual
word representations. We demonstrate that re-
ordering the source treebanks before training
on them for a target language improves the ac-
curacy of languages outside the European lan-
guage family. Our experiments on 68 tree-
banks (38 languages) in the Universal Depen-
dencies corpus achieve a high accuracy for all
languages. Among them, our experiments on
16 treebanks of 12 non-European languages
achieve an average UAS absolute improve-
ment of 3.3% over a state-of-the-art method.

1 Introduction

There has recently been a great deal of interest in
cross-lingual transfer of dependency parsers, for
which a parser is trained for a target language of
interest using treebanks in other languages. Cross-
lingual transfer can eliminate the need for the ex-
pensive and time-consuming task of treebank an-
notation for low-resource languages. Approaches
include annotation projection using parallel data
sets (Hwa et al., 2005; Ganchev et al., 2009), direct
model transfer through learning of a delexicalized
model from other treebanks (Zeman and Resnik,
2008; Täckström et al., 2013), treebank transla-
tion (Tiedemann et al., 2014), using synthetic tree-
banks (Tiedemann and Agić, 2016; Wang and Eis-
ner, 2016), using cross-lingual word representa-
tions (Täckström et al., 2012; Guo et al., 2016;
Rasooli and Collins, 2017) and using cross-lingual
dictionaries (Durrett et al., 2012).

Recent results from Rasooli and Collins (2017)
have shown accuracies exceeding 80% on unla-
beled attachment accuracy (UAS) for several Eu-
ropean languages.1 However non-European lan-
guages remain a significant challenge for cross-
lingual transfer. One hypothesis, which we inves-
tigate in this paper, is that word-order differences
between languages are a significant challenge for
cross-lingual transfer methods. The main goal
of our work is therefore to reorder gold-standard
source treebanks to make those treebanks syntac-
tically more similar to the target language of in-
terest. We use two different approaches for source
treebank reordering: 1) reordering based on dom-
inant dependency directions according to the pro-
jected dependencies, 2) learning a classifier on the
alignment data. We show that an ensemble of
these methods with the baseline method leads to
higher performance for the majority of datasets in
our experiments. We show particularly significant
improvements for non-European languages.2

The main contributions of this work are as fol-
lows:

• We propose two different syntactic reorder-
ing methods based on the dependencies pro-
jected using translation alignments. The first
model is based on the dominant dependency
direction in the target language according
to the projected dependencies. The second
model learns a reordering classifier from the
small set of aligned sentences in the Bible
parallel data.

1Specifically, Table 9 of Rasooli and Collins (2017) shows
13 datasets, and 11 languages, with UAS scores of over 80%;
all of these datasets are in European languages.

2Specifically, performance of our method gives an im-
provement of at least 2.3% absolute scores in UAS on 11
datasets in 9 languages—Coptic, Basque, Chinese, Viet-
namese, Turkish, Persian, Arabic, Indonesian Hebrew—with
an average improvement of over 4.5% UAS.
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• We run an extensive set of experiments on
68 treebanks for 38 languages. We show
that by just using the Bible data, we are able
to achieve significant improvements in non-
European languages. Our ensemble method
is able to maintain a high accuracy in Euro-
pean languages.

• We show that syntactic transfer methods can
outperform a supervised model for cases in
which the gold-standard treebank is very
small. This indicates the strength of these
models when the language is truly low-
resource.

Unlike most previous work for which a sim-
ple delexicalized model with gold part-of-speech
tags are used, we use lexical features and auto-
matic part-of-speech tags. Our final model im-
proves over two strong baselines, one with anno-
tation projection and the other one inspired by the
non-neural state-of-the-art model of Rasooli and
Collins (2017). Our final results improve the per-
formance on non-European languages by an aver-
age UAS absolute improvement of 3.3% and LAS
absolute improvement of 2.4%.

2 Related Work

There has recently been a great deal of research
on dependency parser transfer. Early work on
direct model transfer (Zeman and Resnik, 2008;
McDonald et al., 2011; Cohen et al., 2011; Rosa
and Zabokrtsky, 2015; Wang and Eisner, 2018a)
considered learning a delexicalized parser from
one or many source treebanks. A number of pa-
pers (Naseem et al., 2012; Täckström et al., 2013;
Zhang and Barzilay, 2015; Ammar et al., 2016;
Wang and Eisner, 2017) have considered mak-
ing use of topological features to overcome the
problem of syntactic differences across languages.
Our work instead reorders the source treebanks to
make them similar to the target language before
training on the source treebanks.

Agić (2017) use part-of-speech sequence simi-
larity between the source and target language for
selecting the source sentences in a direct trans-
fer approach. Ponti et al. (2018) preprocess
source trees to increase the isomorphy between the
source and the target language dependency trees.
They apply their method on a simple delexicalized
model and their accuracy on the small set of lan-
guages that they have tried is significantly worse

than ours in all languages. The recent work by
Wang and Eisner (2018b) reorders delexicalized
treebanks of part-of-speech sequences in order to
make it more similar to the target language of in-
terest. The latter work is similar to our work in
terms of using reordering. Our work is more so-
phisticated by using a full-fledged parsing model
with automatic part-of-speech tags and every ac-
cessible dataset such as projected trees and multi-
ple source treebanks as well as cross-lingual word
embeddings for all languages.

Previous work (Täckström et al., 2012; Duong
et al., 2015; Guo et al., 2015, 2016; Ammar et al.,
2016) has considered using cross-lingual word
representations. A number of authors (Durrett
et al., 2012; Rasooli and Collins, 2017) have used
cross-lingual dictionaries. We also make use of
cross-lingual word representations and dictionar-
ies in this paper. We use the automatically ex-
tracted dictionaries from the Bible to translate
words in the source treebanks to the target lan-
guage. One other line of research in the delex-
icalized transfer approach is creating a synthetic
treebank (Tiedemann and Agić, 2016; Wang and
Eisner, 2016, 2018b).

Annotation projection (Hwa et al., 2005;
Ganchev et al., 2009; McDonald et al., 2011; Ma
and Xia, 2014; Rasooli and Collins, 2015; Lacroix
et al., 2016; Agić et al., 2016) is another approach
in parser transfer. In this approach, supervised de-
pendencies are projected through word alignments
and then used as training data. Similar to previ-
ous work (Rasooli and Collins, 2017), we make
use of a combination of projected dependencies
from annotation projection in addition to partially
translated source treebanks. One other approach is
treebank translation (Tiedemann et al., 2014) for
which a statistical machine translation system is
used to translate source treebanks to the target lan-
guage. These models need a large amount of par-
allel data for having an accurate translation sys-
tem.

Using the Bible data goes back to the work of
Diab and Finch (2000) and Yarowsky et al. (2001).
Recently there has been more interest in using the
Bible data for different tasks, due to its availabil-
ity for many languages (Christodouloupoulos and
Steedman, 2014; Agić et al., 2015, 2016; Rasooli
and Collins, 2017). Previous work (Östling and
Tiedemann, 2017) has shown that the size of the
Bible dataset does not provide a reliable machine
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translation model. Previous work in the context of
machine translation (Bisazza and Federico, 2016;
Daiber et al., 2016) presumes the availability of
a parallel data that is often much larger than the
Bible data.

3 Baseline Model

Our model trains on the concatenation of projected
dependencies P and all of the source treebanks
T1 . . . Tk. The projected data is from the set of
projected dependencies for which at least 80%
of words have projected dependencies or there is
a span of length l ≥ 5 such that all words in
that span achieve a projected dependency. This
is the same as the definition of dense structures
P80 ∪ P≥5 by Rasooli and Collins (2015).

We use our reimplementation of the state-of-
the-art neural biaffine graph-based parser of Dozat
and Manning (2016)3. Because many words in
the projected dependencies do not have a head as-
signment, the parser ignores words without heads
during training. Inspired by Rasooli and Collins
(2017), we replace every word in the source tree-
banks with its most frequent aligned translation
word from the Bible data in the target language. If
that word does not appear in the Bible, we use the
original word. That way, we have a code-switched
data for which some of the words are being trans-
lated. In addition to fine-tuning the word embed-
dings, we use the fixed pre-trained cross-lingual
word embeddings using the training approach of
Rasooli and Collins (2017) using the Wikipedia
data and the Bible dictionaries.

4 Approach

Before making use of the source treebanks
T1 . . . Tk in the training data, we reorder each
tree in the source treebanks to be syntactically
more similar to the word order of the target lan-
guage. In general, for a head h that has c modi-
fiers m1 . . .mc, we decide to put each of the de-
pendents mi on the left or right of the head h. Af-
ter placing them in the correct side of the head, the
order in the original source sentence is preserved.
Figure 1 shows a real example of an English tree
that is reordered for the sake of Persian as the tar-
get language. Here we see that we have a verb-
final sentence, with nominal modifiers following

3https://github.com/rasoolims/
universal-parser

I had a routine surgery for an ingrown toenail .
nsubj

ROOT

det
amod

obj case
det

amod

nmod

punct

(a) Original tree.

I a surgery routine for an toenail ingrown had .

nsubj

ROOT

det amod

obj

case
det

amod

nmod

punct

(b) Persian-specific reordered tree.

Figure 1: An example of a gold-standard English tree
that is reordered to look similar to the Persian syntactic
order.

the head noun. If one aims to translate this En-
glish sentence word by word, the reordered sen-
tence gives a very good translation without any
change in the sentence.

As mentioned earlier, we use two different ap-
proaches for source treebank reordering: 1) re-
ordering based on dominant dependency direc-
tions according to the projected dependencies, 2)
learning a classifier on the alignment data. We
next describe these two methods.

4.1 Model 1: Reordering Based on Dominant
Dependency Direction

The main goal of this model is to reorder source
dependencies based on dominant dependency di-
rections in the target language. We extract domi-
nant dependency directions according to the pro-
jected dependencies P from the alignment data,
and use the information for reordering source tree-
banks.

Let the tuple 〈i,m, h, r〉 show the dependency
of the m’th word in the i’th projected sentence for
which the h’th word is the parent with the depen-
dency label r. 〈i,m, NULL, NULL〉 shows an un-
known dependency for the m’th word: this occurs
when some of the words in the target sentence do
not achieve a projected dependency. We use the
notations h(i,m) and r(i,m) to show the head in-
dex and dependency label of the m’th word in the
i’th sentence.

Definition 1 Dependency direction: d(i,m)
shows the dependency direction of the m’th
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modifier word in the i’th sentence:

d(i,m) =

{
1 if h(i,m) > m

−1 otherwise

Definition 2 Dependency direction proportion:
Dependency direction proportion of each depen-
dency label l with direction d ∈ {−1, 1} is defined
as:

α(P)(l, d) =
∑|P|

i=1

∑|P(i)|
m=1 I(r(i,m) = l & d(i,m) = d)
∑|P|

i=1

∑|P(i)|
m=1 I(r(i,m) = l)

Definition 3 Dominant dependency direction:
For each dependency label l, we define the
dominant dependency direction λ(P)(l) = d if
α(P)(l, d) > 0.75. In cases where there is no
dominant dependency direction, λ(P)(l) = 0.

We consider the following dependency labels
for extracting dominant dependency direction in-
formation: nsubj, obj, iobj, csubj, ccomp, xcomp,
obl, vocative, expl, dislocated, advcl, advmod,
aux, cop, nmod, appos, nummod, acl, amod. We
find the direction of other dependency relations,
such as most of the function word dependencies
and other non-core dependencies such as conjunc-
tion, not following a fixed pattern in the Universal
Dependencies corpus.

Reordering condition Given a set of projec-
tionsP , we calculate the dominant dependency di-
rection information for the projections λ(P). Sim-
ilar to the projected dependencies, we extract su-
pervised dominant dependency directions from
the gold-standard source treebank D: λ(D). When
we encounter a gold-standard dependency relation
〈i,m, h, r〉 in a source treebank D, we change the
direction if the following condition holds:

λ(D)(r) 6= λ(P)(r) and λ(P)(r) = −d(i,m)

In other words, if the source and target lan-
guages do not have the same dominant depen-
dency direction for r and the dominant direction
of the target language is the reverse of the cur-
rent direction, we change the direction of that de-
pendency. Reordering multiple dependencies in a
gold standard tree then results in a reordering of
the full tree, as for example in the transformation
from Figure 1a to Figure 1b.

4.2 Model 2: Reordering Classifier

We now describe our approach for learning a
reordering classifier for a target language using
the alignment data. Unlike the first model for
which we learn concrete rules, this model learns
a reordering classifier from automatically aligned
data. This model has two steps; the first step
prepares the training data from the automatically
aligned parallel data, and the second step learns a
classifier from the training data.

4.2.1 Preparing Training Data from
Alignments

The goal of this step is to create training data for
the reordering classifier. This data is extracted
from the concatenation of parallel data from all
source languages translated to the target language.
Given a parallel dataset (e(i), f (i)) for i = 1 . . . n
that contains pairs of source and target sentences
e(i) and f (i), the following steps are applied to cre-
ate training data:

1. Extracting reordering mappings from
alignments: We first extract intersected word
alignments for each source-target sentence
pair. This is done by running the Giza++
alignments (Och and Ney, 2003) in both di-
rections. We ignore sentence pairs that more
than half of the source words do not get align-
ment. We create a new mapping µ(i) =

µ
(i)
1 . . . µ

(i)
si that maps each index 1 ≤ j ≤ si

in the original source sentence to a unique in-
dex 1 ≤ µ(i)j ≤ si in the reordered sentence.

2. Parsing source sentences: We parse each
source sentence using the supervised parser
of the source language. We use the mapping
µ(i) to come up with a reordered tree for each
sentence. In cases for which the number of
non-projective arcs in the projected tree in-
crease compared to the original tree, we do
not use the sentence in the final training data.

3. Extracting classifier instances: We create
a training instance for every modifier word
〈i,m, h, r〉. The decision about the direction
of each dependency can be made based on the
following condition:

d∗(i,m) =

{
1 if µ

(i)
h > µ

(i)
m

−1 otherwise
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The LORD is a man of war : the LORD is his name .
← ← → ← → ← → → ← → → ← → →

Y	Kð@Y 	g XQÓ úÆ	Jk. �I�@ ÐA 	K ð@ èñîE
 �I�@ .
God man war is name his Jehovah is .

det

nsubj

cop
det

root

case
nmod

punct

det

nsubj

cop

nmod

parataxis

punct

Figure 2: A reordering example from the Bible for
English-Persian language pair. The Persian words are
written from left to right for the ease of presentation.
The arrows below the English words show the new de-
pendency direction with respect to the word alignments
to the Persian side. The reordered sentence would be
“The LORD a man of war is : his name the LORD is
.”.

In other words, we decide about the new or-
der of a dependency according to the map-
ping µ(i).

Figure 2 shows an example for the data prepa-
ration step. As shown in the figure, the new direc-
tions for the English words are decided according
to the Persian alignments.

4.2.2 Classifier
The reordering classifier decides about the new
direction of each dependency according to the
recurrent representation of the head and depen-
dent words. For a source sentence e(i) =
e
(i)
1 . . . e

(i)
si that belongs to a source language

L, we first obtain its recurrent representation
η(i) = η

(i)
1 . . . η

(i)
si by running a deep (3 layers)

bi-directional LSTM (Hochreiter and Schmidhu-
ber, 1997), where η

(i)
j ∈ Rdh . For every de-

pendency tuple 〈i,m, h, r〉, we use a multi-layer
Perceptron (MLP) to decide about the new order
dir ∈ {−1, 1} of the m’th word with respect to its
head h:

p(dir|i,m, h, r) = softmaxdir(Wφ(i,m, h, r))

where W ∈ R2×dφ and φ(i,m, h, r) ∈ Rdφ is as
follows:

φ(i,m, h, r) = relu(Hq(i,m, h, r) +B)

where relu is the rectified linear unit activa-
tion (Nair and Hinton, 2010), H ∈ Rdφ×dq , B ∈
Rdφ , and q(i,m, h, r) ∈ Rdq is as follows:

q(i,m, h, r) = [η(i)m ; η
(i)
h ;R[r]; Λ[I(h > m)];L[L]]

I had a routine surgery for an ingrown nail .

η1 η2 η3 η4 η5 η6 η7 η8 η9 η10

L[en]λ[−1]R[obj]

concat

H
×

+ B

W
relu

dir = 1argmax

obj

λ(Den)(obj) = −1 λ(Pfa)(obj) = 1

dir = 1

Figure 3: Two different approaches for reordering the
dependency order for the example in Figure 1. The re-
ordering classifier is shown on top, for the dependency
relation between the words “had” and “surgery” with
an “obj” relation. At the bottom, the reordering model
based on dominant dependency direction information
is shown.

where η
(i)
m and η

(i)
h are the recurrent represen-

tations for the modifier and head words respec-
tively, R is the dependency relation embedding
dictionary that embeds every dependency relation
to a Rdr vector, Λ is the direction embedding
for the original position of the head with respect
to its head and embeds each direction to a 2-
dimensional vector, and L is the language embed-
ding dictionary that embeds the source language
id L to a RdL vector.

The input to the recurrent layer is the concate-
nation of two input vectors. The first vector is
the sum of the fixed pre-trained cross-lingual em-
beddings, and randomly initialized word vector.
The second vector is the part-of-speech tag em-
beddings.

Figure 3 shows a graphical depiction of the two
reordering models that we use in this work.

5 Experiments

Datasets and Tools We use 68 datasets from 38
languages in the Universal Dependencies corpus
version 2.0 (Nivre et al., 2017). The languages are
Arabic (ar), Bulgarian (bg), Coptic (cop), Czech
(cs), Danish (da), German (de), Greek (el), En-
glish (en), Spanish (es), Estonian (et), Basque
(eu), Persian (fa), Finnish (fi), French (fr), He-
brew (he), Hindi (hi), Croatian (hr), Hungarian
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(hu), Indonesian (id), Italian (it), Japanese (ja),
Korean (ko), Latin (la), Lithuanian (lt), Latvian
(lv), Dutch (nl), Norwegian (no), Polish (pl), Por-
tuguese (pt), Romanian (ro), Russian (ru), Slo-
vak (sk), Slovene (sl), Swedish (sv), Turkish (tr),
Ukrainian (uk), Vietnamese (vi), and Chinese (zh).

We use the Bible data from Christodouloupou-
los and Steedman (2014) for the 38 languages.
We extract word alignments using Giza++ de-
fault model (Och and Ney, 2003). Follow-
ing Rasooli and Collins (2015), we obtain in-
tersected alignments and apply soft POS consis-
tency to filter potentially incorrect alignments. We
use the Wikipedia dump data to extract mono-
lingual data for the languages in order to train
monolingual embeddings. We follow the method
of Rasooli and Collins (2017) to use the ex-
tracted dictionaries from the Bible and monolin-
gual text from Wikipedia to create cross-lingual
word embeddings. We use the UDPipe pretrained
models (Straka and Straková, 2017) to tokenize
Wikipedia, and a reimplementation of the Per-
ceptron tagger of Collins (2002)4 to achieve au-
tomatic POS tags trained on the training data of
the Universal Dependencies corpus (Nivre et al.,
2017). We use word2vec (Mikolov et al., 2013)5

to achieve embedding vectors both in monolingual
and cross-lingual settings.

Supervised Parsing Models We trained our su-
pervised models on the union of all datasets in a
language to obtain a supervised model for each
language. It is worth noting that there are two
major changes that we make to the neural parser
of Dozat and Manning (2016) in our implemen-
tation6 using the Dynet library (Neubig et al.,
2017): first, we add a one-layer character BiL-
STM to represent the character information for
each word. The final character representation is
obtained by concatenating the forward representa-
tion of the last character and the backward repre-
sentation of the first character. The concatenated
vector is summed with the randomly initialized as
well as fixed pre-trained cross-lingual word em-
bedding vectors. Second, inspired by Weiss et al.
(2015), we maintain the moving average parame-
ters to obtain more robust parameters at decoding
time.

4https://github.com/rasoolims/
SemiSupervisedPosTagger

5https://github.com/dav/word2vec
6https://github.com/rasoolims/

universal-parser

We excluded the following languages from the
set of source languages for annotation projection
due to their low supervised accuracy: Estonian,
Hungarian, Korean, Latin, Lithuanian, Latvian,
Turkish, Ukrainian, Vietnamese, and Chinese.

Baseline Transfer Models We use two baseline
models: 1) Annotation projection: This model
only trains on the projected dependencies. 2) An-
notation projection + direct transfer: To speed up
training, we sample at most thousand sentences
from each treebank, comprising a training data of
about 37K sentences.

5.1 Reordering Ensemble Model
We noticed that our reordering models perform
better in non-European languages, and perform
slightly worse in European languages. We use the
following ensemble model to make use of all of the
three models (annotation projection + direct trans-
fer, and the two reordering models), to make sure
that we always obtain an accurate parser.

The ensemble model is as follows: given three
output trees for the i’th sentence 〈ij ,m, hj , rj〉 for
j = 1, 2, 3 in the target language L, where the
first tuple (j = 1) belongs to the baseline model,
the second (j = 2) and third (j = 3) belong to
the two reordering models, we weight each depen-
dency edge with respect to the following condi-
tions:

ω(m,h, r) = z(m,h, r)·
3∑

j=1

c(j,L)·I(〈ij ,m, h, r〉)

where c(j,L) is a coefficient that puts more
weight on the first or the other two outputs depend-
ing on the target language family:

c(j,L) =





2 if j = 1 & L is European

2 if j > 1 &

L is not European

1 otherwise

and z(m,h, r) is a simple weighting depending
on the dominant order information:

z(m,h, r) =





1 if dir(〈m,h〉) = −λ(P)(r)
3 if dir(〈m,h〉) = λ(P)(r)

2 otherwise (λ(P)(r) = 0)
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Variable Notation Size
Word embedding dw 100
POS embedding dp 100
Bi-LSTM dh 400
Dep. relation embedding dr 50
Language ID embedding dL 50
Hidden layer dφ 200
Number of BiLSTM layers – 3
Mini-batch size (tokens) – ∼ 1000

Table 1: Parameter values in the reordering classifier
model.

The above coefficients are modestly tuned on
the Persian language as our development lan-
guage. We have not seen any significant change
in modifying the numbers: instead, the fact that an
arc with a dominant dependency direction is re-
garded as a more valuable arc, and the baseline
should have more effect in the European languages
suffices for the ensemble model.

We run the Eisner first-order graph-based algo-
rithm (Eisner, 1996) on top of the edge weights ω
to extract the best possible tree.

5.2 Parameters

We run all of the transfer models with 4000 mini-
batches, in which each mini-batch contains ap-
proximately 5000 tokens. We follow the same pa-
rameters as in Dozat and Manning (2016) and use
a dimension of 100 for character embeddings. For
the reordering classifier, we use the Adam algo-
rithm (Kingma and Ba, 2014) with default param-
eters to optimize the log-likelihood objective. We
filter the alignment data to keep only those sen-
tences for which at least half of the source words
have an alignment. We randomly choose 1% of
the reordering data as our heldout data for decid-
ing when to stop training the reordering models.
Table 1 shows the parameter values that we use in
the reordering classifier.

5.3 Results

Table 2 shows the results on the Universal Depen-
dencies corpus (Nivre et al., 2017). As shown in
the table, the algorithm based on dominant depen-
dency directions improves the accuracy on most of
the non-European languages and performs slightly
worse than the baseline model in the European
languages. The ensemble model, in spite of its
simplicity, improves over the baseline in most of

the languages, leading to an average UAS im-
provement of 0.9 for all languages and 3.3 for
non-European languages. This improvement is
very significant in many of the non-European lan-
guages; for example, from an LAS of 37.6 to 52.7
in Coptic, from a UAS of 44.9 to 53.7 in Basque,
from a UAS of 40.6 to 47.0 in Chinese. Our
model also outperforms the supervised models in
Ukrainian and Latvian. That is an interesting in-
dicator that for cases that the training data is very
small for a language (37 sentences for Ukrainian,
and 153 sentences for Latvian), our transfer ap-
proach outperforms the supervised model.

6 Analysis

In this section, we briefly describe our analysis
based on the results in the ensemble model and
the baseline. For some languages such as Coptic,
the number of dense projected dependencies is too
small (two trees) such that the parser gives a worse
learned model than a random baseline. For some
other languages, such as Norwegian and Spanish,
this number is too high (more than twenty thou-
sand trees), such that the baseline model performs
very well.

The dominant dependency direction model gen-
erally performs better than the classifier. Our
manual investigation shows that the classifier kept
many of the dependency directions unchanged,
while the dominant dependency direction model
changed more directions. Therefore, the dominant
direction model gives a higher recall with the ex-
pense of losing some precision. The training data
for the reordering classifier is very noisy due to
wrong alignments. We believe that the dominant
direction model, besides its simplicity, is a more
robust classifier for reordering, though the classi-
fier is helpful in an ensemble setting.

Our detailed analysis show that we are able
to improve the head dependency relation for the
three most important head POS tags in the depen-
dency grammar. We see that this improvement is
more consistent for all non-European languages.
Table 3 shows the differences in parsing f-score
of dependency relations for adjectives, nouns and
verbs as the head. As we see in the Table, we are
able to improve the head dependency relation for
the three most important head POS tags in the de-
pendency grammar. We see that this improvement
is more consistent for all non-European languages.
We skip the details of those analysis due to space
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Dataset
Baselines Reordering SupervisedProjection Direct+Proj Dominant Classifier Ensemble Difference

UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS
Coptic 2.0 0.4 58.5 37.6 69.1 52.7 65.5 50.9 69.6 52.7 11.1 15.1 86.9 80.1
Basque 39.5 22.0 44.9 29.0 53.7 34.0 48.6 32.2 53.7 34.4 8.8 5.4 81.9 75.9
Chinese 23.6 10.8 40.6 17.8 47.3 25.4 45.4 23.5 47.0 25.6 6.4 7.8 81.1 74.8
Vietnamese 44.6 26.8 51.2 33.6 55.3 34.5 50.4 34.2 55.1 34.5 4.0 0.9 66.2 56.7
Turkish pud 44.7 19.9 46.6 24.5 50.3 26.7 42.6 22.0 49.9 26.3 3.4 1.8 56.7 31.7
Persian 54.4 46.2 61.8 53.0 64.3 54.7 63.0 53.4 65.1 55.4 3.3 2.4 87.8 83.6
Arabic pud 60.3 44.2 65.2 50.5 68.2 52.0 66.5 51.4 68.3 52.3 3.2 1.8 71.9 58.8
Indonesian 59.9 42.8 72.1 56.0 73.6 56.5 72.9 56.8 74.6 56.7 2.5 0.6 84.8 77.4
Turkish 44.6 23.9 46.6 29.3 48.9 30.6 44.9 26.6 49.0 30.0 2.4 0.7 64.2 52.5
Hebrew 63.1 46.9 70.4 55.4 72.4 54.9 71.6 55.7 72.7 55.4 2.3 0.0 88.2 82.4
Arabic 49.5 36.8 58.9 46.8 60.8 48.3 59.2 46.9 61.2 48.8 2.3 2.0 85.6 78.9
Japanese 54.8 38.9 65.2 46.5 65.9 46.8 64.1 44.8 66.6 46.8 1.4 0.3 94.5 92.7
Japanese pud 58.6 44.1 66.8 51.5 67.4 51.5 64.7 48.4 67.9 51.9 1.1 0.4 94.7 93.5
Korean 34.3 17.3 43.0 24.8 43.5 23.8 43.6 26.4 44.1 24.7 1.1 -0.2 76.2 69.9
Hindi pud 53.4 43.3 58.2 47.6 58.3 47.5 58.8 48.5 58.9 48.2 0.6 0.6 70.2 55.6
Lithuanian 60.6 42.5 66.6 49.5 63.7 46.8 64.6 46.0 67.2 49.9 0.6 0.4 54.8 40.0
Czech cac 33.9 14.8 76.2 66.9 76.3 66.7 75.2 65.8 76.7 67.4 0.5 0.6 92.1 88.3
Czech cltt 13.7 5.1 69.4 59.7 69.7 59.5 66.6 57.8 70.0 60.3 0.5 0.6 88.9 84.9
French partut 81.6 75.2 84.3 77.8 84.9 78.4 84.4 78.1 84.8 78.4 0.5 0.5 90.0 85.1
Croatian 70.6 59.9 79.4 69.9 79.3 69.5 77.9 67.7 79.9 70.1 0.5 0.2 86.8 80.4
Greek 62.3 47.2 75.9 63.9 75.4 63.1 74.7 62.5 76.4 64.1 0.4 0.2 88.0 84.4
Russian pud 75.7 65.8 81.1 72.2 80.9 72.2 79.9 70.7 81.5 72.7 0.4 0.5 86.5 74.1
German 71.4 62.3 75.4 67.1 75.6 67.1 75.5 66.4 75.8 67.3 0.4 0.2 85.9 81.2
French 80.2 72.9 83.0 75.9 82.9 75.9 83.3 75.9 83.4 76.2 0.4 0.3 90.4 86.9
Czech 33.9 14.5 74.6 65.3 74.1 64.4 73.0 63.7 75.0 65.8 0.4 0.5 92.5 89.1
Finnish pud 64.1 52.5 67.2 55.0 66.8 55.0 67.3 55.1 67.5 55.5 0.4 0.5 81.6 74.5
Dutch 59.2 48.2 68.5 55.2 69.6 55.9 68.3 54.4 68.8 55.4 0.4 0.1 83.5 76.6
Russian 68.9 59.4 75.1 63.9 75.4 64.1 74.5 63.4 75.5 64.3 0.4 0.4 85.7 77.9
Latin ittb 56.4 42.5 63.0 49.2 63.2 49.5 62.4 48.7 63.3 49.7 0.4 0.4 89.5 86.5
Norwegian nynorsk 72.5 62.9 76.4 68.1 76.5 68.0 76.1 67.3 76.8 68.4 0.3 0.3 91.3 88.8
Ukrainian 55.1 36.9 64.3 46.1 64.5 45.7 61.7 42.2 64.6 45.9 0.3 -0.2 43.3 22.1
Bulgarian 80.4 69.4 83.8 73.8 84.0 73.8 83.1 73.0 84.1 73.9 0.3 0.1 90.9 86.0
English lines 75.6 66.5 77.8 69.0 78.9 69.9 77.0 68.2 78.1 69.2 0.3 0.3 85.8 80.5
Finnish ftb 63.9 46.5 66.0 48.3 65.8 47.6 65.7 48.1 66.3 48.4 0.3 0.1 81.1 74.4
Russian syntagrus 69.4 57.5 73.9 62.2 73.8 61.8 73.2 61.2 74.2 62.3 0.3 0.1 91.3 88.3
Finnish 60.6 48.7 64.6 51.9 63.5 51.2 63.7 51.1 64.8 52.0 0.2 0.1 80.9 73.5
Hungarian 58.3 41.1 67.8 49.0 67.8 48.9 65.8 47.4 68.0 49.1 0.2 0.1 78.2 69.8
Czech pud 35.7 16.6 77.5 69.3 76.7 67.6 76.2 67.7 77.7 69.4 0.2 0.2 89.9 84.4
Dutch lassysmall 61.8 52.1 73.9 63.4 73.8 62.8 73.0 61.9 74.0 63.3 0.2 0.0 91.3 87.3
Slovenian sst 58.4 44.1 61.7 47.7 61.6 47.7 61.6 47.4 61.9 48.0 0.2 0.3 70.6 63.6
English pud 73.5 65.5 75.9 69.3 77.1 69.9 74.5 67.7 76.0 69.4 0.2 0.2 88.3 84.2
German pud 74.1 65.3 77.8 68.9 77.7 68.5 76.9 67.4 78.0 68.8 0.1 0.0 85.9 79.0
Polish 77.6 64.7 79.9 67.9 79.7 67.5 79.5 67.2 80.1 68.0 0.1 0.1 89.4 83.3
Swedish lines 77.2 67.7 81.1 71.6 80.7 71.1 80.1 70.4 81.3 71.7 0.1 0.1 86.9 81.5
English 70.1 61.6 72.8 64.6 73.5 65.2 71.6 63.5 72.9 64.8 0.1 0.3 88.2 84.8
Spanish 78.5 68.0 83.1 73.8 83.2 73.8 82.3 72.8 83.2 73.9 0.1 0.1 89.3 83.9
Swedish 75.3 67.0 79.0 70.9 78.8 70.9 78.2 70.0 79.1 71.0 0.1 0.1 86.7 82.3
English partut 72.0 65.3 77.4 71.1 78.0 71.1 76.3 69.9 77.5 71.2 0.1 0.1 88.4 83.0
Swedish pud 75.9 67.4 80.5 72.1 80.2 72.0 79.2 71.0 80.6 72.1 0.1 0.0 84.0 77.6
Italian 81.3 74.4 85.0 79.0 85.4 79.5 84.4 78.1 85.1 79.1 0.1 0.0 92.1 89.5
Romanian 72.8 59.0 76.8 64.2 76.2 63.7 75.3 63.2 76.8 64.3 0.1 0.1 89.6 83.5
Estonian 63.1 40.8 66.7 46.0 65.6 45.8 65.5 45.2 66.7 46.1 0.1 0.2 71.6 60.7
Portuguese 62.6 50.7 84.1 76.9 83.7 76.6 83.4 76.2 84.2 77.1 0.0 0.2 90.6 85.6
Portuguese br 60.6 47.7 81.3 71.2 80.8 70.8 80.8 70.4 81.4 71.3 0.0 0.2 91.6 89.0
Norwegian bokmaal 78.0 70.5 80.5 73.2 80.6 73.4 79.7 72.1 80.5 73.2 0.0 0.0 92.1 89.7
French pud 81.0 72.8 83.7 75.7 84.2 76.2 83.3 75.2 83.7 75.7 0.0 0.0 89.1 83.8
Spanish pud 81.3 70.9 84.3 75.6 84.6 76.0 83.6 74.6 84.3 75.7 0.0 0.1 89.1 80.8
Latvian 59.0 43.6 63.3 47.2 62.1 45.6 60.7 44.7 63.3 47.0 0.0 -0.2 71.3 61.2
Italian pud 83.8 76.0 87.3 81.3 87.5 81.3 86.5 79.9 87.3 81.2 0.0 -0.1 91.9 88.4
French sequoia 79.1 73.0 82.2 76.4 81.6 75.8 81.9 76.0 82.2 76.4 0.0 0.0 90.4 86.7
Latin 49.2 33.6 53.9 36.2 51.3 33.3 54.0 35.5 53.9 35.4 0.0 -0.8 67.2 54.5
Slovene 76.4 67.6 82.1 74.2 81.3 73.0 81.3 73.3 82.0 74.2 -0.1 0.0 88.9 85.4
Spanish ancora 77.7 66.2 82.4 72.7 82.0 72.2 81.4 71.3 82.3 72.5 -0.1 -0.3 91.1 87.0
Danish 70.7 61.7 75.7 67.4 75.3 66.7 74.6 66.2 75.6 67.2 -0.1 -0.2 83.1 79.3
Portuguese pud 63.5 51.8 82.7 75.8 82.5 75.8 82.0 74.8 82.6 75.7 -0.2 -0.1 86.4 78.5
Latin proiel 59.2 46.2 61.5 47.4 60.9 47.1 60.2 46.0 61.3 47.2 -0.2 -0.2 80.9 75.4
Slovak 73.6 63.8 78.7 71.0 78.0 69.8 77.1 68.7 78.5 70.7 -0.2 -0.3 83.5 77.9
Hindi 58.7 47.2 63.7 50.0 62.3 49.0 62.6 49.3 62.7 49.4 -1.0 -0.6 94.2 90.4
Avg. All 62.0 49.7 71.2 59.3 71.7 59.6 70.6 58.7 72.1 60.0 0.9 0.7 83.9 77.3
Avg. Non-EU 46.6 32.0 57.1 40.9 60.1 43.1 57.8 41.9 60.4 43.3 3.3 2.4 80.3 72.2

Table 2: Dependency parsing results, in terms of unlabeled attachment accuracy (UAS) and labeled attachment
accuracy (LAS) after ignoring punctuations, on the Universal Dependencies v2 test sets (Nivre et al., 2017) using
supervised part-of-speech tags. The results are sorted by their “difference” between the ensemble model and the
baseline. The rows for non-European languages are highlighted with cyan. The rows that are highlighted by pink
are the ones that the transfer model outperforms the supervised model. For all of the non-European datasets except
“hi”, our model outperforms significantly better in terms of UAS with p < 0.001 using McNemar’s test.
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data ADJ NOUN VERB
Base Ens. Base Ens. Base Ens.

ar 40.4 46.7 70.6 72.5 55.3 58.8
ar pud 32.3 39.7 73.2 75.9 67.2 70.1
bg 70.6 71.1 85.8 86.2 86.2 86.5
cop 0.0 0.0 63.4 75.7 64.6 76.4
cs 64.8 64.9 77.9 78.5 76.5 76.7
cs cac 66.0 65.7 79.7 80.5 77.3 77.6
cs cltt 55.9 56.5 76.9 77.7 68.3 68.9
cs pud 71.2 70.9 79.4 80 80.2 80.3
da 70.9 71.2 79.5 79.3 79.5 79.6
de 65.7 66.7 81.3 81.5 75.8 76.3
de pud 61.3 62.4 81.5 81.5 81.0 81.2
el 64.3 64.8 79.8 80.5 75.6 75.8
en 77.7 78.8 70.6 70.4 81.0 81.3
en lines 74.4 74.7 78.3 78.5 82.2 82.8
en partut 71.9 72.1 76.6 76.7 82.6 82.7
en pud 69.5 70.6 75.4 75.5 81.2 81.6
es 75.6 74.6 88.0 88.4 80.6 80.9
es ancora 71.3 71.4 87.4 87.4 83.0 82.9
es pud 66.5 66.3 89.0 89.1 83.2 83.2
et 59.5 59.6 59.6 59.5 75.4 75.5
eu 31.1 35.4 37.6 47.9 52.4 61.2
fa 46.2 51.6 68.7 70.7 53.7 59.7
fi 65.8 66.3 61.8 62.5 70.5 70.5
fi ftb 64.7 65.5 64.7 65.1 69.2 69.5
fi pud 58.1 59.4 63.8 64.1 74.6 74.8
fr 74.1 74.6 87.3 87.5 81.9 82.7
fr partut 72.2 72.9 88.4 88.8 83.1 83.8
fr pud 71.3 71.1 88.7 88.8 81.0 81.1
fr sequoia 72.0 72.0 86.5 86.6 82.2 82.0
he 64.7 69.1 75.6 77.8 68.1 70.6
hi 22.3 23.5 75.9 74.9 57.5 57.9
hi pud 48.1 49.3 67.8 67.9 56.6 58.7
hr 72.3 71.8 82.2 82.4 83.1 83.8
hu 42.5 43.3 71.8 72.5 73.6 73.7
id 63.2 67.3 70.7 74.5 78.0 79.7
it 61.4 63.3 89.1 89.1 85.2 85.4
it pud 71.7 72.0 90.7 90.7 87.1 87.2
ja 52.8 59.5 73.1 74.6 65.1 66.5
ja pud 60.4 65.4 71.5 72.6 66.7 68.3
ko 55.7 52.9 23.5 24.3 52.4 54.3
la 35.1 35.6 43.8 44.4 58.8 58.5
la ittb 57.9 57.4 65.5 66.5 63.5 63.6
la proiel 55.2 55.4 61.8 61.6 64.3 64.1
lt 54.0 57.1 70.8 72.2 69.7 69.7
lv 58.7 60.2 57.0 57.2 70.3 70.6
nl 57.7 61.3 81.9 81.7 66.4 67.2
nl lassysmall 46.4 47.6 79.8 80.0 75.4 75.3
no bokmaal 76.0 75.9 83.4 83.4 84.2 84.4
no nynorsk 69.7 70.5 81.4 81.8 79.6 79.9
pl 66.1 67.2 79.2 79.4 85.2 85.2
pt 72.1 73.3 88.7 88.8 82.9 82.7
pt br 39.5 39.5 88.2 88.2 77.8 77.7
pt pud 61.4 60.5 89.0 88.8 81.2 81.2
ro 55.6 56.4 79.3 79.5 80.3 80.3
ru 52.3 53.1 77.9 78.5 79.8 80.0
ru pud 64.4 64.5 83.1 83.7 81.9 82.4
ru syntagrus 57.3 56.9 78.7 79.2 74.3 74.6
sk 69.5 69.5 80.5 80.3 84.0 83.5
sl 73.6 72.6 83.3 83.4 85.2 85.2
sl sst 60.6 61.6 69.4 69.6 67.4 67.1
sv 77.0 76.9 82.8 82.9 81.1 81.4
sv lines 78.7 78.9 85.1 85.1 83.1 83.3
sv pud 77.2 77.3 83.4 83.4 83.8 84.1
tr 42.3 46.8 49.4 47.9 48.0 51.5
tr pud 43.2 46.7 50.0 52.0 49.5 53.5
uk 49.3 48.8 64.1 64.6 71.9 72.3
vi 31.5 35.7 50.6 56.5 55.1 58.3
zh 47.7 52.1 47.5 56.4 43.0 45.7

Table 3: Unlabeled attachment f-score of POS tags
as heads for the baseline and the reordering ensemble
model. As shown in the table, our model improves over
the baseline in most cases.

limitations. More thorough analysis can be found
in (Rasooli, 2019, Chapter 6).

For a few number of languages such as Viet-
namese, the best model, even though improves

over a strong baseline, still lacks enough accu-
racy to be considered as a reliable parser in place
of a supervised model. We believe that more re-
search on those language will address the men-
tioned problem. Our current model relies on su-
pervised part-of-speech tags. Future work should
study using transferred part-of-speech tags instead
of supervised tags, leading to a much more realis-
tic scenario for low-resource languages.

We have also calculated the POS trigram co-
sine similarity between the target language gold
standard treeebanks, and the three source training
datasets (original, and the two reordered datasets).
In all of the non-European languages, the co-
sine similarity of the reordered datasets improved
with different values in the range of (0.002, 0.02).
For Czech, Portuguese, German, Greek, English,
Romanian, Russian, and Slovak, both of the re-
ordered datasets slightly decreased the trigram co-
sine similarity. For other languages, the cosine
similarity was roughly the same.

7 Conclusion

We have described a cross-lingual dependency
transfer method that takes into account the prob-
lem of word order differences between the source
and target languages. We have shown that ap-
plying projection-driven reordering improves the
accuracy of non-European languages while main-
taining the high accuracies in European languages.
The focus of this paper is primarily of dependency
parsing. Future work should investigate the effect
of our proposed reordering methods on truly low-
resource machine translation.
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Abstract
Adversarial training has shown impressive
success in learning bilingual dictionary with-
out any parallel data by mapping monolingual
embeddings to a shared space. However, re-
cent work has shown superior performance for
non-adversarial methods in more challenging
language pairs. In this work, we revisit ad-
versarial autoencoder for unsupervised word
translation and propose two novel extensions
to it that yield more stable training and im-
proved results. Our method includes regu-
larization terms to enforce cycle consistency
and input reconstruction, and puts the target
encoders as an adversary against the corre-
sponding discriminator. Extensive experimen-
tations with European, non-European and low-
resource languages show that our method is
more robust and achieves better performance
than recently proposed adversarial and non-
adversarial approaches.

1 Introduction

Learning cross-lingual word embeddings has been
shown to be an effective way to transfer knowl-
edge from one language to another for many
key linguistic tasks including machine translation,
named entity recognition, part-of-speech tagging,
and parsing (Ruder et al., 2017). While earlier ef-
forts solved the associated word alignment prob-
lem using large parallel corpora (Luong et al.,
2015), broader applicability demands methods to
relax this requirement since acquiring a large cor-
pus of parallel data is not feasible in most sce-
narios. Recent methods instead use embeddings
learned from monolingual data, and learn a linear
mapping from one language to another with the
underlying assumption that two embedding spaces
exhibit similar geometric structures (i.e., approx-
imately isomorphic). This allows the model to
learn effective cross-lingual representations with-
out expensive supervision (Artetxe et al., 2017).

Given monolingual word embeddings of two
languages, Mikolov et al. (2013a) show that a lin-
ear mapping can be learned from a seed dictio-
nary of 5000 word pairs by minimizing the sum of
squared Euclidean distances between the mapped
vectors and the target vectors. Subsequent works
(Xing et al., 2015; Artetxe et al., 2016, 2017;
Smith et al., 2017) propose to improve the model
by normalizing the embeddings, imposing an or-
thogonality constraint on the mapper, and modi-
fying the objective function. While these methods
assume some supervision in the form of a seed dic-
tionary, recently fully unsupervised methods have
shown competitive results. Zhang et al. (2017a,b)
first reported encouraging results with adversar-
ial training. Conneau et al. (2018) improved this
approach with post-mapping refinements, show-
ing impressive results for several language pairs.
Their learned mapping was then successfully used
to train a fully unsupervised neural machine trans-
lation system (Lample et al., 2018a,b).

Although successful, adversarial training has
been criticized for not being stable and failing to
converge, inspiring researchers to propose non-
adversarial methods more recently (Xu et al.,
2018a; Hoshen and Wolf, 2018; Alvarez-Melis
and Jaakkola, 2018; Artetxe et al., 2018b). In par-
ticular, Artetxe et al. (2018b) show that the adver-
sarial methods of Conneau et al. (2018) and Zhang
et al. (2017a,b) fail for many language pairs.

In this paper, we revisit adversarial training and
propose a number of key improvements that yield
more robust training and improved mappings. Our
main idea is to learn the cross-lingual mapping in a
projected latent space and add more constraints to
guide the unsupervised mapping in this space. We
accomplish this by proposing a novel adversarial
autoencoder framework (Makhzani et al., 2015),
where adversarial mapping is done at the (latent)
code space as opposed to the original embedding
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space (Figure 1). This gives the model the flexibil-
ity to automatically induce the required geometric
structures in its latent code space that could poten-
tially yield better mappings. Søgaard et al. (2018)
recently find that the isomorphic assumption made
by most existing methods does not hold in general
even for two closely related languages like English
and German. In their words “approaches based
on this assumption have important limitations”.
By mapping the latent vectors through adversar-
ial training, our approach therefore departs from
the isomorphic assumption.

In our adversarial training, not only the map-
per but also the target encoder is trained to fool
the discriminator. This forces the discriminator
to improve its discrimination skills, which in turn
pushes the mapper to generate indistinguishable
translation. To guide the mapping, we include
two additional constraints. Our first constraint en-
forces cycle consistency so that code vectors after
being translated from one language to another, and
then translated back to their source space remain
close to the original vectors. The second constraint
ensures reconstruction of the original input word
embeddings from the back-translated codes. This
grounding step forces the model to retain word se-
mantics during the mapping process.

We conduct a series of experiments with six dif-
ferent language pairs (in both directions) compris-
ing European, non-European, and low-resource
languages from two different datasets. Our re-
sults show that our model is more robust and
yields significant gains over Conneau et al. (2018)
for all translation tasks in all evaluation mea-
sures. Our method also gives better initial map-
ping compared to other existing methods (Artetxe
et al., 2018b). We also perform an exten-
sive ablation study to understand the contribu-
tion of different components of our model. The
study reveals that cycle consistency contributes
the most, while adversarial training of the target
encoder and post-cycle reconstruction also have
significant effect. We have released our source
code at https://ntunlpsg.github.io/
project/unsup-word-translation/

The remainder of this paper is organized as fol-
lows. After discussing related work in Section 2,
we present our unsupervised word translation ap-
proach with adversarial autoencoder in Section 3.
We describe our experimental setup in Section 4,
and present our results with in-depth analysis in

Section 5. Finally, we summarize our findings
with possible future directions in Section 6.

2 Related Work

In recent years a number of methods have been
proposed to learn bilingual dictionary from mono-
lingual word embeddings.1 Many of these meth-
ods use an initial seed dictionary. Mikolov et al.
(2013a) show that a linear transformation can be
learned from a seed dictionary of 5000 pairs by
minimizing the squared Euclidean distance. In
their view, the key reason behind the good perfor-
mance of their model is the similarity of geomet-
ric arrangements in vector spaces of the embed-
dings of different languages. For translating a new
source word, they map the corresponding word
embedding to the target space using the learned
mapping and find the nearest target word. In their
approach, they found that simple linear mapping
works better than non-linear mappings with multi-
layer neural networks.

Xing et al. (2015) enforce the word vectors to
be of unit length during the learning of the embed-
dings and modify the objective function for learn-
ing the mapping to maximize the cosine similar-
ity instead of using Euclidean distance. To pre-
serve length normalization after mapping, they en-
force the orthogonality constraint on the mapper.
Instead of learning a mapping from the source
to the target embedding space, Faruqui and Dyer
(2014) use a technique based on Canonical Corre-
lation Analysis (CCA) to project both source and
target embeddings to a common low-dimensional
space, where the correlation of the word pairs in
the seed dictionary is maximized. Artetxe et al.
(2016) show that the above methods are variants
of the same core optimization objective and pro-
pose a closed form solution for the mapper un-
der orthogonality constraint. Smith et al. (2017)
find that this solution is closely related to the or-
thogonal Procrustes solution. In their follow-up
work, Artetxe et al. (2017) obtain competitive re-
sults using a seed dictionary of only 25 word pairs.
They propose a self-learning framework that per-
forms two steps iteratively until convergence. In
the first step, they use the dictionary (starting with
the seed) to learn a linear mapping, which is then
used in the second step to induce a new dictionary.

A more recent line of research attempts to elim-
inate the seed dictionary totally and learn the map-

1see (Ruder et al., 2017) for a nice survey
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ping in a purely unsupervised way. This was first
proposed by Miceli Barone (2016), who initially
used an adversarial network similar to Conneau
et al. (2018), and found that the mapper (which is
also the encoder) translates everything to a single
embedding, known commonly as the mode col-
lapse issue (Goodfellow, 2017). To preserve di-
versity in mapping, he used a decoder to recon-
struct the source embedding from the mapped em-
bedding, extending the framework to an adversar-
ial autoencoder. His preliminary qualitative analy-
sis shows encouraging results but not competitive
with methods using bilingual seeds. He suspected
issues with training and with the isomorphic as-
sumption. In our work, we successfully address
these issues with an improved model that also re-
laxes the isomorphic assumption. Our model uses
two separate autoencoders, one for each language,
which allows us to put more constraints to guide
the mapping. We also distinguish the role of an
encoder from the role of a mapper. The encoder
projects embeddings to latent code vectors, which
are then translated by the mapper.

Zhang et al. (2017a) improved adversarial train-
ing with orthogonal parameterization and cycle
consistency. To aid training, they incorporate
additional techniques like noise injection which
works as a regularizer. For selecting the best
model, they rely on sharp drops of the discrimi-
nator accuracy. In their follow-up work (Zhang
et al., 2017b), they minimize Earth-Mover’s dis-
tance between the distribution of the transformed
source embeddings and the distribution of the tar-
get embeddings. Conneau et al. (2018) show im-
pressive results with adversarial training and re-
finement with the Procrustes solution. Instead of
using the adversarial loss, Xu et al. (2018a) use
Sinkhorn distance and adopt cycle consistency in-
spired by the CycleGAN (Zhu et al., 2017). We
also incorporate cycle consistency along with the
adversarial loss. However, while all these meth-
ods learn the mapping in the original embedding
space, our approach learns it in the latent code
space considering both the mapper and the target
encoder as adversary. In addition, we use a post-
cycle reconstruction to guide the mapping.

A number of non-adversarial methods have also
been proposed recently. Artetxe et al. (2018b)
learn an initial dictionary by exploiting the struc-
tural similarity of the embeddings and use a robust
self-learning algorithm to improve it iteratively.

Hoshen and Wolf (2018) align the second moment
of word distributions of the two languages us-
ing principal component analysis (PCA) and then
refine the alignment iteratively using a variation
of the Iterative Closest Point (ICP) method used
in computer vision. Alvarez-Melis and Jaakkola
(2018) cast the problem as an optimal transport
problem and exploit the Gromov-Wasserstein dis-
tance which measures how similarities between
pairs of words relate across languages.

3 Approach

Let X = {x1, . . . , xn} and Y = {y1, . . . , ym}
be two sets consisting of n and m word embed-
dings of d-dimensions for a source and a target
language, respectively. We assume that X and Y
are trained independently from monolingual cor-
pora. Our aim is to learn a mapping f(x) in an un-
supervised way (i.e., no bilingual dictionary given)
such that for every xi, f(x) corresponds to its
translation in Y . Our overall approach follows the
same sequence of steps as Conneau et al. (2018):

(i) Induction of seed dictionary through adver-
sarial training.

(ii) Iterative refinement of the initial mapping
through the Procrustes solution.

(iii) Apply CSLS for nearest neighbor search.

We propose a novel adversarial autoencoder
model to learn the initial mapping for inducing a
seed dictionary in step (i), and we adopt existing
refinement methods for steps (ii) and (iii).

3.1 Adversarial Autoencoder for Initial
Dictionary Induction

Our proposed model (Figure 1) has two autoen-
coders, one for each language. Each autoencoder
comprises an encoder EX (res. EY ) and a decoder
DX (res. DY ). The encoders transform an input x
(res. y) into a latent code zx (res. zy) from which
the decoders try to reconstruct the original input.
We use a linear encoder and l2 reconstruction loss

zxi = θEX xi; x̂i = θDX zxi (1)

LautoencX (θEX , θDX ) =
1

n

n∑

i=1

‖xi − x̂i‖2 (2)

where θEX ∈ Rc×d and θDX ∈ Rd×c are the pa-
rameters of the encoder and the decoder for d-
dimensional word embedding and c-dimensional
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Figure 1: Our proposed adversarial autoencoder frame-
work for unsupervised word translation.

code vector.2 The encoder, decoder and the recon-
struction loss for the other autoencoder (autoencY )
is similarly defined.

Let q(zx|x) and q(zy|y) be the encoding distri-
butions of the two autoencoders. We use adver-
sarial training to find a mapping between q(zx|x)
and q(zy|y). This is in contrast with most exist-
ing methods (e.g., Conneau et al. (2018); Artetxe
et al. (2017)) that directly map the distribution of
the source word embeddings p(x) to the distribu-
tion of the target p(y). As Søgaard et al. (2018)
pointed out, the isomorphism does not hold in gen-
eral between the word embedding spaces of two
languages. Mapping the latent codes gives our
model more flexibility to induce the required se-
mantic structures in its code space that could po-
tentially yield more accurate mappings.

As shown in Figure 1, we include two linear
mappings G : Zx → Zy and F : Zy → Zx
to project the code vectors (samples from q(.|.))
from one language to the other. In addition, we
have two language discriminators, LX and LY .
The discriminators are trained to discriminate be-
tween the mapped codes and the encoded codes,
while the mappers and encoders are jointly trained
to fool their respective discriminator. This results
in a three-player game, where the discriminator
tries to identify the origin of a code, and the map-
per and the encoder act together to prevent the dis-
criminator to succeed by making the mapped vec-
tor and the encoded vector as similar as possible.

Discriminator Loss Let θLX and θLY denote the
parameters of the two discriminators, and WG and
WF are the mapping weight matrices. The loss for
the source discriminator LX can be written as

2We also experimented with a non-linear encoder, but it
did not work well.

LLX (θLX |WF , θEX ) = −
1

m

m∑

j=1

logPLX (src = 0|F (zyj ))

− 1

n

n∑

i=1

logPLX (src = 1|zxi) (3)

where PLX (src|z) is the probability according to
LX to distinguish whether z is coming from the
source encoder (src = 1) or from the target-to-
source mapper F (src = 0). The discrimination
loss LLY (θLY |WG, θEY ) is similarly defined for
the target discriminator LY using G and EY .

Our discriminators have the same architecture
as Conneau et al. (2018). It is a feed-forward
network with two hidden layers of size 2048 and
Leaky-ReLU activations. We apply dropout with
a rate of 0.1 on the input to the discriminators. In-
stead of using 1 and 0, we also apply a smoothing
coefficient (s = 0.2) in the discriminator loss.

Adversarial Loss The mappers and encoders
are trained jointly with the following adversarial
loss to fool their respective discriminators.

Ladv(WF , θEX |θLX ) = −
1

m

m∑

i=1

logPLX (src = 1|F (zyj ))

− 1

n

n∑

i=1

logPLX (src = 0|zxi) (4)

The adversarial loss for mapperG and encoderEY
is similarly defined. Note that we consider both
the mapper and the target encoder as generators.
This is in contrast to existing adversarial methods,
which do not use any autoencoder in the target
side. The mapper and the target encoder team up
to fool the discriminator. This forces the discrim-
inator to improve its skill and vice versa for the
generators, forcing them to produce indistinguish-
able codes through better mapping.

Cycle Consistency and Reconstruction The
adversarial method introduced above maps a
“bag” of source embeddings to a “bag” of target
embeddings, and in theory, the mapper can match
the target language distribution. However, map-
ping at the bag level is often insufficient to learn
the individual word level mappings. In fact, there
exist infinite number of possible mappings that can
match the same target distribution. Thus to learn
better mappings, we need to enforce more con-
straints to our objective.

The first form of constraints we consider is cy-
cle consistency to ensure that a source code zx
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translated to the target language code space, and
translated back to the original space remains un-
changed, i.e., zx→G(zx)→F (G(zx))≈zx. For-
mally, the cycle consistency loss in one direction:

Lcyc(WG,WF ) =
1

n

n∑

i=1

‖zxi − F (G(zxi))‖ (5)

The loss in the other direction (zy → F (zy) →
G(F (zy)) ≈ zy) is similarly defined. In addition
to cycle consistency, we include another constraint
to guide the mapping further. In particular, we ask
the decoder of the respective autoencoder to recon-
struct the original input from the back-translated
code. We compute this post-cycle reconstruction
loss for the source autoencoder as follows:

Lrec(θEX , θDX ,WG,WF ) =
1

n

n∑

i=1

‖xi −DX (F (G(zxi)))‖2

(6)

The reconstruction loss at the target autoencoder
is defined similarly. Apart from improved map-
ping, both cycle consistency and reconstruction
lead to more stable training in our experiments.
Specifically, they help our training to converge and
get around the mode collapse issue (Goodfellow,
2017). Since the model now has to translate the
mapped code back to the source code and recon-
struct the original word embedding, the generators
cannot get away by mapping all source codes to a
single target code.

Total Loss The total loss for mapping a batch
from source to target is

Lsrc→tar = Ladv + λ1Lcyc + λ2Lrec (7)

where λ1 and λ2 control the relative importance
of the three loss components. Similarly we define
the total loss for mapping in the opposite direction
Ltar→src. The complete objective of our model is:

Ltotal = Lsrc→tar + Ltar→src (8)

3.2 Training and Dictionary Construction
We present the training procedure of our model
and the overall word translation process in Algo-
rithm 1. We first pre-train the autoencoders sepa-
rately on monolingual embeddings (Step 1). This
pre-training is required to induce word semantics
(and relations) in the latent code space.

We start adversarial training (Step 2) by updat-
ing the discriminators for n critics (5) times, each

Algorithm 1: Unsupervised word translation
with cycle-consistent adversarial autoencoder

Input : Two sets of word embeddings: X and Y
// Initial autoencoder training
1. Train autoencX and autoencY separately for some

epochs on monolingual embeddings (Eq. 2);
// Adversarial training
2. for n epochs do

for n iterations do
// Critic update
for n critics do

(i) Sample a batch from X and Y
(ii) Update discriminators (LX , LY ) (Eq. 3)

end
(a) Sample a batch from X as source and Y as

target
(b) Update mapper G and encoder EY on

adversarial loss to fool LY (Eq. 4)
(c) Update mappers G and F on cycle

consistency loss (Eq. 5)
(d) Update mappers (G, F ) and autoencX on

post-cycle reconstruction loss (Eq. 6)
// Orthogonalize the mapper
(e) Update weight matrices of mapper G and F

using:
WG ← (1+β)WG−β(WGW

T
G )WG

WF ← (1+β)WF −β(WFW
T
F )WF

(f) Sample a batch from Y as source and X as
target and update accordingly (symmetric to
(b) -(e) steps).

end
Use validation criterion to save the best model.

end
// Iterative Procrustes/fine-tuning
3. Load the best model.
for n iterations do

(a) Build a synthetic dictionary (using source
encoder, source-to-target mapper, and CSLS)

(b) Apply the Procrustes solution on the dictionary.
end
// Test
4. Test the model on gold bilingual dictionary.

time with a random batch. Then we update the
generators (the mapper and target encoder) on the
adversarial loss. The mappers then go through two
more updates, one for cycle consistency and an-
other for post-cycle reconstruction. The autoen-
coders (encoder-decoder) in this stage get updated
only on the post-cycle reconstruction loss. We also
apply the orthogonalization update to the mappers
following Conneau et al. (2018) with β = 0.01.

Our training setting is similar to Conneau et al.
(2018), and we apply the same pre- and post-
processing steps. We use stochastic gradient de-
scent (SGD) with a batch size of 32, a learning
rate of 0.1, and a decay of 0.98.

For selecting the best model, we use the un-
supervised validation criterion proposed by Con-
neau et al. (2018), which correlates highly with the
mapping quality. In this criterion, 10, 000 most
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frequent source words along with their nearest
neighbors in the target space are considered. The
average cosine similarity between these pseudo
translations is considered as the validation metric.

The initial bilingual dictionary induced by
adversarial training (or any other unsupervised
method) is generally of lower quality than what
could be achieved by a supervised method. Con-
neau et al. (2018) and Artetxe et al. (2018b) pro-
pose fine-tuning methods to refine the initial map-
pings. Similar to Conneau et al. (2018)), we fine-
tune our initial mappings (G and F ) by iteratively
solving the Procrustes problem and applying a
dictionary induction step. This method uses singu-
lar value decomposition or SVD of ZTy Zx to find
the optimal mappings G (similarly SVD(ZTx Zy)
for F ) given the approximate alignment of words
from the previous step. For generating synthetic
dictionary in each iteration, we only consider the
translation pairs that are mutual nearest neigh-
bors. In our fine-tuning, we run five iterations of
this process. For finding the nearest neighbors,
we use the Cross-domain Similarity Local Scal-
ing (CSLS) which works better in mitigating the
hubness problem (Conneau et al., 2018).

4 Experimental Settings

Following the tradition, we evaluate our model on
word translation (a.k.a. bilingual lexicon induc-
tion) task, which measures the accuracy of the pre-
dicted dictionary to a gold standard dictionary.

4.1 Datasets

We evaluate our model on two different datasets.
The first one is from Conneau et al. (2018), which
consists of FastText monolingual embeddings of
(d =) 300 dimensions (Bojanowski et al., 2017)
trained on Wikipedia monolingual corpus and gold
dictionaries for 110 language pairs.3 To show
the generality of different methods, we consider
European, non-European and low-resource lan-
guages. In particular, we evaluate on English (En)
from/to Spanish (Es), German (De), Italian (It),
Arabic (Ar), Malay (Ms), and Hebrew (He).

We also evaluate on the more challenging
dataset of Dinu et al. (2015) and its subsequent
extension by Artetxe et al. (2018a). We will re-
fer to this dataset as Dinu-Artexe dataset. From
this dataset, we choose to experiment on English

3https://github.com/facebookresearch/
MUSE

from/to Italian and Spanish. English and Italian
embeddings were trained on WacKy corpora using
CBOW (Mikolov et al., 2013b), while the Spanish
embeddings were trained on WMT News Crawl.
The CBOW vectors are also of 300 dimensions.

4.2 Baselines

We compare our method with the unsupervised
models of Conneau et al. (2018), Artetxe et al.
(2018b), Alvarez-Melis and Jaakkola (2018), Xu
et al. (2018a), and Hoshen and Wolf (2018).

To evaluate how our unsupervised method com-
pares with methods that rely on a bilingual seed
dictionary, we follow Conneau et al. (2018), and
compute a supervised baseline that uses the Pro-
crustes solution directly on the seed dictionary
(5000 pairs) to learn the mapping function, and
then uses CSLS to do the nearest neighbor search.
We also compare with the supervised approaches
of Artetxe et al. (2017, 2018a), which to our
knowledge are the state-of-the-art supervised sys-
tems. For some of the baselines, results are re-
ported from their papers, while for the rest we re-
port results by running the publicly available codes
on our machine.

For training our model on European languages,
the weight for cycle consistency (λ1) in Eq. 7 was
always set to 5, and the weight for post-cycle re-
construction (λ2) was set to 1. For non-European
languages, we use different values of λ1 and λ2 for
different language pairs. 4 The dimension of the
code vectors in our model was set to 350.

5 Results

We present our results on European languages on
the datasets of Conneau et al. (2018) and Dinu
et al. (2015) in Tables 1 and 3, while the results
on non-European languages are shown in Table 2.
Through experiments, our goal is to assess:

(i) Does the unsupervised mapping method
based on our proposed adversarial autoen-
coder model improve over the best existing
adversarial method of Conneau et al. (2018)
in terms of mapping accuracy and conver-
gence (Section 5.1)?

(ii) How does our unsupervised mapping method
compare with other unsupervised and super-
vised approaches (Section 5.2)?

4We did not tune the λ values much, rather used our initial
observation. Tuning λ values might yield even better results.
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En-Es En-De En-It
→ ← → ← → ←

Supervised (Procrustes-CSLS) 82.4 83.9 75.3 72.7 78.1 78.1

Unsupervised Baselines
Artetxe et al. (2018b) 82.2 84.4 74.9 74.1 78.8 79.5
Alvarez and Jaakkola (2018) 81.7 80.4 71.9 72.8 78.9 75.2
Xu et al. (2018b) 79.5 77.8 69.3 67.0 73.5 72.6
Hoshen and Wolf (2018) 82.1 84.1 74.7 73.0 77.9 77.5
Conneau et al. (2018) (paper) 81.7 83.3 74.0 72.2 - -
Conneau et al. (2018) (code) 82.3 83.7 74.2 72.6 78.3 78.1

Our Unsupervised Approach
Adversarial autoencoder +

Conneau et al. (2018) Refinement 82.6 84.4 75.5 73.9 78.8 78.5
Artetxe et al. (2018b) Refinement 82.7 84.7 75.4 74.3 79.0 79.6

Table 1: Word translation accuracy (P@1) on European
languages on the dataset of Conneau et al. (2018) using
fastText embeddings (trained on Wikipedia). ‘-’ indi-
cates the authors did not report the number.

(iii) Which components of our adversarial autoen-
coder model attribute to improvements (Sec-
tion 5.3)?

5.1 Comparison with Conneau et al. (2018)
Since our approach follows the same steps as Con-
neau et al. (2018), we first compare our proposed
model with their model on European (Table 1),
non-European and low-resource languages (Table
2) on their dataset. In the tables, we present the
numbers that they reported in their paper (Con-
neau et al. (2018) (paper)) as well as the results
that we get by running their code on our machine
(Conneau et al. (2018) (code)). For a fair compari-
son with respect to the quality of the learned map-
pings (or induced seed dictionary), here we only
consider the results of our approach that use the
refinement procedure of Conneau et al. (2018).

In Table 1, we see that our Adversarial autoen-
coder + Conneau et al. (2018) Refinement out-
performs Conneau et al. (2018) in all the six trans-
lation tasks involving European language pairs,
yielding gains in the range 0.3 - 1.3%. Our method
is also superior to theirs for the non-European
and low-resource language pairs in Table 2. Here
our method gives more gains ranging from 1.8 to
4.3%. Note specifically that Malay (Ms) is a low-
resource language, and the FastText contains word
vectors for only 155K Malay words. We found
their model to be very fragile for En from/to Ms,
and does not converge at all for Ms→En. We ran
their code 10 times for Ms→En but failed every
time. Compared to that, our method is more ro-
bust and converged most of the time we ran.

If we compare our method with Conneau et al.
(2018) on the dataset of (Dinu et al., 2015; Artetxe

En-Ar En-Ms En-He
→ ← → ← → ←

Supervised Baselines
Artetxe et al. (2017) 24.8 43.3 38.8 41.6 32.7 51.1
Artetxe et al. (2018a) 36.2 52.9 51.2 47.7 43.6 56.8
Supervised (Procrus-CSLS) 34.5 49.7 47.3 46.6 39.2 54.1

Unsupervised Baselines
Hoshen and Wolf (2018) 34.4 49.3 ** ** 36.5 52.3
Artetxe et al. (2018b) 36.1 48.7 54.0 55.4 43.8 57.5
Conneau et al. (2018) (code) 29.3 47.6 46.2 ** 36.8 53.1

Our Unsupervised Approach
Adversarial autoencoder +

Conneau et al. (2018) Refinement 33.6 49.7 49.5 44.3 40.0 54.9
Artetxe et al. (2018b) Refinement 36.3 52.6 54.1 51.7 44.0 57.1

Table 2: Word translation accuracy (P@1) on non-
European and low-resource languages on the dataset of
Conneau et al. (2018) using fastText embeddings. **
indicates the model failed to converge.

et al., 2017) in Table 3, we see here also our
method performs better than their method in all
the four translation tasks involving European lan-
guage pairs. In this dataset, our method shows
more robustness compared to their method. For
example, their method had difficulties in converg-
ing for En from/to Es translations; for En→Es, it
converges only 2 times out of 10 attempts, while
for Es→En it did not converge a single time in 10
attempts. Compared to that, our method was more
robust, converging 4 times out of 10 attempts.

In Section 5.3, we compare our model with
Conneau et al. (2018) more rigorously by evaluat-
ing them with and without fine-tuning and measur-
ing their performance on P@1, P@5, and P@10.

5.2 Comparison with Other Methods
In this section, we compare our model with other
state-of-the-art methods that do not follow the
same procedure as us and Conneau et al. (2018).
For example, Artetxe et al. (2018b) do the initial
mapping in the similarity space, then they apply
a different self-learning method to fine-tune the
embeddings, and perform a final refinement with
symmetric re-weighting. Instead of mapping from
source to target, they map both source and target
embeddings to a common space.

Let us first consider the results for European
language pairs on the dataset of Conneau et al.
(2018) in Table 1. Our Adversarial autoencoder
+ Conneau et al. (2018) Refinement performs
better than most of the other methods on this
dataset, achieving the highest accuracy for 4 out of
6 translation tasks. For De→En, our result is very
close to the best system of Artetxe et al. (2018b)
with only 0.2% difference.
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En-It En-Es
→ ← → ←

Supervised Baselines
Artetxe et al. (2017) 39.7 33.8 32.4 27.2
Artetxe et al. (2018a) 45.3 38.5 37.2 29.6
Procrustes-CSLS 44.9 38.5 33.8 29.3

Unsupervised Baselines
Artetxe et al. (2018b) 47.9 42.3 37.5 31.2
Conneau et al. (2018) (paper) 45.1 38.3 - -
Conneau et al. (2018) (code) 44.9 38.7 34.7 **

Our Unsupervised Approach
Adversarial autoencoder +

Conneau et al. (2018) Refinement 45.3 39.4 35.2 29.9
Artetxe et al. (2018b) Refinement 47.6 42.5 37.4 31.9

Table 3: Word translation accuracy (P@1) on the
English-Italian and English-Spanish language pairs of
Dinu-Artetxe dataset (Dinu et al., 2015; Artetxe et al.,
2017). All methods use CBOW embeddings. ** in-
dicates the model failed to converge; ‘-’ indicates the
authors did not report the number.

On the dataset of Dinu et al. (2015); Artetxe
et al. (2017) in Table 3, our Adversarial autoen-
coder + Conneau et al. (2018) Refinement per-
forms better than other methods except Artetxe
et al. (2018b). On average our method lags be-
hind by about 2%. However, as mentioned, they
follow a different refinement and mapping meth-
ods. For non-European and low-resource language
pairs in Table 2, our Adversarial autoencoder +
Conneau et al. (2018) Refinement exhibits bet-
ter performance than others in one translation task,
where the model of Artetxe et al. (2018b) performs
better in the rest. One important thing to notice
here is that other unsupervised models (apart from
ours and Artetxe et al. (2018b)) fail to converge in
one or more language pairs.

We notice that the method of Artetxe et al.
(2018b) gives better results than other baselines,
even in some translation tasks they achieve the
highest accuracy. To understand whether the im-
provements of their method are due to a better
initial mapping or better post-processing, we con-
ducted two additional experiments. In our first ex-
periment, we use their method to induce the ini-
tial seed dictionary and then apply iterative Pro-
crustes solution (same refinement procedure of
Conneau et al. (2018)) for refinement. Table 4
shows the results. Surprisingly, on both datasets
their initial mappings fail to produce any reason-
able results. So we suspect that the main gain
in (Artetxe et al., 2018b) comes from their fine-
tuning method, which they call robust self learn-

En-It En-Es
→ ← → ←

Dinu-Artetxe Dataset ** ** ** **
Conneau Dataset 01.2 01.6 04.7 05.1

Table 4: Conneau et al. (2018) refinement applied to
the initial mappings of Artetxe et al. (2018b). ** indi-
cates the model failed to converge.

ing. In our second experiment, we use the initial
dictionary induced by our adversarial training and
then apply their refinement procedure. Here for
most of the translation tasks, we achieve better re-
sults; see the model Adversarial autoencoder +
Artetxe et al. (2018b) Refinement in Tables 1 - 3.
These two experiments demonstrate that the qual-
ity of the initial dictionary induced by our model
is far better than that of Artetxe et al. (2018b).

5.3 Model Dissection

We further analyze our model by dissecting it and
measuring the contribution of each novel compo-
nent that is proposed in this work. We achieve this
by incrementally removing a new component from
the model and evaluating it on different translation
tasks. In order to better understand the contribu-
tion of each component, we evaluate each model
by measuring its P@1, P@5, and P@10 with
fine-tuning and without fine-tuning. In case of
without fine-tuning, the models apply the CSLS
neighbor search directly on the mappings learned
from the adversarial training, i.e., no Procrustes
solution based refinement is done after the adver-
sarial training. This setup allows us to compare
our model directly with the adversarial model of
Conneau et al. (2018), putting the effect of fine-
tuning aside.

Table 5 presents the ablation results for En-Es,
En-De, and En-It in both directions. The first
row (Conneau-18) presents the results of Con-
neau et al. (2018) that uses adversarial training to
map the word embeddings. The next row shows
the results of our full model. The subsequent
rows incrementally detach one component from
our model. For example, - Enc. adv denotes the
variant of our model where the target encoder is
not trained on the adversarial loss (θEX in Eq. 4);
- - Recon excludes the post-cycle reconstruction
loss from - Enc. adv, and - - - Cycle excludes the
cycle consistency from - - Recon. Thus, - - - Cycle
is a variant of our model that uses only adversarial
loss to learn the mapping. However, it is important
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En→Es Es→En En→De De→En En→It It→En
P@1 P@5 P@10 P@1 P@5 P@10 P@1 P@5 P@10 P@1 P@5 P@10 P@1 P@5 P@10 P@1 P@5 P@10

Without Fine-Tuning

Conneau-18 65.3 73.8 80.6 66.7 78.3 80.8 61.5 70.1 78.2 60.3 70.2 77.0 64.8 75.3 79.4 63.8 77.1 81.8

Our (full) 71.8 81.1 85.7 72.7 81.5 83.8 64.9 74.4 81.8 63.1 71.3 79.8 68.2 78.9 83.7 67.5 77.6 82.1
- Enc. adv 70.5 79.7 83.5 71.3 80.4 83.3 63.7 73.5 79.3 62.6 70.5 79.0 67.6 77.3 82.7 66.2 78.3 82.5
- - Recon 70.1 78.9 83.4 70.8 81.1 83.4 63.1 73.8 80.5 62.2 71.7 78.7 66.9 79.7 82.1 64.8 78.6 82.1
- - - Cycle 66.8 76.5 82.1 67.2 79.9 82.7 61.4 69.7 77.8 60.1 69.8 76.5 65.3 75.1 78.9 64.4 77.6 81.7

With Fine-Tuning

Conneau-18 82.3 90.8 93.2 83.7 91.9 93.5 74.2 89.0 91.5 72.6 85.7 88.8 78.3 88.4 91.1 78.1 88.2 90.6

Our (full) 82.6 91.8 93.5 84.4 92.3 94.3 75.5 90.1 92.9 73.9 86.5 89.3 78.8 89.2 91.9 78.5 88.9 91.1
- Enc. adv 82.5 91.6 93.5 84.3 92.1 94.3 75.4 89.7 92.7 73.5 86.3 89.2 78.4 89.0 91.8 78.1 88.7 91.0
- - Recon 82.5 91.6 93.4 84.1 92.2 94.3 75.3 89.4 92.6 73.2 85.9 89.0 78.2 89.1 91.9 78.2 88.8 91.2
- - - Cycle 82.4 91.0 93.1 83.6 92.2 94.0 74.3 89.7 92.6 72.7 86.1 89.1 77.8 89.2 91.8 77.4 88.3 90.8

Table 5: Ablation study of our adversarial autoencoder model on the dataset of Conneau et al. (2018).

to note that in contrast to Conneau et al. (2018),
our mapping is performed at the code space.

As we compare our full model with the model
of Conneau et al. (2018) in the without fine-tuning
setting, we notice large improvements in all mea-
sures across all datasets: 5.1 - 7.3% in En→Es, 3
- 6% in Es→En, 3.4 - 4.3% in En→De, 1 - 3% in
De→En, 3.4 - 4.3% in En→It, and 0.3 - 3.7% in
It→En. These improvements demonstrate that our
model finds a better mapping compared to Con-
neau et al. (2018). Among the three components,
the cycle consistency is the most influential one
across all languages. Training the target encoder
adversarially also gives a significant boost. The
reconstruction has less impact. If we compare the
results of - - - Cycle with Conneau-18, we see size-
able gains for En-Es in both directions. This shows
the benefits of mapping at the code level.

Now let us turn our attention to the results with
fine-tuning. Here also we see gains across all
datasets for our model, although the gains are not
as verbose as before (about 1% on average). How-
ever, this is not surprising as it has been shown
that iterative fine-tuning with Procrustes solution
is a robust method that can recover many er-
rors made in the initial mapping (Conneau et al.,
2018). Given a good enough initial mapping, the
measures converge nearly to the same point even
though the differences were comparatively more
substantial initially; for example, notice that the
scores are very similar for P@5 and P@10 mea-
sures after fine-tuning.

6 Conclusions

We have proposed an adversarial autoencoder
framework to learn the cross-lingual mapping of
monolingual word embeddings of two languages
in a completely unsupervised way. In contrast to
the existing methods that directly map word em-
beddings, our method first learns to transform the
embeddings into latent code vectors by pretraining
an autoencoder. We apply adversarial training to
map the distributions of the source and target code
vectors. In our adversarial training, both the map-
per and the target encoder are treated as generators
that act jointly to fool the discriminator. To guide
the mapping further, we include constraints for cy-
cle consistency and post-cycle reconstruction.

Through extensive experimentations on six dif-
ferent language pairs comprising European, non-
European and low-resource languages from two
different data sources, we demonstrate that our
method outperforms the method of Conneau et al.
(2018) for all translation tasks in all measures
(P@{1,5,10}) across all settings (with and with-
out fine-tuning). Comparison with other existing
methods also shows that our method learns better
mapping (not considering the fine-tuning). With
an ablation study, we further demonstrated that the
cycle consistency is the most important compo-
nent followed by the adversarial training of target
encoder and the post-cycle reconstruction. In fu-
ture work, we plan to incorporate knowledge from
the similarity space in our adversarial framework.
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Abstract

Transfer learning approaches for Neural Ma-
chine Translation (NMT) trains a NMT model
on an assisting language-target language pair
(parent model) which is later fine-tuned for
the source language-target language pair of in-
terest (child model), with the target language
being the same. In many cases, the assisting
language has a different word order from the
source language. We show that divergent word
order adversely limits the benefits from trans-
fer learningwhen little to no parallel corpus be-
tween the source and target language is avail-
able. To bridge this divergence, we propose to
pre-order the assisting language sentences to
match the word order of the source language
and train the parent model. Our experiments
on many language pairs show that bridging
the word order gap leads to major improve-
ments in the translation quality in extremely
low-resource scenarios.

1 Introduction

Transfer learning for multilingual Neural Machine
Translation (NMT) (Zoph et al., 2016; Dabre et al.,
2017; Nguyen and Chiang, 2017) attempts to im-
prove the NMT performance on the source to tar-
get language pair (child task) using an assisting
source language (assisting to target language trans-
lation is the parent task). Here, the parent model is
trained on the assisting and target language paral-
lel corpus and the trained weights are used to ini-
tialize the child model. If source-target language
pair parallel corpus is available, the child model
can further be fine-tuned. The weight initialization
reduces the requirement on the training data for the
source-target language pair by transferring knowl-
edge from the parent task, thereby improving the
performance on the child task.
However, the divergence between the source

and the assisting language can adversely impact

the benefits obtained from transfer learning. Mul-
tiple studies have shown that transfer learning
works best when the languages are related (Zoph
et al., 2016; Nguyen and Chiang, 2017; Dabre
et al., 2017). Zoph et al. (2016) studied the in-
fluence of language divergence between languages
chosen for training the parent and the child model,
and showed that choosing similar languages for
training the parent and the child model leads to bet-
ter improvements from transfer learning.
Several studies have tried to address the lex-

ical divergence between the source and the tar-
get languages either by using Byte Pair Encoding
(BPE) as basic input representation units (Nguyen
and Chiang, 2017) or character-level NMT sys-
tem (Lee et al., 2017) or bilingual embeddings (Gu
et al., 2018). However, the effect of word order di-
vergence and its mitigation has not been explored.
In a practical setting, it is not uncommon to have
source and assisting languages with different word
order. For instance, it is possible to find parallel
corpora between English (SVO word order) and
some Indian (SOVword order) languages, but very
little parallel corpora between Indian languages.
Hence, it is natural to use English as an assisting
language for inter-Indian language translation.
To address the word order divergence, we pro-

pose to pre-order the assisting language sentences
(SVO) to match the word order of the source lan-
guage (SOV). We consider an extremely resource-
constrained scenario, where there is no parallel
corpus for the child task. From our experiments,
we show that there is a significant increase in the
translation accuracy for the unseen source-target
language pair.

2 Related Work

To the best of our knowledge, no work has ad-
dressed word order divergence in transfer learning
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for multilingual NMT. However, some work ex-
ists for other NLP tasks in a multilingual setting.
For Named Entity Recognition (NER), Xie et al.
(2018) use a self-attention layer after the Bi-LSTM
layer to address word-order divergence for Named
Entity Recognition (NER) task. The approach
does not show any significant improvements, pos-
sibly because the divergence has to be addressed
before/during construction of the contextual em-
beddings in the Bi-LSTM layer. Joty et al. (2017)
use adversarial training for cross-lingual question-
question similarity ranking. The adversarial train-
ing tries to force the sentence representation gener-
ated by the encoder of similar sentences from dif-
ferent input languages to have similar representa-
tions.
Pre-ordering the source language sentences to

match the target language word order has been
found useful in addressing word-order divergence
for Phrase-Based SMT (Collins et al., 2005; Ra-
manathan et al., 2008; Navratil et al., 2012; Chat-
terjee et al., 2014). For NMT, Ponti et al. (2018)
and Kawara et al. (2018) have explored pre-
ordering. Ponti et al. (2018) demonstrated that
by reducing the syntactic divergence between the
source and the target languages, consistent im-
provements in NMT performance can be obtained.
On the contrary, Kawara et al. (2018) reported
drop in NMT performance due to pre-ordering.
Note that these works address source-target diver-
gence, not divergence between source languages
in multilingual NMT scenario.

3 Proposed Solution

Consider the task of translating for an extremely
low-resource language pair. The parallel corpus
between the two languages, if available may be too
small to train an NMT model. Similar to Zoph
et al. (2016), we use transfer learning to over-
come data sparsity between the source and the
target languages. We choose English as the as-
sisting language in all our experiments. In our
resource-scarce scenario, we have no parallel cor-
pus for training the child model. Hence, at test
time, the source language sentence is translated us-
ing the parent model after performing a word-by-
word translation from source to the assisting lan-
guage using a bilingual dictionary.
Since the source language and the assisting lan-

guage (English) have different word order, we hy-
pothesize that it leads to inconsistencies in the con-

Before Reordering After Reordering

S

NP0 VP

V NP1

S

NP0 VP

NP1 V
S

NP

NNP

Anurag

VP

MD

will

VP

VB

meet

NP

NNP

Thakur

S

NP

NNP

Anurag

VP

NP

NNP

Thakur

VP

MD

will

VP

VB

meet

Table 1: Example showing transitive verb before and
after reordering (Adapted from Chatterjee et al. (2014))

textual representations generated by the encoder
for the two languages. Specifically, given an En-
glish sentence (SVO word order) and its transla-
tion in the source language (SOV word order), the
encoder representations for words in the two sen-
tences will be different due to different contexts
of synonymous words. This could lead to the at-
tention and the decoder layers generating differ-
ent translations from the same (parallel) sentence
in the source or assisting language. This is unde-
sirable as we want the knowledge to be transferred
from the parent model (assisting source→ target)
to the child model (source→target).
In this paper, we propose to pre-order English

sentences (assisting language sentences) to match
the source language word-order and train the par-
ent model on the pre-ordered corpus. Table 1
shows one of the pre-ordering rules (Ramanathan
et al., 2008) used along with an example sentence
illustrating the effect of pre-ordering. This will en-
sure that context of words in the parallel source and
assisting language sentences are similar, leading
to consistent contextual representations across the
source languages. Pre-ordering may also be ben-
eficial for other word order divergence scenarios
(e.g., SOV to SVO), but we leave verification of
these additional scenarios for future work.

4 Experimental Setup

In this section, we describe the languages exper-
imented with, datasets used, the network hyper-
parameters used in our experiments.
Languages: We experimented with English →
Hindi translation as the parent task. English is
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the assisting source language. Bengali, Gujarati,
Marathi, Malayalam and Tamil are the source lan-
guages, and translation from these to Hindi consti-
tute the child tasks. Hindi, Bengali, Gujarati and
Marathi are Indo-Aryan languages, while Malay-
alam and Tamil are Dravidian languages. All these
languages have a canonical SOV word order.
Datasets: For training English-Hindi NMT sys-
tems, we use the IITB English-Hindi parallel cor-
pus (Kunchukuttan et al., 2018) (1.46M sentences
from the training set) and the ILCI English-Hindi
parallel corpus (44.7K sentences). The ILCI
(Indian Language Corpora Initiative) multilingual
parallel corpus (Jha, 2010)1 spans multiple Indian
languages from the health and tourism domains.
We use the 520-sentence dev-set of the IITB par-
allel corpus for validation. For each child task, we
use 2K sentences from ILCI corpus as test set.
Network: We use OpenNMT-Torch (Klein et al.,
2018) to train the NMT system. We use the stan-
dard encoder-attention-decoder architecture (Bah-
danau et al., 2015) with input-feeding approach
(Luong et al., 2015). The encoder has two layers
of bidirectional LSTMswith 500 neurons each and
the decoder contains two LSTM layers with 500
neurons each. We use a mini-batch of size 50 and
a dropout layer. We begin with an initial learning
rate of 1.0 and continue training with exponential
decay till the learning rate falls below 0.001. The
English input is initialized with pre-trained fast-
Text embeddings (Grave et al., 2018) 2.
English and Hindi vocabularies consists of

0.27M and 50K tokens appearing at least 2 and
5 times in the English and Hindi training corpus
respectively. For representing English and other
source languages into a common space, we trans-
late each word in the source language into En-
glish using a bilingual dictionary (we used Google
Translate to get single word translations). In an
end-to-end solution, it would be ideal to use bilin-
gual embeddings or obtain word-by-word transla-
tions via bilingual embeddings (Xie et al., 2018).
However, publicly available bilingual embeddings
for English-Indian languages are not good enough
for obtaining good-quality, bilingual representa-
tions (Smith et al., 2017; Jawanpuria et al., 2019)
and publicly available bilingual dictionaries have
limited coverage. The focus of our study is the in-

1The corpus is available on request from http://
tdil-dc.in/index.php?lang=en

2https://github.com/facebookresearch/
fastText/blob/master/docs/crawl-vectors.md

Language BLEU LeBLEU

No
Pre-Order

Pre-Ordered No
Pre-Order

Pre-Ordered

HT G HT G

Bengali 6.72 8.83 9.19 37.10 41.50 42.01
Gujarati 9.81 14.34 13.90 43.21 47.36 47.60
Marathi 8.77 10.18 10.30 40.21 41.49 42.22
Malayalam 5.73 6.49 6.95 33.27 33.69 35.09
Tamil 4.86 6.04 6.00 29.38 30.77 31.33

Table 2: Transfer learning results for X -Hindi pair,
trained on English-Hindi corpus and sentences from X
word translated to English.

Language No
Pre-Order

Pre-Ordered

HT G

Bengali 1324 1139 1146
Gujarati 1337 1190 1194
Marathi 1414 1185 1178
Malayalam 1251 1067 1059
Tamil 1488 1280 1252

Table 3: Number of UNK tokens generated by each
model on the test set.

fluence of word-order divergence on Multilingual
NMT. We do not want bilingual embeddings qual-
ity or bilingual dictionary coverage to influence
the experiments, rendering our conclusions unre-
liable. Hence, we use the above mentioned large-
coverage bilingual dictionary.
Pre-ordering: We use CFILT-preorder3 for pre-
reordering English sentences. It contains two pre-
ordering configurations: (1) generic rules (G) that
apply to all Indian languages (Ramanathan et al.,
2008), and (2) hindi-tuned rules (HT) which im-
proves generic rules by incorporating improve-
ments found through error analysis of English-
Hindi reordering (Patel et al., 2013). The Hindi-
tuned rules improve translation for other English
to Indian language pairs too (Kunchukuttan et al.,
2014).

5 Results

We experiment with two scenarios: (a) an ex-
tremely resource scarce scenario with no parallel
corpus for child tasks, (b) varying amounts of par-
allel corpora available for child task.

5.1 No Parallel Corpus for Child Task
The results from our experiments are presented in
the Table 2. We report BLEU scores and LeBLEU4

3https://github.com/anoopkunchukuttan/
cfilt_preorder

4LeBLEU (Levenshtein Edit BLEU) is a variant of BLEU
that does a soft-match of reference and output words based
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English the treatment of migraine is done in two ways

Gujarati
(Original) માઈæેનની સારવાર બે રીતે કરી શકાય છે.

Gujarati
(Word Translate) migraine treatment two the way doing be done is there .

Hindi
(Reference) माइगर्ेन का टर् ीटमेंट दो तरह से िकया जाता है ।

(Word Translate) migraine of treatment two kind from did go is .

No Pre-Order <unk> उपचार दो पर्कार से िकया जाता है ।
upachAra do prakAra se kiyA jAtA hai .

<unk> treatment two kind from did go is .

Pre-ordered (HT) माइगर्ेन का उपचार दो तरह से िकया जाता ह।ै
mAigrena kA upachAra do prakAra se kiyA jAtA hai.
migraine of treatment two kind from did go is .

Table 4: Sample Hindi translation generated by the Gujarati-Hindi NMT model. Text in red indicates phrase
dropped by the no pre-ordered model.

scores. We observe that both the pre-ordering
models significantly improve the translation qual-
ity over the no-preordering models for all the lan-
guage pairs. The results support our hypothesis
that word-order divergence can limit the benefits
of multilingual translation. Thus, reducing the
word order divergence improves translation in ex-
tremely low-resource scenarios.
An analysis of the outputs revealed that pre-

ordering significantly reduced the number of UNK
tokens (placeholder for unknown words) in the test
output (Table 3). We hypothesize that due to word
order divergence between English and Indian
languages, the encoder representation generated
is not consistent leading to decoder generating
unknown words. However, the pre-ordered
models generate better encoder representations
leading to lesser number of UNK tokens and better
translation, which is also reflected in the BLEU
scores and Table 4.

5.2 Parallel Corpus for Child Task

We study the impact of child task parallel cor-
pus on pre-ordering. To this end, we fine-
tune the parent task model with the child task
parallel corpus. Table 5 shows the results for
Bengali-Hindi, Gujarati-Hindi, Marathi-Hindi,
Malayalam-Hindi, and Tamil-Hindi translation.
We observe that pre-ordering is beneficial when
almost no child task corpus is available. As the
child task corpus increases, the model learns the

on edit distance, hence it can handle morphological variations
and cognates (Virpioja and Grönroos, 2015).

word order of the source language; hence, the non
pre-ordering models perform almost as good as or
sometimes better than the pre-ordered ones. The
non pre-ordering model is able to forget the word-
order of English and learn the word order of Indian
languages. We attribute this behavior of the non
pre-ordered model to the phenomenon of catas-
trophic forgetting (McCloskey and Cohen, 1989;
French, 1999) which enables the model to learn the
word-order of the source language when sufficient
child task parallel corpus is available.
We also compare the performance of the fine-

tuned model with the model trained only on the
available source-target parallel corpus with ran-
domly initialized weights (No Transfer Learning).
Transfer learning, with and without pre-ordering,
is better compared to training only on the small
source-target parallel corpus.

6 Conclusion

In this paper, we show that handling word-order
divergence between the source and assisting lan-
guages is crucial for the success of multilingual
NMT in an extremely low-resource setting. We
show that pre-ordering the assisting language to
match the word order of the source language sig-
nificantly improves translation quality in an ex-
tremely low-resource setting. If pre-ordering is not
possible, fine-tuning on a small source-target par-
allel corpus is sufficient to overcome word order
divergence. While the current work focused on In-
dian languages, we would like to validate the hy-
pothesis on a more diverse set of languages. We
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Corpus
Size

No
Transfer
Learning

No
Pre-Order

Pre-Ordered

HT G

Bengali
- - 6.72 8.83 9.19

500 0.0 11.40 11.49 11.00
1000 0.0 13.71 13.84 13.62
2000 0.0 16.41 16.79 16.01
3000 0.0 17.44 18.42† 17.82
4000 0.0 18.86 19.17 18.66
5000 0.07 19.58 20.15† 19.82
10000 1.87 22.50 22.92 22.53

Gujarati
- - 9.81 14.34 13.90

500 0.0 17.27 17.11 17.75
1000 0.0 21.68 22.12 21.45
2000 0.0 25.34 25.73 25.63
3000 0.29 27.48 27.77 27.83
4000 0.82 29.20 29.49 29.51
5000 0.0 29.87 31.09† 30.58†
10000 1.52 33.97 34.25 34.08

Marathi
- - 8.77 10.18 10.30

500 0.0 12.84 13.61† 12.97
1000 0.0 15.62 15.75 16.10†
2000 0.0 18.59 19.10 18.67
3000 0.0 20.51 20.76 20.29
4000 0.24 21.78 21.77 21.39
5000 0.29 22.21 22.41 22.73†
10000 7.90 25.16 25.88 25.36

Malayalam
- - 5.73 6.49 6.95

500 0.0 5.40 5.54 6.17†
1000 0.0 7.34 7.36 7.63
2000 0.0 8.24 8.66† 8.31
3000 0.0 9.11 9.30 9.31
4000 0.0 9.65 9.91 9.87
5000 0.03 10.26 10.47 10.28
10000 0.0 11.96 11.85 11.63

Tamil
- - 4.86 6.04 6.00

500 0.0 5.49 5.85† 5.59
1000 0.0 7.04 7.23 7.44†
2000 0.0 8.83 8.84 9.24
3000 0.0 9.80 10.04 9.56
4000 0.0 9.69 10.59† 10.25†
5000 0.03 10.84 10.93 10.69
10000 0.0 12.71 13.05 12.69

Table 5: Transfer learning results (BLEU) for In-
dian Language-Hindi pair, fine-tuned with varying
number of Indian Language-Hindi parallel sentences.
†Indicates statistically significant difference between
Pre-ordered and No Pre-ordered results using paired
bootstrap resampling (Koehn, 2004) for a p-value less
than 0.05. No Transfer Learning model refers to
training the model on varying number of Indian Lan-
guage-Hindi parallel sentences with randomly initial-
ized weights.

would also like to explore alternative methods to
address word-order divergence which do not re-

quire expensive parsing of the assisting language
corpus. Further, use of pre-ordering to address
word-order divergence for multilingual training of
other NLP tasks can be explored.
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Abstract

Multilingual neural machine translation
(NMT) enables training a single model that
supports translation from multiple source lan-
guages into multiple target languages. In this
paper, we push the limits of multilingual NMT
in terms of the number of languages being
used. We perform extensive experiments in
training massively multilingual NMT models,
translating up to 102 languages to and from
English within a single model. We explore
different setups for training such models and
analyze the trade-offs between translation
quality and various modeling decisions. We
report results on the publicly available TED
talks multilingual corpus where we show
that massively multilingual many-to-many
models are effective in low resource settings,
outperforming the previous state-of-the-art
while supporting up to 59 languages. Our
experiments on a large-scale dataset with
102 languages to and from English and up to
one million examples per direction also show
promising results, surpassing strong bilingual
baselines and encouraging future work on
massively multilingual NMT.

1 Introduction

Neural machine translation (NMT) (Kalchbren-
ner and Blunsom, 2013; Bahdanau et al., 2014;
Sutskever et al., 2014) is the current state-of-
the-art approach for machine translation in both
academia (Bojar et al., 2016, 2017, 2018) and in-
dustry (Wu et al., 2016; Hassan et al., 2018). Re-
cent works (Dong et al., 2015; Firat et al., 2016a;
Ha et al., 2016; Johnson et al., 2017) extended the
approach to support multilingual translation, i.e.
training a single model that is capable of translat-
ing between multiple language pairs.

Multilingual models are appealing for several
reasons. First, they are more efficient in terms

∗Work carried out during an internship at Google AI.

of the number of required models and model pa-
rameters, enabling simpler deployment. Another
benefit is transfer learning; when low-resource
language pairs are trained together with high-
resource ones, the translation quality may improve
(Zoph et al., 2016; Nguyen and Chiang, 2017). An
extreme case of such transfer learning is zero-shot
translation (Johnson et al., 2017), where multilin-
gual models are able to translate between language
pairs that were never seen during training.

While very promising, it is still unclear how far
one can scale multilingual NMT in terms of the
number of languages involved. Previous works
on multilingual NMT typically trained models
with up to 7 languages (Dong et al., 2015; Fi-
rat et al., 2016b; Ha et al., 2016; Johnson et al.,
2017; Gu et al., 2018) and up to 20 trained direc-
tions (Cettolo et al., 2017) simultaneously. One
recent exception is Neubig and Hu (2018) who
trained many-to-one models from 58 languages
into English. While utilizing significantly more
languages than previous works, their experiments
were restricted to many-to-one models in a low-
resource setting with up to 214k examples per
language-pair and were evaluated only on four
translation directions.

In this work, we take a step towards practical
“universal” NMT – training massively multilin-
gual models which support up to 102 languages
and with up to one million examples per language-
pair simultaneously. Specifically, we focus on
training “English-centric” many-to-many models,
in which the training data is composed of many
language pairs that contain English either on the
source side or the target side. This is a realistic
setting since English parallel data is widely avail-
able for many language pairs. We restrict our ex-
periments to Transformer models (Vaswani et al.,
2017) as they were shown to be very effective
in recent benchmarks (Ott et al., 2018), also in
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the context of multilingual models (Lakew et al.,
2018; Sachan and Neubig, 2018).

We evaluate the performance of such massively
multilingual models while varying factors like
model capacity, the number of trained directions
(tasks) and low-resource vs. high-resource set-
tings. Our experiments on the publicly available
TED talks dataset (Qi et al., 2018) show that mas-
sively multilingual many-to-many models with up
to 58 languages to-and-from English are very ef-
fective in low resource settings, allowing to use
high-capacity models while avoiding overfitting
and achieving superior results to the current state-
of-the-art on this dataset (Neubig and Hu, 2018;
Wang et al., 2019) when translating into English.

We then turn to experiment with models trained
on 103 languages in a high-resource setting. For
this purpose we compile an English-centric in-
house dataset, including 102 languages aligned
to-and-from English with up to one million ex-
amples per language pair. We then train a sin-
gle model on the resulting 204 translation direc-
tions and find that such models outperform strong
bilingual baselines by more than 2 BLEU aver-
aged across 10 diverse language pairs, both to-
and-from English. Finally, we analyze the trade-
offs between the number of involved languages
and translation accuracy in such settings, showing
that massively multilingual models generalize bet-
ter to zero-shot scenarios. We hope these results
will encourage future research on massively mul-
tilingual NMT.

2 Low-Resource Setting: 59 Languages

2.1 Experimental Setup

The main question we wish to answer in this work
is how well a single NMT model can scale to
support a very large number of language pairs.
The answer is not trivial: on the one hand, train-
ing multiple language pairs together may result
in transfer learning (Zoph et al., 2016; Nguyen
and Chiang, 2017). This may improve perfor-
mance as we increase the number of language
pairs, since more information can be shared be-
tween the different translation tasks, allowing the
model to learn which information to share. On the
other hand, adding many language pairs may re-
sult in a bottleneck; the model has a limited ca-
pacity while it needs to handle this large number
of translation tasks, and sharing all parameters be-
tween the different languages can be sub-optimal

(Wang et al., 2018) especially if they are not from
the same typological language family (Sachan and
Neubig, 2018).

We begin tackling this question by experiment-
ing with the TED Talks parallel corpus compiled
by Qi et al. (2018)1, which is unique in that it in-
cludes parallel data from 59 languages. For com-
parison, this is significantly “more multilingual”
than the data available from all previous WMT
news translation shared task evaluations through-
out the years – the latest being Bojar et al. (2016,
2017, 2018), which included 14 languages so far.2

We focus on the setting where we train
“English-centric” models, i.e. training on all
language pairs that contain English in either the
source or the target, resulting in 116 translation
directions. This dataset is also highly imbal-
anced, with language pairs including between 3.3k
to 214k sentence pairs for training. Table 9 in
the supplementary material details the languages
and training set sizes for this dataset. Since the
dataset is already tokenized we did not apply ad-
ditional preprocessing other than applying joint
subword segmentation (Sennrich et al., 2016) with
32k symbols.

Regarding the languages we evaluate on, we be-
gin with the same four languages as Neubig and
Hu (2018) – Azerbeijani (Az), Belarusian (Be),
Galician (Gl) and Slovak (Sk). These languages
present an extreme low-resource case, with as few
as 4.5k training examples for Belarusian-English.
In order to better understand the effect of training
set size in these settings, we evaluate on four ad-
ditional languages that have more than 167k train-
ing examples each – Arabic (Ar), German (De),
Hebrew (He) and Italian (It).

2.2 Model Details

Using the same data, we trained three massively
multilingual models: a many-to-many model
which we train using all 116 translation directions
with 58 languages to-and-from English, a one-to-
many model from English into 58 languages, and
a many-to-one model from 58 languages into En-
glish. We follow the method of Ha et al. (2016);
Johnson et al. (2017) and add a target-language

1github.com/neulab/
word-embeddings-for-nmt

2Chinese, Czech, English, Estonian, Finnish, French,
German, Hindi, Hungarian, Latvian, Romanian, Russian,
Spanish, Turkish. According to http://www.statmt.
org/wmtXX
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prefix token to each source sentence to enable
many-to-many translation. These different setups
enable us to examine the effect of the number of
translation tasks on the translation quality as mea-
sured in BLEU (Papineni et al., 2002). We also
compare our massively multilingual models to
bilingual baselines and to two recently published
results on this dataset (Neubig and Hu (2018);
Wang et al. (2019)).

Regarding the models, we focused on the Trans-
former in the “Base” configuration. We refer the
reader to Vaswani et al. (2017) for more details
on the model architecture. Specifically, we use 6
layers in both the encoder and the decoder, with
model dimension set at 512, hidden dimension
size of 2048 and 8 attention heads. We also ap-
plied dropout at a rate of 0.2 in the following com-
ponents: on the sum of the input embeddings and
the positional embeddings, on the output of each
sub-layer before added to the previous layer input
(residual connection), on the inner layer output af-
ter the ReLU activation in each feed-forward sub-
layer, and to the attention weight in each attention
sub-layer. This results in a model with approx-
imately 93M trainable parameters. For all mod-
els we used the inverse square root learning rate
schedule from Vaswani et al. (2017) with learning-
rate set at 3 and 40k warmup steps. All models are
implemented in Tensorflow-Lingvo (Shen et al.,
2019).

In all cases we report test results for the check-
point that performed best on the development set
in terms of BLEU. For the multilingual models we
create a development set that includes examples
we uniformly sample from a concatenation of all
the individual language pair development sets, re-
sulting in 13k development examples per model.
Another important detail regarding multilingual
training is the batching scheme. In all of our mul-
tilingual models we use heterogeneous batching,
where each batch contains examples which are
uniformly sampled from a concatenation of all the
language pairs the model is trained on. Specifi-
cally, we use batches of 64 examples for sequences
shorter than 69 tokens and batches of 16 exam-
ples for longer sequences. We did not use over-
sampling as the dataset is relatively small.

2.3 Results

We use tokenized BLEU in order to be compara-
ble with Neubig and Hu (2018). Table 1 shows

Az-En Be-En Gl-En Sk-En Avg.
# of examples 5.9k 4.5k 10k 61k 20.3k
Neubig & Hu 18
baselines 2.7 2.8 16.2 24 11.42
many-to-one 11.7 18.3 29.1 28.3 21.85
Wang et al. 18 11.82 18.71 30.3 28.77 22.4
Ours
many-to-one 11.24 18.28 28.63 26.78 21.23
many-to-many 12.78 21.73 30.65 29.54 23.67

Table 1: X→En test BLEU on the TED Talks corpus,
for the language pairs from Neubig and Hu (2018)

Ar-En De-En He-En It-En Avg.
# of examples 213k 167k 211k 203k 198.5k
baselines 27.84 30.5 34.37 33.64 31.59
many-to-one 25.93 28.87 30.19 32.42 29.35
many-to-many 28.32 32.97 33.18 35.14 32.4

Table 2: X→En test BLEU on the TED Talks corpus,
for language pairs with more than 167k examples

updates ar_many2one ro_many2one nl_many2one de_many2one it_many2one ar de it nl
0 0

49148 0.2839321792
51751 0.2832087576
53492 0.2823074162
56111 0.2822623849
57843 0.2835516334
59595 0.2890901268
61344 0.2845613658
63938 0.2924402654
65676 0.2828268111
67401 0.2909407914
70019 0.2906394601
71770 0.283375144
73479 0.2862167656
75201 0.2850508094
77780 0.2772497535
79488 0.286601305
81201 0.2964281738
82895 0.2811564505
84594 0.2892799973
86301 0.2811136246
88849 0.2873187661
90551 0.287561506
93101 0.2806210518
95667 0.2852652967
97386 0.286067158
99069 0.285282582
101647 0.2873030901
103358 0.2812287509
105932 0.2841886282
107656 0.2752591372
109350 0.2852451503
111069 0.2802457809
113631 0.2839408815
115325 0.2698247731
117038 0.2862476707
119599 0.2838998437
121302 0.2805997431
123015 0.2826767564

Figure 1: Development BLEU on
{It,Ro,Nl,De,Ar}→En vs. training BLEU for the
many-to-one and many-to-many models. Best viewed
in color.

the results of our experiments when evaluating
on the same language pairs as they did. The re-
sults under “Neubig & Hu 18” are their bilin-
gual baselines and their best many-to-one models.
Their many-to-one models use similar-language-
regularization, i.e. fine-tuning a pre-trained many-
to-one model with data from the language pair of
interest together with data from a language pair
that has a typologically-similar source language
and more training data (i.e. Russian and Belaru-
sian, Turkish and Azerbaijani). The results under
“Ours” are our many-to-one and many-to-many
models we trained identically in terms of model
architecture and hyper-parameters.

We first note that our many-to-many model out-
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performs all other models when translating into
English, with 1.82 BLEU improvement (when av-
eraged across the four language pairs) over the
best fine-tuned many-to-one models of Neubig
and Hu (2018) and 2.44 BLEU improvement over
our many-to-one model when averaged across the
four low-resource language pairs (Table 1). This
is surprising as it uses the same X→En data,
model architecture and capacity as our many-to-
one model, while handling a heavier burden since
it also supports 58 additional translation tasks
(from English into 58 languages). Our models also
outperform the more complex models of Wang
et al. (2019) which use ”Soft Decoupled Encod-
ing” for the input tokens, while our models use a
simple subword segmentation.

One possible explanation is that the many-to-
one model overfits the English side of the corpus
as it is multi-way-parallel: in such setting the En-
glish sentences are overlapping across the differ-
ent language pairs, making it much easier for the
model to memorize the training set instead of gen-
eralizing (when enough capacity is available). On
the other hand, the many-to-many model is trained
on additional target languages other than English,
which can act as regularizers for the X→En tasks,
reducing such overfitting.

To further illustrate this, Figure 1 tracks the
BLEU scores on the individual development sets
during training for Italian (It), Romanian (Ro),
Dutch (Nl), German (De) and Arabic (Ar) into En-
glish (left), together with BLEU scores on a sub-
set of the training set for each model. We can
see that while the many-to-one model degrades in
performance on the development set, the many-
to-many model still improves. Note the large
gap in the many-to-one model between the train-
ing set BLEU and the development set BLEU,
which points on the generalization issue that is
not present in the many-to-many setting. We also
note that our many-to-one model is on average
0.75 BLEU behind the best many-to-one models
in Neubig and Hu (2018). We attribute this to the
fact that their models are fine-tuned using similar-
language-regularization while our model is not.

We find an additional difference between the
results on the resource-scarce languages (Ta-
ble 1) and the higher-resource languages (Table
2). Specifically, the bilingual baselines outper-
form the many-to-one models only in the higher-
resource setting. This makes sense as in the low-

En-Az En-Be En-Gl En-Sk Avg.
# of examples 5.9k 4.5k 10k 61k 20.3k
baselines 2.16 2.47 3.26 5.8 3.42
one-to-many 5.06 10.72 26.59 24.52 16.72
many-to-many 3.9 7.24 23.78 21.83 14.19

En-Ar En-De En-He En-It Avg.
# of examples 213k 167k 211k 203k 198.5k
baselines 12.95 23.31 23.66 30.33 22.56
one-to-many 16.67 30.54 27.62 35.89 27.68
many-to-many 14.25 27.95 24.16 33.26 24.9

Table 3: En→X test BLEU on the TED Talks corpus

resource setting the baselines have very few train-
ing examples to outperform the many-to-one mod-
els, while in the higher resource setting they have
access to more training data. This corroborates the
results of Gu et al. (2018) that showed the sensi-
tivity of such models to similar low resource con-
ditions and the improvements gained from using
many-to-one models (however with much fewer
language pairs).

Table 3 shows the results of our massively
multilingual models and bilingual baselines when
evaluated out-of-English. In this case we see an
opposite trend: the many-to-many model performs
worse than the one-to-many model by 2.53 BLEU
on average. While previous works (Wang et al.,
2018; Sachan and Neubig, 2018) discuss the phe-
nomena of quality degradation in English-to-many
settings, this shows that increasing the number of
source languages also causes additional degrada-
tion in a many-to-many model. This degradation
may be due to the English-centric setting: since
most of the translation directions the model is
trained on are into English, this leaves less capac-
ity for the other target languages (while still per-
forming better than the bilingual baselines on all 8
language pairs). We also note that in this case the
results are consistent among the higher and lower
resource pairs – the one-to-many model is better
than the many-to-many model, which outperforms
the bilingual baselines in all cases. This is unlike
the difference we saw in the X→ En experiments
since here we do not have the multi-way-parallel
overfitting issue.

2.4 Discussion

From the above experiments we learn that NMT
models can scale to 59 languages in a low-
resource, imbalanced, English-centric setting,
with the following observations: (1) massively
multilingual many-to-many models outperform
many-to-one and bilingual models with similar ca-
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pacity and identical training conditions when av-
eraged over 8 language pairs into English. We
attribute this improvement over the many-to-one
models to the multiple target language pairs which
may act as regularizers, especially in this low-
resource multi-way-parallel setting that is prone to
memorization. (2) many-to-many models are in-
ferior in performance when going out-of-English
in comparison to a one-to-many model. We at-
tribute this to English being over-represented in
the English-centric many-to-many setting, where
it appears as a target language in 58 out of 116
trained directions, which may harm the perfor-
mance on the rest of the target languages as the
model capacity is limited.3

It is important to stress the fact that we com-
pared the different models under identical training
conditions and did not perform extensive hyper-
parameter tuning for each setting separately. How-
ever, we believe that such tuning may improve
performance even further, as the diversity in each
training batch is very different between the dif-
ferent settings. For example, while the baseline
model batches include only one language in the
source and one language in the target, the many-
to-many model includes 59 languages in each
side with a strong bias towards English. These
differences may require tailored hyper-parameter
choices for each settings (i.e. different batch sizes,
learning rate schedules, dropout rates etc.) which
would be interesting to explore in future work.

In the following experiments we investigate
whether these observations hold using (1) an even
larger set of languages, and (2) a much larger,
balanced training corpus that is not multi-way-
parallel.

3 High-Resource Setting: 103 Languages

3.1 Experimental Setup
In this setting we scale the number of languages
and examples per language pair further when
training a single massively multilingual model.
Since we are not aware of a publicly available re-
source for this purpose, we construct an in-house
dataset. This dataset includes 102 language pairs
which we “mirror” to-and-from English, with up
to one million examples per language pair. This
results in 103 languages in total, and 204 trans-
lation directions which we train simultaneously.

3This issue may be alleviated by over-sampling the non-
English-target pairs, but we leave this for future work.

More details about this dataset are available in Ta-
ble 4, and Table 10 in the supplementary material
details all the languages in the dataset.4

Similarly to our previous experiments, we com-
pare the massively multilingual models to bilin-
gual baselines trained on the same data. We tok-
enize the data using an in-house tokenizer and then
apply joint subword segmentation to achieve an
open-vocabulary. In this setting we used a vocab-
ulary of 64k subwords rather than 32k. Since the
dataset contains 24k unique characters, a 32k sym-
bol vocabulary will consist of mostly characters,
thereby increasing the average sequence length.
Regarding the model, for these experiments we
use a larger Transformer model with 6 layers in
both the encoder and the decoder, model dimen-
sion set to 1024, hidden dimension size of 8192,
and 16 attention heads. This results in a model
with approximately 473.7M parameters.5 Since
the model and data are much larger in this case,
we used a dropout rate of 0.1 for our multilingual
models and tuned it to 0.3 for our baseline models
as it improved the translation quality on the devel-
opment set.

We evaluate our models on 10 languages from
different typological families: Semitic – Arabic
(Ar), Hebrew (He), Romance – Galician (Gl),
Italian (It), Romanian (Ro), Germanic – German
(De), Dutch (Nl), Slavic – Belarusian (Be), Slo-
vak (Sk) and Turkic – Azerbaijani (Az) and Turk-
ish (Tr). We evaluate both to-and-from English,
where each language pair is trained on up to one
million examples. As in the previous experiment,
we report test results from the model that per-
formed best in terms of BLEU on the development
set.

4The average number of examples per language pair is
940k, as for 13 out of the 102 pairs we had less than one
million examples available.

5This is larger than the Transformer “Big” configuration,
which includes approximately 213M trained parameters.

# of language pairs 102
examples per pair

min 63,879
max 1,000,000
average 940,087
std. deviation 188,194

total # of examples 95,888,938

Table 4: Training set details for the 103 langauges cor-
pus, X→En data.
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Ar Az Be De He It Nl Ro Sk Tr Avg.
baselines 23.34 16.3 21.93 30.18 31.83 36.47 36.12 34.59 25.39 27.13 28.33
many-to-one 26.04 23.68 25.36 35.05 33.61 35.69 36.28 36.33 28.35 29.75 31.01
many-to-many 22.17 21.45 23.03 37.06 30.71 35.0 36.18 36.57 29.87 27.64 29.97

Table 5: X→En test BLEU on the 103-language corpus

Ar Az Be De He It Nl Ro Sk Tr Avg.
baselines 10.57 8.07 15.3 23.24 19.47 31.42 28.68 27.92 11.08 15.54 19.13
one-to-many 12.08 9.92 15.6 31.39 20.01 33 31.06 28.43 17.67 17.68 21.68
many-to-many 10.57 9.84 14.3 28.48 17.91 30.39 29.67 26.23 18.15 15.58 20.11

Table 6: En→X test BLEU on the 103-language corpus

3.2 Results

Table 5 describes the results when translating into
English. First, we can see that both multilingual
models perform better than the baselines in terms
of average BLEU. This shows that massively mul-
tilingual many-to-many models can work well in
realistic settings with millions of training exam-
ples, 102 languages and 204 jointly trained direc-
tions to-and-from English. Looking more closely,
we note several different behaviors in comparison
to the low-resource experiments on the TED Talks
corpus. First, the many-to-one model here per-
forms better than the many-to-many model. This
shows that the previous result was indeed due to
the pathologies of the low-resource dataset; when
the training data is large enough and not multi-
way-parallel there is no overfitting in the many-to-
one model, and it outperforms the many-to-many
model in most cases while they are trained identi-
cally.

One particular outlier in this case is German-to-
English, where the many-to-one model is 2 BLEU
points below the many-to-many model. We exam-
ine the BLEU score of this language pair on its
dedicated German-English development set dur-
ing training in the many-to-one model and find
that it highly fluctuates. We then measure the
performance on the test set for this language pair
by choosing the best checkpoint on the dedicated
German-English development set (instead of on
the mixed multilingual development set) and find
it to be 38.07, which is actually higher in 1 BLEU
than the best result of the many-to-many model.
This shows that while training many languages to-
gether, there is no “silver bullet”: some languages
may suffer from severe interference during train-
ing (i.e. a reduction of 3 BLEU in this case, from

38.07 to 35.05) while other languages continue to
improve with more updates.

Table 6 describes the results when translating
out-of-English. Again, both of the massively mul-
tilingual models perform better than the base-
lines when averaged across the 10 evaluated lan-
guage pairs, while handling up to 102 languages
to-and-from English and 204 translation tasks si-
multaneously. In this case the results are simi-
lar to those we observed on the TED talks cor-
pus, where the one-to-many model performs better
than the many-to-many model. Again, this advan-
tage may be due to the one-to-many model han-
dling a smaller number of tasks while not being
biased towards English in the target side like the
many-to-many model.

4 Analysis

The above results show that massively multilin-
gual NMT is indeed possible in large scale settings
and can improve performance over strong bilin-
gual baselines. However, it was shown in a some-
what extreme case with more than 100 languages
trained jointly, where we saw that in some cases
the joint training may harm the performance for
some language pairs (i.e. German-English above).
In the following analysis we would like to bet-
ter understand the trade-off between the number
of languages involved and the translation accu-
racy while keeping the model capacity and train-
ing configuration fixed.

4.1 Multilinguality & Supervised
Performance

We first study the effect of varying the num-
ber of languages on the translation accuracy in
a supervised setting, where we focus on many-
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Ar-En En-Ar Fr-En En-Fr Ru-En En-Ru Uk-En En-Uk Avg.
5-to-5 23.87 12.42 38.99 37.3 29.07 24.86 26.17 16.48 26.14
25-to-25 23.43 11.77 38.87 36.79 29.36 23.24 25.81 17.17 25.8
50-to-50 23.7 11.65 37.81 35.83 29.22 21.95 26.02 15.32 25.18
75-to-75 22.23 10.69 37.97 34.35 28.55 20.7 25.89 14.59 24.37
103-to-103 21.16 10.25 35.91 34.42 27.25 19.9 24.53 13.89 23.41

Table 7: Supervised performance while varying the number of languages involved

Ar-Fr Fr-Ar Ru-Uk Uk-Ru Avg.
5-to-5 1.66 4.49 3.7 3.02 3.21
25-to-25 1.83 5.52 16.67 4.31 7.08
50-to-50 4.34 4.72 15.14 20.23 11.1
75-to-75 1.85 4.26 11.2 15.88 8.3
103-to-103 2.87 3.05 12.3 18.49 9.17

Table 8: Zero-Shot performance while varying the
number of languages involved

to-many models. We create four subsets of the
in-house dataset by sub-sampling it to a differ-
ent number of languages in each subset. In
this way we create four additional English-centric
datasets, containing 5, 25, 50 and 75 languages
each to-and-from English. We make sure that
each subset contains all the languages from the
next smaller subsets – i.e. the 25 language sub-
set contains the 5 language subset, the 50 lan-
guage subset contains the 25 language subset and
so on. We train a similar-capacity large Trans-
former model (with 473.7M parameters) on each
of these subsets and measure the performance for
each model on the 8 supervised language pairs
from the smallest subset – {Arabic, French, Rus-
sian, Ukrainian}↔English. In this way we can
analyze to what extent adding more languages im-
proves or harms translation quality while keeping
the model capacity fixed, testing the capacity vs.
accuracy “saturation point”.

Table 7 shows the results of this experiment,
reporting the test results for the models that per-
formed best on the multilingual development set.
We can see that in most cases the best results
are obtained using the 5-to-5 model, showing that
there is indeed a trade off between the number
of languages and translation accuracy when us-
ing a fixed model capacity and the same train-
ing setup. One may expect that the gaps between
the different models should become smaller and
even close with more updates, as the models with
more languages see less examples per language
in each batch, thus requiring more updates to im-
prove in terms of BLEU. However, in our setting
these gaps did not close even after the models con-
verged, leaving 2.73 average BLEU difference be-

tween the 5-to-5 and the 103-to-103 model.

4.2 Multilinguality & Zero-Shot
Performance

We then study the effect of the number of lan-
guages on zero-shot translation accuracy. Since
we find zero-shot accuracy as an interesting mea-
sure for model generalization, we hypothesize that
by adding more languages, the model is forced to
create a more generalized representation to bet-
ter utilize its capacity, which may improve zero-
shot performance. We choose four language pairs
for this purpose: Arabic↔French which are dis-
tant languages, and Ukrainian↔Russian which are
similar. Table 8 shows the results of our models
on these language pairs. For Arabic↔French the
BLEU scores are very low in all cases, with the
50-to-50 and 25-to-25 models being slightly bet-
ter than rest on Ar-Fr and Fr-Ar respectively. On
Russian↔Ukrainian we see clear improvements
when increasing the number of languages to more
than five.

Figure 2 further illustrates this, showing the bet-
ter generalization performance of the massively
multilingual models under this zero-shot setting.
While the zero-shot performance in this case is
low and unstable for the 5-to-5 and 25-to-25 mod-

update 5-to-5 25-to-25 50-to-50 75-to-75 103-to-103
0 0 0 0 0 0

25000 3.360397369 7.345648855 7.028211653 6.687645614 6.629930437
50000 2.003555186 10.08476391 11.66040972 11.46485135 11.34905592
100000 2.383616194 9.54657495 15.44517726 14.72926438 13.17522973
150000 2.588021383 7.121089101 14.5408541 15.54533243 15.89359492
200000 2.589718811 10.99432111 15.82096368 17.38970876 16.26121253
250000 2.854427323 14.00393397 16.53215885 15.97282737 15.3215304
300000 2.823847346 6.934611499 16.78672731 16.52613729 16.16107672
350000 2.950227261 4.779103771 16.73545986 16.12752229 17.03165472
400000 4.301280901 6.631205231 16.16190225 17.38892049 17.55904406
450000 3.882381693 6.804813445 18.20554733 17.48778224 17.9339543
500000 3.45445089 6.358428299 17.32598543 16.71108902 15.97367823
550000 3.18 6.38 18.65 18.28 17.4
600000 2.86 9.5 18.46 14.92 17.12
650000 2.55 12.2 18.98 15.68 16.19
700000 2.98 8.44 20.16 15.4 18.52

Figure 2: Zero-shot BLEU during training for Ukra-
nian to Russian
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els, it is much better for the 50-to-50, 75-to-75 and
103-to-103 models. Given these results we can
say that the balance between capacity and general-
ization here favors the mid range 50-to-50 model,
even when using models with more than 473M
trained parameters. This may hint at the neces-
sity of even larger models for such settings, which
is a challenging avenue for future work. We also
note that our 103 language corpus includes up to
one million examples per language pair – while in
real-world MT deployments, systems are trained
on much more examples per pair. This again em-
phasizes the need for better techniques for training
such massively multilingual models as we may al-
ready be hitting the capacity barrier in our setting.

5 Related Work

Dong et al. (2015) extended the NMT model of
Bahdanau et al. (2014) to one-to-many translation
(from English into 4 languages) by adding a ded-
icated decoder per target language, showing im-
provements over strong single-pair baselines. Fi-
rat et al. (2016a,b) proposed many-to-many mod-
els (with up to 6 languages) by using separate en-
coders and decoders per language while sharing
the attention mechanism. They also introduced
the notion of zero-resource translation, where they
use synthetic training data generated through piv-
oting to train translation directions without avail-
able training data. Ha et al. (2016) and Johnson
et al. (2017) proposed to use a shared encoder-
decoder-attention model for many-to-many trans-
lation (with up to 7 languages in the latter). In
order to determine the target language in such
scenarios they proposed adding dedicated target-
language symbols to the source. This method en-
abled zero-shot translation, showing the ability of
the model to generalize to unseen pairs.

Recent works propose different methods for pa-
rameter sharing between language pairs in mul-
tilingual NMT. Blackwood et al. (2018) propose
sharing all parameters but the attention mechanism
and show improvements over sharing all param-
eters. Sachan and Neubig (2018) explore shar-
ing various components in self-attentional (Trans-
former) models. Lu et al. (2018) add a shared “in-
terlingua” layer while using separate encoders and
decoders. Zaremoodi et al. (2018) utilize recurrent
units with multiple blocks together with a trainable
routing network. Platanios et al. (2018) propose
to share the entire network, while using a contex-

tual parameter generator that learns to generate the
parameters of the system given the desired source
and target languages. Gu et al. (2018) propose
a “Universal Language Representation” layer to-
gether with a Mixture-of-Language-Experts com-
ponent to improve a many-to-one model from 5
languages into English.

While the mentioned studies provide valuable
contributions to improving multilingual models,
they apply their models on only up to 7 languages
(Johnson et al., 2017) and 20 trained directions
(Cettolo et al., 2017) in a single model, whereas
we focus on scaling NMT to much larger num-
bers of languages and trained directions. Regard-
ing massively multilingual models, Neubig and
Hu (2018) explored methods for rapid adaptation
of NMT to new languages by training multilin-
gual models on the 59-language TED Talks cor-
pus and fine-tuning them using data from the new
languages. While modeling significantly more
languages than previous studies, they only train
many-to-one models, which we show are inferior
in comparison to our proposed massively multi-
lingual many-to-many models when evaluated into
English on this dataset.

Tiedemann (2018) trained an English-centric
many-to-many model on translations of the bible
including 927 languages. While this work pointed
to an interesting phenomena in the latent space
learned by the model where it clusters repre-
sentations of typologically-similar languages to-
gether, it did not include any evaluation of the
produced translations. Similarly, Malaviya et al.
(2017) trained a many-to-English system includ-
ing 1017 languages from bible translations, and
used it to infer typological features for the dif-
ferent languages (without evaluating the transla-
tion quality). In another relevant work, Artetxe
and Schwenk (2018) trained an NMT model on
93 languages and used the learned representations
to perform cross-lingual transfer learning. Again,
they did not report the performance of the transla-
tion model learned in that massively multilingual
setting.

6 Conclusions and Future Work

We showed that NMT models can successfully
scale to 102 languages to-and-from English with
204 trained directions and up to one million ex-
amples per direction. Such models improve the
translation quality over similar single-pair base-
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lines when evaluated to and from English by more
than 2 BLEU when averaged over 10 diverse lan-
guage pairs in each case. We show a similar re-
sult on the low-resource TED Talks corpus with 59
languages and 116 trained directions. We analyze
the trade-offs between translation quality and the
number of languages involved, pointing on capac-
ity bottlenecks even with very large models and
showing that massively multilingual models can
generalize better to zero-shot settings.

We hope this work will encourage future re-
search on massively multilingual NMT, enabling
easier support for systems that can serve more peo-
ple around the globe. There are many possible av-
enues for future work, including semi-supervised
learning in such settings, exploring ways to re-
duce the performance degradation when increas-
ing the number of languages, or using such models
for multilingual transfer learning (McCann et al.,
2017; Eriguchi et al., 2018; Artetxe and Schwenk,
2018). Understanding and improving zero-shot
performance in such scenarios is also a promising
direction for future work.
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Language Train set size
Arabic 214111
Hebrew 211819
Russian 208458
Korean 205640
Italian 204503
Japanese 204090
Chinese-Taiwan 202646
Chinese-China 199855
Spanish 196026
French 192304
Portuguese-Brazil 184755
Dutch 183767
Turkish 182470
Romanian 180484
Polish 176169
Bulgarian 174444
Vietnamese 171995
German 167888
Persian 150965
Hungarian 147219
Serbian 136898
Greek 134327
Croatian 122091
Ukrainian 108495
Czech 103093
Thai 98064
Indonesian 87406
Slovak 61470
Swedish 56647
Portuguese 51785
Danish 44940
Albanian 44525
Lithuanian 41919
Macedonian 25335
Finnish 24222
Burmese 21497
Armenian 21360
French-Canadian 19870
Slovenian 19831
Hindi 18798
Norwegian 15825
Kannada 13193
Estonian 10738
Kurdish 10371
Galician 10017
Marathi 9840
Mongolian 7607
Esperanto 6535
Tamil 6224
Urdu 5977
Azerbaijani 5946
Bosnian 5664
Chinese 5534
Malay 5220
Basque 5182
Bengali 4649
Belarusian 4509
Kazakh 3317

Table 9: Language pairs in the TED talks dataset (58
languages, paired with English) with the train-set size
for each pair.

Languages
Afrikaans Laothian
Albanian Latin
Amharic Latvian
Arabic Lithuanian
Armenian Luxembourgish*
Azerbaijani Macedonian
Basque Malagasy
Belarusian Malay
Bengali Malayalam
Bosnian Maltese
Bulgarian Maori
Burmese Marathi
Catalan Mongolian
Cebuano Nepali
Chichewa* Norwegian
Chinese Pashto
Corsican* Persian
Croatian Polish
Czech Portuguese
Danish Punjabi
Dutch Romanian
Esperanto Russian
Estonian Samoan*
Finnish Scots Gaelic*
French Serbian
Frisian Sesotho
Galician Shona*
Georgian Sindhi*
German Sinhalese
Greek Slovak
Gujarati Slovenian
Haitian Creole Somali
Hausa* Spanish
Hawaiian* Sundanese
Hebrew Swahili
Hindi Swedish
Hmong* Tagalog
Hungarian Tajik*
Icelandic Tamil
Igbo Telugu
Indonesian Thai
Irish Turkish
Italian Ukrainian
Japanese Urdu
Javanese Uzbek
Kannada Vietnamese
Kazakh Welsh
Khmer Xhosa
Korean Yiddish
Kurdish Yoruba*
Kyrgyz Zulu

Table 10: Language pairs in the in-house dataset (102
languages, paired with English). For languages marked
with * we had less than 1M examples, while for the rest
we used exactly 1M.
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Abstract
There is no consensus on the state-of-the-
art approach to historical text normalization.
Many techniques have been proposed, in-
cluding rule-based methods, distance metrics,
character-based statistical machine translation,
and neural encoder–decoder models, but stud-
ies have used different datasets, different eval-
uation methods, and have come to different
conclusions. This paper presents the largest
study of historical text normalization done so
far. We critically survey the existing literature
and report experiments on eight languages,
comparing systems spanning all categories of
proposed normalization techniques, analysing
the effect of training data quantity, and using
different evaluation methods. The datasets and
scripts are made publicly available.

1 Introduction1

Spelling variation is one of the key challenges for
NLP on historical texts, affecting the performance
of tools such as part-of-speech taggers or parsers
and complicating users’ search queries on a cor-
pus. Normalization is often proposed as a solu-
tion; it is commonly defined as the mapping of his-
torical variant spellings to a single, contemporary
“normal form” as exemplified in Figure 1.

Automatic normalization of historical texts has
a long history, going back to at least Fix (1980).
Earlier approaches often rely on hand-crafted al-
gorithms tailored to one specific language, while
more recent approaches have focused on super-
vised machine learning, particularly character-
based statistical machine translation (SMT) and
its neural equivalent (NMT). However, no clear
consensus has emerged about the state of the art
for this task, with papers either reporting an ad-
vantage for NMT (Hämäläinen et al., 2018), SMT

1This work largely builds upon the author’s doctoral thesis
(Bollmann, 2018), the research for which was carried out at
Ruhr-Universität Bochum, Germany.
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thair
thaire
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thayr

theaire

theiare
theireþer

þere

þair

theyr

thir

ther
thar

Figure 1: Historical text normalization exemplified:
mapping variant spellings from historical English texts
to their normalization ‘their’

(Domingo and Casacuberta, 2018), or language-
specific algorithms (Schneider et al., 2017). More-
over, the quantity of annotated training data varies
considerably between studies, making it diffi-
cult to obtain practical recommendations for new
projects seeking to use normalization techniques.

Contributions This paper aims to provide the
most comprehensive evaluation and analysis of
historical text normalization systems so far. Mo-
tivated by a systematic review of previous work
on this topic (Sec. 2), only publicly available nor-
malization systems covering a wide range of pro-
posed techniques are selected (Sec. 3) and eval-
uated across a diverse collection of historical
datasets covering eight languages (Sec. 4). This
is followed by a detailed analysis of the effect
of training data quantity and a critical discussion
of evaluation methods for assessing normalization
quality (Sec. 5).

The datasets and code are made freely available
whenever possible,2 along with detailed instruc-
tions on how to reproduce the experiments.

2https://github.com/coastalcph/
histnorm; one dataset could not be included due to
licensing restrictions.
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2 A Brief Survey of Automatic Historical
Text Normalization

The following overview is broadly organized by
categories that each represent a conceptually or
methodically different approach.

2.1 Substitution Lists

The conceptually simplest form of normalization
is to look up each historical variant in a pre-
compiled list that maps it to its intended normal-
ization. This approach can go by many names,
such as lexical substitution, dictionary lookup,
wordlist mapping, or memorization. While it does
not generalize in any way to variants that are not
covered by the list, it has proven highly effective
as a component in several normalization systems,
such as the semi-automatic VARD tool (Rayson
et al., 2005; Baron and Rayson, 2008) or the fully
automatic Norma tool (Bollmann, 2012).

2.2 Rule-based Methods

Rule-based approaches try to encode regularities
in spelling variants—e.g., historical 〈v〉 often rep-
resenting modern 〈u〉—in the form of replacement
rules, typically including context information to
discriminate between different usages of a charac-
ter. Some of the earliest approaches to normaliza-
tion are rule-based, with rules being created man-
ually for one particular language, such as Old Ice-
landic (Fix, 1980) or Old German (Koller, 1983).

VARD 2 uses “letter replacement rules” to con-
struct normalization candidates, but is not neces-
sarily concerned with precision due to its inter-
active nature (Baron and Rayson, 2008). Boll-
mann et al. (2011) describe a supervised learning
algorithm to automatically derive context-aware
replacement rules from training data, including
“identity rules” that leave a character unchanged,
then apply one rule to each character of a historical
word form to produce a normalization. Porta et al.
(2013) model phonological sound change rules for
Old Spanish using finite-state transducers; Etxe-
berria et al. (2016) describe a similarly motivated
model that can be trained in a supervised manner.

Rule-based methods are also commonly found
when the goal is not to produce a single best nor-
malization, but to cluster a group of spelling vari-
ants (Giusti et al., 2007) or to retrieve occurrences
of variant spellings given a modern form in an
information retrieval (IR) scenario (Ernst-Gerlach
and Fuhr, 2006; Koolen et al., 2006).

2.3 Distance-based Methods

Approaches using edit distance measures (such as
Levenshtein distance; Levenshtein, 1966) are most
commonly found in an IR context, since mea-
sures that compare two word forms are a natu-
ral fit for matching a search term with relevant
word forms in a historical document (e.g., Robert-
son and Willett, 1993). Weighted variants of dis-
tance measures can be used to assign lower costs
to more likely edit operations (Kempken et al.,
2006; Hauser and Schulz, 2007).

In a normalization context, distance measures
can be used to compare historical variants to en-
tries in a contemporary full-form lexicon (Keste-
mont et al., 2010; Jurish, 2010a). Norma includes
a distance-based component whose edit weights
can be learned from a training set of normaliza-
tions (Bollmann, 2012). Pettersson et al. (2013a)
find a similar approach to be more effective than
hand-crafted rules on Swedish. Sometimes, the
line between distance-based and rule-based meth-
ods get blurred; Adesam et al. (2012) use the Lev-
enshtein algorithm to derive “substitution rules”
from training data, which are then used to link up
historical Swedish forms with lexicon entries; van
Halteren and Rem (2013) describe a comparable
approach for Dutch.

Furthermore, distance measures also lend them-
selves to unsupervised approaches for cluster-
ing historical variants of the same modern form,
where identifying the precise modern form is not
necessarily required (Amoia and Martínez, 2013;
Barteld et al., 2015).

2.4 Statistical Models

In a probabilistic view of the normalization task,
the goal is to optimize the probability p(t|s) that
a contemporary word form t is the normalization
of a historical word form s. This can be seen as
a noisy channel model, which has been used for
normalization by, e.g., Oravecz et al. (2010) and
Etxeberria et al. (2016).

More commonly, character-based statistical
machine translation (CSMT) has been applied to
the normalization task. Instead of translating
a sentence as a sequence of tokens, these ap-
proaches “translate” a historical word form as a
sequence of characters. This has been found to
be very effective for a variety of historical lan-
guages, such as Spanish (Sánchez-Martínez et al.,
2013), Icelandic and Swedish (Pettersson et al.,

3886



2013b), Slovene (Scherrer and Erjavec, 2013,
2016; Ljubešić et al., 2016), as well as Hungarian,
German, and English (Pettersson, 2016), where
it is usually found to outperform previous ap-
proaches.

Pettersson et al. (2014) find that a CSMT system
often performs best in a comparison with a filter-
ing method and a distance-based approach on five
different languages. Schneider et al. (2017) com-
pare VARD 2 to CSMT on English and find that
VARD 2 performs slightly better. Domingo and
Casacuberta (2018) evaluate both word-based and
character-based models and find that SMT outper-
forms a neural network model.

2.5 Neural Models
Neural network architectures have become pop-
ular for a variety of NLP tasks, and historical
normalization is no exception. Character-based
neural machine translation (CNMT) is the logi-
cal neural equivalent to the CSMT approach, and
has first been used for normalization of histori-
cal German (Bollmann et al., 2017; Korchagina,
2017) using encoder–decoder models with long
short-term memory (LSTM) units. Robertson and
Goldwater (2018) present a more detailed eval-
uation of this architecture on five different lan-
guages. Hämäläinen et al. (2018) evaluate SMT,
NMT, an edit-distance approach, and a rule-based
finite-state transducer, and advocate for a combi-
nation of these approaches to make use of their
individual strengths; however, they restrict their
evaluation to English.

Other neural architectures have rarely been
used for normalization so far. Al Azawi et al.
(2013) and Bollmann and Søgaard (2016) frame
the normalization task as a sequence labelling
problem, labelling each character in the historical
word form with its normalized equivalent. Keste-
mont et al. (2016) use convolutional networks
for lemmatization of historical Dutch. Overall,
though, the encoder–decoder model with recurrent
layers is the dominant approach.

2.6 Beyond Token-Level Normalization
The presented literature almost exclusively fo-
cuses on models where the input is a single to-
ken. In theory, it would be desirable to include
context from the surrounding tokens, as some his-
torical spellings can have more than one mod-
ern equivalent depending on the context in which
they are used (e.g., historical ther could represent

their or there). Remarkably few studies have at-
tempted this so far: Jurish (2010b) uses hidden
Markov models to select between normalization
candidates; Mitankin et al. (2014) use a language
model in a similar vein; Ljubešić et al. (2016) ex-
periment with “segment-level” input, i.e., a string
of several historical tokens as input to a normal-
izer. Since this area is currently very underex-
plored, it warrants a deeper investigation that goes
beyond the scope of this paper.

3 Experimental Setup

Systems The selection of normalization systems
follows two goals: (i) to include at least one sys-
tem for each major category as identified in Sec. 2;
and (ii) to use only freely available tools in order
to facilitate reproduction and application of the de-
scribed methods. To that effect, this study com-
pares the following approaches:

• Norma3 (Bollmann, 2012), which combines
substitution lists, a rule-based normalizer,
and a distance-based algorithm, with the op-
tion of running them separately or combined.
Importantly, it implements supervised learn-
ing algorithms for all of these components
and is not restricted to a particular language.

• cSMTiser4 (Ljubešić et al., 2016; Scherrer
and Ljubešić, 2016), which implements a
normalization pipeline using character-based
statistical machine translation (CSMT) using
the Moses toolkit (Koehn et al., 2007).

• Neural machine translation (NMT), in the
form of two publicly available implementa-
tions: (i) the model by Bollmann (2018), also
used in Bollmann et al. (2018);5 and (ii) the
model by Tang et al. (2018).6

Two systems were chosen for the NMT ap-
proach as they use very different hyperparameters,
despite both using comparable neural encoder–
decoder models: Bollmann (2018) uses a single
LSTM layer with dimensionality 300 in the en-
coder and decoder, while Tang et al. (2018) use
six vanilla RNN cells with dimensionality 1024.

3https://github.com/comphist/norma
4https://github.com/clarinsi/csmtiser
5I reimplemented the model here using the XNMT toolkit

(Neubig et al., 2018).
6https://github.com/tanggongbo/

normalization-NMT; their model uses the deep
transition architecture of Sennrich et al. (2017, Sec. 2.3.1) as
implemented by Marian (Junczys-Dowmunt et al., 2018).
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Dataset/Language Time Period Genre Tokens

TRAIN DEV TEST

DEA German (Anselm) 14th–16th c. Religious 233,947 45,996 45,999
DER German (RIDGES) 1482–1652 Science 41,857 9,712 9,587
EN English 1386–1698 Letters 147,826 16,334 17,644
ES Spanish 15th–19th c. Letters 97,320 11,650 12,479
HU Hungarian 1440–1541 Religious 134,028 16,707 16,779
IS Icelandic 15th c. Religious 49,633 6,109 6,037
PT Portuguese 15th–19th c. Letters 222,525 26,749 27,078
SLB Slovene (Bohorič) 1750–1840s Diverse 50,023 5,841 5,969
SLG Slovene (Gaj) 1840s–1899 Diverse 161,211 20,878 21,493
SV Swedish 1527–1812 Diverse 24,458 2,245 29,184

Table 1: Historical datasets used in the experiments

Datasets Table 1 gives an overview of the his-
torical datasets. They are taken from Bollmann
(2018) and represent the largest and most var-
ied collection of datasets used for historical text
normalization so far, covering eight languages
from different language families—English, Ger-
man, Hungarian, Icelandic, Spanish, Portuguese,
Slovene, and Swedish—as well as different text
genres and time periods. Furthermore, most of
these have also been used in previous work, such
as the English, Hungarian, Icelandic, and Swedish
datasets (e.g., Pettersson et al., 2014; Pettersson,
2016; Robertson and Goldwater, 2018; Tang et al.,
2018) and the Slovene datasets (e.g., Ljubešić
et al., 2016; Scherrer and Erjavec, 2016; Etxeber-
ria et al., 2016; Domingo and Casacuberta, 2018).

Additionally, contemporary datasets are re-
quired for the rule-based and distance-based com-
ponents of Norma, as they expect a list of valid
target word forms to function properly. For this,
we want to choose resources that are readily avail-
able for many languages and are reliable, i.e., con-
sist of carefully edited text. Here, I choose a
combination of three sources:7 (i) the normaliza-
tions in the training sets, (ii) the Europarl corpus
(Koehn, 2005), and (iii) the parallel Bible corpus
by Christodouloupoulos and Steedman (2015).
The only exception is Icelandic, which is not cov-
ered by Europarl; here, we can follow Petters-
son (2016) instead by using data from two spe-
cialized resources, the BÍN database (Bjarnadót-
tir, 2012) and the MÍM corpus (Helgadóttir et al.,
2012). This way, we obtain full-form lexica of

7Detailed descriptions of the data extraction procedure
can be found in the Supplementary Material.

12k–64k word types from the Bible corpus, 55k–
268k types from Europarl, and 2.8M types from
the Icelandic resources.

Preprocessing The most important preprocess-
ing decisions8 are (i) to lowercase all characters
and (ii) to remove all punctuation-only tokens.
Both capitalization and punctuation often cannot
be handled correctly without considering token
context, which all current normalization models
do not do. Furthermore, their usage can be very
erratic in historical texts, potentially distorting
the evaluation; e.g., when a text uses punctuation
marks according to modern conventions, their nor-
malization is usually trivial, resulting in artificial
gains in normalization accuracy that other texts do
not get. At the same time, most previous work has
not followed these same preprocessing guidelines,
making a direct comparison more difficult. This
work tries to make up for this by evaluating many
different systems, effectively reproducing some of
these previous results instead.

4 Evaluation

All models are trained and evaluated separately
for each dataset by calculating word accuracy over
all tokens. In particular, there is no step to dis-
criminate between tokens that require normaliza-
tion and those that do not; all word forms in the
datasets are treated equally.

For Norma, all components are evaluated both
separately and combined, as the former gives us
insight into the performance of each individual

8The full preprocessing steps can be found in the Supple-
mentary Material.
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Method Dataset

DEA DER EN ES HU IS PT SLB SLG SV

Identity 30.63 44.36 75.29 73.40 17.53 47.62 65.19 40.74 85.38 58.59
Maximum 94.64 96.46 98.57 97.40 98.70 93.46 97.65 98.71 98.96 98.97

Norma, Lookup 83.86 82.15 92.45 92.51 74.58 82.84 91.67 81.76 93.90 83.80
Norma, Rule-based 76.48 82.52 90.85 88.59 78.73 83.72 86.33 86.09 91.63 85.23
Norma, Distance-based 58.92 73.30 83.92 84.41 62.38 69.95 77.28 71.02 88.20 76.03
Norma (Combined) 88.02 86.55 94.60 94.41 86.83 *86.85 94.19 89.45 91.44 87.12

cSMTiser 88.82 *88.06 *95.21 *95.01 *91.63 *87.10 *95.09 *93.18 *95.99 91.13
cSMTiser+LM 86.69 *88.19 95.24 95.02 91.70 *86.83 95.18 93.30 96.01 *91.11

NMT (Bollmann, 2018) 89.16 *88.07 94.80 *94.83 91.17 86.45 94.64 91.61 95.19 90.27
NMT (Tang et al., 2018) 89.64 88.22 94.95 *94.84 *91.65 87.31 94.51 92.60 *95.85 90.39

†SMT (Pettersson et al., 2014) – – 94.3– – 80.1– 71.8– – – – 92.9–
†NMT (Tang et al., 2018) – – 94.69 – 91.69 87.59 – – – 91.56

Table 2: Word accuracy of different normalization methods on the test sets of the historical datasets, in percent;
best result for each dataset in bold; results marked with an asterisk (*) are not significantly different from the
best result using McNemar’s test at p < 0.05. † indicates scores that were not (re)produced here, but reported
in previous work; they might not be strictly comparable due to differences in data preprocessing (cf. Sec. 3).
Additionally, Identity shows the accuracy when leaving all word forms unchanged, while Maximum gives the
theoretical maximum accuracy with purely token-level methods.

component, while the latter is reported to produce
the best results (Bollmann, 2012). For cSMTiser,
the authors suggest using additional monolingual
data to improve the language model; the contem-
porary datasets are used for this purpose and the
model is trained both without and with this ad-
ditional data; the latter is denoted cSMTiser+LM.
For NMT, the model by Bollmann (2018) is evalu-
ated using an ensemble of five models; the model
by Tang et al. (2018) is trained on character-level
input using the default settings provided by their
implementation.9

To illustrate how challenging the normalization
task is on different datasets, we can additionally
look at the identity baseline—i.e., the percentage
of tokens that do not need to be normalized—as
well as the maximum accuracy obtainable if each
word type was mapped to its most frequently oc-
curring normalization. The latter gives an indica-
tion of the extent of ambiguity in the datasets and
the disadvantage of not considering token context
(cf. Sec. 2.6).

Results Table 2 shows the results of this eval-
uation. The extent of spelling variation varies

9This is the “Att-RNN” setting reported in their paper; due
to the high computational demands of the model, it was not
feasible to run experiments with multiple configurations.

greatly between datasets, with less than 15% of
tokens requiring normalization (SLG) to more than
80% (HU). The maximum accuracy is above 97%
for most datasets, suggesting that we can ob-
tain high normalization accuracy in principle even
without considering token context.

For the normalization systems, we observe sig-
nificantly better word accuracy with SMT than
NMT on four of the datasets, and non-significant
differences on five others. There is only one
dataset (DEA) where the NMT system by Tang
et al. (2018) gets significantly better word accu-
racy than other systems. This somewhat con-
tradicts the results from Tang et al. (2018), who
find NMT to usually outperform the SMT baseline
by Pettersson et al. (2014). However, note that the
results for the cSMTiser system are often signifi-
cantly better than reported in previous work: e.g.,
on Hungarian, cSMTiser obtains 91.7% accuracy,
but only 80.1% with the SMT system from Pet-
tersson et al. (2014).

Overall, the deep NMT model by Tang et al.
(2018) consistently outperforms the shallow one
by Bollmann (2018). cSMTiser seems to ben-
efit from the added contemporary data for lan-
guage modelling, though the effect is not signif-
icant on any individual dataset. Finally, while
Norma does produce competitive results on sev-
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Method Dataset

DEA DER EN ES HU IS PT SLB SLG SV

Norma, Lookup 0.41 0.31 0.38 0.35 0.43 0.38 0.39 0.44 0.44 0.29
Norma, Rule-based 0.40 0.33 0.43 0.39 0.38 0.40 0.45 0.47 0.46 0.32
Norma, Distance-based 0.42 0.34 0.46 0.44 0.41 0.44 0.50 0.52 0.39 0.38
Norma (Combined) 0.41 0.33 0.45 0.42 0.34 0.42 0.51 0.51 0.42 0.31

cSMTiser 0.37 0.26 0.39 0.41 0.26 0.40 0.50 0.53 0.56 0.24
cSMTiser+LM 0.39 0.27 0.39 0.42 0.27 0.41 0.50 0.53 0.56 0.24

NMT (Bollmann, 2018) 0.38 0.26 0.39 0.43 0.27 0.40 0.48 0.47 0.51 0.23
NMT (Tang et al., 2018) 0.38 0.27 0.38 0.42 0.26 0.41 0.46 0.50 0.56 0.24

(a) CERI: character error rate on the subset of incorrect normalizations (lower is better)

Norma, Lookup 8.47 16.72 8.33 27.81 2.86 – 4.57 – – 7.42
Norma, Rule-based 12.82 26.73 8.48 26.33 12.44 – 5.65 – – 15.38
Norma, Distance-based 7.71 19.10 7.26 28.62 10.93 – 5.58 – – 12.18
Norma (Combined) 16.97 28.94 9.86 43.55 20.00 – 11.13 – – 20.75

cSMTiser 17.92 34.67 8.27 43.82 20.44 – 6.09 – – 17.73
cSMTiser+LM 12.23 33.83 8.46 42.93 20.40 – 6.60 – – 17.58

NMT (Bollmann, 2018) 17.24 33.65 7.96 39.22 18.30 – 5.92 – – 16.65
NMT (Tang et al., 2018) 16.34 34.19 9.43 40.99 19.84 – 6.46 – – 18.93

(b) Stemming accuracy: percentage of incorrect normalizations with correct word stems (higher is better)

Table 3: Evaluations on the subset of incorrect normalizations only; best results for each dataset in bold. Note that
this subset is different for each system, so for comparisons between systems, these numbers should be considered
in conjunction with word accuracy scores from Table 2.

eral datasets (particularly in the “combined” set-
ting), it is generally significantly behind the SMT
and NMT methods.

5 Analysis

5.1 Measuring Normalization Quality

While word accuracy is easily interpretable, it is
also a very crude measure, as it classifies predic-
tions as correct/incorrect without considering the
type of error(s) made by the model. Character er-
ror rate (CER) has sometimes been suggested as
a complement to address this issue, but I believe
this is not very insightful: For any normalization
system that achieves a reasonably high word accu-
racy, CER will highly correlate with accuracy sim-
ply because CER equals zero for any word that is
accurately normalized.10 At the same time, there
is a need for a more fine-grained way to assess
the normalization quality. Consider the follow-

10When comparing word accuracy scores in Table 2 with
the same configurations evaluated using CER, they correlate
with Pearson’s r ≈ −0.96.

ing example from the Hungarian dataset with its
predicted normalization from the NMT system by
Bollmann (2018):

(1) ORIG yduewzewlendewk
GOLD üdvözülendőek
PRED üdvözülendők

Here, the prediction matches the correct target
form almost perfectly, but would be counted as
incorrect since it misses an insertion of the let-
ter 〈e〉 towards the end. In this vein, it will be
treated the same by the word accuracy measure as
a prediction that, e.g., had left the original form
unchanged.

CERI One alternative is to consider character
error rate on the subset of incorrect normaliza-
tions only. This way, CER becomes a true com-
plement to word accuracy by assessing the mag-
nitude of error that a normalization model makes
when it is not perfectly accurate. The results of
this measure, denoted CERI, are shown in Ta-
ble 3a. The lowest CERI score is often achieved
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by Norma’s lookup module, which leaves histor-
ical word forms unchanged if they are not in its
lookup wordlist learned during training. This sug-
gests that the incorrect predictions made by other
systems are often worse than just leaving the his-
torical spelling unchanged.

Stemming Another problem of CER is that all
types of errors are treated the same: a one-letter
difference in inflection, such as king – kings or
came – come, would be treated identically to an
error that changes the meaning of the word (bids –
beds) or results in a non-word (creature – crya-
ture). I propose an approach that, to the best of
my knowledge, has not been used in normaliza-
tion evaluation before: measure accuracy on word
stems, i.e., process both the reference normaliza-
tion and the prediction with an automatic stem-
ming algorithm and check if both stems match.
For this evaluation, I choose the Snowball stem-
mer (Porter, 2001) as it contains stemming al-
gorithms for many languages (including the ones
represented here except for Icelandic and Slovene)
and is publicly available.11

Table 3b shows the accuracy on word stems,
again only evaluated on the subset of incorrect
normalizations, as this better highlights the differ-
ences between settings. This evaluation reveals
some notable differences between datasets: For
example, while the English and Spanish datasets
have very comparable accuracy scores overall (cf.
Tab. 2), they show very different characteristics in
the stemming evaluation; for English, only up to
9.86% of incorrect predictions show the correct
word stem, while for Spanish the number is up
to 43.82%. Examining predictions on the dev set,
many of the incorrectly predicted cases in Span-
ish result from mistakes in placement of diacrit-
ics, such as ésta – está or envíe – envié; the stem-
ming algorithm removes diacritics and can there-
fore match these instances. Overall, this gives
an indication that the errors made on the Spanish
dataset are less severe than those on English, de-
spite comparable word accuracy scores and a usu-
ally higher CERI for Spanish.

This case study shows that stemming can be
a useful tool for error analysis in normalization
models and reveal characteristics that neither word
accuracy nor CER alone can show.

11http://snowballstem.org/

5.2 Effect of Training Data Quantity
Supervised methods for historical text normal-
ization have been evaluated with highly vary-
ing amounts of training data: e.g., Domingo and
Casacuberta (2018) train a normalizer for 17th cen-
tury Spanish on 436k tokens; Etxeberria et al.
(2016) use only 8k tokens to train a normalizer for
Basque. Even in the evaluation in Sec. 4, train-
ing set sizes varied between 24k and 234k tokens,
depending on the dataset. Furthermore, many re-
search projects seeking to use automatic normal-
ization techniques cannot afford to produce train-
ing data in high quantity. All of this raises the
question how different normalization systems per-
form with varying amounts of training data, and
whether reasonable normalization results can be
achieved in a low-resource scenario.

Methodology All models are retrained on vary-
ing subsets of the training data, with sizes rang-
ing from 100 tokens to 50,000 tokens. However,
the lower the training set size is, the higher the
potential variance when training on it, since ran-
dom factors such as the covered spelling variants
or vocabulary are more likely to impact the re-
sults. Therefore, I choose the following approach:
For each dataset and training size, up to ten differ-
ent training splits are extracted,12 and a separate
model is trained on each one. Each model is then
evaluated on the respective development dataset,
and only the average accuracy across all splits is
considered.

Results Figure 2 shows two learning curves that
are representative for most of the datasets.13 They
reveal that Norma (in the “combined” setting)
performs best in extremely low-resource scenar-
ios, but is overtaken by the SMT approach as
more training data becomes available; usually al-
ready around 500–1000 tokens. The NMT mod-
els have a steeper learning curve, needing more
training data to become competitive. Extrapolat-
ing this trend, it is conceivable that the NMT mod-
els would simply need more training data than our
current datasets provide in order to consistently
outperform the SMT approach. On the other hand,
there appears to be no correlation between the size
of the training set (cf. Tab. 1) and the relative per-

12The ten training splits consist of chunks of n tokens
that are spaced equidistantly across the full training set; for
larger n, the number of chunks is reduced so that no splits
overlap to more than 50%.

13Plots for all datasets can be found in the Appendix.
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Figure 2: Word accuracy on the development sets for different amounts of training data (note that the x-axis is
log-scaled); NMT-1 is the model by Bollmann (2018), NMT-2 is the model by Tang et al. (2018).

formance of NMT vs. SMT (cf. Tab. 2) in the ex-
periments. Since I am not aware of larger datasets
for the historical normalization task, this remains
an open question for now.

A remarkable result is that very small amounts
of training data can already be helpful for the nor-
malization task. The English dataset has compar-
atively little spelling variation to begin with: leav-
ing all words unnormalized already results in an
accuracy of 75.5%. Still, with as little as 100 to-
kens for training, applying the Norma tool raises
the accuracy above 83%. For Hungarian, the same
amount of training data raises the accuracy from
17.8% (unnormalized) to around 50%. It would
be interesting to further compare these results with
fully unsupervised methods.

5.3 Out-of-Vocabulary Words

Robertson and Goldwater (2018) highlight the im-
portance of evaluating separately on seen vs. un-
seen tokens, i.e., tokens that have also been in
the training set (in-vocabulary) and those that have
not (out-of-vocabulary), as well as comparing to a
naive memorization baseline. These numbers are
presented in Table 4. For unseen tokens (Tab. 4b),
the accuracy scores follow generally the same
trend as in the full evaluation of Tab. 2; i.e., SMT
performs best in most cases. For seen tokens
(Tab. 4a), however, Norma’s lookup component—
which implements naive memorization—obtains
the highest score on nine datasets.

These observations suggest a new normaliza-
tion strategy: apply the naive lookup on the subset
of in-vocabulary tokens and the SMT/NMT mod-
els on the subset of out-of-vocabulary tokens only.

Table 5 shows the results of this strategy.14 On
nine datasets, it performs better than always us-
ing the learned models (as in Tab. 2), and this dif-
ference is statistically significant on five of them.
These results support the claim from Robertson
and Goldwater (2018) that “learned models should
typically only be applied to unseen tokens.”

6 Conclusion

This paper presented a large study of historical
text normalization. Starting with a systematic sur-
vey of the existing literature, four different sys-
tems (based on supervised learning) were eval-
uated and compared on datasets from eight dif-
ferent languages. On the basis of these results,
we can extract some practical recommendations
for projects seeking to employ normalization tech-
niques:

1. to use the Norma tool when only little train-
ing data (<500 tokens) is available;

2. to use cSMTiser otherwise, ideally with addi-
tional data for language modelling; and

3. to make use of the naive memoriza-
tion/lookup technique for in-vocabulary to-
kens when possible.

Furthermore, the qualitative analysis (in Sec. 5.1)
should encourage authors evaluating normaliza-
tion systems to use task-motivated approaches,
such as evaluation on word stems, to provide

14The non-lookup components of Norma are not included
in this evaluation since “Norma (Combined)” effectively im-
plements such a strategy already.
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Method Dataset

DEA DER EN ES HU IS PT SLB SLG SV

Norma, Lookup/Combined 92.36 93.66 97.46 96.59 96.81 89.51 97.04 97.15 98.17 97.61
Norma, Rule-based 80.34 89.26 93.17 89.98 88.42 86.21 88.77 93.61 96.10 92.10
Norma, Distance-based 60.79 78.85 86.77 85.89 67.04 70.99 78.93 77.49 94.54 84.17

cSMTiser 92.18 93.25 97.10 96.33 96.33 89.27 96.80 96.73 98.09 97.66
cSMTiser+LM 90.52 93.45 97.15 96.42 96.33 88.99 96.82 96.90 98.07 97.66

NMT (Bollmann, 2018) 91.91 93.29 97.19 96.37 96.18 88.67 96.72 95.92 97.56 97.01
NMT (Tang et al., 2018) 92.25 93.41 97.19 96.27 96.43 89.34 96.60 96.84 97.89 96.90

(a) In-vocabulary/seen tokens

Norma, Lookup 3.91 19.92 30.42 46.72 3.28 29.40 28.25 18.07 68.07 39.85
Norma, Rule-based 40.27 46.06 62.06 72.97 47.66 63.73 57.50 54.99 64.59 63.37
Norma, Distance-based 41.33 43.25 48.63 67.78 47.43 61.64 57.79 44.23 49.82 50.15
Norma (Combined) 47.25 48.13 59.18 69.93 54.83 65.52 60.62 57.57 50.71 53.73

cSMTiser 57.25 59.96 71.78 80.22 76.59 69.70 74.69 78.49 83.30 70.35
cSMTiser+LM 50.69 59.76 71.70 79.24 76.86 69.55 75.91 78.40 83.56 70.26

NMT (Bollmann, 2018) 63.24 59.83 65.17 77.57 75.13 68.66 70.00 73.75 80.87 68.78
NMT (Tang et al., 2018) 65.09 60.16 67.15 78.75 76.33 71.04 69.90 75.04 83.46 69.66

(b) Out-of-vocabulary/unseen tokens

Table 4: Word accuracy for seen/unseen tokens separately (cf. Sec. 5.3); best results for each dataset in bold.

Method Dataset

DEA DER EN ES HU IS PT SLB SLG SV

Best without lookup *89.64 *88.22 95.24 95.02 91.70 *87.31 95.18 93.30 *96.01 91.13

cSMTiser 88.98 *88.41 95.54 95.25 *92.00 *87.31 *95.31 93.52 *96.06 *91.09
cSMTiser+LM 88.35 *88.37 *95.53 *95.17 92.07 *87.30 95.39 *93.50 96.10 *91.07

NMT (Bollmann, 2018) 89.56 *88.38 95.05 95.03 91.66 *87.20 94.93 92.60 95.71 90.72
NMT (Tang et al., 2018) 89.74 88.45 95.19 *95.13 *91.94 87.46 94.92 92.85 *96.08 *90.93

Table 5: Word accuracy for the “lookup on seen tokens, learned models on unseen tokens” strategy, following
Robertson and Goldwater (2018) (cf. Sec. 5.3), compared to the best result without this strategy (according to
Table 2). Best result for each dataset in bold; results marked with an asterisk (*) are not significantly different from
the best result using McNemar’s test at p < 0.05.

deeper insight into the properties of their models
and datasets.

Detailed information on how to train and ap-
ply all of the evaluated techniques is made
available online at https://github.com/
coastalcph/histnorm.
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A Appendix

Figures 3 and 4 show plots of the learning curves
for all of the datasets.

A.1 Preprocessing
The full preprocessing steps of all datasets (both
historical and contemporary) comprise of:

1. lowercasing all tokens;

2. filtering out pairs where either the histori-
cal token or the reference normalization is
empty;

3. filtering out pairs where either the historical
token or the reference normalization consists
only of punctuation marks, defined as charac-
ters that belong to one of the Unicode “Punc-
tuation” categories;
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Figure 3: Word accuracy on the development sets for different amounts of training data (note that the x-axis is
log-scaled); NMT-1 is the model by Bollmann (2018), NMT-2 is the model by Tang et al. (2018).
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Figure 4: Word accuracy on the development sets (continued); NMT-1 is the model by Bollmann (2018), NMT-2
is the model by Tang et al. (2018).

4. replacing all digits with zeroes iff the digits
in the historical token and the reference nor-
malization match;

5. replacing actual space characters in either the
historical token or the reference normaliza-
tion with a special symbol that does not oth-
erwise occur in the dataset; and

6. performing Unicode normalization according
to the NFC standard.

Additionally, the preprocessing script can also
be found in the Supplementary Material or at
https://github.com/coastalcph/
histnorm.
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Abstract

It is well-known that distributional seman-
tic approaches have difficulty in distinguish-
ing between synonyms and antonyms (Grefen-
stette, 1992; Padó and Lapata, 2003). Recent
work has shown that supervision available in
English for this task (e.g., lexical resources)
can be transferred to other languages via cross-
lingual word embeddings. However, this kind
of transfer misses monolingual distributional
information available in a target language,
such as contrast relations that are indicative
of antonymy (e.g., hot…while…cold). In this
work, we improve the transfer by exploit-
ing monolingual information, expressed in the
form of co-occurrences with discoursemarkers
that convey contrast. Our approach makes use
of less than a dozen markers, which can eas-
ily be obtained for many languages. Compared
to a baseline using only cross-lingual embed-
dings, we show absolute improvements of 4–
10% F1-score in Vietnamese and Hindi.

1 Introduction

Recent work has shown that monolingual word
embeddings in different languages can be aligned
in an unsupervised manner (Artetxe et al., 2018;
Kementchedjhieva et al., 2018). The resulting
cross-lingual embeddings can be used to share
supervision for lexical classification tasks across
languages, when annotated data is not available
in one language. For instance, a model for dis-
tinguishing lexical relations such as hypernymy
and meronymy can be transferred to other lan-
guages (Glavaš and Vulić, 2018). However, this
kind of transfer, using only cross-lingual em-
beddings, misses useful monolingual information
available in the target language.
In this paper, we consider one lexical clas-

sification task, namely the distinction between
synonyms and antonyms, which is important

English German

hot cold
new old

ruhig

kalt
kühl

hitzig
scharf
heiß

kalt …WOBEI …heiß
(‘cold …WHILE …hot’)

co-occurrences with
discourse markers

Figure 1: Supervision for distinguishing antonyms
from synonyms can be derived using discourse mark-
ers. Here, antonyms available in English (denoted
by solid edge between hot and cold) are translated
to German via cross-lingual word embeddings. Us-
ing co-occurrences with discourse markers indicative
of antonymy (shown in box), we can identify pairs of
words in the n-best translations (clouds) that are also
antonymous (e.g., dashed edge between kalt and heiß).

for downstream applications such as contradic-
tion detection (Harabagiu et al., 2006; Marneffe
et al., 2008; Voorhees, 2008) and machine trans-
lation (Marton et al., 2011). To facilitate better
transfer, we propose to use monolingual informa-
tion in the form of word co-occurrences in con-
trast relations, in addition to cross-lingual embed-
dings (see Figure 1). In particular, we utilize the
fact that discourse markers conveying contrast are
more likely to be surrounded by antonyms than
synonyms (e.g., hot…while…cold), as shown by
Roth and Schulte im Walde (2014).
Our analysis reveals that (1) fine-grained se-

mantic information that is required to distinguish
synonyms from antonyms is insufficiently pre-
served cross-lingually in word embeddings, but (2)
such information can be recovered (at least par-
tially) by relying on linguistic intuitions about con-
trast relations in discourse.
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2 Related Work

The identification of paradigmatic relations such
as synonymy and antonymy has been a task of
interest for more than a decade. Early work fo-
cused on the identification of instances of a sin-
gle relation: for example, Charles and Miller
(1989) investigated co-occurrences as an indicator
for antonymy, Hearst (1992) introduced a pattern-
based approach to identify hypernymy, and Ed-
monds and Hirst (2002) applied distributional
statistics to identify synonymy.
Beyond the identification of instances of a

particular relation, more recent approaches at-
tempt to distinguish relations such as synonymy
and antonymy, based on lexico-syntactic pat-
terns, distributional information, or combinations
of both (Lin et al., 2003; Shwartz and Dagan,
2016). As supervision for weighting different fea-
tures, most recent work makes use of lexical re-
sources and/or lists of affix patterns that indicate
contrast morphologically (Yih et al., 2012; Mo-
hammad et al., 2013; Ono et al., 2015).
Supervision for lexical classification tasks is

not available in all languages. To overcome this
difficulty, some approaches (Mrkšić et al., 2017;
Glavaš andVulić, 2018) combine resources for En-
glish and cross-lingual word embeddings to distin-
guish lexical relations in other languages. That is,
they train and test one model across different lan-
guages. In contrast, we propose to first use unsu-
pervised translation techniques to transfer supervi-
sion into a target language, given resources avail-
able in English. More specifically, our approach
transfers supervision using a combination of unsu-
pervised cross-lingual embeddings (Artetxe et al.,
2018) and word co-occurrences with discourse
markers that indicate contrast. In doing so, our
approach generalizes the discourse-marker based
model for relation classification by Roth and
Schulte imWalde (2014) to a cross-lingual setting.

3 Our Approach

In this work, we address the task of distinguishing
synonyms and antonyms cross-lingually: given
a word pair (a, b) in a target language, a model
trained in a different source language determines
whether this constitutes a synonym or an antonym
pair. Our approach consists of two main ingre-
dients: a translation module that creates training
data in a target language (see Figure 2), and a clas-
sification module that uses this data in a supervised

English

corpus
synonyms &
antonyms

⟨more,less⟩

German

corpus

vecmap

more

less
mehr

kaum

weniger

cross-lingual
distance
(see §3.1)

n-best
translations
⟨mehr,mehr⟩

⟨kaum,weniger⟩
re-ranking

discourse
cues

(see §3.2)

German
train data

⟨mehr,weniger⟩

Figure 2: In our approach, we create training data
in multiple languages by translating English data via
cross-lingual word embeddings and discourse cues.

fashion. Our focus is on the first part, which we
describe in more detail below. For classification,
we re-use the LexNet model by Shwartz and Da-
gan (2016), which is a feed-forward network that
uses distributional word representations as input.

3.1 Cross-lingual Embeddings for
Translation

Our transfer approach addresses a general setting
that only assumes availability of monolingual data.
Accordingly, we induce a translation dictionary of
synonyms and antonyms in an unsupervised way,
instead of relying on manually crafted dictionar-
ies. We achieve this by finding n-best translations
of English words in a cross-lingual word embed-
ding space. We create this space using vecmap,
a method that aligns and maps embedding spaces
in two languages (Artetxe et al., 2018). Formally,
we define the nth best translation w

(n)
t of a source

word ws to be the nth nearest neighbor in the joint
semantic space (based on cosine similarity).

3.2 Re-ranking n-best Translations
While 1st best translations are often accurate, er-
roneous translations occur for example when two
related words in a source language are close to the
same words in the target language (e.g., less and
more share the same nearest neighbor in Figure 2:
mehr ’more’). In such cases, we aim to use mono-
lingual information about lexical relations in the
form of discourse cues. Specifically, given two
antonymous words as and bs (henceforth as ⊥ bs)
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Language Corpus size Data size Ratio
(in words) (in pairs) (#syn:#ant)

English (train) 2.1 B 10 932 50:50
German (dev) 0.7 B 811 52:48
Hindi 0.5 B 1 000 50:50
Vietnamese 0.2 B 353 45:55

Table 1: Data statistics of the classification datasets as
well as the corpora used to create word representations.
Note that the data used here consist of only synonyms
and antonyms (approximately in equal proportions).

in the source language, we want to choose transla-
tions a

(i)
t and b

(j)
t that are most likely antonymous

as well. We achieve this by re-ranking translations
a

(i)
t and b

(j)
t such that the probability Pr(a(i)

t ⊥b
(j)
t )

of them appearing in contrast relations is maxi-
mized. We only assume a set of discourse mark-
ers M that indicate contrast as knowledge about
the target language. We approximate Pr(a(i)

t ⊥
b
(j)
t ) by computing the pointwise mutual informa-
tion (PMI) between two terms, conditioned on co-
occurrence around a discourse marker m ∈ M :

Pr(a(i)
t ⊥ b

(j)
t ) ∼ min

m∈M
log

N(m) n(a
(i)
t , b

(j)
t |m)

n(a
(i)
t |m) n(b

(j)
t |m)

where N(m) is the frequency of discourse marker
m in the corpus, n(w|m) is the number of times
term w occurs with m, and n(w1, w2|m) is the
number of co-occurrences w1…m…w2. For sim-
plicity, we count all joint occurrences within a
sentence, regardless of sentence length and dis-
tance between words. In practice, the set M
is constructed by manually translating eight dis-
course markers that frequently indicate contrast re-
lations according to the Penn Discourse Treebank
2.0 (Prasad et al., 2007): although, by compari-
son, by contrast, however, nevertheless, nonethe-
less, though, and thus.

4 Experiments

Our experiments test the performance of an off-
the-shelf system for lexical relation classification
under different cross-lingual settings. In particu-
lar, we evaluate the performance of unsupervised
cross-lingual word embeddings and assess the ben-
efits of translation and re-ranking, taking into ac-
count word co-occurrences in contrast relations.

Experimental setup. For our experiments, we
use four languages: English, German, Hindi and

Vietnamese. The antonymy and synonymy dataset
by Nguyen et al. (2017) is used for training and
estimating an upper bound in English. For cross-
lingual development and hyper-parameter selec-
tion, we use the German dataset by Glavaš and
Vulić (2018). Specifically, we select the number of
hidden layers {0, 1}, learning rate {0.001,…,0.1},
dropout rate {0.0, 0.5}, and whether to include in-
formation on paths between words {yes, no}.1 As
examples of under-resourced languages, we eval-
uate on the Vietnamese dataset ViCon by Nguyen
et al. (2018) and on a new Hindi dataset, which we
crawled from hindi2dictionary.com.2 Note
that annotated data in these languages is held out
exclusively for testing.
The task addressed here is to distinguish syn-

onymous from antonymous words. Accordingly,
we consider only word pairs for training and test-
ing that are marked as antonyms or synonyms,
even if the original dataset also contains unrelated
words or other relations. Statistics of all consid-
ered word pairs, the ratio between synonyms and
antonyms, as well as sizes of the text corpora used
in our experiments are given in Table 1.

Models. We test our proposed approach against
two baselines: NoTrans andBestTrans. NoTrans
simply uses the training data in English and allows
us to test in how far semantic properties related to
the distinction between synonymy and antonymy
are preserved cross-lingually. BestTrans uses 1st
best translations of the English training data in a
target language, as described in Section 3.1.
Our own approach, henceforth called Ling-

Trans, is based on n-best translations and exploits
word co-occurrences in contrast relations for re-
ranking, as described in Section 3.2.
All three models take cross-lingual word em-

beddings as input. We created these as follows.
First, the unsupervised morphological analyzer of
Xu et al. (2018) is used to lemmatize the mono-
lingual corpora for the respective languages—the
German Wikipedia, the Vietnamese portion of the
LORELEI pack (Strassel and Tracey, 2016), and
the HindEnCorp corpus (Bojar et al., 2014). This
step ensures that we can compare the (stems of)

1Since we do not assume access to syntactic paths in the
target languages, we only experimented with lexical surface
paths and found them to consistently degrade performance.

2To verify the correctness of the crawled data, we asked
a native speaker to validate all instances. Since syn-
onym/antonym labels were derived automatically, validation
was only performed to remove noisy instances.
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LexNet-crosslingual de (dev) hi vi

NoTrans 59.9 54.6 42.2
BestTrans 62.2 59.2 46.9
LingTrans 64.2* 63.5* 56.8**

LexNet-monolingual (en) 70.1
+ path embeddings 74.3

Table 2: Macro-averaged F1-scores for crosslingual
synonymy/antonymy distinction in German (de), Hindi
(hi), and Vietnamese (vi). Significant differences
from NoTrans are marked by asterisk(s) (* p<0.1,
** p<0.01). Monolingual results in English (en) are
only shown for comparison.

word tokens in text to those of the word forms
that actually appear in the synonymy/antonymy
datasets. Note that, while we use an unsuper-
vised morphological analyzer, a stemmer can also
be used, if available for that language. Next,
we created monolingual embeddings for each lan-
guage using fastText (Bojanowski et al., 2017).
Finally, we applied the unsupervised variant of
vecmap (Artetxe et al., 2018) to compute align-
ments and cross-lingual mappings.
The word and discourse marker co-occurrence

counts required for our approach are computed on
the same monolingual corpora used for training
monolingual embeddings.

Results. Table 2 shows macro-averaged F1-
scores for crosslingual synonymy/antonymy dis-
tinction (top part) as well as monolingual results in
English for comparison (bottom part). The mono-
lingual results show that word embeddings pro-
vide appropriate information for classification in
most instances, achieving an F1-score of 70.1. The
comparatively low cross-lingual results by No-
Trans indicate that aligning and mapping embed-
ding spaces does not preserve all semantic proper-
ties relevant to the distinction between synonymy
and antonymy. The use of first-best translations
in BestTrans alleviates this issue partially and im-
proves F1 by up to 4.6 points. Our intuition re-
garding discourse cues in LingTrans leads to fur-
ther improvements of up to 9.9 additional points in
F1 and considerably closes the gap between mono-
lingual and cross-lingual results (56.8−64.2 vs.
70.1 F1). Based on an approximate randomization
test over the respective test items (Yeh, 2000), we
find the improvements of our proposed approach
LingTrans overNoTrans to be significant in Viet-

namese (p<0.01), German and Hindi (p<0.1). In
contrast, there is no significant difference in per-
formance between BestTrans and NoTrans, con-
firming that both translation and reranking are re-
quired to achieve consistent gains.

5 Analysis

Weexamine how far our proposed approach affects
performance on the task of synonymy–antonymy
distinction and discuss remaining shortcomings.
A first observation concerns the general vari-

ance of results across languages. In addition
to differences in terms of available corpus sizes,
we observe different challenges in each language
and dataset. Notably, each dataset is created
with its own linguistically motivated definitions
of antonymy and synonymy, some of which are
more relaxed than others. For example, Nguyen
et al. (2018) consider “words which are strongly
associated but highly dissimilar to each other” as
antonyms and “words that are highly similar in
meaning” as synonyms.
The performance of our baseline NoTrans sug-

gests that the distinction between synonyms and
antonyms in the crosslingual space is harder for
Vietnamese than for the other languages. At least
partially, this is due to errors and noise from
preprocessing (i.e., lemmatization). Also, Viet-
namese belongs to a different language family than
English. Consequently, information relevant to
the synonymy–antonymy distinction may be dis-
tributed differently in the target language space
than in the source language. In Hindi, some errors
specific to the data involve synonyms that denote
the same mythological deity (e.g., हनुमान / बजरंग-
बली ‘Hanuman/Bajrangbali’) and thus require fac-
tual knowledge for classification.
Even for our development language German, re-

sults suggest that there is room for improvement.
We examine the improvements achieved and re-
maining errors in German in more detail below.

Classification improvements. The main im-
provement of our LingTrans approach over Best-
Trans is reflected in an increased number of
correctly classified antonyms, mostly including
antonymous adjectives (e.g., ständig ‘steadily’
vs. sporadisch ‘sporadically’) but also mutu-
ally exclusive nouns (e.g., Privatgelände ‘private
grounds’ vs.Öffentlichkeit ‘public’). Compared to
the NoTrans baseline, we find BestTrans to sub-
stantially increase the number of correctly clas-
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sified synonyms (by almost 20%). In particu-
lar, this affects words derived from the same stem
(unzählig/zahllos ‘countless’), synonymous verbs
(pfuschen/schummeln ‘cheat’) as well as (near-
)synonymous adjectives (verfügbar/verwendbar
‘available/usable’).

Translation improvements. The observed
quantitative improvements are in line with
qualitative improvements that we see in the auto-
matically generated training data. For example,
more and less have the same 1st-best translation
in German according to the cross-lingual space
(mehr ‘more’); as illustrated in Figure 2, rerank-
ing is required to find the correct translation for
the latter word (i.e., weniger ‘less’). To quan-
tify translation improvements of our proposed
reranking method, we count the number of words
overlapping between the automatically translated
data and data available in the target languages.
Compared to the BestTrans baseline, we find our
LingTrans approach to improve overlap for Ger-
man, Hindi, and Vietnamese by 2%, 5% and 5%,
respectively. Despite the increase in word overlap,
it is worth noting that the overlap between training
and testing in terms of actual data instances (i.e.,
pairs of words) remains constant between 0% and
1%. A partial explanation for the improved results
could thus be that our reranking approach lets us
find translations that are generally more likely to
have an antonym (or synonym)—regardless of
which other word they are presented with. A sim-
ilar observation was made by Levy et al. (2015)
regarding hypernymy classification, in which they
found some words to be generally more likely
to be “category words”. Whether similar biases
exist in synonymy–antonymy classification will
be subject of future work.

Remaining errors. We categorized a randomly
selected subset of 30 mis-classifications. We
found 30% of the errors to be related to spar-
sity. In these cases, at least one word was in-
frequent or the word pair never co-occurred in
the corpus (e.g., unversöhnbar/unvereinbar ‘un-
forgiving/irreconcilable’). 27% of the errors can
be attributed to problems with the test data because
it contains “synonyms” that are only indirectly re-
lated (e.g., parieren/ausweichen ‘parry/dodge’).
The 42% remaining cases involve a number of

challenging antonyms and synonyms, but also a
few remarkably easy cases. The latter includemor-

phologically marked antonyms (e.g., Richtigkeit
‘correctness’ vs. Unrichtigkeit ‘incorrectness’)
and instances of synonyms that involve two iden-
tical words (e.g., Verwandtschaft/Verwandtschaft
‘kinship’), which presumably is an artifact of the
automatic translation step used in creating the
German dataset (see Glavaš and Vulić (2018)).
Both types of errors could be identified by sim-
ple heuristics but are incorrectly classified by the
model. On the other hand, hard cases involve
words of different linguistic register, which are ex-
pected to be distributed differently and therefore
hard to capture by distributional methods (e.g.,
mittellos/verarmt ‘penniless/impoverished’).
In summary, we find substantial improvement

through our transfermethod, compared to the base-
lines. However, further improvements could be
achieved, for example, taking into account regis-
ter (e.g., formal vs. colloquial) and morphological
marking (e.g., negation affixes).

6 Conclusion

We proposed to combine unsupervised cross-
lingual embeddings and discourse cues to gener-
ate supervision for distinguishing synonyms and
antonyms in under-resourced languages. Com-
pared to a baseline that uses only cross-lingual em-
beddings, we showed that the use of a small set of
discourse markers indicating contrast can yield ab-
solute improvements of up to 10% F1-score. The
simplicity of our approach allows to easily incor-
porate other features (e.g., morphological mark-
ing) and it can be extended to further languages
or lexical relations. For example, discourse mark-
ers that indicate specification and instantiation re-
lations (e.g. specifically, for instance) could be
used to detect hypernymy (cf. Roth and Schulte im
Walde (2014)). Beyond classification, another di-
rection for future work is to extend our approach
to distinguish synonyms and antonyms from unre-
lated word pairs. An interesting direction to pur-
sue would be to use multiple related languages,
to aid lexical relation classification in an under-
resourced language, instead of transferring super-
vision from a single language (English).
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Abstract

Cross-lingual word vectors are typically ob-
tained by fitting an orthogonal matrix that
maps the entries of a bilingual dictionary from
a source to a target vector space. Word vectors,
however, are most commonly used for sen-
tence or document-level representations that
are calculated as the weighted average of word
embeddings. In this paper, we propose an
alternative to word-level mapping that bet-
ter reflects sentence-level cross-lingual simi-
larity. We incorporate context in the transfor-
mation matrix by directly mapping the aver-
aged embeddings of aligned sentences in a par-
allel corpus. We also implement cross-lingual
mapping of deep contextualized word embed-
dings using parallel sentences with word align-
ments. In our experiments, both approaches
resulted in cross-lingual sentence embeddings
that outperformed context-independent word
mapping in sentence translation retrieval. Fur-
thermore, the sentence-level transformation
could be used for word-level mapping without
loss in word translation quality.

1 Introduction

Cross-lingual word vector models aim to embed
words from multiple languages into a shared vec-
tor space to enable cross-lingual transfer and dic-
tionary expansion (Upadhyay et al., 2016). One
of the most common and effective approaches for
obtaining bilingual word embeddings is by fitting
a linear transformation matrix on the entries of a
bilingual seed dictionary (Mikolov et al., 2013).
This approach is versatile and scalable: multilin-
gual embeddings can be obtained by mapping the
vector spaces of multiple languages into a shared
target language, typically English. In addition,
imposing an orthogonality constraint on the map-
ping ensures that the original pair-wise distances
are preserved after the transformation and results

in better word translation retrieval (Artetxe et al.,
2016; Smith et al., 2017).

While word vector spaces tend to be globally
consistent across language variations (Aldarmaki
et al., 2018), individual words like homographs
with unrelated senses (e.g. ‘bank’, ‘coast’) and
phrasal verbs (‘stand up’, ‘stand out’) are likely
to behave less consistently in multilingual vector
spaces due to their different usage distributions.
Consequently, using such words in the alignment
dictionary may result in suboptimal overall map-
ping. We propose two approaches to counteract
this effect by incorporating sentential context in
the mapping process without explicit word sense
disambiguation or additional linguistic resources.
The first approach is based on the recently pro-
posed contextualized embeddings from language
models, ELMo (Peters et al., 2018). Using a
parallel corpus with word-alignments, we extract
contextualized embeddings to construct a context-
aware dictionary for mapping. The second ap-
proach is to learn a transformation between sen-
tence embeddings rather than individual word em-
beddings. Since these embeddings include context
that spans full sentences, we surmise that a map-
ping learned at this level would be more robust to
individual word misalignments.

We used a constrained set of parallel sentences
ranging from one hundred to a million sentences
for alignment. We then evaluated the resultant
mappings on sentence translation retrieval among
English, Spanish, and German as test languages.
Our results show that context-aware mappings sig-
nificantly outperform context-independent cross-
lingual word mappings using reasonably-sized
parallel corpora, particularly when using contextu-
alized word embeddings. In addition, when aver-
aging static word embeddings, the sentence-level
mapping can still be used for word-level mapping
without loss in word translation quality.
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2 Related Work

For cross-lingual alignment, we follow the popu-
lar approach of fitting a linear transformation ma-
trix between word vector spaces that are indepen-
dently trained for each language. Aligning mono-
lingual word vector spaces using a seed dictio-
nary was originally proposed in Mikolov et al.
(2013). In Artetxe et al. (2016) and Smith et al.
(2017), it was shown that imposing an orthogonal-
ity constraint on the transformation leads to bet-
ter word translation quality. Recently, contextu-
alized word embeddings were proposed, where a
sequential neural network is trained as a language
model and then used to extract context-sensitive
word representations from the hidden states (Pe-
ters et al., 2018). We use parallel text in order
to align independently-trained contextualized em-
beddings across languages. Schuster et al. (2019)
independently proposed a cross-lingual alignment
approach for contextualized embeddings without
the use of parallel text.

3 Approach

3.1 Orthogonal Bilingual Mapping

Given a dictionary of source to target pairs
〈x, y〉 and matrix representations X and Y whose
columns are vector representations of the corre-
sponding dictionary items, we seek to find an or-
thogonal transformation matrix R that minimizes
the distances between the transformed vectors in
RX and Y . Formally,

R = arg min
R̂

‖R̂X − Y ‖ s. t. R̂T R̂ = I (1)

where ‖.‖ denotes the Frobenius norm. The or-
thogonality constraint ensures that pair-wise dis-
tances in the original source vector space are pre-
served after the transformation. As shown in
(Schönemann, 1966), the solution can be found by
singular value decomposition of Y XT

Y XT = UΣV T

Then,
R = UV T (2)

The resultant transformation, R, can then be
used to transform additional vectors in the source
vector space. The quality of the transformation
depends on the size and accuracy of the initial

dictionary, and it is typically evaluated on word
translation precision using nearest neighbor search
(Smith et al., 2017).

3.2 Mapping of Contextualized Embeddings
Word embeddings in a given language tend to have
similar structures as their translations in a tar-
get language (Aldarmaki et al., 2018), which en-
ables orthogonal mappings of word vector spaces
to generalize well across various languages. How-
ever, items in bilingual dictionaries typically re-
fer to specific word senses. In a given dictio-
nary pair, the source word may have multiple
senses that are not consistent with its aligned tar-
get translation (and vise versa), which could re-
sult in suboptimal global mappings. Intuitively,
better mappings could be obtained using sense-
disambiguated word embeddings, which could be
approximated from context. ELMo (Embeddings
from Language Models) is a recently-proposed
deep model for obtaining contextualized word em-
beddings, which are calculated as the hidden states
of a bi-LSTM network trained as a language model
(Peters et al., 2018). The network can be used in
lieu of static word embeddings within other mod-
els, which yields better performance in a range of
tasks, including word sense disambiguation. Sen-
tence embeddings can be obtained from ELMo
by averaging the contextualized word embeddings
(Perone et al., 2018).

Since ELMo generates dynamic, context-
dependent vectors, we cannot use a simple word-
level dictionary to map the model across lan-
guages. Instead, we use a parallel corpus with
word alignments, i.e using an IBM Model (Brown
et al., 1993), to extract a dynamic dictionary of
aligned contextualized word embeddings. De-
pending on the size of the parallel corpus, a large
dictionary can be extracted to learn an orthogonal
mapping as described in Section 3.1, which is then
applied post-hoc on newly generated contextual-
ized embeddings.

3.3 Sentence-Level Mapping
An alternative general approach for obtaining a
context-aware mapping is to learn sentence-level
transformations. Intuitively, a sentence is less am-
biguous than stand-alone words since the words
are interpreted within a specific context, so a map-
ping learned at the sentence-level is likely to be
less sensitive to individual word inconsistencies.
Therefore, we learn the mapping as described in
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Section 3.1 using a dictionary of aligned sentence
embeddings. Over a large parallel corpus, the ag-
gregate mapping can yield a more optimal global
solution compared to word-level mapping. This
approach can be applied using any model capable
of generating monolingual sentence embeddings.
In this work, we use the average of word vectors
in each sentence, where the word vectors are either
static or contextualized. For inference, monolin-
gual sentence embeddings are generated first, then
mapped to the target space using the sentence-
level transformation matrix.1

4 Experiments

We used skip-gram with subword information, i.e
FastText (Bojanowski et al., 2017), for the static
word embeddings, and ELMo for contextualized
word embeddings. Sentence embeddings were
calculated from ELMo as the arithmetic average of
the contextualized embeddings 2. For FastText, we
applied weighted averaging using smooth inverse
frequency (Arora et al., 2017), which works better
for sentence similarity compared to other averag-
ing schemes (Aldarmaki and Diab, 2018).

4.1 Data and Processing

We trained and aligned all models using the same
monolingual and parallel datasets. For mono-
lingual training, we used the 1 Billion Word
benchmark (Chelba et al., 2014) for English, and
equivalent subsets of ∼400 million tokens from
WMT’13 (Bojar et al., 2013) news crawl data. We
trained monolingual ELMo and FastText with de-
fault parameters. We used the WMT’13 common-
crawl data for cross-lingual mapping, and the
WMT’13 test sets for evaluating sentence trans-
lation retrieval. For all datasets, the only prepro-
cessing we performed was tokenization.

4.2 Evaluation Framework

We evaluated the cross-lingual mapping ap-
proaches on sentence translation retrieval, where
we calculate the accuracy of retrieving the correct
translation from the target side of a test parallel
corpus using nearest neighbor search with cosine
similarity. To assess the minimum bilingual data

1Since we use vector averaging, it doesn’t matter whether
we apply the learned transformation to the word embeddings
before averaging, or to the sentence embeddings after aver-
aging.

2We found that using the arithmetic average for ELMo
yields better results than weighted averaging.

requirements of each approach and measure how
the various models respond to additional data, we
split the training parallel corpus into smaller sub-
sets of increasing sizes, starting from 100 to a mil-
lion sentences (we double the size at each step).
Data splits and evaluation scripts are available
at https://github.com/h-aldarmaki/
sent_translation_retrieval.

4.3 Alignment Schemes
For ELMo, word embeddings need to be calcu-
lated from context, so we extracted a dictionary
of contextualized words from the parallel cor-
pora by first applying word-level alignments us-
ing Fast Align (Dyer et al., 2013). We then cal-
culated the contextualized embeddings for source
and target sentences, and extracted a dictionary
from the aligned words that have a one-to-one
alignment (i.e. we excluded phrasal alignments).
Since this can result in a very large dictionary,
we capped the number of dictionary words at 1M
for efficiency. For a fair comparison with Fast-
Text word-level mapping, we extracted a dictio-
nary from word alignment probabilities using the
same parallel sets. For each word in the source
language, we extracted its translation as the word
with the maximum alignment probability if the
maximum was unique3. As a baseline, we used
static dictionaries from (Conneau et al., 2017) to
obtain word-level mappings (dict). All align-
ments were performed from the source languages
to English.

4.3.1 Results
Sentence translation retrieval results in all lan-
guage directions are shown in Figure 1 (note the
x-axis denotes the size of the alignment corpus in
log scale). The arrows indicate the translation di-
rection from source to target, with en for English,
es for Spanish, and de for German. For clarity, the
legend shows the average accuracies in the final
step (1M).

Overall, ELMo word alignment resulted in the
highest sentence translation retrieval accuracies,
even with small amounts of training data; it ex-
ceeded the static dictionary baseline at around
2K parallel sentences. Sentence-level mapping
outperformed word-level mapping only when ad-
ditional parallel data were used (over 50K sen-
tences).

3Using other dictionary pairs generally resulted in lower
performance.
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ELMo (word) 82.23%
ELMo (sent) 84.03%
FastText (word) 74.00%
FastText (sent) 76.92%
FastText (dict) 69.04%

Figure 1: Nearest neighbor sentence translation ac-
curacy as a function of (log) parallel corpus size.
(word) refers to word-level mapping, (sent) to
sentence-level mapping, and (dict) refers to the
baseline (using a static dictionary for mapping). The
legend shows the average accuracies of each model us-
ing 1M parallel sentences.

With 1M sentences, sentence-level mapping of
FastText yielded an increase of ∼3% in all direc-
tions. Sentence-level ELMo underperformed in
the→ en directions until we used 100K sentences,
where we observed a sharp increase in accuracy
compared to the previous step of 50K sentences.
For ELMo, we note particular improvements in
zero-shot translation retrieval between the source
languages: es and de, where ELMo-based models
performed much higher than FastText. The oppo-
site is true for the → en directions, although the
difference is not as notable. This is an interesting

Language pair
Mapping level

word sentence
From source language to en:

es-en
k=1 56.46 54.43
k=5 70.93 68.97

de-en
k=1 50.00] 47.85
k=5 63.45 62.69

From en to source language:

en-es
k=1 56.98 57.52
k=5 72.68 72.15

en-de
k=1 42.32 43.27
k=5 63.99 62.84

Translation between source languages:

de-es
k=1 36.14 37.07
k=5 53.72 54.85

es-de
k=1 31.55 34.22
k=5 51.37 52.07

Average
k=1 45.58 45.73
k=5 62.69 62.26

Table 1: Word translation precision at k (%) using k
nearest neighbor search, with k ∈ {1, 5}.

Language pair
Mapping level

word sentence
en-es 0.6280 0.6362
en-de 0.6480 0.6476
es-de 0.6349 0.6383
Average 0.6370 0.6407

Table 2: The harmonic mean of Pearson and Spearman
correlations with human judgment on the SemEval’17
cross-lingual word similarity task.

observation and may indicate that contextualized
dictionaries result in a more balanced mapping,
while context-independent embeddings overfit the
mapping to the specific direction used for align-
ment.

4.3.2 Word-level Evaluation
Cross-lingual word embeddings are typically eval-
uated in word-translation retrieval: the precision
of correctly retrieving a translation from the vo-
cabulary of another language. Since this is a
context-free task, we evaluated the performance of
static word embeddings, FastText, using word vs.
sentence mapping (with 1M parallel sentences).
The transformation matrix learned at the sentence
level is used to transform the word embeddings.

We used the dictionaries from (Conneau et al.,
2017). We also evaluated on the SemEval’17
cross-lingual word similarity task (Camacho-
Collados et al., 2017), which is measured using
the average of Pearson and Spearman correla-
tion coefficients against human judgements. As
shown in Tables 1 and 2, the mapping learned at
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the sentence-level yields equivalent performance
to word-level mapping. While word-level map-
ping was slightly better in translating from source
languages (German and Spanish) to English, the
sentence-level mapping was better when trans-
lating between the source languages. In the
word similarity task, sentence-level mappings per-
formed slightly better in two out of the three cases.
Overall, the performance of both models are com-
parable, which indicates that a single transforma-
tion matrix learned at the sentence-level can be
used for both word and sentence-level tasks.

5 Discussion and Conclusions

We introduced alternatives to the popular word
mapping approach that incorporate context in the
mapping process. Given parallel corpora, context-
aware mappings were learned by mapping aligned
contextualized word embeddings or directly map-
ping the parallel sentence embeddings. Exper-
imental results showed significant gains in sen-
tence translation retrieval using contextualized
mappings compared to context-independent word
mapping. While word-level mappings worked bet-
ter with smaller parallel corpora, the performance
of sentence-level mapping continued to increase
with additional data until it outperformed word-
level mapping. In future work, we will explore
the viability of the sentence mapping approach on
other sentence embedding models.
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Abstract

We introduce Rosita, a method to pro-
duce multilingual contextual word represen-
tations by training a single language model
on text from multiple languages. Our
method combines the advantages of contex-
tual word representations with those of mul-
tilingual representation learning. We produce
language models from dissimilar language
pairs (English/Arabic and English/Chinese)
and use them in dependency parsing, seman-
tic role labeling, and named entity recognition,
with comparisons to monolingual and non-
contextual variants. Our results provide fur-
ther evidence for the benefits of polyglot learn-
ing, in which representations are shared across
multiple languages.

1 Introduction

State-of-the-art methods for crosslingual transfer
make use of multilingual word embeddings, and
much research has explored methods that align
vector spaces for words in different languages
(Faruqui and Dyer, 2014; Upadhyay et al., 2016;
Ruder et al., 2017). On the other hand, contextual
word representations (CWR) extracted from lan-
guage models (LMs) have advanced the state of
the art beyond what was achieved with word type
representations on many monolingual NLP tasks
(Peters et al., 2018). Thus, the question arises:
can contextual word representations benefit from
multilinguality?

We introduce a method to produce multilin-
gual CWR by training a single “polyglot” lan-
guage model on text in multiple languages. As
our work is a multilingual extension of ELMo (Pe-
ters et al., 2018), we call it Rosita (after a bilin-
gual character from Sesame Street). Our hypothe-
sis is that, although each language is unique, dif-
ferent languages manifest similar characteristics
(e.g., morphological, lexical, syntactic) which can

be exploited by training a single model with data
from multiple languages (Ammar, 2016). Previ-
ous work has shown this to be true to some de-
gree in the context of syntactic dependency pars-
ing (Ammar et al., 2016), semantic role label-
ing (Mulcaire et al., 2018), named entity recog-
nition (Xie et al., 2018), and language modeling
for phonetic sequences (Tsvetkov et al., 2016) and
for speech recognition (Ragni et al., 2016). Re-
cently, de Lhoneux et al. (2018) showed that pa-
rameter sharing between languages can improve
performance in dependency parsing, but the ef-
fect is variable, depending on the language pair
and the parameter sharing strategy. Other recent
work also reported that concatenating data from
different languages can hurt performance in de-
pendency parsing (Che et al., 2018). These mixed
results suggest that while crosslingual transfer in
neural network models is a promising direction,
the best blend of polyglot and language-specific
elements may depend on the task and architecture.
However, we find overall contextual representa-
tions from polyglot language models succeed in
a range of settings, even where multilingual word
type embeddings do not, and are a useful tech-
nique for crosslingual transfer.

We explore crosslingual transfer between
highly dissimilar languages (English→Chinese
and English→Arabic) for three core tasks: Univer-
sal Dependency (UD) parsing, semantic role label-
ing (SRL), and named entity recognition (NER).
We provide some of the first work using polyglot
LMs to produce contextual representations,1 and
the first analysis comparing them to monolingual
LMs for this purpose. We also introduce an LM
variant which takes multilingual word embedding
input as well as character input, and explore its

1Contemporaneous work uses polyglot LMs for natu-
ral language inference and machine translation (Lample and
Conneau, 2019).
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applicability for producing contextual word rep-
resentations. Our experiments focus on compar-
isons in three dimensions: monolingual vs. poly-
glot representations, contextual vs. word type em-
beddings, and, within the contextual representa-
tion paradigm, purely character-based language
models vs. ones that include word-level input.

Previous work has shown that contextual rep-
resentations offer a significant advantage over tra-
ditional word embeddings (word type representa-
tions). In this work, we show that, on these tasks,
polyglot character-based language models can
provide benefits on top of those offered by con-
textualization. Specifically, even when crosslin-
gual transfer with word type embeddings hurts
target language performance relative to monolin-
gual models, polyglot contextual representations
can improve target language performance relative
to monolingual versions, suggesting that polyglot
language models tie dissimilar languages in an ef-
fective way.

In this paper, we use the following terms:
crosslingual transfer and polyglot learning. While
crosslingual transfer is often used in situations
where target data are absent or scarce, we use it
broadly to mean any method which uses one or
more source languages to help process another tar-
get language. We also draw a sharp distinction be-
tween multilingual and polyglot models. Multilin-
gual learning can happen independently for differ-
ent languages, but a polyglot solution provides a
single model for multiple languages, e.g., by pa-
rameter sharing between languages in networks
during training.

2 Polyglot Language Models

We first describe the language models we use to
construct multilingual (and monolingual) CWR.

2.1 Data and Preprocessing

Because the Universal Dependencies treebanks we
use for the parsing task predominantly use Tradi-
tional Chinese characters and the Ontonotes data
for SRL and NER consist of Simplified Chinese,
we train separate language models for the two
variants. For English we use text from the Billion
Word Benchmark (Chelba et al., 2013), for Tradi-
tional Chinese, wiki and web data provided for the
CoNLL 2017 Shared Task (Ginter et al., 2017), for
Simplified Chinese, newswire text from Xinhua,2

2catalog.ldc.upenn.edu/LDC95T13

and for Arabic, newswire text from AFP.3 We use
approximately 60 million tokens of news and web
text for each language.

We tokenized the language model training data
for English and Simplified Chinese using Stan-
ford CoreNLP (Manning et al., 2014). The Tradi-
tional Chinese corpus was already pre-segmented
by UDPipe (Ginter et al., 2017; Straka et al.,
2016). We found that the Arabic vocabulary from
AFP matched both the UD and Ontonotes data rea-
sonably well without additional tokenization. We
also processed all corpora to normalize punctua-
tion and remove non-text.

2.2 Models and Training

We base our language models on the ELMo
method (Peters et al., 2018), which encodes each
word with a character CNN, then processes the
word in context with a word-level LSTM.4 Fol-
lowing Che et al. (2018), who used 20 million
words per language to train monolingual language
models for many languages, we use the same hy-
perparameters used to train the monolingual En-
glish language model from Peters et al. (2018), ex-
cept that we reduce the internal LSTM dimension
from 4096 to 2048.

For each target language dataset (Traditional
Chinese, Simplified Chinese, and Arabic), we pro-
duce:
• a monolingual language model with charac-

ter CNN (MONOCHAR) trained on that lan-
guage’s data;
• a polyglot LM (ROSITACHAR) trained with

the same code, on that language’s data with an
additional, equal amount of English data;
• a modified polyglot LM (ROSITAWORD), de-

scribed below.
The ROSITAWORD model concatenates a 300

dimensional word type embedding, initialized
with multilingual word embeddings, to the char-
acter CNN encoding of the word, before passing
this combined vector to the bidirectional LSTM.

3catalog.ldc.upenn.edu/LDC2001T55
4A possible alternative is BERT (Devlin et al., 2018),

which uses a bidirectional objective and a transformer
architecture in place of the LSTM. Notably, one of
the provided BERT models was trained on several lan-
guages in combination, in a simple polyglot approach
(see https://github.com/google-research/
bert/blob/master/multilingual.md). Our initial
exploration of multilingual BERT models raised sufficient
questions about preprocessing that we defer exploration to
future work.
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The idea of this word-level initialization is to bias
the model toward crosslingual sharing; because
words with similar meanings have similar repre-
sentations, the features that the model learns are
expected to be at least partially language-agnostic.
The word type embeddings used for these models,
as well as elsewhere in the paper, are trained on
our language model training set using the fastText
method (Bojanowski et al., 2017), and target lan-
guage vectors are aligned with the English ones
using supervised MUSE5 (Conneau et al., 2018).
See appendix for more LM training details.

3 Experiments

All of our task models (UD, SRL, and NER) are
implemented in AllenNLP, version 0.7.2 (Gardner
et al., 2018).6 We generally follow the default
hyperparameters and training schemes provided
in the AllenNLP library regardless of language.
See appendix for the complete list of our hyperpa-
rameters. For each task, we experiment with five
types of word representations: in addition to the
three language model types (MONOCHAR, ROSI-
TACHAR, and ROSITAWORD) described above,
we show results for the task models trained with
monolingual and polyglot non-contextual word
embeddings.

After pretraining, the word representations are
fine-tuned to the specific task during task train-
ing. In non-contextual cases, we fine-tune by up-
dating word embeddings directly, while in contex-
tual cases, we only update coefficients for a lin-
ear combination of the internal representation lay-
ers for efficiency (Peters et al., 2018). In order to
properly evaluate our models’ generalization abil-
ity, we ensure that sentences in the test data are
excluded from the data used to train the language
models.

3.1 Universal Dependency Parsing

We use a state-of-the-art graph-based dependency
parser with BiLSTM and biaffine attention (Dozat
and Manning, 2017). Specifically, the parser
takes as input word representations and 100-
dimensional fine-grained POS embeddings fol-
lowing Dozat and Manning (2017). We use the
same UD treebanks and train/dev./test splits as the

5For our English/Chinese and English/Arabic data, their
unsupervised method yielded substantially worse results in
word translation.

6We make our multilingual fork available at https://
github.com/pmulcaire/rosita

CoNLL 2018 shared task on multilingual depen-
dency parsing (Zeman et al., 2018). In particular,
we use the GUM treebank for English,7 GSD for
Chinese, and PADT for Arabic. For training and
validation, we use the provided gold POS tags and
word segmentation.

For each configuration, we run experiments five
times with random initializations and report the
mean and standard deviation. For testing, we use
the CoNLL 2018 evaluation script and consider
two scenarios: (1) gold POS tags and word seg-
mentations and (2) predicted POS tags and word
segmentations from the system outputs of Che
et al. (2018) and Qi et al. (2018).8 The former sce-
nario enables us to purely assess parsing perfor-
mance; see column 3 in Table 1 for these results on
Chinese and Arabic. The latter allows for a direct
comparison to the best previously reported parsers
(Chinese, Che et al., 2018; Arabic, Qi et al., 2018).
See Table 2 for these results.

As seen in Table 1, the Universal Dependencies
results generally show a significant improvement
from the use of CWR. The best results for both
languages come from the ROSITACHAR LM and
polyglot task models, showing that polyglot train-
ing helps, but that the word-embedding initializa-
tion of the ROSITAWORD model does not neces-
sarily lead to a better final model. The results also
suggest that combining ROSITACHAR LM and
polyglot task training is key to improve parsing
performance. Table 2 shows that we outperform
the state-of-the-art systems from the shared task
competition. In particular, our LMs even outper-
form the Harbin system, which uses monolingual
CWR and an ensemble of three biaffine parsers.

3.2 Semantic Role Labeling

We use a strong existing model based on BIO
tagging on top of a deep interleaving BiLSTM
with highway connections (He et al., 2017). The
SRL model takes as input word representations
and 100-dimensional predicate indicator embed-
dings following He et al. (2017). We use a stan-
dard PropBank-style, span-based SRL dataset for
English, Chinese, and Arabic: Ontonotes (Pradhan
et al., 2013). Note that Ontonotes provides annota-
tions using a single shared annotation scheme for

7While there are several UD English corpora, we choose
the GUM corpus to minimize domain mismatch.

8System outputs for all systems are available at
https://lindat.mff.cuni.cz/repository/
xmlui/handle/11234/1-2885
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vectors (lang.) task lang. UD LAS SRL F1 NER F1

fastText (CMN) CMN 85.15±0.12 69.79 76.31
fastText (CMN+ENG) CMN+ENG 84.92±0.28 70.82 76.05
MONOCHAR (CMN) CMN 87.55±0.25 74.14 78.18
ROSITACHAR (CMN+ENG) CMN 87.16±0.08 74.24 78.29
ROSITACHAR (CMN+ENG) CMN+ENG 87.75±0.16 74.69 77.68
ROSITAWORD (CMN+ENG) CMN 86.50±0.17 74.84 77.19
ROSITAWORD (CMN+ENG) CMN+ENG 86.37±0.35 74.69 77.16
Best prior work CMN – 62.83 75.63
fastText (ARA) ARA 82.58±0.51 50.50 71.60
fastText (ARA+ENG) ARA+ENG 82.67±0.46 54.82 71.45
MONOCHAR (ARA) ARA 84.98±0.18 59.55 75.02
ROSITACHAR (ARA+ENG) ARA 84.98±0.12 58.69 75.56
ROSITACHAR (ARA+ENG) ARA+ENG 85.24±0.13 59.29 76.19
ROSITAWORD (ARA+ENG) ARA 84.34±0.20 58.34 74.02
ROSITAWORD (ARA+ENG) ARA+ENG 84.24±0.13 59.47 72.79
Best prior work ARA – 48.68 68.02

Table 1: LAS for UD parsing, F1 for SRL, and F1 for NER, with different input representations. For UD, each
number is an average over five runs with different initialization, with standard deviation. SRL/NER results are from
one run. The “task lang.” column indicates whether the UD/SRL/NER model was trained on annotated text in the
target language alone, or a blend of English and the target language data. ROSITAWORD LMs use as word-level
input the same multilingual word vectors as fastText models. The best prior result for Ontonotes Chinese NER is
in Shen et al. (2018); the others are from Pradhan et al. (2013).

LM type task lang. LAS
Harbin (Che et al., 2018) CMN 76.77
Harbin (non-ensemble) CMN 75.55

ROSITACHAR CMN 77.40
ROSITACHAR CMN+ENG 77.63
Stanford (Qi et al., 2018) ARA 77.06
ROSITACHAR ARA 77.79
ROSITACHAR ARA+ENG 78.02

Table 2: LAS (F1) comparison to the winning systems
for each language in the CoNLL 2018 shared task for
UD. We use predicted POS and the segmentation of the
winning system for that language. The ROSITACHAR
LM variant was selected based on development perfor-
mance in the gold-segmentation condition.

English, Chinese, and Arabic, which can facilitate
crosslingual transfer. For Chinese and English we
simply use the provided surface form of the words.
The Arabic text in Ontonotes has diacritics to in-
dicate vocalization which do not appear (or only
infrequently) in the original source or in our lan-
guage modeling data. We remove these for better
consistency with the language model vocabulary.
We use gold predicates and the CoNLL 2005 eval-
uation script for the experiments below to ensure
our results are comparable to prior work. See col-

umn 4 in Table 1 for results on the CoNLL-2012
Chinese and Arabic test sets.

The SRL results confirm the advantage of CWR.
Unlike the other two tasks, multilingual word type
embeddings are better than monolingual versions
in SRL. Perhaps relatedly, models using ROSITA-
WORD are more successful here, providing the
highest performance on Chinese. One unusual
result is that the model using the MONOCHAR

LM is most successful for Arabic. This may be
linked to the poor results on Arabic SRL overall,
which are likely due to the much smaller size of
the corpus compared to Chinese (less than 20%
as many annotated predicates) and higher propor-
tion of language-specific tags. Such language-
specific tags in Arabic could limit the effectiveness
of shared English-Arabic representations. Still,
polyglot methods’ performance is only slightly be-
hind.

3.3 Named Entity Recognition

We use the state-of-the-art BiLSTM-CRF NER
model with the BIO tagging scheme (Peters et al.,
2017). The network takes as input word rep-
resentations and 128-dimensional character-level
embeddings from a character LSTM. We again
use the Ontonotes dataset with the standard data
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splits. See the last column in Table 1 for results
on the CoNLL-2012 Chinese and Arabic test sets.
As with most other experiments, the NER results
show a strong advantage from the use of contex-
tual representations and a smaller additional ad-
vantage from those produced by polyglot LMs.

4 Discussion

Overall, our results show that polyglot lan-
guage models produce very useful representa-
tions. While Universal Dependency parsing, Ara-
bic SRL, and Chinese NER show models using
contextual representations outperform those us-
ing word type representations, the advantage from
polyglot training in some cases is minor. How-
ever, Chinese SRL and Arabic NER show strong
improvement both from contextual word represen-
tations and from polyglot training. Thus, while
the benefit of crosslingual transfer appears to be
somewhat variable and task dependent, polyglot
training is helpful overall for contextual word rep-
resentations. Notably, the ROSITACHAR LM does
not involve any direct supervision of tying two lan-
guages together, such as bilingual dictionaries or
parallel corpora, yet is still most often able to learn
the most effective representations. One expla-
nation is that it automatically learns crosslingual
connections from unlabeled data alone. Another
possibility, though, is that the additional data pro-
vided in polyglot training produces a useful reg-
ularization effect, improving the target language
representations without crosslingual sharing (ex-
cept that induced by shared vocabulary, e.g., bor-
rowings, numbers, or punctuation). Nevertheless,
the success of polyglot language models is worth
further study.

5 Conclusion

We presented a method for using polyglot lan-
guage models to produce multilingual, contextual
word representations, and demonstrated their ben-
efits, producing state-of-the-art results in multiple
tasks. These results provide a foundation for fur-
ther study of polyglot language models and their
use as unsupervised components of multilingual
models.
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Word translation without parallel data. In Proc. of
ICLR.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv:1810.04805.

Timothy Dozat and Christopher Manning. 2017. Deep
biaffine attention for neural dependency parsing. In
Proc. of ICLR.

John C. Duchi, Elad Hazan, and Yoram Singer. 2011.
Adaptive subgradient methods for online learning
and stochastic optimization. JMLR, 12:2121–2159.

Manaal Faruqui and Chris Dyer. 2014. Improving vec-
tor space word representations using multilingual
correlation. In Proc. of EACL, pages 462–471.

Matt Gardner, Joel Grus, Mark Neumann, Oyvind
Tafjord, Pradeep Dasigi, Nelson Liu, Matthew Pe-
ters, Michael Schmitz, and Luke Zettlemoyer. 2018.
AllenNLP: A deep semantic natural language pro-
cessing platform. arXiv:1803.07640.
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A Supplementary Material

In this supplementary material, we provide hyper-
parameters used in our models for easy replication
of our results.

A.1 Language Models

Character CNNs
Char embedding size 16
(# Window Size, # Filters) (1, 32), (2, 32), (3,

68), (4, 128), (5,
256), 6, 512), (7,
1024)

Activation Relu
Word-level LSTM

LSTM size 2048
# LSTM layers 2
LSTM projection size 256
Use skip connections Yes
Inter-layer dropout rate 0.1

Training
Batch size 128
Unroll steps (Window Size) 20
# Negative samples 64
# Epochs 10
Adagrad (Duchi et al., 2011) lrate 0.2
Adagrad initial accumulator value 1.0

Table 3: Language Model Hyperparameters.

Seen in Table 3 is a list of hyperparameters for
our language models. We generally follow Pe-
ters et al. (2018) and use their publicly available
code for training.9 For character only models, we
halve the LSTM and projection sizes to expedite
training and to compensate for the greatly reduced
training data—their hyperparameters were tuned
on around 30M sentences, while we used less than
3M sentences (60-70M tokens) per language.

A.2 UD Parsing
For UD parsing, we generally follow the hyper-
parameters provided in AllenNLP (Gardner et al.,
2018). See a list of hyperparameters in Table 4.

A.3 Semantic Role Labeling
For SRL, we again follow the hyperparameters
given in AllenNLP (Table 5). The one exception is
that we used 4 layers of alternating BiLSTMs in-
stead of 8 layers to expedite the training process.

A.4 Named Entity Recognition
We again use the hyperparameter configurations
provided in AllenNLP. See Table 6 for details.

9https://github.com/allenai/bilm-tf

Input
POS embedding size 100
Input dropout rate 0.3

Word-level BiLSTM
LSTM size 400
# LSTM layers 3
Recurrent dropout rate 0.3
Inter-layer dropout rate 0.3
Use Highway Connection Yes

Multilayer Perceptron, Attention
Arc MLP size 500
Label MLP size 100
# MLP layers 1
Activation Relu

Training
Batch size 80
# Epochs 80
Early stopping 50
Adam (Kingma and Ba, 2015) lrate 0.001
Adam β1 0.9
Adam β2 0.999

Table 4: UD Parsing Hyperparameters.

Input
Predicate indicator embedding size 100

Word-level Alternating BiLSTM
LSTM size 300
# LSTM layers 4
Recurrent dropout rate 0.1
Use Highway Connection Yes

Training
Batch size 80
# Epochs 80
Early stopping 20
Adadelta (Zeiler, 2012) lrate 0.1
Adadelta ρ 0.95
Gradient clipping 1.0

Table 5: SRL Hyperparameters.

Char-level LSTM
Char embedding size 25
Input dropout rate 0.5
LSTM size 128
# LSTM layers 1

Word-level BiLSTM
LSTM size 200
# LSTM layers 3
Inter-layer dropout rate 0.5
Recurrent dropout rate 0.5
Use Highway Connection Yes

Multilayer Perceptron
MLP size 400
Activation tanh

Training
Batch size 64
# Epochs 50
Early stopping 25
Adam (Kingma and Ba, 2015) lrate 0.001
Adam β1 0.9
Adam β2 0.999
L2 regularization coefficient 0.001

Table 6: NER Hyperparameters.
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Abstract

The existence of universal models to describe
the syntax of languages has been debated for
decades. The availability of resources such
as the Universal Dependencies treebanks and
the World Atlas of Language Structures make
it possible to study the plausibility of univer-
sal grammar from the perspective of depen-
dency parsing. Our work investigates the use
of high-level language descriptions in the form
of typological features for multilingual depen-
dency parsing. Our experiments on multilin-
gual parsing for 40 languages show that typo-
logical information can indeed guide parsers to
share information between similar languages
beyond simple language identification.

1 Introduction

Human languages may share some syntactic fea-
tures, but differ on others. For example, some lan-
guages tend to place the subject before the verb
(e.g., English) whereas others favour the reverse
order (e.g., Arabic), and some do not exhibit a
clear preference (e.g., Polish). These features can
be viewed as the parameters of a language’s syn-
tax (Greenberg, 1963; Chomsky, 1995).

When training a multilingual parser, it could
be interesting to explicitly represent these parame-
ters, and to integrate them into the parsing model.
If a successful strategy to do so was found, then, a
parser could be trained simultaneously on several
languages whose syntactic parameters have been
explicitly represented. Such parser could then use
a single model to parse texts in any language with
known syntactic parameters.

In theory, if we had at our disposal a set of pa-
rameters that completely describes the syntax of
languages as well as treebanks that explore the
whole space of parameters and their values, then
such a universal parser could be designed. To

make such a program realistic, though, several is-
sues have to be addressed. In this paper, we pro-
pose to study the feasibility of learning such multi-
lingual parser by addressing some of these issues.

The first one is the choice of syntactic pa-
rameters that will be used (Naseem et al., 2012;
Täckström et al., 2013; Zhang and Barzilay,
2015). In our work, we approximate these pa-
rameters by extracting syntactic information from
the World Atlas of Language Structures (WALS)
(Dryer and Haspelmath, 2013). 1 A language is
represented by a vector containing the values it se-
lects in the WALS. This vector plays the role of
the parameters mentioned above.

The second issue is the design of a unified
scheme for representing syntax. Our natural
choice is the Universal Dependencies (UD) initia-
tive. 2 UD specifically proposes a set of univer-
sal dependency relations, part-of-speech tags and
morphological features (Nivre et al., 2016). The
UD treebanks are available for many languages,
annotated according to common guidelines.

The third issue is the lexicon. UD proposes
a common language for describing languages’
morpho-syntax, but we do not dispose of a “uni-
versal lexicon” to which we can map the lexical
units of different languages. The solution adopted
in this work is to resort to delexicalised parsing
(Zeman and Resnik, 2008). This technique con-
sists in ignoring the lexicon when training a parser.
Such impoverishment of the data leads to less ac-
curate parsers, but offers a simple solution to the
lexicon issue. Using an alternative solution for
representing words in different languages, such as
multilingual word embeddings, would have intro-
duced in our experimental setting some biases that
are difficult to assess and would have prevented

1https://wals.info/
2http://universaldependencies.org
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to measure the precise influence of the typological
features on the behaviour of the parser.

The fourth issue concerns the parser, which
must be language independent and produce syn-
tactic trees based on combinations of parameter
values and sentential configurations. We use a
transition-based parser with a multi-layer percep-
tron classifier (Chen and Manning, 2014), respon-
sible for proposing how parameter values match
observable patterns in the data.

Our research hypotheses are: (a) features de-
rived from the WALS enable cross-lingual shar-
ing in multilingual parsing, and (b) these features
do more than acting as mere language identifiers.
Our main contributions are to reassess the utility
of the WALS as informant of typological features
of parsed languages, to evaluate their benefit in a
controlled multilingual setting with full supervi-
sion, and to perform a set of analyses to better un-
derstand how they interact with the parser model.
In addition to multilingual parsing, our method is
suitable for zero-shot learning for under-resourced
languages (Ammar et al., 2016; Guo et al., 2015).

After discussing related work (Sec. 2), we de-
scribe UD (Sec. 3), the WALS (Sec. 4) and our
parser (Sec. 5). The experimental setup (Sec. 6)
precedes our results (Sec. 7), analyses (Sec. 8) and
conclusions (Sec. 9).

2 Related Work

Our work is at the intersection of three trends
in the multilingual dependency parsing literature.
The first is transfer parsing, when a parser is
trained on a language (or a collection of lan-
guages) and tested on another one. The second
is delexicalised parsing, which aims at abstracting
away from the lexicon in order to neutralise genre,
domain and topic biases which are heavily marked
in the treebanks’ vocabulary. The third trend is the
use of a handcrafted typological resources, such as
the WALS, in multilingual NLP methods.

Transfer parsing is often a suitable solution
when dealing with low-resource languages (Mc-
Donald et al., 2011). Projected transfer relies on
parallel corpora in which one of the languages
does not have labelled training data to learn a
parser, but the other does. One commonly em-
ployed solution is to use word alignments to
project parsed sentences from one side onto the
low-resource side of the parallel text, using heuris-
tics (Hwa et al., 2005) or partial annotations

(Lacroix et al., 2016). Agić et al. (2016) parse
the resource-rich languages in a multi-parallel cor-
pus, proposing a projection method to obtain POS
tags and dependency trees for low-resource lan-
guages from multiple-language word alignments.
The parsing model for the target language can also
be obtained in an unsupervised fashion, by opti-
mising a function that combines the likelihood of
parallel data and the likelihood of the transferred
model on non-annotated data in the low-resource
language (Ma and Xia, 2014).

Instead of assuming the availability of parallel
corpora, direct transfer approaches capitalize on
language similarities. For instance, Lynn et al.
(2014) build parser for Irish by first training a
delexicalised parser on another language, and then
applying it on Irish. They surprisingly found out
that Indonesian was the language providing the
best parsing results for Irish, even if they do not
belong to the same language family, because long-
distance dependencies are better represented in In-
donesian than in the other languages tested.

Low-resource languages may have some (insuf-
ficient) amount of training material available. One
can employ bilingual parsing, concatenating train-
ing corpora in two languages, to verify if there
is an improvement in the results compared to a
monolingual parser (Vilares et al., 2015). Direct
transfer and bilingual parsing methods are close
to the present article, since we also concatenate
training corpora. However, in our case, we com-
bine treebanks from many more sources (around
40 languages) and include typological features.

The combination of corpora in multiple lan-
guages for parser training is facilitated by the
recent advent of multilingual standards and re-
sources, in particular in Universal Dependencies
for dependency syntax (Nivre et al., 2016). This
initiative enables the annotation of POS, morphol-
ogy and syntactic dependencies for all languages
with the same guidelines and label sets. The avail-
ability of such corpora favours the development of
cross-lingual methods (Tiedemann, 2015).

Multilingual parsing research is also encour-
aged by initiatives such as the CoNLL 2017 and
2018 shared tasks, on highly multilingual depen-
dency parsing from raw text (Zeman et al., 2017,
2018).

Delexicalised parsers ignore the word forms and
lemmas when analysing a sentence, usually rely-
ing on more abstract features such as word classes
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and POS tags. The use of delexicalised parsers
is especially relevant when learning multilingual
parsers, since languages generally share only a
limited amount of lexical units. The approach pro-
posed by Zeman and Resnik (2008) consists in
adapting a parser for a new related language us-
ing either parallel corpora or delexicalised pars-
ing. This method can be used to quickly construct
a parser if the source and target languages are suf-
ficiently related. McDonald et al. (2011) show that
delexicalised parsers can be directly transferred
between languages, yielding significantly higher
accuracy than unsupervised parsers.

Moreover, typological features such as those
present in the WALS provide information about
the structure of languages (Dryer and Haspelmath,
2013). These could be useful to guide multilin-
gual parsers, informing them about the model pa-
rameters that can be shared among languages with
similar characteristics. Naseem et al. (2012) and
Zhang and Barzilay (2015) use word-order fea-
tures available for all their languages, while Ponti
et al. (2018) used features they judged relevant in
many categories (not only word order). The pa-
rameters proposed in the WALS are not the only
way to represent properties of languages. Meth-
ods based on language embeddings (Östling and
Tiedemann, 2017; Bjerva et al., 2019) also consti-
tute interesting language representation.

Täckström et al. (2013) use a multilingual
delexicalised transfer method, showing how selec-
tive parameter sharing, based on typological fea-
tures and language family membership, can be in-
corporated in a discriminative graph-based depen-
dency parser. They select the typological features
based on those used by Naseem et al. (2012), re-
moving two features not considered useful.

The work closest to ours experimented with
concatenating treebanks to train a multilingual
parser (Ammar et al., 2016). The authors use an
S-LSTM transition-based parser similar to ours
(although we do not include recurrent representa-
tions) trained on a set of lexicalised features that
include multilingual word embeddings, Brown
clusters, and fine-grained POS tags, whereas we
only use coarse-grained POS and morphological
features in a delexicalised setting. They include
a one-hot language-ID vector, a set of six word-
order features from the WALS (Naseem et al.,
2012), or the whole WALS vectors. We use the
two former plus a set of 22 selected features from

WALS. They perform experiments on seven high-
resourced languages while we report results on
a larger set of 40 languages. Although Ammar
et al. (2016) showed that, in a lexicalised set-
ting, treebank concatenation could perform on par
with monolingual parsers, the origins and limits
of these improvements are not clear. We explore
directions for assessing the benefits of typological
features in a delexicalised parser.

3 Universal Dependencies

A major issue in multilingual parsing is the con-
sistency of annotation across languages, since
most corpora are annotated using different guide-
lines and tagsets. Universal Dependencies (UD)
is an initiative whose goal is to create cross-
linguistically consistent treebanks, facilitating
cross-lingual analyses for language and parsing
studies. Currently at version 2.3, 129 treebanks
in 76 languages are available.

We use the UD v2.0 release for training and de-
velopment, and the CoNLL 2017 shared task test
sets for evaluation. For training and development,
64 UD treebanks in 45 languages are available.
These treebanks vary in size: some are very small
(e.g., 529 words for Kazakh), whereas others can
be rather large (e.g., 1,842,867 words for Czech).
Test corpora contain at least 10,000 words per lan-
guage and are available for 49 languages.3

We learn delexicalised parsers from the
UD treebanks using universal parts of speech
(UPOS) and morphological features (FEAT)
as input, and predicting labelled dependency
trees which include language-specific extensions
(e.g., acl:relcl). Morphological features are
present in almost all treebanks, but exhibit high
variability. Therefore, we choose to keep only
the 16 most frequent features (e.g., Number, Case,
VerbForm), which appear in at least 28 languages.
Furthermore, morphology is represented as a list
of key=value pairs, which we split so that each
pair is considered separately, yielding a fixed set
of 16 morphological features per word.

4 World Atlas of Language Structures

The World Atlas of Language Structures (WALS)
is a database of structural (phonological, gram-
matical and lexical) properties of languages gath-
ered by 55 authors from descriptive materials such

34 languages do not have training sets.
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as reference grammars. We have used this re-
source to associate to every language of UD cor-
pora a set of features describing its properties that
are relevant for syntactic parsing.

The WALS describes 2,676 languages with a set
of 192 features, organized into 11 feature genus
(e.g. Phonology, Word Order). It can therefore be
represented as a matrix W of 2,676 rows and 192
columns, in which cell W (l, f) gives the value of
feature f for language l, and each row W (l) is the
feature vector of a language l. This matrix has
been pruned and completed to match our experi-
mental setup. First, we have kept only the rows
corresponding to the 49 languages of our test cor-
pora. Conversely, four UD languages do not ap-
pear in the WALS and have been left aside: Old
Church Slavonic (cu), Gothic (got), Ancient Greek
(grc), and Latin (la). As a result, we obtain a re-
duced version of W containing 45 rows.

We experimented with two language represen-
tations obtained from the WALS. The first one,
henceforth WN , is based on the work of Naseem
et al. (2012). They selected the six Word Order
features available for all their 17 target languages,
identified by the codes 81A, 85A, 86A, 87A, 88A,
89A4. These features cover phenomena such as
verb-object and adjective-noun order, and have
been widely discussed in the literature (Täckström
et al., 2013; Zhang and Barzilay, 2015; Ammar
et al., 2016). The resulting matrix has 45 rows
(languages) and 6 columns (features). However,
the WALS seen as a matrix is sparse, as some fea-
tures are unspecified for some languages. There-
fore, we chose to keep only languages for which at
most half of this vector is unspecified, resulting in
the removal of 5 more languages: Galician (gl),
Upper Sorbian (hsb), Kazakh (kk), Slovak (sk),
and Uyghur (ug). All our experiments are carried
out on this set of 40 languages.

The second language representation proposed in
this work, henceforth W80, is a relaxed version of
WN . Since the WALS is sparse, we include inW80

all features specified for at least 80% of our 40 lan-
guages. Furthermore, in addition to features from
the Word Order family, we also include features
from the Simple Clauses family. This results in
a matrix of 40 rows and 22 columns correspond-
ing to 3 features from the Simple Clauses fam-
ily (101A, 112A, 116A), and 19 from the Word

4The description of the features of the WALS relevant for
this paper can be found in appendix A.

Romance Germanic Slavic Random
WN 0.33 1.33 0.67 2.41
W80 4.13 4.47 4.19 10.15

Table 1: MID values of typological language genus
compared to Random. Random MID is the average of
the MID for 50,000 sets of 6 languages randomly se-
lected.

Order family (81A, 82A, 83A, 85A, 86A, 87A,
88A, 89A, 90A, 92A, 94A, 95A, 96A, 97A, 144A,
143A, 143E, 143F, 143G).5

The final matrices WN and W80 obtained after
feature selection are not complete: they contain
respectively 4 and 35 unspecified values, which
were filled automatically. Each matrix W (short-
hand for WN and W80) offers a straightforward
way to compare languages l1 and l2 using the
Hamming distance6 between their vectors W (l1)
and W (l2), noted d(l1, l2). To fill in the miss-
ing values, we have selected, for every language
l1 containing unspecified feature values (‘?’), the
corresponding value from its closest fully speci-
fied language l2, that is, l2 = arg min

li | ? /∈ W (li)
d(l1, li).

The WN and W80 matrices only provide partial
descriptions of languages, heavily biased towards
parsing and ignoring other aspects (e.g., phonol-
ogy). Nevertheless, it is tempting to compare how
they relate languages that belong to the same typo-
logical genus. In order to do so, we have concen-
trated on three genus present in our set of 40 lan-
guages: Romance (6 languages), Germanic (6 lan-
guages) and Slavic (7 languages), and computed
how close the vectors of these languages are. We
define the mean internal distance (MID) of a lan-
guage set L = {l1, . . . , ln}, as the average of the
distances of every pair of languages in L:

MID(L) =
1

n2 − n
∑

(li,lj) ∈ L×L
i 6=j

d(li, lj)

We have computed the MID of each language
genus, and compared it with the MID of randomly
chosen sets of 6 languages (number of languages
in the Romance and Germanic genus). The results
in Table 1 clearly indicate that WALS vectors cap-
ture language genus similarities.

Others methods could have been used to assess
whether the language descriptions that we have

5We have also considered the Complex Sentences family,
but no feature exceeded the 80% threshold.

6The number of dimensions for which their values differ.
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extracted from the WALS can measure language
proximity. It could be interesting, for example, to
reproduce the results of (Rabinovich et al., 2017)
on reconstructing phylogenetic trees of language
from the WALS features.

5 Parser

The parser used in our experiments is an arc-eager
transition-based parser (Nivre, 2008), trained with
a dynamic oracle (Goldberg and Nivre, 2012). The
prediction of transitions is performed with a multi-
layer perceptron (MLP), as in Chen and Manning
(2014). The MLP consists of an input layer, one
hidden layer, and an output layer. Two sets of
delexicalised features have been defined for the
prediction: BASIC and EXTENDED. BASIC is
a standard set composed of 9 POS features, 7 syn-
tactic features, 32 morphological features, and a
distance feature (the distance between the head
and the dependent).7 EXTENDED adds to BA-
SIC new features that correspond to the WALS
vectors WN (6 features) and W80 (22 features),
and/or the language ID of the sentence’s language
(1 feature). Each feature, including ID, is asso-
ciated with a zero-initialized learnable embedding
of size 3. The input layer of the MLP corresponds
to the concatenation of the embeddings of the dif-
ferent features, with dimensions varying from 396
to 465, depending on the configuration (with or
without language vectors WN and W80, or a lan-
guage identifier ID). The output layer has 263
neurons, corresponding to the number of transi-
tions that the parser can predict. The hidden layer
has 1,000 units, the dropout rate used during train-
ing is equal to 0.4, the number of epochs is equal
to 10, the activation function is a ReLU, the loss
function is negative softmax log likelihood, and
the learning algorithm is AMSgrad, using default
parameters from Dynet (Neubig et al., 2017).8

At every step of the parsing process, the parser
predicts an action to perform, which may yield the
creation of a new dependency between two words
of the sentence. The prediction of the actions is
based on the values of the features fed to the MLP.
In BASIC mode, these features describe different
aspects of the head and the dependent, as well as
their neighbourhood. For example, if the head is a

7Corpora, configuration files and WALS vectors available
at: http://pageperso.lis-lab.fr/˜carlos.
ramisch/?page=downloads/wals-ud-parse

8Hyperparameters were tuned in preliminary experi-
ments, in conditions similar to Σ WN (see Section 6).

verb and the dependent is a noun located before
the verb, a subject dependency has high proba-
bility in languages that prefer subject-verb order-
ing (SV). In EXTENDED mode, the information
of whether the language is SV is made explicit.
The MLP has therefore the possibility to combine
a sentential configuration (e.g., a noun before a
verb) with a language configuration (e.g., the lan-
guage is SV) when predicting an action. All lan-
guages that share a common feature in W will
therefore be able to perform the same prediction
for sentential configurations that are specific to
this common feature (e.g., the noun preceding the
verb and the language being SV).9

6 Experimental Settings

Corpora Our experiments were performed on
the CoNLL 2017 shared task data (Zeman et al.,
2017), on gold tokenisation and ignoring contrac-
tions (i.e., ranges). We evaluate our models indi-
vidually on each of the 40 languages for which we
have a W (l) vector (section 4), using the original
CoNLL 2017 shared task test sets. The test cor-
pora for each language are simply the concatena-
tion of all test treebanks for that language.

Training and development are performed on
multilingual corpora (henceforth TRAIN-ML and
DEV-ML) derived from the training and develop-
ment treebanks of 37 UD languages.10 The UD
training and development corpora have different
sizes for different languages, ranging from 529
words for Kazakh (kk) to 1,842,867 for Czech
(cs). Thus, simply concatenating all corpora to
constitute TRAIN-ML and DEV-ML would over-
represent certain languages and possibly bias the
parser towards them. This is why we have decided
to balance TRAIN-ML and DEV-ML across lan-
guages.

First, all available training and development
corpora of the 37 languages have been concate-
nated. From this large corpus, we build two new
intermediate corpora, PRE-TRAIN-ML and PRE-
DEV-ML, with each sentence having 90% chances
to belong to PRE-TRAIN-ML, and 10% chances

9Our parser cannot predict non projective trees, systemat-
ically generating a wrong parse at test time. The average non
projectivity rate of the test corpora is equal to 1%, with a stan-
dard deviation of 1% among the 40 languages. We ran some
tests with pseudo projective tree transformation (Nivre and
Nilsson, 2005), but it had a negligible impact on the results,
so we have decided to keep the original projective algorithm.

10Three languages among our 40 target languages have no
corresponding training nor development data (bxr, kmr, sme).
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to belong to PRE-DEV-ML. Second, we build
TRAIN-ML (respectively DEV-ML) by randomly
selecting sentences from PRE-TRAIN-ML (resp.
PRE-DEV-ML) until the number of tokens ex-
ceeds 20,000 (resp. 2,000 for DEV-ML) per lan-
guage. At the end, we shuffle the selected sen-
tences to obtain the final training and develop-
ment corpora TRAIN-ML and DEV-ML. Using
this procedure, the same sentence can appear sev-
eral times in a corpus. Nonetheless, this method
guarantees a balanced representation of every lan-
guage in TRAIN-ML and DEV-ML.

Metrics The quality of the predicted trees is as-
sessed with a standard measure for dependency
parsing: labelled attachment score (LAS).11, 12

We report LAS per language, as well as MACRO-
LAS which is the macro-average of LAS on all
languages that have a training set. This measure
is therefore independent of the size of the test cor-
pus of each language, and is not biased towards
over-represented languages in the test sets.

Training Configurations Our experiments on
several 〈training corpus, language vector〉 pairs are
designated by the following codes:

L: Monolingual corpus. The training corpus
of a language l consists of the sentences of l
in TRAIN-ML. Thirty-seven BASIC delexicalised
parsers have been trained, one per language. This
configuration corresponds to the standard one in
parsing experiments: training and testing on the
same language.

Σ: Multilingual corpus. A BASIC parser is
trained on the whole TRAIN-ML corpus, with no
indication of the inputs language. The parsing
model is delexicalised, so the corpus contains only
POS tags (gold), morphological features (gold)
and syntactic relations (to be learned).13

Σ ID: Multilingual corpus + language ID. An
EXTENDED parser is trained on the TRAIN-ML
corpus using as extra feature the identifier of the
language attached to each word.

11For brevity, we omit UAS figures in our experiments, as
UAS and LAS are tightly correlated (r = 0.98)

12Using the CoNLL shared task 2017 evaluation script.
13The decision to use gold POS tags and morphological

features may seem unrealistic. This article is the first step of
a process in which we intend to predict the POS tags and the
morphological features in the same fashion.

Σ WN , Σ W80: Multilingual corpus + WALS.
Two EXTENDED parsers are trained on the
TRAIN-ML corpus, with WN (resp. W80) vectors
derived from the WALS attached to each word.

7 Results

The detail of the LAS obtained for every language,
as well as the macro-averaged LAS (MACRO) are
displayed in Table 2. We comment below the re-
sults for L, and compare the results of meaningful
pairs of experiments, summarised in Table 3.

L Σ Σ ID Σ WN Σ W80 Lang.
65.89 60.59 62.97 63.15 64.38 ar
78.59 74.32 76.43 76.26 77.47 bg S
77.18 72.76 74.11 73.03 76.27 ca R
68.92 68.01 68.91 68.72 69.61 cs S
73.62 67.38 70.25 70.19 70.25 da G
71.07 63.76 66.47 69.18 69.22 de G
77.11 71.26 72.72 73.29 75.84 el
70.05 66.02 69.3 69.91 70.19 en G
71.47 71.98 72.38 72.29 73.22 es R
66.98 63.76 66.89 65.75 67.79 et
63.26 55.76 59.54 60.22 59.39 eu
72.85 66.02 67.23 69.63 70 fa
60.97 56.29 58.86 57.37 59.28 fi
75.74 74.25 75.44 74.79 75.82 fr R
66.55 60.41 63.12 64.68 65.96 ga
70.21 63.03 65.69 66.09 67.45 he
78.91 73.86 75.81 75.77 74.45 hi
71.03 67.49 68.39 70 70.4 hr S
67.08 62.55 66.89 67.19 67.51 hu
68.64 58.38 63.99 62.61 64.57 id
81.44 76.45 78.03 76.97 79.83 it R
78.26 68.22 76.21 74.85 75.56 ja
47.68 37.17 40.03 38.07 39.66 ko
59.89 54.11 58.45 58.23 60.17 lv
62.56 57.21 57.15 58.13 58.59 nl G
74.59 73.19 75.13 73.51 75.93 no G
81.24 74.24 77.29 74.78 79.02 pl S

72 65.74 68.1 68.74 69.86 pt R
70.99 67.72 69.37 70.38 70.61 ro R
74.06 61.35 74.12 68.65 74.45 ru S
67.1 64.12 65.41 64.75 66.36 sl S
72.05 69.97 71.6 70.71 71.88 sv G
46.78 41.01 45.41 43.26 41.62 tr
71.6 69.4 71.96 69.77 72.81 uk S
74.35 69.15 72.07 70.71 70.76 ur
54.4 42.42 51.28 51.94 51.72 vi
59.83 45.46 58.94 53.42 54.87 zh
69.32 63.64 66.92 66.41 67.64 MACRO

- 33.32 31.99 30.37 28.49 bxr
- 40.34 38.14 41.41 44.04 kmr
- 47.34 46.5 47.63 42.38 sme

Table 2: LAS for each language and MACRO LAS,
for the five configurations. Languages followed by a
S belong to the Slavic genus, G belong to the German
genus and R belong to the Romance genus.

L: The results obtained in the L experiment
show an important variation of performances for
different languages. LAS ranges from 46.78 for
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X Y X − Y σ min max
L Σ 5.68 3.32 -0.51 es 14.37 zh
Σ W80 Σ 4.00 2.58 0.59 hi 13.10 ru
Σ W80 Σ WN 1.24 1.45 -1.64 tr 5.80 ru
Σ ID Σ 3.27 3.00 -0.06 nl 13.48 zh
L Σ ID 2.41 1.99 -0.91 es 7.65 ko
Σ W80 Σ ID 0.73 1.54 -4.07 zh 3.12 el

Table 3: Differences between X and Y configurations:
average (X − Y ), standard deviation (σ), minimum
and maximum with corresponding languages.

Turkish to 81.44 for Italian. A detailed investi-
gation for the reasons of such a variability is be-
yond the scope of this paper. Let us just men-
tion a few hypotheses. Some are language spe-
cific, such as the balance between morphological
and syntactic marking of linguistic constructions
(i.e., morphologically rich languages are probably
favoured in our setting, since the morphological
analysis is given as input to the parser). Others are
genre specific: the corpora for different languages
pertain to different genres. Although delexicalisa-
tion neutralises some genre biases (some genres
can feature a moderate lexical variability which
can ease parsing) genres can also influence syn-
tax, through sentence length (longer sentences are
generally harder to parse), or the ratio of error-
prone constructions, such as ambiguous preposi-
tional phrases and coordination. Finally, anno-
tation quality is heterogeneous across languages,
potentially explaining the variability in LAS.

L vs Σ: An expected drop in performances is ob-
served when switching from L to Σ. The MACRO
LAS loses 5.68 points. The main hypothesis to
explain such a drop is the noise introduced when
mixing different languages. This noise takes the
form of contradictory information seen by the
parser during training. For example, the sentential
configuration associated to a subject dependency
in SV and VS languages are very different, yet
the parser is unaware of this distinction and will
see contradictory examples. The variation of the
LAS drop is different across languages. In the case
of Spanish, switching from L to Σ even increases
LAS (+0.51 points). We do not have a conclu-
sive explanation for this result. The intuitive ex-
planation is that Σ is a (noisy) language which on
average is closer to Spanish than it is to Chinese
(which performance drops by 14.37 points). This
fact itself is the consequence that, on average, lan-
guages that compose Σ are closer to Spanish than
they are to Chinese.

Σ vs Σ W80: This is our first major result: when
adding W80 to the parser, the MACRO LAS in-
creases by 4 points when compared to Σ. LAS in-
creases for all languages. There are two interpreta-
tions of this result. The optimistic one is that W80

helps decreasing the noise introduced by mixing
languages in Σ by “explaining” some apparently
contradictory information in the data through the
use of linguistic features encoded in the WALS.
The pessimistic interpretation is that the WALS
vectors are merely an arbitrary encoding of the
languages. In this case, the parser’s MLP would
be associating sentential configurations to specific
languages, thus learning different models for dif-
ferent languages. Figuring out what the model
is actually learning is not an easy task. We pro-
pose in section 8 some clues to answer this ques-
tion. Moreover, there is not a clear tendency to in-
crease or decrease when using the WALS vector in
the case of the 3 languages without training data.
More experiments are required to study the per-
formances when the language is not in the training
corpus.

Σ WN vs Σ W80: When added to Σ, vectors
WN and W80 do not have the same impact on the
performances. AddingW80 to Σ yields an increase
of 4 points while adding WN increases the perfor-
mance by 2.77 points only. The parser is therefore
able to take advantage from a richer description of
languages when learning the model. This result
indicates that the disappointing parsing results re-
ported by Ammar et al. (2016), who adopted the
WN vector, are probably due to the fact that the
features extracted from the WALS were not rich
enough to explain differences between languages
that are important for a parser.

Σ vs Σ ID: Adding the ID vector to Σ yields
an improvement of 3.28 MACRO points. This in-
crease was expected since, in this setting, senten-
tial configurations are associated to a language ID,
which helps decreasing the noise in the data.

L vs Σ ID: One could expect that Σ ID would
reach the result obtained by L since in both con-
figurations the same amount of data is available
and languages are unambiguously identified. This
is not the case: the performance of Σ ID is 2.41
points behind L. The difference in performances is
due to the MLP architecture (in particular the size
of the hidden layer), which is the same for Σ ID
and for each of the L models. Each language is de-
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scribed with more parameters in an L model than
it is in the Σ ID model.

Σ ID vs Σ W80: This is our second major result:
adding W80 to Σ yields better results than adding
ID to Σ. This result indicates that it is more in-
teresting, in our setting, to describe a language as
a vector of typological features, allowing to iden-
tify features that are common to several languages,
than describing a language by an arbitrary code.
As mentioned above, such a conclusion is valid for
models of a fixed size only, which is the case here.
It could be the case that, when increasing the num-
ber of parameters of the models, Σ ID gets better
results than Σ W80.

We do not report here a series of experiences
combining ID and W80. We observed a slight im-
provement (MACRO=67.86) when adding ID in
the input of the parser. This effect indicates that
the information contained in ID and W80 vectors
are complementary and the parser has the opportu-
nity to rely on both of them. Figuring out exactly
how the parser uses this information is a complex
issue that we address in the following section.

8 How does the parser use W?

As already conjectured, one hypothesis for ex-
plaining the behaviour of the parser in the pres-
ence of W is that it uses the additional features
to identify a language, not to better generalise on
the syntactic phenomena that the features address.
Table 4 shows the accuracy of a logistic regression
classifier trained to predict the language ID based
on either the input features of the parser’s MLP, or
on the activations after the hidden layer, with Σ,
Σ WN and Σ W80. The table shows that indeed,
WALS features, especially W80, greatly improve
the capability of the language classifier, suggest-
ing that the parser can use language identity in its
predictions. The fact that this information is still
available just before the decision layer means that
it can be used for predicting parsing actions.

Another interesting analysis consists in com-
paring the distribution of activations for two lan-
guages. In the following, the activations are mea-
sured at the hidden layer before the ReLU non-
linearity, and are assumed to follow normal dis-
tributions at the neuron level. We compute the
Jensen-Shannon Divergence (JSD) between the
activations of a given neuron for a pair of lan-
guages. Table 5 shows the mean, maximum
and minimum neuron-level JSD between cherry-

Configuration Features Accuracy
Σ input 0.432
Σ WN input 0.678
Σ W80 input 0.954
Σ hidden 0.436
Σ WN hidden 0.682
Σ W80 hidden 0.956

Table 4: Language identification accuracy for a logistic
regression classifier trained on the activations after the
hidden layer, or at the input. The classifier is trained on
the development set, results are reported on the test set.

L1 L2 Model Mean Max Min

nl de
Σ 0.860 1.027 0.798
Σ W80 0.854 0.940 0.793

pt fr
Σ 0.878 1.335 0.794
Σ W80 0.912 3.550 0.700

bxr ga
Σ 0.890 1.600 0.782
Σ W80 1.160 4.888 0.757

Table 5: Neuron-level JSD statistics between activa-
tions at the hidden layer of the parser models for se-
lected pairs of languages.

picked language pairs. We selected three lan-
guage pairs with increasing distance. Dutch and
German (nl-de) belong to the same typological
genus and have identical W80 vectors. Portuguese
and French (pt-fr) also belong to the same genus
but their vectors differ in six features (e.g. 101A
pronominal subject, 143E postverbal negation).
On the other extreme, Russian Buriat and Irish
(brx-ga) have very different W80 vectors, with
only two shared values out of 22.

For nl-de, the average difference between the
activation distributions in Σ W80 (0.854) is lower
than in Σ (0.86), suggesting that W80 helps lever-
aging the similarity between those languages,
which is also confirmed by an increase in LAS
(Table 2). For pt-fr, however, the addition of W80

results in an increase in the average distance be-
tween the activation distributions (0.912) when
compared to Σ (0.878). Analogously, this differ-
ence also increases by a larger margin (from 0.89
to 1.16) for the most distant pair bxr-ga. Overall,
these observations indicate thatW80 reinforces pa-
rameter sharing between similar languages and in-
creases contrast between dissimilar ones. As an
example, Figure 1 shows that the distributions for
the neuron with highest JSD are very similar for
nl-de while they are different for bxr-ga.
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Figure 1: Activation distributions for the neuron with
highest JSD on Σ for (nl, de) and (bxr, ga) pairs.

9 Conclusions and Future Work

This paper has studied how high-level typological
language descriptions coming from the WALS can
guide a multilingual parser to learn cross-language
generalisations. Two interpretations of what the
parser is doing in the light of such information
have been opposed. In the first (optimistic) one,
the parser uses the high-level descriptions to clus-
ter coherent observable patterns across languages.
In the second (pessimistic) one, the parser uses the
high-level descriptions given as input to figure out
the identity of the language and uses this ID to
trigger parts of the model that are language spe-
cific. Our results and parsing model analyses hint
that, although it is difficult to draw definitive con-
clusions, the model indeed uses information in the
WALS vectors as language identifiers, but some
extra gain is observed, favouring the cross-lingual
sharing hypothesis.

As future work, we plan to study the influence
of typological features on each dependency type.
Whereas a delexicalised parser offers a simple ex-
perimental setup, it impacts parsing performance.
Thus, we would like to use multilingual word em-
beddings to make lexical information accessible to
the parser, making it more realistic. The results in
section 8 suggest that the parser struggles between
two behaviours. One way to intervene would be to
penalise the parser when it correctly identifies the
language, using adversarial learning (Ganin et al.,
2016). Our experiments on the three languages
with no training corpus are not conclusive on the
usefulness of the WALS vector in zero-shot set-
ting, and we plan to make more tests in this set-
ting.
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A Appendix: description of the WALS
features used in our work

1. 81A: Order of Subject, Object and Verb
(SOV; SVO; VSO; VOS; OVS; OSV; No dom-
inant order)

2. 82A: Order of Subject and Verb (SV; VS; No
dominant order)

3. 83A: Order of Object and Verb (OV; VO; No
dominant order)

4. 85A: Order of Adposition and Noun Phrase
(Postpositions; Prepositions; Inpositions; No
dominant order; No adpositions)

5. 86A: Order of Genitive and Noun (Genitive-
Noun; Noun-Genitive; No dominant order)

6. 87A: Order of Adjective and Noun
(Adjective-Noun; Noun-Adjective; No
dominant order; Only internally-headed
relative clauses)

7. 88A: Order of Demonstrative and Noun
(Demonstrative-Noun; Noun-Demonstrative;
Demonstrative prefix; Demonstrative suf-
fix; Demonstrative before and after Noun;
Mixed)

8. 89A: Order of Numeral and Noun (NumN;
NNum; Both orders of numeral and noun
with neither order dominant; Numeral only
modifies verb)

9. 90A: Order of Relative Clause and Noun
(NRel; RelN; Internally-headed relative

clause; Correlative relative clause; Ad-
joined relative clause; Double-headed rela-
tive clause; Mixed types of relative clause
with none dominant)

10. 92A: Position of Polar Question Particles
(Initial; Final; Second position; Other posi-
tion; In either of two positions; No Question
particle)

11. 95A: Relationship between the Order of Ob-
ject and Verb and the Order of Adposition
and Noun Phrase (OV & Postpositions; OV
& Prepositions; VO & Postpositions; VO &
Prepositions; Other)

12. 96A: Relationship between the Order of Ob-
ject and Verb and the Order of Relative
Clause and Noun (OV & RelN; OV & NRel;
VO & RelN; VO & NRel; Other)

13. 97A: Relationship between the Order of Ob-
ject and Verb and the Order of Adjective and
Noun (OV & AdjN; OV & NAdj; VO & AdjN;
VO & NAdj; Other)

14. 101A: Expression of Pronominal Subjects
(Pronominal subjects are expressed by pro-
nouns in subject position that are normally if
not obligatorily present; Pronominal subjects
are expressed by affixes on verbs; Pronom-
inal subjects are expressed by clitics with
variable host; Pronominal subjects are ex-
pressed by subject pronouns that occur in
a different syntactic position from full noun
phrase subjects; Pronominal subjects are ex-
pressed only by pronouns in subject position,
but these pronouns are often left out; More
than one of the above types with none domi-
nant)

15. 112A: Negative Morphemes (Negative affix;
Negative particle; Negative auxiliary verb;
Negative word, unclear if verb or particle;
Variation between negative word and affix;
Double negation)

16. 116A: Polar Question (Question particle; In-
terrogative verb morphology; Question parti-
cle and interrogative verb morphology; Inter-
rogative word order; Absence of declarative
morphemes; Interrogative intonation only;
No interrogative-declarative distinction)

3929



17. 143A: Order of Negative Morpheme and
Verb (NegV; VNeg; [Neg-V]; [V-Neg]; Neg-
ative Tone; Type 1 / Type 2; Type 1 / Type
3; Type 1 / Type 4; Type 2 / Type 3; Type 2
/ Type 4; Type 3 / Type 4; Type 3 / Negative
Infix; Optional Single Negation; Obligatory
Double Negation; Optional Double Nega-
tion; Optional Triple Negation with Obliga-
tory Double Negation; Optional Triple Nega-
tion with Optional Double Negation)

18. 143E: Preverbal Negative Morphemes (Pre-
verbal negative word; Negative prefix; Both
preverbal negative word and negative prefix;
No preverbal negative morpheme)

19. 143F: Postverbal Negative Morphemes
(Postverbal negative word; Negative suffix;
Both postverbal negative word and negative
suffix; No postverbal negative morpheme)

20. 143G: Minor morphological means of signal-
ing negation (Negative tone; Negative infix;
Negative stem change; No negative tone, in-
fix or stem change)

21. 144A: Position of Negative Word With Re-
spect to Subject, Object, and Verb (NegSVO;
SNegVO; SVNegO; SVONeg; NegSOV; SNe-
gOV; SONegV; SOVNeg; NegVSO; VSNegO;
VSONeg; NegVOS; ONegVS; ONegVS; OS-
VNeg; More than one position for negative
morpheme, with none dominant; Optional
single negation; Obligatory double nega-
tion; Optional double negation; Morpholog-
ical negation only (but not double negation);
Other language)
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Abstract
Source Code Summarization is the task of
writing short, natural language descriptions
of source code. The main use for these de-
scriptions is in software documentation e.g.
the one-sentence Java method descriptions in
JavaDocs. Code summarization is rapidly
becoming a popular research problem, but
progress is restrained due to a lack of suit-
able datasets. In addition, a lack of commu-
nity standards for creating datasets leads to
confusing and unreproducible research results
– we observe swings in performance of more
than 33% due only to changes in dataset de-
sign. In this paper, we make recommendations
for these standards from experimental results.
We release a dataset based on prior work of
over 2.1m pairs of Java methods and one sen-
tence method descriptions from over 28k Java
projects. We describe the dataset and point out
key differences from natural language data, to
guide and support future researchers.

1 Introduction

Source Code Summarization is the task of writ-
ing short, natural language descriptions of source
code (Eddy et al., 2013). The most common use
for these descriptions is in software documen-
tation, such as the summaries of Java methods
in JavaDocs (Kramer, 1999). Automatic gener-
ation of code summaries is a rapidly-expanding
research area at the crossroads of Computational
Linguistics and Software Engineering, as a grow-
ing tally of new workshops and NSF-sponsored
meetings have recognized (Cohen and Devanbu,
2018; Quirk, 2015). The reason, in a nutshell, is
that the vast majority of code summarization tech-
niques are adaptations of techniques originally de-
signed to solve NLP problems.

A major barrier to ongoing research is a lack
of standardized datasets. In many NLP tasks such
as Machine Translation there are large, curated

datasets (e.g. Europarl (Koehn, 2018)) used by
several research groups. The benefit of these stan-
dardized datasets is twofold: First, scientists are
able to evaluate new techniques using the same test
conditions as older techniques. And second, the
datasets tend to conform to community customs of
best practice, which avoids errors during evalua-
tion. These benefits are generally not yet available
to code summarization researchers; while large,
public code repositories do exist, most research
projects must parse and process these repositories
on their own, leading to significant differences on
one project to another. The result is that research
progress is slowed as reproducibilty of earlier re-
sults is difficult.

Inevitably, differences in dataset creation also
occur that can mislead researchers and over or un-
derstate the performance of some techniques. For
example, a recent source code summarization pa-
per reports achieving 25 BLEU when generating
English descriptions of Java methods with an ex-
isting technique (Gu et al., 2018), which is 5 points
higher than the original paper reports (Iyer et al.,
2016). The paper also reports 35+ BLEU for a
vanilla seq2seq NMT model, which is 16 points
higher than what we are able to replicate. While it
is not our intent to single out any one paper, we do
wish to call attention to a problem in the research
area generally: a lack of standard datasets leads to
results that are difficult to interpret and replicate.

In this paper, we propose a set of guidelines
for building datasets for source code summariza-
tion techniques. We support our guidelines with
related literature or experimentation where strong
literary consensus is not available. We also com-
pute several metrics related to word usage to guide
future researchers who use the dataset. We have
made a dataset of over 2.1m Java methods and
summaries from over 28k Java projects available
via an online appendix (URL in Section 6).
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2 Related Work

Related work to this paper consists of approaches
for source code summarization. As with many
research areas, data-driven AI-based approaches
have superseded heuristic/template-based tech-
niques, though overall the field is quite new. Work
by Haiduc et al. (Haiduc et al., 2010a,b) in 2010
coined the term “source code summarization”, and
several heuristic/template-based techniques fol-
lowed including work by Sridhara et al. (Srid-
hara et al., 2010, 2011), McBurney et al. (McBur-
ney and McMillan, 2016), and Rodeghero et
al. (Rodeghero et al., 2015).

More recent techniques are data-driven, though
the overall size of the field is small. Literature
includes work by Hu et al. (Hu et al., 2018a,b)
and Iyer et al. (Iyer et al., 2016). Projects tar-
geting problems similar to code summarization
have been published widely, including on com-
mit message generation (Jiang et al., 2017; Loyola
et al., 2017), method name generation (Allamanis
et al., 2016), pseudocode generation (Oda et al.,
2015), and code search (Gu et al., 2018). Nazar et
al. (Nazar et al., 2016) provide a survey.

Of note is that no standard datasets for code
summarization have yet been published. Each of
the above papers takes an ad hoc approach, in
which the authors download large repositories of
code and apply their own preprocessing. There
are few standard practices, leading to major dif-
ferences in the reported results in different papers,
as discussed in the previous section. For example,
the works by LeClair et al. (LeClair and McMil-
lan, 2019) and Hu et al. (Hu et al., 2018a) both
modify the CODENN model from Iyer et al. (Iyer
et al., 2016) to work on Java methods and com-
ments. LeClair et al. and Hu et al. report very
disparate results: A BLEU-4 score of 6.3 for CO-
DENN on one dataset, and 25.3 on another, even
though both datasets were generated from Java
source code repositories.

These disparate results happen for a variety of
reasons, such as a difference in data set sizes and
tokenization schemes. LeClair et al. use a data set
of 2.1 million Java method-comment pairs while
Hu et al. use a total of 69,708. Hu et al. also re-
place out of vocabulary (OOV) tokens in the com-
ments with <UNK> in the training, validation,
and testing sets, while LeClair et al. remove OOV
tokens from the training set only.

3 Dataset Preparations

The dataset we use in this paper is based on the
dataset provided by LeClair et al. (LeClair and
McMillan, 2019) in a pre-release. We used this
dataset because it is both the largest and most re-
cent in source code summarization. That dataset
has its origins in the Sourcerer project by Lopes et
al. (Lopes et al., 2010), which includes over 51
million Java methods. LeClair et al. provided
the dataset after minimal initial processing that fil-
tered for Java methods with JavaDoc comments
in English, and removed methods over 100 words
long and comments>13 and<3 words. The result
is a dataset of 2.1m Java methods and associated
comments. LeClair et al. do additional process-
ing, but do not quantify the effects of their deci-
sions – this is a problem because other researchers
would not know which of the decisions to follow.
We explore the following research questions to
help provide guidelines and justifications for our
design decisions in creating the dataset.

3.1 Research Questions
Our research objective and contribution in this pa-
per is to quantify the effect of key dataset pro-
cessing configurations, with the aim to make rec-
ommendations on which configurations should be
used. We ask the following Research Questions:

RQ1 What is the effect of splitting by method ver-
sus splitting by project?

RQ2 What is the effect of removing automatically
generated Java methods?

The scope of the dataset in this paper is source
code summarization of Java methods – the dataset
contains pairs of Java methods and JavaDoc de-
scriptions of those methods. However, we be-
lieve these RQs will provide guidance for similar
datasets e.g. C/C++ functions and descriptions, or
other units of granularity e.g. code snippets in-
stead of methods/functions.

The rationale behind RQ1 is that many papers
split the dataset into training, validation, and test
sets at the unit of granularity under study. For
example, dividing all Java methods in the dataset
into 80% in training, 10% in validation, and 10%
in testing. However, this results in a situation
where it is possible for code from one project to
be in both the testing set and the training set. It is
possible that similar vocabulary and code patterns
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Figure 1: Word count histogram for code, comment,
and the book summaries. About 22% of words occur
one time across all Java methods, versus 35% in the
book summaries.

are used in methods from the same project, and
even worse, it is possible that overloaded methods
appear in both the training and test sets. How-
ever, this possibility is theoretical and a nega-
tive effect has never been shown. In contrast, we
split by project: randomly divide the Java projects
into training/validation/test groups, then place all
methods from e.g. test projects into the test set.

The rationale behind RQ2 is that automati-
cally generated code is common in many Java
projects (Shimonaka et al., 2016), and that it
is possible that very similar code is generated
for projects in the training set and the test-
ing/validation sets. Shimonaka et al. (Shimonaka
et al., 2016) point out that the typical approach for
identifying auto-generated code is a simple case-
insensitive text search for the phrase “generated
by” in the comments of the Java files. LeClair et
al. (LeClair and McMillan, 2019) report that this
search turns out to be quite aggressive, catching
nearly all auto-generated code in the repository.
However, as with RQ1, the effect of this filter is
theoretical and has not been measured in practice.

3.2 Methodology
Our methodology for answering RQ1 is to com-
pare the results of a standard NMT algorithm with
the dataset split by project, to the results of the
same algorithm on the same dataset, except with
the dataset split by function. But because random
splits could be “lucky”, we created four random
datasets split by project, and four split by function,
seen in Table 2. We then use an off-the-shelf, stan-
dard NMT technique called attendgru provided
pre-release by LeClair et al. (LeClair and McMil-
lan, 2019) and used as a baseline approach in their
recent paper. The technique is just an attentional
encoder/decoder based on single-layer GRUs, and
represents a strong NMT baseline used by many
papers. We train attendgru with each of the four
training sets, find the best-performing model using

Figure 2: Histogram of word occurrences per docu-
ment. Approximately 34% of words occur in only one
Java method, 20% occur in two methods, etc.

the validation set associated with that training set
(out of 10 maximum epochs), and then obtain test
performance for that model. We report the average
of the results over the four random splits. Note that
we used the same configuration for attendgru as
LeClair et al. report, except that we reduced the
output vocabulary to 10k to reduce model size.

Our process for RQ2 is similar. We created four
random split-by-project sets in which automati-
cally generated code was not removed. Then we
compared them to the four random split-by-project
sets we created for RQ1 (in which auto-generated
code was removed).

3.3 Dataset Characteristics

We make three observations about the dataset that,
in our view, are likely to affect how researchers de-
sign source code summarization algorithms. First,
as depicted in Figure 1, words appear to be used
more often in code as compared to natural lan-
guage – there are fewer words used only one or
two times, and in general more used 3+ times.
At the same time (Figure 2), the pattern for word
occurrences per document appears similar, imply-
ing that even though words in code are repeated,
they are repeated often in the same method and
not across methods. Even though this may suggest
that the occurrence of unique words in source code
is isolated enough to have little affect on BLEU
score, we show in Section 4 that this word over-
lap causes BLEU score inflation when you split
by function. This is important because the typi-
cal MT use case assumes that a “dictionary” can
be created (e.g., via attention) to map words in a
source to words in a target language. An algorithm
applied to code summarization needs to tolerate
multiple occurrences of the same words. To com-
pare the source code, comments, and natural lan-
guage datasets we tokenized our data by removing
all special characters, lower casing, and for source
code – splitting camel case into separate tokens.
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SplittingStrategy Set1 Set2 Set3 Set4
Split by project 17.81 16.73 17.11 17.99

Split by function 20.97 23.74 23.67 23.68
Auto-generated code included 19.11 19.09 18.04 15.66

Table 1: Average BLEU Scores from 15 epochs for each of the four sets.

A related observation is that Java methods tend
to be much longer than comments (Figure 3 ar-
eas (c) and (d)). Typically, code summarization
tools take inspiration from NMT algorithms de-
signed for cases of similar encoder/decoder se-
quence length. Many algorithms such as recur-
rent networks are sensitive to sequence length, and
may not be optimal off-the-shelf.

A third observation is that the words in meth-
ods and comments tend to overlap, but in fact a
vast majority of words are different (70% of words
in code summary comments do not occur in the
code method, see Figure 3 area (b)). This situa-
tion makes the code summarization problem quite
difficult because the words in the comments repre-
sent high level concepts, while the words in the
source code represent low level implementation
details – a situation known as the “concept assign-
ment problem” (Biggerstaff et al., 1993). A code
summarization algorithm cannot only learn a word
dictionary as it might in a typical NMT setting,
or select summarizing words from the method for
a summary as a natural language summarization
tool might. A code summarization algorithm must
learn to identify concepts from code details, and
assign high level terms to those concepts.

Figure 3: Overlap of words between methods and com-
ments (areas a and b). Over 30% of words in com-
ments, on average also occur in the method it describes.
About 11% of words in code, on average, also occur in
the comment describing it. Also, word length of meth-
ods and comments (areas c and d). Methods average
around 30 words, versus 10 for comments.

4 Experimental Results & Conclusion

In this section, we answer our Research Questions
and provide supporting evidence and rational.

4.1 RQ1: Splitting Strategy

We observe a large “false” boost in BLEU score
when split by function instead of split by project
(see Figure 4). We consider this boost false be-
cause it involves placing functions from projects
in the test set into the training set – an unrealis-
tic scenario. An average of four runs when split
by project was 17.41 BLEU, a result relatively
consistent across the splits (maximum was 18.28
BLEU, minimum 16.10). In contrast, when split
by function, the average BLEU score was 23.02,
and increase of nearly one third as seen in Ta-
ble 1. Our conclusion is that splitting by func-
tion is to be avoided during dataset creation for
source code summarization. Beyond this narrow
answer to the RQ, in general, any leakage of infor-
mation from test set projects into the training or
validation sets ought to be strongly avoided, even
if the unit of granularity is smaller than a whole
project. We reiterate from Section 1 that this is
not a theoretical problem: many papers published
using data-driven techniques for code summariza-
tion and other research problems split their data at
the level of granularity under study.

Figure 4: Boxplots of BLEU scores from attendgru for four
runs under configurations for RQ1 and RQ2.
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BP Set1 BP Set2 BP Set3 BP Set4 BF All Sets
Training Set 1,935,860 1,950,026 1,942,291 1,933,677 1,943,723

Validation Set 105,693 100,920 104,837 105,997 107,984
Testing Set 107,568 98,175 101,993 109,447 107,984

Table 2: Number of method-comment pairs in the train, validation, test sets used in each random split set when
split by project (BP) and by function (BF).

4.2 RQ2: Removing Autogen. Code
We also found a boost in BLEU score when not re-
moving automatically generated code, though the
difference was less than observed for RQ1. The
baseline performance increased to 18 BLEU when
not removing auto-generated code, and it varied
much more depending on the split (some projects
have much more auto-generated code than others).
Our recommendation is that, in general, reason-
able precautions should be implemented to remove
auto-generated code from the dataset because we
do find evidence that auto-generated code can af-
fect the results of experiments.

5 Discussion

This paper provides benefits to researchers in the
field of automatic source code summarization in
two areas. First, we provide insight into the effects
of splitting a Java method and comment dataset
by project or by function, and how these differ-
ent splitting methods effect the task of source code
summarization. Second, we provide a dataset
of 2.1m pairs of Java methods and one sentence
method descriptions in a cleaned and tokenized
format (discussed in 6) as well as a training, vali-
dation, testing split.

Note however that there may be cases where re-
searchers wish to adapt our recommendations for
a specific context. For example, when generating
comments in an IDE. The problem of code sum-
marization in an IDE is slightly different than what
we have presented, and would benefit from includ-
ing code-comment pairs from the same project.
IDEs have the advantage of access to a program-
mer’s source code and edit history in real time –
they do not rely on a repository collected post-hoc.
Moreno et al. (Moreno et al., 2013) take advantage
of this information to generate Java class sum-
maries in an eclipse plugin – their tool uses both
the class and project level information from com-
pleted projects to generate these summaries, while
not using any information from outside sources.

However, even in this case, care must be taken
to avoid unrealistic scenarios, such as ensuring

that the training set consists only of code older
than the code in the test set. For example, consider
a programmer at revision 75 of his or her project
who requests automatically generated comments
from the IDE, then goes on to write a total of 100
revisions for the project. An experiment simulat-
ing this situation should only use revisions 1-74
as training data – revisions 76+ are “in the future”
from the perspective of the real world situation.

6 Downloadable Dataset

In our online appendix we have made three down-
loadable sets available. The first is our SQL
database, generated using the tool from McMil-
lan et al. (McMillan et al., 2011), that contains the
file name, method comment, and start/end lines
for each method, we call this dataset our “Raw
Dataset”. We also provide a link to the Sourcerer
dataset (Linstead et al., 2009) which is used as a
base for the dataset in LeClair et al. (LeClair and
McMillan, 2019). In addition to the Raw Dataset,
we also provide a “Filtered Dataset” that consists
of a set of 2.1m method comment pairs. In the Fil-
tered Dataset we removed auto-generated source
code files, as well all method’s that do not have an
associated comment. No preprocessing was ap-
plied to the source code and comment strings in
the Filtered Dataset. The third downloadable set
we supply is the “Tokenized Dataset”. In the Tok-
enized Dataset, we processed the source code and
comments from the Filtered Dataset identically to
the tokenization scheme described in Section 5
of (LeClair and McMillan, 2019). This set also
provides a training, validation, and test set as well
as a script to easily reshuffle these sets.

The URL for download is:
http://leclair.tech/data/funcom
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Abstract

Recent work in the field of automatic sum-
marization and headline generation focuses on
maximizing ROUGE scores for various news
datasets. We present an alternative, extrin-
sic, evaluation metric for this task, Answering
Performance for Evaluation of Summaries.
APES utilizes recent progress in the field of
reading-comprehension to quantify the ability
of a summary to answer a set of manually cre-
ated questions regarding central entities in the
source article. We first analyze the strength
of this metric by comparing it to known man-
ual evaluation metrics. We then present an
end-to-end neural abstractive model that maxi-
mizes APES, while increasing ROUGE scores
to competitive results.

1 Introduction

The task of automatic text summarization aims to
produce a concise version of a source document
while preserving its central information. Current
summarization models are divided into two ap-
proaches, extractive and abstractive. In extractive
summarization, summaries are created by select-
ing a collection of key sentences from the source
document (e.g., Nallapati et al. (2017); Narayan
et al. (2018)). Abstractive summarization, on the
other hand, aims to rephrase and compress the in-
put text in order to create the summary. Progress
in sequence-to-sequence models (Sutskever et al.,
2014) has led to recent success in abstractive sum-
marization models. Current models (Nallapati
et al., 2016; See et al., 2017; Paulus et al., 2017;
Celikyilmaz et al., 2018) made various adjust-
ments to sequence-to-sequence models to gain im-
provements in ROUGE (Lin, 2004) scores.

ROUGE has achieved its status as the most
common method for summaries evaluation by
showing high correlation to manual evaluation
methods, e.g., the Pyramid method (Nenkova

See et al. (2017)’s Summary: bolton will offer new contracts to
emile heskey, 37, eidur gudjohnsen, 36, and adam bogdan, 27.
heskey and gudjohnsen joined on short-term deals in december.
eidur gudjohnsen has scored five times in the championship .
APES score: 0.33
Baseline Model Summary (Encoder / Decoder / Attention /
Copy / Coverage): bolton will offer new contracts to emile hes-
key, 37, eidur gudjohnsen, 36, and goalkeeper adam bogdan, 27.
heskey and gudjohnsen joined on short-term deals in december,
and have helped neil lennon ’s side steer clear of relegation. ei-
dur gudjohnsen has scored five times in the championship, as
well as once in the cup this season .
APES score: 0.33
Our Model (APES optimization): bolton will offer new con-
tracts to emile heskey, 37, eidur gudjohnsen, 36, and goalkeeper
adam bogdan, 27. heskey joined on short-term deals in decem-
ber, and have helped neil lennon ’s side steer clear of relegation.
eidur gudjohnsen has scored five times in the championship, as
well as once in the cup this season. lennon has also fined mid-
fielders barry bannan and neil danns two weeks wages this week.
both players have apologised to lennon .
APES score: 1.00
Questions from the CNN/Daily Mail Dataset:
Q: goalkeeper also rewarded with new contract; A: adam
bogdan
Q: and neil danns both fined by club after drinking inci-
dent; A: barry bannan
Q: barry bannan and both fined by club after drinking in-
cident; A: neil danns

Figure 1: Example 3083 from the test set.

et al., 2007). Tasks like TAC AESOP (Owczarzak
and Dang, 2011) used ROUGE as a strong base-
line and confirmed the correlation of ROUGE with
manual evaluation.

While it has been shown that ROUGE is corre-
lated to Pyramid, Louis and Nenkova (2013) show
that this summary level correlation decreases sig-
nificantly when only a single reference is given.
In contrast to the smaller manually curated DUC
datasets used in the past, more recent large-scale
summarization and headline generation datasets
(CNN/Daily Mail (Hermann et al., 2015), Giga-
word (Graff et al., 2003), New York Times (Sand-
haus, 2008)) provide only a single reference sum-
mary for each source document. In this work,
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we introduce a new automatic evaluation metric
more suitable for such single reference news arti-
cle datasets.

We define APES, Answering Performance for
Evaluation of Summaries, a new metric for au-
tomatically evaluating summarization systems by
querying summaries with a set of questions central
to the input document (see Fig. 1).

Reducing the task of summaries evaluation to
an extrinsic task such as question answering is in-
tuitively appealing. This reduction, however, is ef-
fective only under specific settings: (1) Availabil-
ity of questions focusing on central information
and (2) availability of a reliable question answer-
ing (QA) model.

Concerning issue 1, questions focusing on
salient entities can be available as part of the
dataset: the headline generation dataset most used
in recent years, the CNN/Daily Mail dataset (Her-
mann et al., 2015), was constructed by creating
questions about entities that appear in the refer-
ence summary. Since the target summary contains
salient information from the source document, we
consider all entities appearing in the target sum-
mary as salient entities. In other cases, salient
questions can be generated in an automated man-
ner, as we discuss below.

Concerning issue 2, we focus on a relatively
easy type of questions: given source documents
and associated questions, a QA system can be
trained over fill-in-the-blank type questions as was
shown in Hermann et al. (2015) and Chen et al.
(2016). In their work, Chen et al. (2016) achieve
‘ceiling performance’ for the QA task on the
CNN/Daily Mail dataset. We empirically assess
in our work whether this performance level (accu-
racy of 72.4 and 75.8 over CNN and Daily Mail re-
spectively) makes our evaluation scheme feasible
and well correlated with manual summary evalua-
tion.

Given the availability of salient questions and
automatic QA systems, we propose APES as an
evaluation metric for news article datasets, the
most popular summarization genre in recent years.

To measure the APES metric of a candidate
summary, we run a trained QA system with the
summary as input alongside a set of questions as-
sociated with the source document. The APES
metric for a summarization model is the percent-
age of questions that were answered correctly over
the whole dataset, as depicted in Fig. 2. We leave

Figure 2: Evaluation flow of APES.

the task of extending this method to other genres
for future work.

Our contributions in this work are: (1) We
first present APES, a new extrinsic summarization
evaluation metric; (2) We show APES strength
through an analysis of its correlation with Pyra-
mid and Responsiveness manual metrics; (3) we
present a new abstractive model which maximizes
APES by increasing attention scores of salient
entities, while increasing ROUGE to competitive
level. We make two software packages avail-
able online: (a) An evaluation library which re-
ceives the same input as ROUGE and produces
both APES and ROUGE scores.1 (b) Our PyTorch
(Paszke et al., 2017) based summarizer that opti-
mizes APES scores together with trained models.2

2 Related Work

2.1 Evaluation Methods
Automatic evaluation metrics of summarization
methods can be categorized into either intrinsic
or extrinsic metrics. Intrinsic metrics measure
a summary’s quality by measuring its similarity
to a manually produced target gold summary or
by inspecting properties of the summary. Exam-
ples of such metrics include ROUGE (Lin, 2004),
Basic Elements (Hovy et al., 2006) and Pyramid
(Nenkova et al., 2007). Alternatively, extrinsic
metrics test the ability of a summary to support
performing related tasks and compare the perfor-
mance of humans or systems when completing a
task that requires understanding the source docu-
ment (Steinberger and Ježek, 2012). Such extrin-
sic tasks may include text categorization, infor-

1www.github.com/mataney/APES
2www.github.com/mataney/APES-optimizer
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mation retrieval, question answering (Jing et al.,
1998) or assessing the relevance of a document to
a query (Hobson et al., 2007).

ROUGE, or “Recall-Oriented Understudy for
Gisting Evaluation” (Lin, 2004), refers to a set
of automatic intrinsic metrics for evaluating au-
tomatic summaries. ROUGE-N scores a candi-
date summary by counting the number of N-gram
overlaps between the automatic summary and the
reference summaries. Other notable metrics from
this family are ROUGE-L, where scores are given
by the Longest Common Subsequence (LCS) be-
tween the suggested and reference documents, and
ROUGE-SU4, which uses skip-bigram, a more
flexible method for computing the overlap of bi-
grams.

The Pyramid method (Nenkova et al., 2007) is
a manual evaluation metric that analyzes multiple
human-made summaries into “Summary Content
Units” (SCUs) and assigns importance weights to
each SCU. Different summaries are scored by as-
sessing the extent to which they convey SCUs ac-
cording to their respective weights. Pyramid is
most effective when multiple human-made sum-
maries alongside manual intervention to detect
SCUs in source and target documents. The Ba-
sic Elements method (Hovy et al., 2006), an au-
tomated procedure for finding short fragments of
content, has been suggested to automate a method
related to Pyramid. Like Pyramid, this method
requires multiple human-made gold summaries,
making this method expensive in time and cost.
Responsiveness (Dang, 2005), another manual
metric is a measure of overall quality combining
both content selection, like Pyramid, and linguis-
tic quality. Both Pyramid and Responsiveness are
the standard manual approaches for content evalu-
ation of summaries.

Automated Pyramid evaluation has been at-
tempted in the past (Owczarzak, 2009; Yang et al.,
2016; Hirao et al., 2018). This task is complex
because it requires (1) identifying SCUs in a text,
which requires syntactic parsing and the extraction
of key subtrees from the identified units, and (2)
the clustering of these extracted textual elements
into semantically similar SCUs. These two opera-
tions are noisy, and the compounded performance
summary evaluation is relying on noisy intermedi-
ary representation accordingly suffers.

Other relevant quantities for summaries qual-
ity assessment include: readability (or fluency),

grammaticality, coherence and structure, focus,
referential clarity, and non-redundancy. Although
some automatic methods were suggested as sum-
marization evaluation metrics (Vadlapudi and Ka-
tragadda, 2010; Tay et al., 2017), these metrics
are commonly assessed manually, and, therefore,
rarely reported as part of experiments.

Our proposed evaluation method, APES, at-
tempts to capture the capability of a summary to
enable readers to answer questions – similar to the
manual task initially discussed in Jing et al. (1998)
and recently reported in Narayan et al. (2018). Our
contribution consists of automating this method
and assessing the feasibility of the resulting ap-
proximation.

2.2 Neural Methods for Abstractive and
Extractive Summarization

The first paper to use an end-to-end neural network
for the summarization task was Rush et al. (2015):
this work is based on a sequence-to-sequence
model (Sutskever et al., 2014) augmented with
an attention mechanism (Bahdanau et al., 2014).
Nallapati et al. (2016) was the first to tackle the
headline generation problem using the CNN/Daily
Mail dataset (Hermann et al., 2015) adopted for
the summarization task.

See et al. (2017) followed the work of Nallapati
et al. (2016) and added an additional loss term to
reduce repetitions at decoding time. Paulus et al.
(2017) introduces intra-attention in order to attend
over both the input and previously generated out-
puts. The authors also present a hybrid learning
objective designed to maximize ROUGE scores
using Reinforcement Learning.

All the papers mentioned above have been eval-
uated using ROUGE, and all, except for Rush et al.
(2015), used CNN/Daily Mail as their main head-
line generation dataset. Of all the mentioned mod-
els we compare our suggested model only to (See
et al., 2017), as it is the only paper to publish out-
put summaries.

3 APES

Evaluating a summarization system with APES
applies the following method: APES receives a set
of news articles summaries, question-and-answer
pairs referring to central information from the text
and an automatic QA system. Then, APES uses
this QA system to determine the total number of
questions answered correctly according to the re-
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Original Reference Summary:
Arsenal beat Burnley 1-0 in the EPL. a goal from Aaron Ramsey
secured all three points. win cuts Chelsea ’s EPL lead to four
points .

Produces questions:
Q: beat @entity7 1-0 in the @entity4; A: Arsenal
Q: @entity0 beat 1-0 in the @entity4; A: Burnley
Q: @entity0 beat @entity7 1-0 in the ; A: EPL
Q: a goal from secured all three points; A: Aaron Ramsey
Q: win cuts ’s @entity4 lead to four points; A: Chelsea
Q: win cuts @entity19 ’s lead to four points; A: EPL

Figure 3: Example 202 from the CNN/Daily Mail test
set.

ceived summaries. The evaluation process is de-
picted in Fig. 2. We use Chen et al. (2016)’s model
trained on the CNN dataset as our QA system for
all our experiments. For a given summarizer and a
given dataset, APES reports the average number of
questions correctly answered from the summaries
produced by the system.

This method is especially relevant for the main
headline generation dataset used in recent years,
the CNN/Daily Mail dataset, as it was initially
created for the question answering task by Her-
mann et al. (2015). It contains 312,085 articles
with relevant questions scraped from the two news
agencies’ websites. The questions were created
by removing different entities from the manually
produced highlights to create 1,384,887 fill-in-
the-blank questions. The dataset was later repur-
posed by Cheng and Lapata (2016) and Nallap-
ati et al. (2016) to the summarization task by re-
constructing the original highlights from the ques-
tions. Fig. 3 shows an example for creating ques-
tions out of a given summary.

3.1 Using APES as an Evaluation Metric for
any News Datasets

When questions are not intrinsically available,
one requires to (1) automatically generate relevant
questions; (2) use an appropriate automatic QA
system.

Similarly to the method used in Hermann et al.
(2015), we produce fill-in-the-blank questions in
the following way: given a reference summary,
we find all possible entities, (i.e., Name, Nation-
ality, Organization, Geopolitical Entity or Facil-
ity) using an NER system (Honnibal and Johnson,
2015) and we create fill-in-the-blank type ques-
tions where the answers are these entities. We pro-
vide code for this procedure and apply it on the

AESOP datasets in our experiments3.
For the automatic QA system, we reused in

our experiment the same QA system trained on
CNN/Daily Mail for different News datasets (in-
cluding AESOP). To enable reproducibility, the
trained models used are available online.

4 APES on the TAC2011 AESOP Task

To evaluate if an automatic metric can accu-
rately measure a summarization system perfor-
mance, we measure its correlation to manual met-
rics. The TAC 2011 Automatically Evaluating
Summaries of Peers (AESOP) task (Owczarzak
and Dang, 2011) has provided a dataset that in-
cludes, alongside the source documents and refer-
ence summaries, three manual metrics: Pyramid
(Nenkova et al., 2007), Overall Responsiveness
(Dang, 2005) and Overall Readability. Two sets
of documents are provided, we use only the docu-
ments from the first set (Generic summarization),
as the second set is relevant to the update summa-
rization task.

To evaluate APES on the AESOP dataset, we
create the required set of questions as presented
in Fig. 3. We used the same QA system (Chen
et al., 2016) trained on the CNN dataset. This sys-
tem is a competent QA system for this dataset, as
both AESOP and CNN consist of news articles.
Training a QA model on the AESOP dataset would
be optimal, but it is not possible due to the small
size of this dataset. Nonetheless, even this incom-
plete QA system reports valuable results that jus-
tify APES value.

While the two datasets are similar, they dif-
fer dramatically in the type of topics the articles
cover. CNN/Daily Mail articles deal with peo-
ple, or more generally, Named Entities, averag-
ing 6 named entities per summary. In contrast,
TAC summaries average 0.87 entities per sum-
mary. The TAC dataset is divided into various
topics. The first four topics, Accidents and Nat-
ural Disasters, Attacks, Health and Safety and En-
dangered Resources average 0.65 named entities
per summary, making them incomparable to the
typical case in the CNN/Daily Mail dataset. The
last topic, Investigations and Trials, averages 3.35
named entities per summary, making it more sim-
ilar. We report correlation only on this segment of
TAC, which contains 204 documents.

3https://github.com/mataney/
APES-on-TAC2011

3941



ROUGE-1 ROUGE-2 ROUGE-L ROUGE-SU APES
Pyramid 0.590 0.468* 0.599 0.563* 0.608

Responsiveness 0.540 0.518* 0.537 0.541 0.576

Table 1: Pearson Correlation of ROUGE and APES against Pyramid and Responsiveness on summary level. Sta-
tistically significant differences are marked with *.

R-1 R-2 R-L R-SU APES
R-1 1.00 0.83 0.92 0.94 0.66
R-2 1.00 0.82 0.90 0.61
R-L 1.00 0.89 0.66

R-SU 1.00 0.67
APES 1.00

Table 2: Correlation matrix of ROUGE and APES.

We follow the work of Louis and Nenkova
(2013) and compare input level APES scores with
manual Pyramid and Responsiveness scores pro-
vided in the AESOP task. Results are in Table 1.
In Input level, correlation is computed for each
summary against its manual score. In contrast,
system level reports the average score for a sum-
marization system over the entire dataset.

While ROUGE baselines were beaten only by
a very small number of suggested metrics in the
original AESOP task, we find that APES shows
better correlation than the popular R-1, R-2 and
R-L, and the strong R-SU. Although showing sta-
tistical significance for our hypothesis is difficult
because of the small dataset size, we claim APES
gives an additional value comparing to ROUGE:
ROUGE metrics are highly correlated with each
other (around 0.9) as shown in Table 2, indicating
that multiple ROUGE metrics provide little addi-
tional information. In contrast, APES is not cor-
related with ROUGE metrics to the same extent
(around 0.6). The above suggests that APES of-
fers additional information regarding the text in a
manner that ROUGE does not. For this reason, we
believe APES complements ROUGE.

Louis and Nenkova (2013) further shows that
ROUGE correlation to manual scores tends to
drop when reducing the number of reference sum-
maries. While APES is not immune to this, as
the number of questions becomes smaller when
the number of reference summaries is reduced, it
still performs well when reducing the number of
references to a single document. In the AESOP
dataset, when comparing with respect to each of
the 8 assessors separately on Pyramid and Respon-

Model APES #Entities
#Salient
Entities

See et al. (2017) 38.2 4.90 2.57
Baseline model 39.8 4.99 2.61

Gold Summaries 85.5 6.00 4.90

Table 3: Average number of entities and salient entities.

siveness, the correlation of APES is highest in 7
out of 16 trials, while that of R1 is highest in 6 tri-
als and RL in 2 trials. In general, the correlation
between any of the metrics and single references is
extremely noisy, indicating that reliance on evalu-
ations of a single reference, which is standard on
large-scale summarization datasets, is far from sat-
isfactory.

We have established that APES achieves equal
or improved correlation with manual metrics when
compared to ROUGE, and captures a different
type of information than ROUGE, by that, APES
can complement ROUGE as an automatic evalua-
tion metric. We now turn to develop a model that
directly attempts to optimize APES.

5 Model

News articles include a high number of named en-
tities. When analyzing systems performance on
APES (Table 3), a system may fail either when
it misses to generate a salient entity in the sum-
mary, or when it includes the salient entity, but in
a context not relevant to corresponding questions.
When this happens, the QA system would not be
able to identify the entity as an answer to a ques-
tion referring to the context.

We compared the average number and type of
entities in summaries generated by existing auto-
matic summarizers to that in reference summaries.
We note that the observed models, while pro-
ducing state-of-the-art ROUGE scores and a high
number of named entities (5 vs. 6 on average), fail
to focus on salient entities when generating a sum-
mary (about 2.6 salient entities are mentioned on
average vs. 4.9 in the reference summaries). No-
tice that solely increasing the number of entities
is damaging: mentioning too many entities causes
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a decrease in the QA accuracy, as the number of
possible answers increases, which would distract
the QA system. This has motivated us in suggest-
ing the following model.

5.1 Baseline Model

To experiment with direct optimization of APES,
we reconstruct as a starting point a model that
encapsulates the key techniques used in recent
abstractive summarization models. Our model
is based on the OpenNMT project (Klein et al.,
2017). All PyTorch (Paszke et al., 2017) code, in-
cluding entities attention and beam search refine-
ment is available online4. We also include gener-
ated summaries and trained models in this reposi-
tory.

Recent work in the field of abstractive summa-
rization (Rush et al., 2015; Nallapati et al., 2016;
See et al., 2017; Paulus et al., 2017) share a com-
mon architecture as the foundation for their neu-
ral models: an encoder-decoder model (Sutskever
et al., 2014) with an attention mechanism (Bah-
danau et al., 2014). Nallapati et al. (2016) and
See et al. (2017) augment this model with a copy
mechanism (Vinyals et al., 2015). This architec-
ture minimizes the following loss function:

losst = − logP (w∗t )

loss =
1

Ty

Ty∑

t=0

losst
(1)

losst, is the negative log likelihood of generat-
ing the gold target word w∗t at timestep t where
P (·) is the probability distribution over the vocab-
ulary. We refer the reader to See et al. (2017) for a
more detailed description of this architecture.

Unlike See et al. (2017), we do not train a spe-
cific coverage mechanism to avoid repetitions. In-
stead, we incorporate Wu et al. (2016)’s refine-
ments of beam search in order to manipulate both
the summaries’ coverage and their length. In the
standard beam search, we search for a sequence
Y that maximizes a score function s(Y,X) =
log(P (Y |X)). Wu et al. (2016) introduce two
additional regularization factors, coverage penalty
and length penalty. These two penalties, with
an additional refinement suggested in Gehrmann
et al. (2018), yield the following score function:

4www.github.com/mataney/APES-optimizer

s(Y,X) = log(P (Y |X))/lp(Y )− cp(X;Y )

lp(Y ) =
(5 + |Y |)α
(5 + 1)α

cp(X;Y ) = β(−TX +

TX∑

i=1

max(

TY∑

j=1

ai,j , 1.0))

(2)
where α, β are hyper-parameters that control the
length and coverage penalties respectively and ai,j
is the attention probability of the j-th target word
on the i-th source word.
cp(X;Y ), the coverage penalty, is designed to

discourage repeated attention to the same source
word and favor summaries that cover more of the
source document with respect to the attention dis-
tribution.
lp(Y ), the length normalization, is designed to

compare between beam hypotheses of different
length accurately. In general, beam search favors
shorter outputs as log-probability is added at each
step, yielding lower scores for longer sequences.
lp compensates for this tendency.

In the following section, we describe how we
extend this baseline model in order to maximize
the APES metric. The new model learns to incor-
porate more of the salient entities from the source
document in order to optimize its APES metric.

5.2 Entities Attention Layer

As we observed, failure to capture salient entities
in summaries is one cause for low APES score.
To drive our model towards the identification and
mention of salient entities from the source docu-
ment, we introduce an additional attention layer
that learns the important entities of a source docu-
ment. We hypothesize that these entities are more
likely to appear in the target summary, and thus
are better candidate answers to one of the salient
questions for this document.

We learn for each word in the source document
its probability of belonging to a salient entity men-
tion. We adopt the classical soft attention mech-
anism of Bahdanau et al. (2014): after encoding
the source document, we run an additional single
alignment model with an empty query and a sig-
moid layer instead of the standard softmax layer.

aej = σ(eej)

eej = vT tanh(Uhj + b)
(3)
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Model APES ROUGE
1 2 L

Source 61.1 - - -
Gold-Summaries 85.5 100 100 100

Shuffled Gold-Summaries 30.9 100 7.0 58.3
Lead 3 45.1 40.1 17.3 36.3

Pointer-generator + coverage (See et al., 2017)∗ 38.2 39.3 16.9 35.7
Baseline model 39.8 39.3 17.3 36.3

Our model 46.1 40.2 17.7 37.0
Our model with gold entities positions 46.3 40.4 17.8 37.3

Table 4: APES: Percent of questions answered correctly using by document. *Obtained from the model uploaded
to github.com/abisee/pointer-generator.

where U, b, v are learnable weight matrices, hj is
the encoder hidden state for the j-th word and σ(·)
is a logistic sigmoid function. aej reflects the prob-
ability of the j-th token of being a salient entity.

The second modification comparing to Bah-
danau et al. (2014) is that we replace the softmax
function with a sigmoid: while in the standard
alignment model, we intend to obtain a normal-
ized probability distribution over all the tokens of
the source document, here we would like to get a
probability of each token being a salient entity in-
dependently of other tokens. In order to drive this
attention layer towards salient entities, we define
an additional term in the loss function.

losse = BCE(ae, s∗) (4)

where s∗ is a binary vector of source length size,
where s∗j = 1 if xj is a salient entity, and 0
otherwise, and BCE is the binary cross entropy
function. This term is added to the standard log-
likelihood loss, changing equation (1) to the fol-
lowing composite loss function:

loss = δ losse + (1− δ) 1

Ty

Ty∑

t=0

losst (5)

where δ is a hyper-parameter. We join these two
terms in the loss function in order to learn the enti-
ties attention layer while keeping the summariza-
tion ability learned by Eq. (1).

5.3 Entities Attention and Beam Search
After the attention layer has learned the probabil-
ity of each source token to belong to a salient en-
tity, we pass the predicted alignment to the beam
search component at test-time. Using this align-
ment data, we wish to encourage beam search to
favor hypotheses attending salient entities.

Accordingly, we introduce a new term ep to the
beam search score function of equation (2):

s(Y,X) = log(P (Y |X))/lp(Y )− cp(X;Y )

− ep(X;Y )

ep(X;Y ) = γ

TX∑

i=1

max(aei −
TY∑

j=1

ai,j , 0.0)

(6)
ep(X;Y ) penalizes summaries that do not at-

tend parts of the source document we believe are
central.

Fig. 4 compares summaries produced by this
model and the baseline model by showing their
respective attention distribution and the impact on
the decision of which words to include in the sum-
mary based on the attention level derived from
salient entities.

6 Results

We report our results in Table 4. For each sys-
tem, we present its APES score alongside its F1
scores for ROUGE-1, ROUGE-2 and ROUGE-L,
computed using pyrouge 5.

We first report APES results on full source doc-
uments and gold summaries, in order to assess the
capabilities of the QA system used for APES. A
simple answer extractor could answer 100% of the
questions given the gold-summaries. But the QA
system is trained over the source documents and
learns to generalize and not “just” extract the an-
swer. Answering questions from the full docu-
ments is indeed more difficult than from the gold-
summaries because the QA system must locate the
answer among multiple distractors. While gold-
summaries present a very high APES score, the

5https://pypi.org/project/pyrouge/
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Source document:
jack wilshere may rub shoulders with the likes of alexis sanchez and mesut ozil on a daily basis but he

was left starstruck on thursday evening when he met brazil legend pele . even better for wilshere , the arsenal

midfielder was given the opportunity to interview the three-time world cup winner during the launch party of

10ten talent . both wilshere and pele , along with glenn hoddle , are clients and the england international

made sure his fans on twitter knew about their meeting by posting several tweets . brazil legend pele -lrb-

left -rrb- and arsenal midfielder jack wilshere pose for a photo during launch of 10ten talent . wilshere was

given the ‘ honour to interview the legendary pele and asked twitter questions from fans . earlier on thursday

, wilshere tweeted : ‘ looking forward to meeting @pele tonight . i ll be asking the best questions you sent

. #jackmeetspele . the 23-year-old then followed this up with several tweets about the event , many of which

included photos of pele . meanwhile , pele has acknowledged that last year s world cup was a ‘ disaster

for brazil but is not surprised how quickly the likes of oscar and ramires have bounced back in the barclays

premier league this season . brazil were humiliated by germany in a 7-1 semi-final defeat and the hosts were

then thrashed 3-0 by holland in the third-place play-off . pele scored 77 goals in 92 games for brazil and

won the world cup three times but the former santos striker still finds last year s capitulation difficult to

understand .
Target Summary:
jack wilshere was joined by former england manager glenn hoddle. the arsenal midfielder interviewed pele at launch of 10ten talent. pele scored
77 goals in 92 games for brazil and won three world cups. the brazil legend says the 2014 world cup performance was not expected. the hosts were
humiliated 7-1 by germany in the semi-finals last summer. pele is, however, not surprised by reaction of oscar and ramires this year.
Baseline Model Prediction:
jack wilshere was given the opportunity to interview the three-time world cup winner. both wilshere and pele are clients and the england international.
pele has acknowledged that last year’s world cup was a ‘disaster’
Our Model Prediction:
jack wilshere was given the ‘honour to interview the legendary pele’ and asked twitter questions from fans. pele has acknowledged that last year’s
world cup was a ‘disaster’ for brazil but is not surprised how quickly the likes of oscar and ramires have bounced back in the premier league this
season. the brazil legend scored 77 goals in 92 games for brazil and won the world cup three times.

Figure 4: Example 4134 from the CNN/Daily Mail test set. Colors and underlines in the source reflect differences
between baseline and our model attention weights: Red and a single underline reflects words attended by baseline
model and not our model, Green and double underline reflects the opposite. Entities in bold in the target summary
are answers to the example questions.

score reported for the source documents (61.1%)
is a realistic upper bound for APES.

We then present shuffled gold-summaries,
where we randomly shuffled the location of each
unigram in the gold summary. This score shows
that even when all salient entities are in the shuf-
fled text, APES is sensitive to the loss of coher-
ence, readability and meaning. This confirms that
APES does not only match the presence of enti-
ties. In contrast, ROUGE-1 fails to punish such
incoherent sequences. Finally, we report ROUGE
and APES for the strong Lead 3 sentences of the
source document - a baseline known to beat most
existing abstractive methods.

We then present APES and ROUGE scores for
abstractive models, See et al. (2017)’s model, our
baseline model and our APES-optimized model.
Our model achieves significantly higher APES
scores (46.1 vs. 39.8) and improves all ROUGE
metrics (by about 1 F-point over the baselines).

The scores on the validation set are 46.6, 41.2,
18.4, 38.1 for APES, R1, R2, RL respectively.

While our objective is maximizing APES
score, our model also increases its corresponding
ROUGE scores. Unlike Paulus et al. (2017) where
the authors suggested a Reinforcement Learning
based model to optimize ROUGE specifically, we
optimize for APES and gain better ROUGE score.

We finally report the results obtained by our
model when gold salient entities positions are
given as oracle inputs instead of the predicted ae

scores. The corresponding score (46.3 vs. 46.1)
is only slightly above the score obtained by our
model. This indicates that the component of our
model predicting entity saliency is good enough
to drive summarization.

We carried out an informal error analysis to ex-
amine why some summaries perform worse than
others with our architecture. We compared sum-
maries that produce perfect APES score (1,630 out
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of 11,490 total) to the summaries with zero APES
score (1,691). We measure the density of salient
named entities in the source document: #(salient
entity mentions)/#(distinct salient entities). This
density in the case of perfect APES summaries is
much higher than that for low APES summaries
(4.9 vs. 3.6). This observation suggests that
we fail to produce higher APES scores when the
salient entities aren’t marked through sheer repeti-
tion.

7 Conclusion

We introduced APES, a new automatic sum-
marization evaluation metric for news articles
datasets based on the ability of a summary to an-
swer questions regarding salient information from
the text. This approach is useful in domains with
source documents of about 1k words that focus
on named entities - such as news articles, where
named entities are effectively aligned with Pyra-
mid SCUs. In other non-news domains, and longer
documents, other methods for generating ques-
tions should be designed. We compare APES to
manual evaluation metrics on the TAC 2011 AE-
SOP task and confirm its value as a complement
to ROUGE.

We introduce a new abstractive model that opti-
mizes APES scores on the CNN/Daily Mail dataset
by attending salient entities from the input doc-
ument, which also provides competitive ROUGE
scores.
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For our experiments, we used a bidirectional
LSTM encoder with 256-dimensional hidden
states for each direction, an LSTM decoder
with 512-dimensional hidden states and 128-
dimensional embeddings for a 50k shared-
vocabulary words. We do not use pretrained word
embeddings.

We use the Adagrad (Duchi et al., 2011) opti-
mizer with a starting learning rate of 0.15 and gra-
dient clipping with a maximum gradient norm of
2. At train-time source and target documents are
truncated to 400 and 100 tokens respectively. Af-
ter training our baseline model for 20 epochs, we
fine-tune the network with Eq. (5) loss for an ad-
ditional 5 epochs starting again with 0.15 as initial
learning rate. Results reported in this paper corre-
spond to λ = 0.01.

At test-time, we do not truncate the source doc-
uments enabling the network to attend overall in-
put text. We use Eq. (6) as the beam search score
function, penalizing using cp(X;Y ) every single
decoding step and lp(Y ) and ep(X;Y ) only when
all hypotheses are done. We choose α, β, γ val-
ues of 0.9, 0.5, 0.5 respectively for our model. We

3947



also used Paulus et al. (2017) suggestion of rep-
etition avoidance by blocking trigrams appearing
more than once at inference time.

Running APES evaluation on a generated test
set (of size 11,490 summaries) takes about 40 min-
utes using a single process.
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Abstract

Neural abstractive summarizers generate sum-
mary texts using a language model condi-
tioned on the input source text, and have
recently achieved high ROUGE scores on
benchmark summarization datasets. We inves-
tigate how they achieve this performance with
respect to human-written gold-standard ab-
stracts, and whether the systems are able to un-
derstand deeper syntactic and semantic struc-
tures. We generate a set of contrastive sum-
maries which are perturbed, deficient versions
of human-written summaries, and test whether
existing neural summarizers score them more
highly than the human-written summaries. We
analyze their performance on different datasets
and find that these systems fail to understand
the source text, in a majority of the cases.

1 Introduction

Open-domain abstractive summarization is a long-
standing goal of the field of automatic summariza-
tion. Compared to extractive techniques, abstrac-
tion offers the potential to generate much more
useful summaries by simplifying and rephrasing
the source text (Knight and Marcu, 2002), and
furthermore by aggregating information and per-
forming operations which are not possible with
extractive techniques (Genest and Lapalme, 2012;
Carenini and Cheung, 2008).

Recently, a number of abstractive summa-
rization systems based on neural sequence-to-
sequence architectures have been proposed (Rush
et al., 2015; Nallapati et al., 2016; See et al.,
2017; Paulus et al., 2018; Chen and Bansal, 2018).
These systems learn a compressed representation
of the source text using an encoder, then generate
the output summary using a conditional decoder.
Such neural abstractive systems have achieved
very good ROUGE scores on different datasets.

Source
A former Iraqi army chief of staff being investigated in
denmark for war crimes is believed to be back in Iraq, one
of his sons said Tuesday.
Contrastive 1
Iraqi general missing in denmark believed to be back from
Iraq.
Contrastive 2
Iraqi general missing from Iraq believed to be back in Iraq.

Table 1: Examples of generated contrastive summaries.
Bold indicate switched words

.

Our interest in this paper is to investigate how
these abstractive systems achieve such results, and
whether they represent progress towards language
understanding and generation. ROUGE arguably
provides a limited view of the performance of such
systems, as they only relate the system summary
to a fixed number of gold-standard summaries. We
propose a novel method to directly test the abstrac-
tive summarizers in terms of how they score po-
tential candidate summaries, viewing them as con-
ditional language models. This allows us to test
whether the summarizers favour output summaries
with specific desired qualities, such as generating
a summary that is semantically consistent and en-
tailed by the source text.

We test how well the neural abstractive sum-
marizers distinguish human-written abstracts from
contrastive distractors, which are clearly incorrect
summaries that are generated using a rule-based
procedure. Table 1 shows contrastive examples
which are clearly incorrect1. In majority of source
texts, we are able to find a contrastive example that
scores more highly than the gold-standard sum-
mary.

1For other NLP tasks, others have proposed a similar no-
tion called adversarial examples (Jia and Liang, 2017). Since
the term ‘adversarial’ has traditionally implied learning to
specifically attack the weakness of a model, which we do not
do, we refrain from using the word ‘adversarial’.
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Our work demonstrates the difficulty of control-
ling expressive neural abstractive systems to pro-
duce correct and fluent output. It also underscores
the need to revisit fundamental issues in summa-
rization evaluation for neural abstractive models,
so that a comprehensive evaluation scheme that
captures all relevant aspects of summary quality
can be developed. Our code for generating con-
trastive summaries is available online.2

2 Related Work

Most work in neural abstractive summarization
has focused on optimizing ROUGE, whether im-
plicitly by maximum likelihood training or explic-
itly by reinforcement learning. While this could
certainly capture aspects of the content selection
problem, we believe that the focus should now
shift towards semantic correctness and readability.

Cao et al. (2018) took a step in this direction
through their fact-aware neural abstractive sum-
marization system. They use fact descriptions of
the source as additional features for the summa-
rizer, and showed improved faithfulness accord-
ing to human judgments. Multi-task learning is
another approach used by Pasunuru et al. (2017)
to reduce semantic errors in the generated sum-
maries. They jointly learn summarization and en-
tailment generation tasks, using different encoders
but a shared decoder.

A number of automatic evaluation metrics have
shown high correlation with human judges (Liu
and Liu, 2008; Graham, 2015), but these results
are either restricted to extractive systems or were
performed with respect to human-generated sum-
maries. Correlation values are significantly re-
duced when performed on abstractive summariza-
tion systems and datasets (Toutanova et al., 2016).

3 Generating Contrastive Summaries

In this section, we describe our method for eval-
uating summarization systems based on whether
they can separate human-written gold summaries
from automatically generated contrastive sum-
maries. We define a contrastive summary to be
similar to a gold summary, except it contains a
perturbation. The perturbation results in either a
semantic discrepancy, where facts in source and
summary do not corroborate, or a readability is-
sue, where issues with grammar or fluency renders

2https://github.com/krtin/
ContrastiveSummaries

Rule Switching Criteria
Noun NN, NNP or NNS must match.

For NNP child DET if present is
also switched.

Preposition For IN tags: parents and their de-
pendencies must match.

Verb VBP, VBG, VBZ, VBN, VBD or
VB must match

Adjective JJ, JJR or JJS must match

Table 2: Rules for selecting words to switch when gen-
erating the contrastive summaries. The tags are as per
the Penn Tree-bank (Santorini, 1990).

the summary clearly incorrect. Below, we first de-
scribe our basic method of introducing these dis-
crepancies, then describe a number of restrictions
we apply to ensure that the generated contrastive
summaries are of high quality.

Perturbation by switching words. Given pairs
of source texts and gold summaries, we gener-
ate multiple contrastive summaries for each source
text by perturbing its associated gold summary.
There are many types of possible perturbations,
but we focus on two strategies: 1) switching words
within a gold summary, and 2) replacing a word
in gold summary by a word from the source text.
We chose these types of perturbations as they are
likely to result in “difficult” contrastive summaries
that contain words which are likely to appear in a
reasonable summary of the source text, but which
are nevertheless incorrect.

In order to select the words to be swapped, we
apply four rules, separated by syntactic category,
as shown in Table 2, using the dependency parse of
the texts (Manning et al., 2014). We switch words
either within a gold summary, or from the source
text and use a single rule at a time for generating
a contrastive summary. For example, if the POS
tag NNS is matched between a word ‘sides’ in the
source text and the word ‘combatants’ in the gold
summary, then the Noun rule would apply, and the
words would be switched to obtain the contrastive
summary.

Further, for the Noun and Verb categories, the
switched words may not match in number or verb
conjugation. We use SimpleNLG (Gatt and Re-
iter, 2009) to convert the word to the appropriate
inflectional form of the destination’s POS tag.
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Further restrictions. We place a number of re-
strictions on the words switched, to ensure that the
generated summary is contrastive compared to the
gold summary. We do not allow switching of the
same words. We also do not allow words to be
switched if they are separated by any of the fol-
lowing: ‘or’, ‘and’ or ‘,’, as these are likely to be
commutative operators.

Furthermore, we only allow switching of words
from the source text if the context of the words to
be switched sufficiently differ from each other. We
compute unigram overlap around a context win-
dow of size 2 on each side, and allow a switch
when the overlap proportion is less than 0.65.
These settings were determined by manual inspec-
tion of the generated summaries, and allowed us to
reduce the number of examples where generated
summary is not contrastive, without significantly
reducing the number of generated summaries.

We will describe the results of a human verifi-
cation study in Section 5, in which we ask human
raters to check the quality of our contrastive sum-
maries.

4 Evaluation

We apply our set of contrastive summaries to eval-
uate a number of neural abstractive summarizers.
For each summarizer under evaluation, we assume
access to a conditional language model which de-
fines a probability distribution over words condi-
tioned on the source. Formally, such a language
model is given by Equation 1:

P (yi|θ,S, y1...yi−1), (1)

here S is the source, θ are model parameters, yi ∈
Vsm represents the ith word in the summary, Vsm
is the vocabulary space of the summary and P is
the conditional probability. S ⊆ (s1, ..., sn) where
si ∈ Vso, Vso is the vocabulary space of the source
and n is the maximum source length. Further, we
use Equation 2 as our scoring function,

p(y) =

m∑

i=1

logP (yi|θ,S, y1...yi−1), (2)

here m is maximum summary length and y rep-
resents a gold or contrastive summary. For a
given triple of source, gold (g) and contrastive
(c) summary, if p(g) > p(c), then we label the
triple ‘dodged’, since the summarizer successfully
dodged the generated contrastive summary. If a

system is able to dodge all contrastive summaries
generated from a source and gold summary tuple,
then we label the tuple as ‘escaped’.

5 Experiments

Datasets. We experimented on two datasets, for
two abstractive summarization tasks. The first
is a short summarization task, where the sum-
mary is one sentence long, for which we use the
Gigaword corpus (Graff et al., 2011; Napoles
et al., 2012). We use the scripts provided by
Rush et al. (2015) to process the Gigaword corpus,
which contains the first sentence of the article and
the headline as source and gold summary pairs.
The test set contains about 250K source-summary
pairs from which we randomly selected 10K pairs
and generated 509K contrastive summaries.

The second is a long summarization task, in
which the summary consists of multiple sentences.
We use the CNN/Dailymail corpus, where the
highlights of the articles are used as the gold sum-
mary (Hermann et al., 2015). We used the scripts
from Nallapati et al. (2016) to get the data and use
the non-anonymized version like See et al. (2017).
We use 11.49K test pairs and were able to generate
563K contrastive summaries.

Models. We analyze and evaluate three state-
of-the-art neural abstractive summarization sys-
tems: ABS+ (Rush et al., 2015), GTP (See et al.,
2017) and FAS (Chen and Bansal, 2018). The
ABS+ system uses an attention-based neural lan-
guage model as an encoder and a feed-forward
neural network for decoding, and is trained on
the Gigaword corpus. The GTP system is a
seq2seq model with attention on the encoder and
a pointer-generator mechanism to choose words
from the source in the decoder and, is trained on
the CNN/Dailymail corpus. FAS uses reinforce-
ment learning algorithm to extract the most impor-
tant sentences from the source text, and then sum-
marizes each sentence using a similar architecture
as GTP on the CNN/Dailymail corpus.

These systems have performed well on small
and large text summarization tasks, and have
open-source implementation available from the
authors. We would have liked to test other relevant
systems (Pasunuru et al., 2017; Cao et al., 2018),
but were unable to obtain their implementations.

Experimental Details. The CNN/Dailymail
corpus has a large source length, thus the set of
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Rule
Dodged (%)

CNN Gigaword
GTP FAS ABS+

G
ol

d
Noun 98.8 96.5 49.5
Prep 97.8 96.9 55.4
Verb 99.0 98.5 48.7
Adj 97.8 95.6 55.7

So
ur

ce

Noun 94.3 88.5 47.9
Prep 92.0 88.2 50.1
Verb 94.9 91.9 50.2
Adj 92.6 87.2 49.7

Table 3: Rule-wise Performance, here Source and
Gold are based upon rule perturbations in Section 3

contrastive summaries is very large. To restrict the
number of contrastive summaries we randomly
select approximately 50 generated summaries,
while maintaining the rule-wise distribution.
The rule-wise distribution was estimated based
upon contrastive summaries, generated from a
subset of 100 gold standard summaries from
CNN/Dailymail corpus.

In order to correctly evaluate the FAS system,
for each extracted sentence we generate all sen-
tences in the gold summary, and pick the set of
summaries with the maximum probability.

Human verification. To ensure that we are gen-
erating incorrect contrastive summaries, 200 ran-
domly sampled summaries from the Gigaword
corpus were evaluated by a human annotator, to
verify if a semantic discrepancy or a readability
issue was present. We ensured that we sample
equally across all the 8 rules, and that we restrict
our set of contrastive summaries which the ABS+
system was not able to ‘dodge’. We found that
49.5% had a readability issue while 43.5% had a
discrepancy issue, and 93% of the examples had
at least one of these issues. This indicates that the
vast majority of our contrastive examples are “true
negatives”; i.e., a perfect summarization system
should score them lower than the gold standard
summary.

6 Results

We summarize our results in Table 4, and report
rule-wise results in Table 3. We also include ex-
amples where the ABS+ system is unsuccessful
in dodging the generated contrastive summaries,
in Table 5. Since these metrics directly evaluate
the posterior distribution of a summarizer, it al-

Model Dataset Dodged Escaped
GTP CNN 96.3% 29.8%
FAS CNN 92.9% 12.2%
ABS+ Gigaword 48.6% 10.8%

Table 4: Performance on dodged, escaped metrics.
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Figure 1: Distribution of Gold Summary Rank

lows us to explicitly recognize problematic exam-
ples for a model. We also look at what percent-
age of gold summaries lie across different ranks
of gold summaries in Figure 1. This gives us an
insight into distribution of gold summaries, across
different ranks. The rank of a gold summary is
1 plus the number of contrastive summaries that
scored higher than it.

Dodged and Escaped. On the CNN/Dailymail
dataset, we find both the models were able to
dodge most of the contrastive summaries, but a
large number of summaries had at least a few con-
trastive summaries which scored higher than the
gold summary, as reflected by the escaped metric.

The FAS model performs worse than GTP
model, this might be because the abstraction
model only observes one sentence, and thus the
probability of observing a word outside the source
sentence is higher for the contrastive summaries.

Rule-wise Analysis. The GTP and FAS models
perform better on rules which switch words within
the gold-standard summary. Thus, the decoder
LSTM has captured the data distribution very well
for words within the summary but is not general-
izing for words outside it. This suggest that using
words outside the source vocabulary might help
in generating harder contrastive examples. The
ABS+ model is better in capturing data distribu-
tions of prepositions and adjectives. This points
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towards biases towards particular distributions and
can be helpful in further improving these models.

Rank of Gold Summary. As shown in Figure
1, almost all the gold summaries have rank lower
than 8 for the GTP model, while a large percent-
age of gold summaries have rank greater than 20,
for the ABS+ model. The maximum rank in both
the cases is of the order 500K, which is the size
of contrastive summaries (Section 5). We suspect
that this might be due to behaviourally extractive
nature of GTP model, which allows it to easily dis-
tinguish any perturbations in the contrastive sum-
maries.

7 Conclusion

We proposed to analyze existing neural abstractive
summarizers by testing how they score contrastive
summaries, compared to gold-standard ones. For
the majority of the gold-standard summaries, we
were able to find contrastive examples which score
more highly according to current state-of-the-art
systems. These examples can be useful not only in
evaluating the performance of these systems, but
also for improving these systems in the future.
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A Appendices

Example 1
Source The Asian economic contagion that

contributed overnight to the year’s
worst loss on wall street returned home
with the opening of trading Wednesday,
helping to drag some markets to lev-
els they hadn’t seen for months, if not
years.

Gold Asian markets fall after big drop on wall
street.

Contrastive Asian markets fall after big drop on
street wall.

Problems The system failed to understand that
wall street has real-world significance

Example 2
Source Panama’s colon duty free area, latin

america’s biggest re-export zone,
ground to a halt monday as business
leaders shut their doors to protest a tax
hike.

Gold Business leaders launch strike in
Panama’s free zone by James.

Contrastive Business strike launch leaders in
Panama’s free zone by James.

Problems Failed to understand that business lead-
ers belong to a single entity

Example 3
Source Iran stood firm on its position towards

terrorism and the middle east peace pro-
cess in talks with an EU mission here
. . .

Gold Iran refuses to budge on terrorism,
peace process in talks with EU by Lau-
rent.

Contrastive Iran refuses to budge on terrorism,
peace process by talks with EU in Lau-
rent.

Problems Improper usage and understanding of
Prepositions

Example 4
Source The rear door of a Russian-made cargo

plane crammed with Congolese soldiers
and their families flew open in midair
on Thursday night, 33,000 feet above
the jungles of Congo, dropping scores
of passengers down a ramp and into the
sky, survivors said.

Gold Passengers fall from plane over Congo;
death toll unclear

Contrastive Passengers fall over plane from Congo;
death toll unclear

Problems Failed to understand that falling over a
plane is improbable in real-world con-
text

Example 5
Source The leader of the separatist Georgian

black sea region of Abkhazia on Mon-
day rejected Tbilisi’s insistence that
railway traffic via the region would
only be restored when refugees dis-
placed by war are allowed to return and
their safety is ensured.

Gold Georgia’s breakaway Abkhazia rejects
conditions for restoring rail traffic.

Contrastive Georgia’s breakaway Abkhazia rejects
conditions for restoring traffic traffic.

Problems A simple repetition issue, also pointed
out by the authors (Rush et al., 2015)

Example 6
Source Incheon, a port city in the republic of

Korea (rok), plans to restore its century-
old china town, which was destroyed
during the Korean war (1950-60), and
to build it into a tourism attraction by
inviting investment from china . . .

Gold Rok city wants to rebuild china town
with Chinese investment.

Contrastive Rok city wants to rebuild china town
with Chinese tourism.

Problems The model lacks understanding of the
source text

Table 5: Examples of contrastive summaries, that
ABS+ system was not able to dodge. Bold indicate
switched words

.
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♡ Instituto de Sistemas e Robótica, Instituto Superior Técnico, 1049-001 Lisboa, Portugal

†Instituto de Telecomunicações, Instituto Superior Técnico, 1049-001 Lisboa, Portugal
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Abstract

We present a new neural model for text sum-
marization that first extracts sentences from a
document and then compresses them. The pro-
posed model offers a balance that sidesteps the
difficulties in abstractive methods while gener-
ating more concise summaries than extractive
methods. In addition, our model dynamically
determines the length of the output summary
based on the gold summaries it observes dur-
ing training, and does not require length con-
straints typical to extractive summarization.
The model achieves state-of-the-art results on
the CNN/DailyMail and Newsroom datasets,
improving over current extractive and abstrac-
tive methods. Human evaluations demonstrate
that our model generates concise and informa-
tive summaries. We also make available a new
dataset of oracle compressive summaries de-
rived automatically from the CNN/DailyMail
reference summaries.1

1 Introduction

Text summarization is an important NLP problem
with a wide range of applications in data-driven
industries (e.g., news, health, and defense). Sin-
gle document summarization—the task of gener-
ating a short summary of a document preserving
its informative content (Spärck Jones, 2007)—has
been a highly studied research topic in recent years
(Nallapati et al., 2016b; See et al., 2017; Fan et al.,
2018; Pasunuru and Bansal, 2018).

Modern approaches to single document sum-
marization using neural network architectures

1Our dataset and code is available at https://
github.com/Priberam/exconsumm.

∗ Now at Google London.

(EXCONSUMM Extractive) • (CNN) A top al Qaeda in
the Arabian Peninsula leader–who a few years ago was in a
U.S. detention facility–was among five killed in an airstrike
in Yemen, the terror group said, showing the organization is
vulnerable even as Yemen appears close to civil war.
• Ibrahim al-Rubaish died Monday night in what AQAP’s
media wing, Al-Malahem Media, called a “crusader
airstrike.”
(EXCONSUMM Compressive) • (CNN) A top al Qaeda in
the Arabian Peninsula leader–who a few years ago was in a
U.S. detention facility–was among five killed in an airstrike
in Yemen , the terror group said, showing the organization is
vulnerable even as Yemen appears close to civil war.
• Ibrahim al-Rubaish died Monday night in what AQAP’s
media wing, Al-Malahem Media, called a “crusader
airstrike.”

Figure 1: Summaries produced by our model. For illus-
tration, the compressive summary shows the removed
spans strike-through.

have primarily focused on two strategies: extrac-
tive and abstractive. The former select a subset
of the sentences to assemble a summary (Cheng
and Lapata, 2016; Nallapati et al., 2017; Narayan
et al., 2018a,c). The latter generates sentences that
do not appear in the original document (See et al.,
2017; Narayan et al., 2018b; Paulus et al., 2018).
Both methods suffer from significant drawbacks:
extractive systems are wasteful since they cannot
trim the original sentences to fit into the summary,
and they lack a mechanism to ensure overall co-
herence. In contrast, abstractive systems require
natural language generation and semantic repre-
sentation, problems that are inherently harder to
solve than just extracting sentences from the orig-
inal document.

In this paper, we present a novel architec-
ture that attempts to mitigate the problems above
via a middle ground, compressive summariza-
tion (Martins and Smith, 2009). Our model selects
a set of sentences from the input document, and
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compresses them by removing unnecessary words,
while keeping the summaries informative, con-
cise and grammatical. We achieve this by dynam-
ically modeling the generated summary using a
Long Short Term Memory (LSTM; Hochreiter and
Schmidhuber, 1997) to produce summary state
representations. This state provides crucial infor-
mation to iteratively increment summaries based
on previously extracted information. It also facil-
itates the generation of variable length summaries
as opposed to fixed lengths, in previous extrac-
tive systems (Cheng and Lapata, 2016; Nallapati
et al., 2017; Narayan et al., 2018c; Zhang et al.,
2018). Our model can be trained in both extrac-
tive (labeling sentences for extraction) or com-
pressive (labeling words for extraction) settings.
Figure 1 shows a summary example generated by
our model.

Our contributions in this paper are three-fold:

• we present the first end-to-end neural archi-
tecture for EXtractive and COmpressive Neu-
ral SUMMarization (dubbed EXCONSUMM,
see §3),

• we validate this architecture on the
CNN/DailyMail and the Newsroom datasets
(Hermann et al., 2015; Grusky et al., 2018),
showing that our model generates variable-
length summaries which correlate well with
gold summaries in length and are concise
and informative (see §5), and

• we provide a new CNN/DailyMail dataset
annotated with automatic compressions for
each sentence, and a set of compressed ora-
cle summaries (see §4).

Experimental results show that when evaluated au-
tomatically, both the extractive and compressive
variants of our model provide state-of-the-art re-
sults. Human evaluation further shows that our
model is better than previous state-of-the-art sys-
tems at generating informative and concise sum-
maries.

2 Related Work

Recent work on neural summarization has mainly
focused on sequence-to-sequence (seq2seq) archi-
tectures (Sutskever et al., 2014), a formulation
particularly suited and initially employed for ab-
stractive summarization (Rush et al., 2015). How-
ever, state-of-the-art results have been achieved by
RNN-based methods which are extractive. They

select sentences based on an LSTM classifier that
predicts a binary label for each sentence (Cheng
and Lapata, 2016), based on ranking using re-
inforcement learning (Narayan et al., 2018c), or
even by training an extractive latent model (Zhang
et al., 2018). Other methods rely on an abstractive
approach with strongly conditioned generation on
the source document (See et al., 2017). In fact,
the best results for abstractive summarization have
been achieved with models that are more extrac-
tive in nature than abstractive, since most of the
words in the summary are copied from the docu-
ment (Gehrmann et al., 2018).

Due to the lack of training corpora, there
is almost no work on neural architectures for
compressive summarization. Most compres-
sive summarization work has been applied to
smaller datasets (Martins and Smith, 2009; Berg-
Kirkpatrick et al., 2011; Almeida and Martins,
2013). Other non-neural summarization systems
apply this idea to select and compress the sum-
mary. Dorr et al. (2003) introduced a method to
first extract the first sentence of a news article and
then use linguistically-motivated heuristics to iter-
atively trim parts of it. Durrett et al. (2016) also
learns a system that selects textual units to include
in the summary and compresses them by deleting
word spans guided by anaphoric constraints to im-
prove coherence. Recently, Zhang et al. (2018)
trained an abstractive sentence compression model
using attention-based sequence-to-sequence archi-
tecture (Rush et al., 2015) to map a sentence in
the document selected by the extractive model to
a sentence in the summary. However, as the sen-
tences in the document and in the summary are not
aligned for compression, their compression model
is significantly inferior to the extractive model.

In this paper, we propose a novel seq2seq
architecture for compressive summarization and
demonstrate that it avoids the over-extraction of
existing extractive approaches (Cheng and Lapata,
2016; Dlikman and Last, 2016; Nallapati et al.,
2016a).

Our model builds on recent approaches to neu-
ral extractive summarization as a sequence label-
ing problem, where sentences in the document
are labeled to specify whether or not they should
be included in the summary (Cheng and Lapata,
2016; Narayan et al., 2018a). These models often
condition their labeling decisions on the document
representation only. Nallapati et al. (2017) tries to
model the summary as the average representation
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Figure 2: Illustration of our summarization system. The model extracts the most relevant sentences from the
document by taking into account the WordEncoder representation of the current sentence e(si), the SentEncoder
representation of the previous sentence h

s
i , the current summary state representation o

s
i , and the representation of

the document e(D). If a sentence is selected (zi = 1), its representation is fed to SentStates, and we move to the
next sentence. Here, sentences s1 and s3 were selected. If the model is also compressing, the compressive layer
selects words for the final summary (Compressive Decoder). See Figure 3 for details on the decoders.

of the positively labeled sentences. However, as
we show later, this strategy is not the most ade-
quate to ensure summary coherence, as it does not
take the order of the selected sentences into ac-
count. Our approach addresses this problem by
maintaining an LSTM cell to dynamically model
the generated summary. To the best of our knowl-
edge, our work is the first to use a model that keeps
a state of already generated summary to effectively
model variable-length summaries in an extractive
setting, and the first to learn a compressive sum-
marizer with an end-to end approach.

3 Summarization with Summary State
Representation

Our model extracts sentences from a given doc-
ument and further compresses these sentences by
deleting words. More formally, we denote a docu-
ment D = (s1, . . . , sM) as a sequence of M sen-
tences, and a sentence si = (wi1, . . . , wiN) as a
sequence ofN words. We denote by e(wij), e(si)
and e(D) the embedding of words, sentences and
document in a continuous space. We model docu-
ment summarization as a sequence labeling prob-
lem where the labeler transitions between inter-
nal states. Each state is dynamically computed

based on the context, and it combines an extrac-
tive summarizer followed by a compressive one.
First, we encode a document in a multi-level ap-
proach, to extract the embeddings of words and
sentences (“Document Encoder”). Second, we de-
code these embeddings using a hierarchical “De-
cision Decoder.” The extractive summarizer labels
each sentence si with a label zi ∈ {0, 1} where 1
indicates that the sentence should be included in
the final summary and 0 otherwise. An extrac-
tive summary is then assembled by selecting all
sentences with the label 1. Analogously, the com-
pressive summarizer labels each word wij with a
label yij ∈ {0, 1}, denoting whether the word j in
sentence i is included in the summary or not. The
final summary is then assembled as the sequence
of words wij for each zi = 1 and yij = 1. See
Figures 2 and 3 for an overview of our model. We
next describe each of its components in more de-
tail.

3.1 Document Encoder
The document encoder is a two layer biLSTM, one
layer encoding each sentence, and the second layer
encoding the document. The first layer takes as in-
put the word embeddings e(wij) for each word j
in sentence si, and outputs the hidden representa-
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SentStates

Compressive decoder

Extractive decoder

WordStates

Figure 3: Decision decoder architecture. Decoder con-
tains an extractive level for sentences (orange box) and
a compressive level for words (dashed gray box), us-
ing an LSTM to model the summary state. Red di-
amond shapes represent decision variables zi = 1 if
p(zi ∣ pi) > 0.5 for selecting the sentence si, and
zi = 0 if p(zi ∣ pi) ≤ 0.5 for skipping this sentence.
The same for yij and p(yij ∣ qij) > 0.5 for deciding
over words wij to keep in the summary.

tion of each word h
w
ij . The hidden representation

consist of the concatenation of a forward
−→
h
w
ij and a

backward
←−
h
w
ij LSTM (WordEncoder in Figure 2).

This layer eventually outputs a representation for
each sentence e(si) = [−→hw

iN ,
←−
h
w
i1] that corre-

sponds to the concatenation of the last forward and
first backward LSTMs. The second layer encodes
information about the document and is also a biL-
STM that runs at the sentence-level. This biLSTM
takes as input the sentence representation from the
previous layer e(si) and outputs the hidden rep-
resentation for each sentence si in the document
as hsi (SentEncoder in Figure 2). We consider the
output of the last forward LSTM over M sentences
and first backward LSTM to be the final represen-
tation of the document e(D) = [−→hs

M ,
←−
h
s
1].

The encoder returns two output vectors, dsi =[e(D), e(si),hsi ] associated with each sentence
si, and d

w
ij = [e(D), e(si), e(wij),hsi ,hwij] for

each word j at the specific state of the encoder i.

3.2 Decision Decoder
Given that our model operates both at the
sentence-level and at the word-level, the decision
decoder maintains two state LSTMs denoted by
SentStates and WordStates as in Figure 3. For

the sentence-level decoder sentences are selected
and the state of the summary gets updated by
SentStates. For the word-level, all compressed
word representations in a sentence are pushed
to the word-level layer. In the compressive de-
coder, words that get selected are pushed onto the
WordStates, and once the decoder has reached
the end of the sentence, it pushes the output rep-
resentation of the last state onto the sentence-level
layer for the next sentence.

Extractive Decoder The extractive decoder se-
lects the sentences that should go to the summary.
For each sentence si at time step i, the decoder
takes a decision based on the encoder representa-
tion d

s
i and the state of the summary o

s
i , computed

as follows:

o
s
i = SentStates({e(ck)}k<i,zk=1).

where the osi is modeled by an LSTM taking as in-
put the already selected and compressed sentences
comprising the summary so far {e(ck)}k<i,zk=1.
This way, at each point in time, we have a repre-
sentation of the summary given by the SentStates
LSTM that encodes the state of summary gener-
ated so far, based on the past sentences already
processed by the compressive decoder e(ci−1) (in
WordStates).2 The summary representation at
step i (osi ) is then used to determine whether to
keep or not the current sentence in the summary
(zi = 1 or 0 respectively). The summarizer state
subsumes information about the document, sen-
tence and summary as:

pi = tanh(WE[dsi ;osi ] + b
s),

whereWE is a model parameter, osi is the dynamic
LSTM state, and b

s is a bias term.
This modeling decision is crucial in order to

generate variable length summaries. It captures
information about the sentences or words already
present in the summary, helping in better under-
standing the “true” length of the summary given
the document.

Finally, the summarizer state pi is used to com-
pute the probability of the action at time i as:

p(zi ∣ pi) = exp (Wzipi + xzi)
∑z′∈{0,1} exp (Wz′pi + xz′) ,

2When using only the extractive model the summary state
o
s
i is generated from an LSTM whose inputs correspond

to the sentence encoded embeddings {e(sk)}k<i,zk=1 in-
stead of the previously generated compressed representations{e(ck)}k<i,zk=1.
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where Wz is a model parameter and xz is a bias
term for the summarizer action z.

We minimize the negative log-likelihood of the
observed labels at training time (Dimitroff et al.,
2013), where λs0 and λs1 represent the distribution
of each class for the given sentences:3

L(θs) = − ∑
c∈{0,1}

λ
s
c

M∑
i=1

1zi=c

∑
i,zi=0

log p(zi∣pi),

where 1zi=c is the indicator function of class c
and θs represents all the training parameters of the
sentence encode/decoder. At test time, the model
emits probability p(zi ∣ pi), which is used as the
soft prediction sequentially extracting the sentence
i. We admit sentences when p(zi = 1 ∣ pi) > 0.5.

Compressive Decoder Our compressive de-
coder shares its architecture with the extractive
decoder. The compressive layer is triggered ev-
ery time a sentence is selected in the summary
and is responsible for selecting the words within
each selected sentence. In practice, WordStates
LSTM (see Figure 3) is applied hierarchically af-
ter the sentence-level decoder, using as input the
collected word embeddings so far:

o
w
ij =WordStates({e(wik)}k≤j,yik=1).

After making the selection decision for all words
pertaining to a sentence, the final state of the
WordStates, e(ci) = o

w
iN is fed back to

SentStates of the extractive level decoder for the
consecutive sentence, as depicted in Figure 3.

The word-level summarizer state representa-
tion depends on the encoding of words, document
and sentence d

w
ij , on the dynamic LSTM encod-

ing for the summary based on the selected words
(WordStates) owij and sentences (SentStates) osi :

qij = tanh(WC[dwij ;osi ;owij] + b
w),

where WC is a model parameter and b
w is a bias

term. Each action at time step j is computed by

p(yij ∣ qij) = exp (Wyijqij + xyij)
∑y′∈{0,1} exp (Wy′qij + xy′) ,

3If M −∑M

i=1 zi=0 or ∑M

i=1 zi=0, we simply consider the
whole term to be zero. Here M represents the number of
sentences in the document.

with parameter Wyij and bias xyij . The final loss
for the compressive layer is

L(θw) = M

∑
i=1

ziφ(i ∣ θw),
where θw represents the set of all the training pa-
rameters of the word-level encoder/decoder, φ(i)
is the compressive layer loss over N words:

φ(i ∣ θw) = − ∑
c∈{0,1}

λ
w
c

M∑
i=1

1yij=c

∑
i,zi=0

log p(yij∣qij).

The total final loss is then given by the sum of the
extractive and compressive counterparts, L(θ) =
L(θs) + L(θw).

4 Experimental Setup

We mainly used the CNN/DailyMail corpus
(Hermann et al., 2015) to evaluate our mod-
els. We used the standard splits of Hermann
et al. (2015) for training, validation, and test-
ing (90,266/1,220/1,093 documents for CNN and
196,961/12,148/10,397 for DailyMail). To eval-
uate the flexibility of our model, we also evalu-
ated our models on the Newsroom dataset (Grusky
et al., 2018), which includes articles form a diverse
collection of sources (38 publishers) with different
summary style subsets: extractive (Ext.), mixed
(Mixed) and abstractive (Abs.). We used the stan-
dard splits of Grusky et al. (2018) for training, val-
idation, and testing (331,778/36,332/36,122 docu-
ments for Ext., 328,634/35,879/36,006 for Mixed
and 332,554/36,380/36,522 for Abs.). We did not
anonymize entities or lower case tokens.

4.1 Estimating Oracles
Datasets for training extractive summarization
systems do not naturally contain sentence/word-
level labels. Instead, they are typically accompa-
nied by abstractive summaries from which extrac-
tion labels are extrapolated. We create extractive
and compressive summaries prior to training using
two types of oracles.

We used an extractive oracle to identify the set
of sentences which collectively gives the highest
ROUGE (Lin and Hovy, 2003) with respect to the
gold summary (Narayan et al., 2018c).

To build a compressive oracle, we trained a su-
pervised sentence labeling classifier, adapted from
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Oracle R1 R2 RL
Extractive Oracle 54.67 30.37 50.81
Compressive Oracle 57.12 32.59 53.27

Table 1: Oracle scores obtained for the CNN and Dai-
lyMail testsets. We report ROUGE-1 (R1), ROUGE-2
(R2) and ROUGE-L (RL) F1 scores.

the Transition-Based Chunking Model (Lample
et al., 2016), to annotate spans in every sentence
that can be dropped in the final summary. We
used the publicly released set of 10,000 sentence-
compression pairs from the Google sentence com-
pression dataset (Filippova and Altun, 2013; Fil-
ippova et al., 2015) for training. After tagging all
sentences in the CNN and DailyMail corpora us-
ing this compression model, we generated oracle
compressive summaries based on the best average
of ROUGE-1 (R1) and ROUGE-2 (R2) F1 scores
from the combination of all possible sentences and
all removals of the marked compression chunks.

To verify the adequacy of our proposed ora-
cles, we show in Table 1 a comparison of their
scores. Our compressive oracle achieves much
better scores than the extractive oracle, because of
its capability to make summaries concise. More-
over, the linguistic quality of these oracles was
preserved due to the tagging of the entire span by
the sentence compressor trained on the sentence
compression dataset.4 We believe that our dataset
with oracle compression labels will be of signifi-
cant interest to the sentence compression and sum-
marization community.

4.2 Training Parameters
The parameters for the loss at the sentence-level
were λs0=2 and λs1=1 and at the word-level, λw0 =1
and λw1 =0.5. We used LSTMs with d = 512 for all
hidden layers. We performed mini-batch negative
log-likelihood training with a batch size of 2 docu-
ments for 5 training epochs.We observed the con-
vergence of the model between the 2nd and the
3rd epochs. It took around 12 hrs on a single GTX
1080 GPU to train. We evaluated our model on
the validation set after every 5,000 batches. We
trained with Adam (Kingma and Ba, 2015) with
an initial learning rate of 0.001. Our system was
implemented using DyNet (Neubig et al., 2017).

4.3 Model Evaluation
We evaluated summarization quality using F1

ROUGE (Lin and Hovy, 2003). We report results
4We show examples of both oracles in Appendix §A.1.

in terms of unigram and bigram overlap (R1) and
(R2) as a means of assessing informativeness, and
the longest common subsequence (RL) as a means
of assessing fluency.5 In addition to ROUGE,
which can be misleading when used as the only
means to assess summaries (Schluter, 2017), we
also conducted a question-answering based human
evaluation to assess the informativeness of our
summaries in their ability to preserve key informa-
tion from the document (Narayan et al., 2018c).6

First, questions are written using the gold sum-
mary, we then examined how many questions par-
ticipants were able to answer by reading system
summaries alone, without access to the article.7

Figure 5 shows a set of candidate summaries along
with questions used for this evaluation.

4.4 Model and Baselines

We evaluated our model EXCONSUMM in two set-
tings: Extractive (selects sentences to assemble
the summary) and Compressive (selects sentences
and compresses them by removing unnecessary
spans of words). We compared our models against
a baseline (LEAD) that selects the first m lead-
ing sentences from each document,8 three neural
extractive models, and various abstractive models.
For the extractive models, we used SUMMARUN-
NER (Nallapati et al., 2017), since it shares some
similarity to our model, REFRESH (Narayan et al.,
2018c) trained with reinforcement learning and
LATENT (Zhang et al., 2018) a neural architecture
that makes use of latent variable to avoid creat-
ing oracle summaries. We further compare against
LATENT+COMPRESS (Zhang et al., 2018), an ex-
tension of the LATENT model that learns to map
extracted sentences to final summaries using an
attention-based seq2seq model (Rush et al., 2015).
All models, unlike ours, extract a fixed number of
sentences to assemble their summaries. For ab-
stractive models, we compare against the state-
of-the art models of POINTER+COVERAGE (See
et al., 2017), ML+RL (Paulus et al., 2018), and
Tan et al. (2017) among others.

5We used pyrouge to compute the ROUGE scores. The
parameters we used were “-a -c 95 -m -n 4 -w 1.2.”

6We used the CNN/DailyMail QA test set of Narayan
et al. (2018c) for evaluation. It includes 20 documents with a
total of 71 manually written question-answer pairs.

7See Appendix §A.2 for more details.
8We follow Narayan et al. (2018c) and setm = 3 for CNN

and 4 for DailyMail. We follow Grusky et al. (2018) and set
m = 2 for Newsroom.
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Models CNN DailyMail Newsroom Ext. Newsroom Mixed Newsroom Abs.
R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL R1 R2 RL

LEAD 29.1 11.1 25.9 40.7 18.3 37.2 53.1 49.0 52.4 — — — 13.7 2.4 11.2
REFRESH 30.0 11.7 26.9 41.0 18.8 37.7 — — — — — — — — —
EXCONSUMM Extractive 32.5 12.6 28.5 42.8 19.3 38.9 69.4 64.3 68.3 31.9 16.3 26.9 17.2 3.1 13.6
EXCONSUMM Compressive 32.5 12.7 29.2 41.7 18.5 38.4 68.4 62.9 67.3 31.7 16.1 27.0 17.1 3.1 14.1
Pointer+Coverage ⋄ — — — — — — 39.1 28.0 36.2 25.5 11.0 21.1 14.7 2.3 11.4
Tan et al. (2017)∗ 30.3 9.8 20.0 — — — — — — — — — — — —

Table 2: Results on the CNN, DailyMail and Newsroom test sets. We report ROUGE R1, R2 and RL F1 scores.
Extractive systems are in the first block, compressive in the second and abstractive in the third. We use — whenever
results are not available. Models marked with ∗ are not directly comparable to ours as they are based on an
anonymized version of the dataset. The model marked with ⋄ show here the results for the best configuration of
See et al. (2017), referred to as Pointer-N in Grusky et al. (2018), which is trained on the whole Newsroom dataset.

Models CNN+DailyMail
R1 R2 RL

LEAD 39.6 17.7 36.2
SUMMARUNNER

∗ 39.6 16.2 35.3
REFRESH 40.0 18.2 36.6
LATENT 41.1 18.8 37.4
EXCONSUMM Extractive 41.7 18.6 37.8
LATENT+COMPRESS 36.7 15.4 34.3
EXCONSUMM Compressive 40.9 18.0 37.4
Pointer+Coverage 39.5 17.3 36.4
ML + RL∗ 39.9 15.8 36.9
Tan et al. (2017)∗ 38.1 13.9 34.0
Li et al. (2018) 39.0 17.1 35.7
Chen and Bansal (2018) 40.4 18.0 37.1
Hsu et al. (2018) 40.7 18.0 37.1
Pasunuru and Bansal (2018) 40.9 17.8 38.5
Gehrmann et al. (2018) 41.2 18.7 38.3

Table 3: Results for combined CNN/DailyMail test set.

5 Results

5.1 Automatic Evaluation
Table 2 and 3 show results for the evaluations on
the CNN/DailyMail and Newsroom test sets.

Comparison with Extractive Systems. EX-
CONSUMM Compressive performs best on the
CNN dataset and EXCONSUMM Extractive on the
DailyMail dataset, probably due to the fact that
the CNN dataset is less biased towards extrac-
tive methods than the DailyMail dataset (Narayan
et al., 2018b). We report similar results on the
Newsroom dataset. EXCONSUMM Compressive
tends to perform better for mixed (Mixed) and ab-
stractive (Abs.) subsets, while EXCONSUMM Ex-
tractive performs better for the extractive (Ext.)
subset. Our experiments demonstrate that our
compressive model tends to perform better on the
dataset which promotes abstractive summaries.

We find that EXCONSUMM Extractive consis-
tently performs better on all metrics when com-
pared to any of the other extractive models, except
for the single case where it is narrowly behind LA-

TENT on R2 (18.6 vs 18.8) for the CNN/DailyMail
combined test set. It even outperforms REFRESH,
which is trained with reinforcement learning. We
hypothesize that its superior performance stems
from the ability to generate variable length sum-
maries. REFRESH or LATENT, on the other hand,
always produces a fixed length summary.

Comparison with Compressive System. EX-
CONSUMM Compressive reports superior perfor-
mance compared to LATENT+COMPRESS (+4.2
for R1, +2.6 for R2 and +3.1 for RL). Our re-
sults demonstrate that our compressive system
is more suitable for document summarization.
It first selects sentences and then compresses
them by removing irrelevant spans of words. It
makes use of an advance oracle sentence com-
pressor trained on a dedicated sentence com-
pression dataset (Sec. 4.1). In contrast, LA-
TENT+COMPRESS naively trains a sequence-to-
sequence compressor to map a sentence in the doc-
ument to a sentence in the summary.

Comparison with Abstractive Systems. Both
EXCONSUMM Extractive and Compressive out-
perform most of the abstractive systems including
Pointer+Coverage (See et al., 2017). When com-
paring with more recent methods (Pasunuru and
Bansal, 2018; Gehrmann et al., 2018), our model
has comparable performance.

Summary Versatility. We evaluate the ability
of our model to generate variable length sum-
maries. Table 4 show the Pearson correlation co-
efficient between the lengths of the human gen-
erated summaries against each unbounded model.
Our compressive approach obtains the best re-
sults, with a Pearson correlation coefficient of 0.72
(p < 0.001).

Figure 4 also shows the distribution of words
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Models
Bounded Unbounded

Human QA ROUGE Human QA ROUGE Pearson
score rank R1 R2 RL score rank R1 R2 RL r

LEAD 25.50 4rd 30.9 11.9 29.1 36.33 5th 31.6 13.5 29.3 0.40
REFRESH 20.88 6th 37.4 17.3 34.8 66.34 1st 43.8 25.8 41.6 0.60
LATENT 38.45 2nd 38.9 19.6 36.4 53.38 4th 40.7 22.0 38.1 -0.02
EXCONSUMM Extractive 36.34 3rd 38.4 18.5 35.9 54.93 3rd 40.8 21.0 38.2 0.68
EXCONSUMM Compressive 39.44 1ST 38.8 19.0 37.0 57.32 2nd 41.4 22.6 39.1 0.72
Pointer+Coverage 24.51 5th 38.4 19.7 36.7 28.73 6th 40.2 21.4 38.0 0.30

Table 4: QA evaluations: limited length (Bounded) and full length (Unbounded) summaries. We also show
ROUGE scores for the summaries being evaluated. We report the Pearson correlation coefficient between the
human and predicted summary lengths

Figure 4: Word distribution in comparison with the hu-
man summaries for CNN dataset. Density curves show
the length distributions of human authored and system
produced summaries.

per summary for the models where predictions
were available. Interestingly, both EXCON-
SUMM Extractive and Compressive follow the hu-
man distribution much better than other extractive
systems (LEAD, REFRESH and LATENT), since
they are able to generate variable-length sum-
maries depending on the input text. Our com-
pressive model generates a word distribution much
closer to the abstractive Pointer+Coverage model
but achieves better compression ratio; the sum-
maries generated by Pointer+Coverage contain
59.8 words, while those generated by EXCON-
SUMM Compressive have 54.3 words on average.

5.2 QA Evaluation

Table 4 shows results from our question answer-
ing based human evaluation. We elicited human
judgements in two settings: the “Unbounded”,
where participants were shown the full system
produced summaries; and the “Bounded”, where
participants were shown summaries that were lim-
ited to the same size as the gold summaries.

For the “Unbounded” setting, the output sum-
maries produced by REFRESH were able to an-
swer most of the questions correctly, our Com-
pressive and Extractive systems were placed at the
2nd and 3rd places respectively.9

We observed that our systems were able to pro-
duce more concise summaries than those produced
by REFRESH (avg. length in words: 76.0 for
REFRESH, 56.2 for EXCONSUMM Extractive and
54.3 for EXCONSUMM Compressive; see Fig-
ure 4). REFRESH is prone to generating ver-
bose summaries, consequently it has an advan-
tage of accumulating more information. In the
“Bounded” setting, we aim to reduce this unfair
advantage. Scores are overall lower since the sum-
mary sizes are truncated to gold size. The EX-
CONSUMM Compressive summaries rank first and
can answer 39.44% of questions correctly. EX-
CONSUMM Extractive retains its 3rd place an-
swering 36.34% of questions correctly.10 These
results demonstrate that our models generate con-
cise and informative summaries that correlate well
with the human summary lengths.11

5.3 Summary State Representation

Next, we performed an ablation study to investi-
gate the importance of the summary state repre-
sentation o

s
i w.r.t. the quality of the overall sum-

9We carried out pairwise comparisons between all mod-
els to assess whether system differences are statistically sig-
nificant. We found that there is no statistically signifi-
cant difference between REFRESH and EXCONSUMM Com-
pressive. We use a one-way ANOVA with posthoc Tukey
HSD tests with p < 0.01. The differences among LA-
TENT and both variants of EXCONSUMM, and between LEAD
and Pointer+Coverage are also statistically insignificant. All
other differences are statistically significant.

10The differences among both variants of EXCON-
SUMM and LATENT, and among LEAD, REFRESH and
Pointer+Coverage are statistically insignificant. All other
differences are statistically significant. We use a one-way
ANOVA with posthoc Tukey HSD tests with p < 0.01.

11App. §A.2 shows more examples of our summaries.
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LEAD
• (CNN) A top al Qaeda in the Arabian Peninsula leader–who
a few years ago was in a U.S. detention facility–was among five
killed in an airstrike in Yemen, the terror group said, showing
the organization is vulnerable even as Yemen appears close to
civil war.
• Ibrahim al-Rubaish died Monday night in what AQAP’s me-
dia wing, Al-Malahem Media, called a “crusader airstrike.”
• The Al-Malahem Media obituary characterized al-Rubaish
as a religious scholar and combat commander.
REFRESH
• (CNN) A top al Qaeda in the Arabian Peninsula leader–who
a few years ago was in a U.S. detention facility–was among five
killed in an airstrike in Yemen, the terror group said, showing
the organization is vulnerable even as Yemen appears close to
civil war.
• Ibrahim al-Rubaish died Monday night in what AQAP’s me-
dia wing, Al-Malahem Media, called a “crusader airstrike.”
• Al-Rubaish was once held by the U.S. government at its de-
tention facility in Guantanamo Bay, Cuba.
LATENT
• (CNN) A top al Qaeda in the Arabian Peninsula leader–who
a few years ago was in a U.S. detention facility–was among five
killed in an airstrike in Yemen, the terror group said, showing
the organization is vulnerable even as Yemen appears close to
civil war.
• Ibrahim al-Rubaish died Monday night in what AQAP’s me-
dia wing, Al-Malahem Media, called a “crusader airstrike.”
The Al-Malahem Media obituary characterized al-Rubaish as
a religious scholar and combat commander.
• A Yemeni Defense Ministry official and two Yemeni national
security officials not authorized to speak on record confirmed
that al-Rubaish had been killed, but could not specify how he
died.

EXCONSUMM Extractive
• (CNN) A top al Qaeda in the Arabian Peninsula leader–who
a few years ago was in a U.S. detention facility–was among five
killed in an airstrike in Yemen, the terror group said, showing
the organization is vulnerable even as Yemen appears close to
civil war.
• Ibrahim al-Rubaish died Monday night in what AQAP’s me-
dia wing, Al-Malahem Media, called a “crusader airstrike.”

EXCONSUMM Compressive
• A top al Qaeda in the Arabian Peninsula leader–who a few
years ago was in a U.S. detention facility–was among five killed
in an airstrike in Yemen. • Ibrahim al-Rubaish died in what
AQAP’s media wing, Al-Malahem Media, called a “crusader
airstrike.”

Pointer+Coverage
• Ibrahim al-Rubaish was among a number of detainees who
sued the administration of then-president George W. Bush to
challenge the legality of their confinement in Gitmo. • al-
Rubaish was once held by the U.S. government at its detention
facility in Guantanamo bay, Cuba.

GOLD
• AQAP says a “crusader airstrike” killed Ibrahim al-Rubaish
• Al-Rubaish was once detained by the United States in Guan-
tanamo

Question-Answer Pairs
• Who said that an airstrike killed Ibrahim al-Rubaish?
(AQAP) • What was the airstrike called? (crusader airstrike) •
Where was Ibrahim al-Rubaish once detained? (Guantanamo)

Figure 5: Example output summaries on the
CNN/DailyMail dataset, gold standard summary, and
corresponding questions. The questions are manually
written using the GOLD summary. The same EXCON-
SUMM summaries are shown in Figure 1, but the strike-
through spans are now removed.

mary. We tested against a STATE AVERAGING

variant, where we replace o
s
i by a weighted aver-

age, analogous to Nallapati et al. (2017), oavg si =
∑j−1
i=1 e(si)p(zi ∣ pavgi ), where p

avg
i has the same

State ROUGE
R1 R2 RL

EXCONSUMM Extractive 32.5 12.6 28.5
STATE AVERAGING 30.0 12.3 26.9
EXCONSUMM Compressive 32.5 12.7 29.2
EXCONSUMM Ext+Comp oracle 25.5 9.3 23.7

Table 5: Summary state ablation for the CNN dataset.

form as pi but depends recursively on the previous
summary state o

avg s
i−1 . Table 5 shows that using

an LSTM state o
s
i to model the current sentences

in the summary is very important. The other ab-
lation study shows how learning to extract and
compress in a disjoint approach (EXCONSUMM

Ext+Comp oracle) performs against a joint learn-
ing approach (EXCONSUMM Compressive). We
compared summaries generated from our best ex-
tractive model and compressed them with a com-
pressive oracle. Our joint learning model achieves
the best performance in all metrics compared with
the other ablations, suggesting that joint learning
and using a summary state representation is bene-
ficial for summarization.

6 Conclusions

We developed EXCONSUMM, a novel summariza-
tion model to generate variable length extractive
and compressive summaries. Experimental re-
sults show that the ability of our model to learn
a dynamic representation of the summary pro-
duces summaries that are informative, concise,
and correlate well with human generated summary
lengths. Our model outperforms state-of-the-art
extractive and most of abstractive systems on the
CNN and DailyMail datasets, when evaluated au-
tomatically, and through human evaluation for the
bounded scenario. We further obtain state-of-the-
art results on Newsroom, a more abstractive sum-
mary dataset.
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Abstract

In this work, we define the task of teaser gen-
eration and provide an evaluation benchmark
and baseline systems for the process of gen-
erating teasers. A teaser is a short reading
suggestion for an article that is illustrative and
includes curiosity-arousing elements to entice
potential readers to read particular news items.
Teasers are one of the main vehicles for trans-
mitting news to social media users. We com-
pile a novel dataset of teasers by systemati-
cally accumulating tweets and selecting those
that conform to the teaser definition. We have
compared a number of neural abstractive ar-
chitectures on the task of teaser generation and
the overall best performing system is See et al.
(2017)’s seq2seq with pointer network.

1 Introduction

A considerable number of people get their news in
some digital format.1 The trend has made many
publishers and editors shift their focus to the web
and experiment with new techniques to lure an
Internet-savvy generation of readers to read their
news stories. Therefore, there has been a notice-
able increase in the sharing of short illustrative
pieces of texts about the news on social media.

We define a ShortcutText as a short text (about
15 words or less) describing and pointing to a news
article and whose purpose is to invite the recipi-
ent to read the article. A headline is a Shortcut-
Text that optimizes the relevance of the story to
its reader by including interesting and high news
value content from the article (Dor, 2003). Click-
bait is a pejorative term for web content whose
main goal is to make a user click an adjoining link
by exploiting the information gap. According to
the definition, a principal part of the headline is an

1http://www.journalism.org/2008/07/21/the-influence-of-
the-web/

extract of the article, thereby creating an impres-
sion of the upcoming story. However, click-bait,
a ShortcutText, contains mostly elements that cre-
ate anticipation, thereby making a reader click on
the link; however, the reader comes to regret their
decision when the story does not match the click-
bait’s impression (Blom and Hansen, 2015). Thus,
click-bait provides a false impression (non-bona
fide) and contains insufficient information (highly
abstractive).

bona-fide teasing abstractive
headline yes no low
clickbait no yes high
teaser yes yes high

Table 1: The table shows three categories of Shortcut-
Texts and their properties

We introduce the new concept of teaser and
define it as a ShortcutText devised by fusing
curiosity-arousing elements with interesting facts
from the article in a manner that concurrently cre-
ates a valid impression of an upcoming story and a
sense of incompleteness, which motivates the au-
dience to read the article. A teaser is one of the
main vehicles for transmitting news on social me-
dia. Table 2 shows some teasers from a popular
newswire The Wall Street Journal.

We also introduce properties such as teasing,
abstractive, and bona-fide, which not only differ-
entiate teasers from other ShortcutTexts but also
help in compiling a dataset for the study. Teas-
ing indicates whether curiosity-arousing elements
are included in the ShortcutText. Abstractive indi-
cates whether a fair proportion of the ShortcutText
is distilled out of the news article. Bona-fide an-
swers whether the news story matches the impres-
sion created by the ShortcutText. Table 1 lists the
common forms of the ShortcutTexts along with the
presence or absence of the properties mentioned
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Article Global trade is in trouble, and investors dont seem to care.
One of the ironies of the election of a fierce nationalist in
the U.S. . . .

Headline Steel Yourself for Trumps Anti-Trade Moves
Teaser Investors don’t seem worried about a trade war. Could

tariffs by Trump start one?
Article The U.S. Supreme Court on Monday partially revived

President Donald Trumps executive order suspending
travel from six countries . . .

Headline High Court Says Travel Ban Not For Those With ‘Bona
Fide’ Relationships

Teaser In a ’bona fide’ relationship? You can visit the U.S.
Article Gan Liping pumped her bike across a busy street, racing to

beat a crossing light before it turned red. She didnt make
it. . . .

Headline China’s All-Seeing Surveillance State Is Reading Its Citi-
zens’ Faces

Teaser China is monitoring its citizens very closely. Just ask jay-
walkers.

Table 2: The table contains tuples of news articles and
their ShortcutTexts: headline and teaser. These tuples
are from a popular newswire, The Wall Street Journal.

above.
In this study, we focus on teasers shared on

Twitter2, a social media platform whose role as
a news conduit is rapidly increasing. An indica-
tive tweet is a Twitter post containing a link to
an external web page that is primarily composed
of text. The presence of the URL in an indica-
tive tweet signals that it functions to help users
decide whether to read the article, and the short
length confirms it as a ShortcutText like a head-
line or teaser. Lloret and Palomar (2013) made
an early attempt at generating indicative tweets
using off-the-shelf extractive summarization mod-
els, and graded the generated texts as informative
but uninteresting. Additionally, Sidhaye and Che-
ung (2015)’s analysis showed extractive summa-
rization as an inappropriate method for generating
such tweets as the overlaps between the tweets and
the corresponding articles often are low. Our study
shows that teasers, bona fide indicative tweets, do
exhibit significant, though not complete, overlaps,
and, therefore, are not appropriate for extractive
but certainly for abstractive summarization.

Our contributions:
1) To the best of our knowledge, this is the

first attempt to compare different types of Short-
cutTexts associated with a news article. Further-
more, we introduce a novel concept of a teaser,
an amalgamation of article content and curiosity-
arousing elements, used for broadcasting news on
social media by a news publisher.

2) We compiled a novel dataset to address
the task of teaser generation. The dataset is a

2https://twitter.com/

collection of news articles, ShortcutTexts (both
teasers and headlines), and story-highlights. Un-
like ShortcutText, a story-highlight is brief and
includes self-contained sentences (about 25-40
words) that allow the recipient to gather informa-
tion on news stories quickly. As all corpora based
on news articles include only one of these short
texts, our dataset provides the NLP community
with a unique opportunity for a joint study of the
generation of many short texts.

3) We propose techniques like unigram overlap
and domain relevance score to establish abstrac-
tivity and teasingness in the teasers. We also apply
these techniques to headlines and compare the re-
sults with teasers. The comparison shows teasers
are more abstractive than headlines.

4) High abstractivity makes teaser generation a
tougher task; however, we show seq2seq meth-
ods trained on such a corpus are quite effective.
A comparison of different seq2seq methods for
teaser generation shows a seq2seq combining two
levels of vocabularies, source and corpus, is better
than one using only the corpus level. Therefore,
we set a strong baseline on the teaser generation
task with a seq2seq model of See et al. (2017).

The remaining paper is structured as follows.
In Section 2, we provide a detailed description of
the data collection and analyses. In Section 3, we
describe and discuss the experiments. In Section
4, we describe a user study of model-generated
teasers. In Section 5, we discuss the related works.
Section 6 concludes the study.

2 Teaser Dataset

Several linguistic patterns invoke curiosity, e.g.,
provocative questions and extremes for compari-
son. A retrieval of teasers from a social media plat-
form using such patterns requires the formulation
of a large number of complex rules as these pat-
terns often involve many marker words and corre-
spondingly many grammar rules. A computation-
ally easy approach is to compile circulations from
bona-fide agents involved in luring business on
such media, and then filtering out those that don’t
comply with defined characteristics of a teaser;
see Table 1. We followed the latter approach and
chose Twitter to conduct our study.

2.1 Collection

We identified the official Twitter accounts of
English-language news publications that had
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tweeted a substantial number of times before the
collection began; this removes a potential source
of noise, namely indicative tweets by third-party
accounts referencing the articles via their URL.
See supplementary A.1 for the list of Twitter ac-
counts. We downloaded each new tweet from
the accounts via Twitter’s live streaming API. We
limited the collection to indicative tweets and ex-
tracted the article text and associated metadata
from the webpage using a general-purpose HTML
parser for news websites.3 Overall, we collected
approximately 1.4 million data items.

2.2 Analysis

We propose methods that evaluate teasingness and
abstractivity in the teasers and verify them through
analyses. We then combine those methods and de-
vise a teaser recognition algorithm. Analyses are
performed on lowercase, and stopwords-pruned
texts.

2.2.1 Extractivity
For a given pair of strings, one is an extract of an-
other if it is a substring of it. Teasers are abstrac-
tive, which we confirm by making sure that the
ShortcutText is not an extract of article sentences.
Additionally, a teaser of an article is designed dif-
ferently than the headline; therefore, they must be
independent of one other, i.e., non-extractive.

2.2.2 Abstractivity
Abstractivity, a principle characteristic of the
teaser, implies that the teaser should exhibit con-
tent overlap with its source, but not a full overlap.

We rely on Sidhaye and Cheung (2015)’s
method of computing the percentage match be-
tween two stemmed texts for grading abstractivity.
We obtain unigrams of the first, X1, and second
text, X2, using function uni(X) and compute the
percentage match using Eq. 1:

perc match(X1,X2) =
|uni(X1) ∩ uni(X2)|

|uni(X1)|
(1)

Given a ShortcutText and article, initially, a se-
quence of texts is obtained by sliding a window of
size p on the article sentences. Then, perc match
scores between the ShortcutText and sequence of
texts are computed. A text with the highest score
is selected as the prominent section for the Short-
cutText in the article.

3https://github.com/codelucas/newspaper/

Article Diabetes medication, such as insulin, lowers blood
sugar levels and . . .. But experts have revealed a nat-
ural treatment for diabetes could be lurking in the gar-
den. . . . Fig leaves have properties that can help dia-
betes . . . . An additional remedy . . .

headline Diabetes treatment: Natural remedy made from fig
leaves revealed

Teaser Would you Adam and Eve it? Natural treatment for
DIABETES could be growing in your garden

Table 3: ShortcutTexts and their non-overlaps (bold).

A full-overlap, i.e., perc match of 1 is likely
to be a case where the ShortcutText disseminates
information of its prominent section. However, a
non-overlap is very likely to be click-bait or noise.
Thus, we filter out instances where the match score
between a ShortcutText, potential teaser, and its
prominent section is above 80% or below 20%.
The intuition for the filtering is that the teasing
words are likely to be absent from the promi-
nent section, and an absence of a minimum of 2-3
words (often 20%) is the easiest way to ascertain
this fact. Table 3 shows an example. Analogously,
a presence of a minimum of 2-3 words from the
source asserts that it is not click-bait or noise.

We use the sliding window size, p, of 5,4 and
filter the data instances where the perc match be-
tween the tweet and prominent section is lower
than 0.2 or greater than 0.8.

2.2.3 Teasingness
Apart from abstractivity, teasers include words
and phrases that tease and are are embedded by
authors who often draw on their vast knowledge
of style and vocabulary to devise teasers. A com-
monly recognizable pattern among them is the in-
clusion of unusual and interesting words in a given
context, e.g., words like Adam and Eve in the ex-
ample of Table 3.

The Pareto principle or the law of the vital few,
states that the 2,000 of the most frequently used
words in a domain cover about 80% of the usual
conversation texts (Nation, 2001; Newman, 2005).
At first glance, filtering those abstractive Shortcut-
Texts that constitute only frequent words should
intuitively prune uninteresting ones and save ones
that are similar to the example in Table 3. How-
ever, a closer look at the pruned ShortcutTexts
shows several interesting teasers with substrings
comprised of out-of-place frequent-words, e.g.,
Las Vegas gunman Stephen bought nearly %%

4Most of the prominent information is supposedly within
a few leading sentences in the news articles due to the in-
verted pyramid news writing style.
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guns legally. But none of the purchases set off any
red flags, with an interesting sentence fragment
containing the phrase red flags. This suggests
that the methodology that uses plain frequency of
words is not sufficient for determining interesting
information.

tfdomain(w, d) =
|termw in domain d|
|terms in domain d|

idfdomain(w) = log
|domains|

|domains containingw|
dr(w, d) = tfdomain(w, d)× idfdomain(w)

(2)

Thus, we look at unusualness at a level lower
than the corpus. We rely on domain relevance
(dr) (Schulder and Hovy, 2014), an adapted TF-
IDF (term frequency inverse document frequency)
metric that measures the impact of a word in a do-
main and, therefore, identifies unusual words in a
specific domain, and is computed using Eq. 2.

A word is assigned a very low dr score if the
word is either non-frequent in the domain and too
frequent among other domains (unusualness) or
non-frequent in all domains (rare); see Table 4. As
a very low dr score corresponds to unusualness, a
presence of very low dr values among the non-
overlapping words of the ShortcutText suggest a
high likelihood of it being a teaser, and therefore,
we compile them as teasers. However, the filtering
requires a threshold dr value that defines anything
lower than it as a very low dr. Also, computing dr
requires domain information of the text.

freq Out ¬ freq Out
freq IN low high
¬ freq IN very low very low

Table 4: The table shows dr score range. IN and Out
refer to in-domain and out-of-domain respectively.

Would Adam Eve Natural treatment
0.104 0.0027 0.0025 0.025 0.016

DIABETES could growing garden
0.005 0.105 0.022 0.01

Table 5: Teaser words and their dr values. Non-
overlaps are in bold blue.

Obtaining Domains
We make use of articles and their keywords to de-
termine domains. Keywords are meta-information
available for a subset of corpus instances. We rely
on Doc2vec (Le and Mikolov, 2014) for obtain-
ing the representations for the articles and cluster

these representations by K-Means clustering (Har-
tigan and Wong, 1979).

We rely on elbow criterion and uniformity
among keywords in the clusters to determine the
number of clusters. The uniformity is validated
by manual inspection of 100 most-frequent key-
words. Clustering the corpus into eight domains
resulted in the final abrupt decrease of the Sum
of Squared Error (SSE) as well as uniformly dis-
tributed keyword sets. See Table 6 for domain-
wise keywords and other statistics.

Selecting a Threshold
We use the domain information and compute dr
values of potential teaser texts in the corpus. Ta-
ble 5 shows nonstop words and dr scores for Ta-
ble 3 example. Evidently, unusual words have
very low dr scores (bold values).

To determine an appropriate threshold, we de-
sign an unsupervised methodology based on the
Pareto principle. The cue remains the same, i.e., a
right threshold will filter only the teasers, and the
non-overlapping words in them are less likely to
be frequent words.

Thus, we define a range of possible threshold
values, and for each value, we compile a corpus of
teasers where a non-overlapping word has dr be-
low it. Meanwhile, we also compile sets of most-
frequent words that cover 80% of the total word
occurrences in all 8 domains (sizes≈ 2000). Then,
we determine the ratio of the teasers that have
their non-overlapping words completely overlap-
ping the frequent word sets. Finally, we select a
value which has the least overlap as the threshold;
see Figure 1. We chose 0.005 as it is the bound-
ary below which there is no overlap. We apply
this value to abstractive ShortcutTexts and obtain
a teaser corpus.

Figure 1: Overlap-ratio of frequency-based and
threshold-based filtered teasers for domains (c#).
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Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7
Keywords politics, UK,

world, Brexit,
Europe, UK
Politics,
Theresa May

Trump,
United States,
election, im-
migration,
White House

culture,
travel, home
and garden,
food and
beverage

entertainment,
celebrities,
movies,
concerts,
Netflix

Europe,
Russia,
North Korea,
Diplomacy,
Conflicts

shooting, po-
lice, murder,
killed, dead,
fire, suspect,
crash

Corporate,
business,
Company,
automotive,
Equities

Sport, Foot-
ball, Premier
League, NFL,
Dallas Cow-
boys, Rugby

Avg. size
(words)

763 842 526 838 886 651 791 741

Table 6: The table shows clusters of domains and corresponding frequent-keywords and average article size (words)
in them.

2.3 Teaser Recognition Algorithm
We combine the above three methodologies and
devise a teaser recognition algorithm; see Algo-
rithm. 1.

We use notations like uppercase bold for a ma-
trix, lowercase italic for a variable and uppercase
italic for an array. A data instance in the corpus
has an article A, headline H, tweet T, and domain
d. An article, A, has a sequence of sentences,
S = 〈S1, . . . , S|A|〉, and each sentence, Si, has a se-
quence of words, 〈w1, . . . ,w|Si|〉. WINDOW takes
a sequence of sentences, S, and returns a sequence
of texts, Z, of size |S |−p

q + 1, where p and q are
window size and sliding step respectively. The
domain-wise dr values for words in the vocabu-
lary, U , is stacked into a matrix, D. IS TEASER

takes D and items of a data instance, and deter-
mines whether its tweet, T, is a teaser.

Algorithm 1 Teaser Recognition
1: procedure IS TEASER(A,H, T, d,D)
2: if (T in H) Or (H in T) then
3: return False . sub-string match
4: for S in A do
5: if (T in S) Or (S in T) then
6: return False . sub-string match
7: Z← WINDOW(A, p = 5, q = 1)
8: V← Array()
9: for i = 1 to |Z| do

10: V.ADD(perc match(Z[i], T)) . see Eq. 1
11: if max(V) > 0.8 Or max(V) < 0.2 then:
12: return False . abstractivity
13: Ŷ← Z[max(V)] . prominent section
14: T′ ← Ŷ\T . non-overlap
15: L← D[d;T′] . indexing
16: if any (L < 0.005) then
17: return True . teasingness
18: return False

Overall, in Algorithm. 1, steps 2 to 6 checks Ex-
tractivity, steps 7 to 12 checks Abstractivity, and
steps 13 to 17 checks Teasingness. Table 7 shows
the percentage distribution of the total data points
that are pruned by each of those analyses. Finally,
we compile the remaining 23% data points, i.e.,
330k as a teaser corpus.

Analysis % pruned

Extractivity
wrt headline 37%
wrt article 5%

Abstractivity 22%
Teasingness 13%

Table 7: The table shows different analyses performed
in Algorithm. 1 and the corresponding approximate
percentage of data points pruned using them. “wrt” =
with respect to.

2.4 Comparing ShortcutTexts

The two ShortcutTexts, headline and teaser, have
distinct conveyance mediums and therefore are de-
signed differently, e.g., mean lengths of 10 and 14
respectively. However, abstractivity is also pre-
sumed for the headline. Therefore, we conduct
additional overlap-based studies to understand the

(a) teasers (t1) and articles (t2).

(b) headlines (t1) and articles (t2)

Figure 2: Histogram of unigram overlaps obtained us-
ing Eq. 1. The histograms are normalized, i.e., the area
under the curve (

∑
bin-height×bin-width) sum up to

one.
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differences in the abstractive property between
them. We compute and plot the distribution of
the overlaps between teasers (T1) and articles (T2),
and one between headlines (T1) and articles (T2);
see Figure 2a and Figure 2b for respective plot.
Clearly, compared to the teaser, headline distri-
bution is left-skewed (mean 74% and std 20%),
and thereby implies that headlines have a lesser
abstractive value than teasers.

Further, a review of a few instances of headline-
article instances with lesser than 60% overlap re-
veals cases of noisy headlines or HTML-parse
failures; therefore, in a typical scenario a headline
with a size of 10 words takes nearly all of its con-
tent (≈80%) from the source while a teaser of size
14 has sufficient non-extractive contents (≈32%).
See Table 3 for an example.

3 Experiments

3.1 Models

We experiment with two state-of-the-art neu-
ral abstractive summarization techniques, atten-
tive seq2seq (Bahdanau et al., 2014) and pointer
seq2seq (See et al., 2017), for teaser genera-
tion. Attentive seq2seq learns to generate a tar-
get with words from a fixed vocabulary, while
pointer seq2seq uses a flexible vocabulary, which
is augmented with words from the source deliv-
ered through the pointer network. We refer to the
individual papers for further details.

Evaluation Metrics: Studies on text-
summarization evaluate their system using Rouge;
therefore, we report Rouge-1 (unigram), Rouge-2
(bigram), and Rouge-L (longest-common sub-
string) as the quantitative evaluation of models on
our corpus.

Parameters: We initialized all weights, includ-
ing word embeddings, with a random uniform
distribution with mean 0 and standard deviation
0.1. The embedding vectors are of dimension 100.
All hidden states of encoder and decoder in the
seq2seq models are set to dimension 200. We pad
short sequences with a special symbol 〈PAD〉.
We use Adam with initial learning rate .0007 and
batch size 32 for training. Texts are lowercased
and numbers are replaced by the special symbol
%. The token length for the source is limited to
100 and target sequence to 25. The teaser baseline
experiments and headline generation use vocabu-
lary size of 20000.

Rouge-1 Rouge-2 Rouge-L
ABS 29.55 11.32 26.42
ABS+ 29.76 11.88 26.96
RAS-Elman 33.78 15.97 31.15
Nallapati et al. 32.67 15.59 30.64
seq2seq 31.21 12.96 28.87
seq2seq point 34.81 15.59 32.05

Table 8: Rouge scores on the standard task of Headline
Generation (Gigaword). seq2seq and seq2seq point are
reimplementations of Bahdanau et al. (2014) and See
et al. (2017) respectively.

3.2 Baseline Setting

As we reimplemented (Bahdanau et al., 2014) and
(See et al., 2017) models, we initially evaluate
them on a standard task of headline generation.5

We use popular headline generation corpus, Gi-
gaword (Napoles et al., 2012), with 3.8M train-
ing examples. We fetched the test set from Rush
et al. (2015) and report the results on it. The re-
sults are compared with the state-of-the-art head-
line generation methods like Nallapati et al. (Nal-
lapati et al., 2016), ABS (Rush et al., 2015), ABS+
(Rush et al., 2015), and RAS-Elman (Chopra et al.,
2016). Since our aim for this experiment is to
demonstrate the strength of the models, we limit
the model parameters to the extent that we pro-
duce comparable results in less computation time.
Table 8 compares performances of seq2seq and
seq2seq pointer models with other state-of-the-art
methods. The results indicate that the implemen-
tations have performance competitive with other
state-of-the-art methods.

Validation
Rouge-1 Rouge-2 Rouge-L

seq2seq 15.77 03.52 13.53
seq2seq point 21.57 07.03 18.64

Test
seq2seq 15.26 03.38 13.15
seq2seq point 21.05 07.11 18.49

Table 9: Rouge F1 scores for seq2seq model and
seq2seq point models on the teaser task.

These models are then trained and evaluated
on the teaser corpus obtained using Algorithm. 1
that initially has 330k instances. We then sam-
ple 255k instances that have all associated short
texts in them. The sampled corpus is split into

5codes for collection, analyses and experiments:
https://github.com/sanjeevkrn/teaser_
collect.git and https://github.com/
sanjeevkrn/teaser_generate.git
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non-overlapping 250k, 2k and 2k sets for training,
validation, and testing, respectively. The split is
constructed such that training, validation and test
sets have equal representation of all eight domains.
Any instances that describe events that were also
described in training are removed from validation
and test sets; thus, instances encountered in vali-
dation / test are quite distinct from instances en-
countered in training. Models were selected based
on their performance on the validation set. Ta-
ble 9 shows the performance comparison. Clearly,
seq2seq point performs better than seq2seq due to
the boost in the recall gained by copying source
words through the pointer network.

Teaser
Rouge-1 Rouge-2 Rouge-L

seq2seq 15.26 03.38 13.15
seq2seq point 21.05 07.11 18.49

Headline
seq2seq 18.52 05.34 16.74
seq2seq point 23.83 08.73 21.68

Highlights
seq2seq 31.18 17.57 27.30
seq2seq point 35.92 22.44 31.53

Table 10: Rouge F1 scores for seq2seq model and
seq2seq point models on the teaser, headline and high-
lights generation task.

Additionally, models are also trained and eval-
uated on the other short texts that are available
in the novel corpus: headlines (also a Shortcut-
Text) and story-highlights. All the model pa-
rameters remain the same except the generation
size, which depends on the short text average
size, e.g., 35 for highlights. Table 10 com-
pares the performance on the test data. Clearly,
seq2seq point performs better than seq2seq for
all the types of short texts. Additionally, the
change in the rouge scores with the change of
dataset, i.e., Teaser<Headline<Highlights, also
corresponds to the level of distillation of source
information in them.

Table 11 shows an example of a data instance
in the corpus and seq2seq point model genera-
tions. Among generations, only headline and
teaser have non-overlapping words; however, the
headline non-overlap, says, is a frequent word
with a high dr (0.11) while the teaser non-overlap,
catch, is a domain-wise non-frequent one, and
therefore, has a very low dr (0.006).

Further, the teaser is the most detached from
the core news information among the three gen-

Article Millions of disease carrying mosquitoes are to be
freed in a well-meaning bid . . .. The lab-grown ver-
sions are infected with a disease which prevents natu-
ral mosquito . . . . But some activists fear the disease
could transfer to humans ultimately making all hu-
man males sterile . . . . Despite claims it is safe for
humans , there are also some concerns . . . rendering
humans unable to breed . . .

Ground-Truth
Headline SHOCK CLAIM: Lab created super-mosquitos re-

leased into wild could ’make all men infertile’
Highlight A NEW lab-designed mosquito being released into

the wild could end the human race by making men
sterile, it was claimed today.

Teaser PLAYING GOD? Millions of lab-grown diseased
mosquitoes to be released into wild

Generated
Headline millions of mosquitoes could be freed , study says
Highlight millions of disease carrying mosquitoes are to be

freed in a well-meaning bid to decimate natural pop-
ulations of the malaria-spreading insects .

Teaser activists fear the disease could be freed - but there ’s
a catch

Table 11: seq2seq pointer generated examples. Non-
overlapping words are in bold blue. More examples in
supplementary A.2.

erations, while still being relevant. The generated
highlight is extractive, and this is a reason for rel-
atively high Rouge scores for highlights (see Ta-
ble 10). Rouge is an overlap-based measure and,
therefore, is inclined towards extractive datasets.

3.3 Impact of very low dr

We performed additional experiments to study the
impact that can be generated using the domain rel-
evance (dr). All the settings are kept intact as
in Section 3.2 except the training corpus; this is
changed by increasing the proportion of very low
dr (<0.005) terms in the teasers. New models are
trained using equal size training instances sampled
out of the revised corpora.

A bucketing of very low dr percentages into
[0%, 25%), [25%, 35%), [35%, 45%), [45%,
55%) and [55%, 100%) divides the corpus into
approximately equal sizes. Also, the mean
and standard deviation of teaser-article over-
lap ratio is nearly equal in all the buckets,
i.e., 0.559±0.148, 0.559±0.146, 0.564±0.146,
0.566±0.142, 0.566±0.146, respectively. Thus,
the range of buckets corresponds to a range in
the percentage of uncommon words. We eval-
uate the precision and recall of the models.
Recall (|overlap|/|ground-truth|) estimates the
model capacity in recovering the ground-truth
content, while precision (|overlap|/|generation|)
estimates the relevancy in the generation.
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Figure 3: Variation in ROUGE-l on increasing the pro-
portion of domain-relevant terms in the teasers. Models
trained on 40k sampled instances.

As shown in Figure 3, the test recall for both
models decreases with the increase in uncommon
words in their training. An increase in the pro-
portion of uncommon words makes the models
also generate uncommon words, which are not
likely to match the ground-truth, thereby reduc-
ing the recall. However, in extreme cases, i.e.,
[45%, 100%), not only training teasers get slightly
shorter but also a relatively large proportion of
out-of-vocabulary (UNK) is introduced in them,
and thereby in the generations. The UNK appears
for novel informative words, which are rare words
with a very low dr as well (see Table 4). Unlike
seq2seq, seq2seq pointer recovers those from the
source using pointer network and thus doesn’t suf-
fer an abrupt drop in the scores.

Further, the precision scores in extreme cases
have a slightly different trend than recall scores,
and this is due to shorter generations, which sup-
ports precision, but is irrelevant for recall.

4 Human Evaluation

The quantitative evaluations show that state-of-
the-art models perform moderately on the novel
task. This is mostly due to deficiencies of Rouge,
which fails to reward heterogeneous contents. We
took a closer look at some of the generated ex-
amples, see Table 12, and observed frequent cases
where the generation suffered from the typical
seq2seq issues, e.g., repetition of words; how-
ever, there are also cases where generation is more
distinctive than ground-truth and is well formed
too. Thus, we carried out a small user study to
understand the quality of the generated teasers;
however, we only selected non-repeating and non-

• pres . trump lashed out on twitter at the hosts of
“ msnbcs morning ”
•migration agency says more than %% peo-
ple drowned and presumed dead in myanmar to
bangladesh
• computer glitch led to google to be dramatically
undervalued this morning
• alt-right activist jason kessler says he was
swarmed by a group of charlottesville
• of identical triplets who beat the incredible
odds of %%% million to survive
• singer and guitar player who declined to appear
on britain ’s got talent

Table 12: The table shows seq2seq point generated
teasers used in the survey-based study. More examples
in supplementary A.2.

On Twitter Stimulating
Mean Std Mean Std

ground-truth 0.660 0.064 0.621 0.079
seq2seq point teaser 0.588 0.078 0.559 0.089
baseline 0.476 0.127 0.501 0.111

Table 13: The table shows the mean values and stan-
dard deviations of the likelihood of being social-media
text and stimulating for users to read. Baseline = lead
sentences

UNK generations to anonymize the source. The
participants in the user study are undergraduate
or graduate students with some computer science
background and familiarity with social media plat-
forms. Additionally, all the participants have used
or have been using twitter.

We assembled a set of texts by randomly sam-
pling 40 seq2seq point teasers, 40 ground-truth
teasers, and 40 lead sentences (baseline), and also
established equal representation of the domains.
We then assigned 72 sentences (3 per domain per
category) to ten participants and asked them to rate
texts for two questions: 1) How likely is it that
the text is shared on Twitter for a news story by a
news organization? and 2) How likely is it that
the text makes a reader want to read the story?
The first question helps us recognize the partici-
pant’s understanding of the teasers, as an informed
reader will rate a ground-truth significantly higher
than the baseline, and 8 of them recognized it cor-
rectly, and their ratings are selected for the eval-
uation. The second question provides a cue as to
the model capacity in generating teasing texts by
learning interesting aspects present in the teaser
corpus.

The annotators rated samples on a scale of 1 to
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5; however, we normalized the ratings to avoid
the influence of annotators having different rat-
ing personalities. The results, summarized in Ta-
ble 13, show that the human written teasers are
most likely to be recognized as social media texts
due to their style, which is distinct from the lead
sentence; the model trained on such teasers closely
follows it. Similarly, human written teasers are
good at stimulating readers to read a story com-
pared to the lead sentence and the generated
teasers.

5 Related Work

There are two kinds of summarization: abstrac-
tive and extractive. In abstractive summarization,
the model utilizes a corpus-level vocabulary and
generates novel sentences as the summary, while
extractive models extract or rearrange the source
words as the summary. Abstractive models based
on neural sequence-to-sequence (seq2seq) (Rush
et al., 2015) proved to generate summaries with
higher Rouge scores than the feature-based ab-
stractive models. The integration of attention into
seq2seq (Bahdanau et al., 2014) led to further ad-
vancement of abstractive summarization (Nallap-
ati et al., 2016; Chopra et al., 2016; See et al.,
2017).

There are studies utilizing cross-media corre-
lation like coupling newswire with microblogs;
however, most of them involve improving tasks
on newswire by utilizing complementary informa-
tion from microblogs, e.g., improving news arti-
cle summarization using tweets (Gao et al., 2012;
Wei and Gao, 2014), generating event summaries
through comments (Wang et al., 2015), etc. There
is very limited work on using newswire and gen-
erating microblogs, e.g., article tweet generation
(Lloret and Palomar, 2013) and indicative tweet
generation (Sidhaye and Cheung, 2015). Lloret
and Palomar (2013) observed that off-the-shelf ex-
tractive models produce summaries that have high
quantitative scores, but that are not interesting
enough. Similarly, Sidhaye and Cheung (2015)’s
analysis of indicative tweets shows the narrow
overlap between such tweets and their source lim-
its the application of an extractive method for
generating them. Our controlled compilation of
such tweets shows a mean percentage match of
68.3% (std: 16%) with its source. These analyses
strongly suggest that indicative tweets are not reg-
ular information-disseminating short texts. Also,

the mixed nature of such texts suggests an abstrac-
tive, rather than extractive study.

Most abstractive summarization systems use a
popular dataset, CNN/DailyMail(Napoles et al.,
2012), that includes news articles and story high-
lights to train and test their performance. How-
ever, story highlights are brief and self-contained
sentences (about 25-40 words) that allow the re-
cipient to quickly gather information on news sto-
ries; it is largely extractive (Woodsend and Lapata,
2010). Our novel corpus includes not only extrac-
tive short texts (i.e., story-highlights) and nearly
extractive (i.e., headlines), but also very abstrac-
tive teasers, and therefore is a challenging and
more appropriate dataset to measure abstractive
systems.

6 Conclusion

We defined a novel concept of a teaser, a Shortcut-
Text amalgamating interesting facts from the news
article and teasing elements. We compiled a novel
dataset that includes all of the short texts that are
associated with news articles. We identified prop-
erties like abstractive, teasing, and bona-fide that
assist in comparing a teaser with the other forms
of short texts. We illustrated techniques to con-
trol these properties in teasers and verified their
impact through experiments. An overlap-based
comparative study of headlines and teasers shows
teasers as abstractive while headlines as nearly ex-
tractive. Thus, we performed neural abstractive
summarization studies on teasers and set a strong
benchmark on the novel task of teaser generation.
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A Supplementary

A.1 List of Twitter accounts
The following is the list of Twitter accounts from
which data was collected.

Account ID Account name
759251 CNN
807095 nytimes
35773039 theatlantic
14677919 newyorker
14511951 HuffingtonPost
1367531 FoxNews
28785486 ABC
14173315 NBCNews
2467791 washingtonpost
14293310 TIME

3976



2884771 Newsweek
15754281 USATODAY
16273831 VOANews
3108351 WSJ
14192680 NOLAnews
15012486 CBSNews
12811952 Suntimes
14304462 TB Times
8940342 HoustonChron
16664681 latimes
14221917 phillydotcom
14179819 njdotcom
15679641 dallasnews
4170491 ajc
6577642 usnews
1652541 reuters
9763482 nydailynews
17469289 nypost
12811952 suntimes
7313362 chicagotribune
8861182 newsday
17820493 ocregister
11877492 starledger
14267944 clevelanddotcom
14495726 phillyinquirer
17348525 startribune
87818409 guardian
15084853 IrishTimes
34655603 thesun
15438913 mailonline
111556423 dailymailuk
380285402 dailymail
5988062 theeconomist
17680050 thescotsman
16973333 independent
17895820 daily express
4970411 ajenglish

Table 14: To access the Twitter page of an Account
name X, use URL https://twitter.com/X and
to access the Twitter page of an Account Id X, use
URL https://twitter.com/intent/user?
user_id=X. The script to download tweets from the
above accounts is available in https://github.
com/sanjeevkrn/teaser_collect.git.

A.2 Results

The following table shows examples that include
input news articles and short text outputs (head-
line, highlight, and Teaser) both ground-truths and
model generations.

Article Sir Robert Fellowes , the Queen ’s private secretary
, was on the verge of making the extraordinary re-
quest . . .. But he was persuaded to back off by fellow
courtiers and the party went ahead as planned putting
Camilla . . . . a visible and acknowledged part of the
Prince ’s life . A new book , The Duchess : The Un-
told Story by Penny Junor , makes sensational claims
about Prince Charles . . . . furious about the birthday
party even though by this stage she was fairly relaxed
about Charles ’s relationship . . .

Ground-Truth
Headline Princess Diana latest: Queen aide planned to end

Charles affair with Camilla amid rage
Highlight PRINCE Charles faced being told by the Queen to

end his relationship with Camilla after Princess Diana
erupted with fury over a lavish party for the Duchess-
to-be , it is claimed .

Teaser Royal intervention threatened Charles and Camilla’s
affair after Diana’s fury at posh bash

Generated
Headline duchess of the queen ’s private secretary robert fel-

lowes
Highlight sir robert fellowes , the queen ’s private secretary ,

was on the verge of making the extraordinary request
of her majesty .

Teaser penny junor reveals why she was on the brink of
making the queen ’s life

Article The top Democrat on the Senate Finance Commit-
tee asked the Trump administration on Thursday to
turn over the names of visitors . . .. That investiga-
tion found that members of the golf clubs Trump vis-
ited most often as president . . . . Membership lists at
Trump’s private clubs are secret. USA TODAY found
the names of about 4,500 members by reviewing . . . .
In a letter to the Department of Homeland Security’s
Acting Secretary Elaine Duke, Wyden said USA TO-
DAY’s examination . . .

Ground-Truth
Headline Senator seeks visitor logs, golf partners
Highlight An investigation by USA TODAY prompts a senior

Democratic senator to seek visitor logs at Trump
clubs and names of his golfing partners .

Teaser Citing USA TODAY’s investigation, a top Sen.
Democrat seeks visitor logs to Trump’s golf courses
& golfing partners.

Generated
Headline trump [UNK] to turn over trump ’s private clubs
Highlight the top democrat on the senate finance committee

asked the trump administration .
Teaser the top democrat on trump ’s golf club : “ it ’ s a lot

of money , but it ’ s not going to

Table 15: The table shows input articles, ground-truth
short texts, and seq2seq pointer generated short texts.
Non-overlapping words between short texts and Arti-
cles are in bold blue.
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Abstract

Cross-referencing, which links passages of
text to other related passages, can be a valu-
able study aid for facilitating comprehension
of a text. However, cross-referencing requires
first, a comprehensive thematic knowledge
of the entire corpus, and second, a focused
search through the corpus specifically to find
such useful connections. Due to this, cross-
reference resources are prohibitively expen-
sive and exist only for the most well-studied
texts (e.g. religious texts). We develop a
topic-based system for automatically produc-
ing candidate cross-references which can be
easily verified by human annotators. Our sys-
tem utilizes fine-grained topic modeling with
thousands of highly nuanced and specific top-
ics to identify verse pairs which are topically
related. We demonstrate that our system can
be cost effective compared to having annota-
tors acquire the expertise necessary to produce
cross-reference resources unaided.

1 Introduction

Cross-references are references within or between
bodies of text that can help elaborate upon or clar-
ify that text. They can be a useful tool for deep
understanding and can also be used to analyze
the relational structure of a text. In contrast to a
word concordance which simply shows passages
which share a common keyword, cross-references
often include links which do not necessarily share
the same keywords, but are still related topically.
The existence of a thorough and complete cross-
reference resource can facilitate better scholarship
of a text and help readers to quickly find clarify-
ing information or see repeated themes throughout
a text.

Compared to language tasks such as part-of-
speech tagging, producing cross-reference anno-
tations is much more labor intensive. To pro-

duce cross-references, annotators must become in-
timately familiar with a text in order to note that
a particular passage is related to another passage
they happen to recall. This level of familiarity
and expertise with a particular text typically re-
quires the annotator to spend a great deal of time
studying and reading. Possibly for this reason, ex-
pansive cross-references have only been produced
for the most well-studied texts, such as the Bible.
Other texts, such as academic textbooks, may in-
clude indices or other similar references, but these
tend to be sparse, focusing on a small number of
keywords rather than linking each individual pas-
sage with other relevant passages.

The process of creating such a resource can
be expensive and time consuming. For exam-
ple, the Bible1 published by The Church of Je-
sus Christ of Latter-day Saints includes numer-
ous cross-references and topic-based categories.
These cross-references took hundreds of volun-
teers thousands of hours over seven years to pro-
duce (Anderson, 1979). This process involved
collecting more than 19,900 manually curated en-
tries from volunteers, and then editing and refining
those references with a small committee of experts
down to a final cross-reference database contain-
ing 12,475 entries.

Cross-referencing grows quadratically with the
size of the data because for each of n passages,
there are n− 1 possibly related passages, yielding
O(n2) potential pairs. This differs from tasks such
as part-of-speech tagging where annotators can tag
individual sentences in isolation (O(n)). We can,
however, evaluate pairs in isolation. Therefore,
our approach is to produce a system which utilizes
fine-grained topic modeling in order to dramati-
cally lower the cost of producing a cross-reference
resource for new texts. We do not expect that such

1https://www.lds.org/scriptures/bible
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a system will produce only–or even primarily–
valid cross-references, but we hope that the system
could be accurate enough to allow annotators to
simply review the proposed cross-references and
reduce the search cost.

2 Methodology

In this section, we describe our experimental setup
and how we approach the problem of automatic
cross-reference generation.

2.1 Cross-reference Datasets

While exact statistics are impossible to obtain, the
number of printed copies of the Bible is estimated
to be more than 5 billion (Guiness). It is one of
the most well-studied texts in existence, and one
of the few texts in the world with extensive cross-
reference data. We utilize the English Standard
Version of the Holy Bible (Crossway, 2001) in
order to validate our method. We use this spe-
cific translation of the Bible because it is used on
openbible.info. While our work focuses on
this specific religious text out of necessity, it can
also be applied to other texts, including literary
classics and collections of historical documents.

To aid any readers who are unfamiliar with this
religious text, we note that the term ‘verse’ refers
to a short division of a chapter. The entirety of
the text is divided up into books. Typically, in-
dividual verses are referenced by the name of the
book, the chapter number, and the verse number,
e.g., Isaiah 25:8. For convenience, each referenced
verse in electronic versions of this paper is a hy-
perlink to openbible.info, showing the verse
along with associated cross-references. For the
sake of narrowing our focus, our efforts in cross-
referencing the Bible will focus on finding topi-
cally related verses, though other work could po-
tentially link larger passages, such as entire chap-
ters or passages spanning multiple verses.

As a ground truth for cross-references, we uti-
lize two sources. The first is the “Treasury of
Scripture Knowledge, Enhanced” (Morton, 2010)
(an extended version of the original “Treasury
of Scripture Knowledge” (Torry, 2002)), which
includes 670,796 cross-references between the
31,085 verses of the Bible. To our knowledge, this
is the most exhaustive resource of human curated
cross-references for the Bible to date. We will de-
note this cross-reference dataset as TSKE.

The second source of ground truth cross-

references is a dataset from openbible.info.
This dataset was seeded with various public do-
main cross-reference data, including the Treasury
of Scripture Knowledge. As shown in Figure 1,
users search for a verse they are interested in and
can then vote on whether they found a particular
cross-reference to be helpful or not. With each
helpful or not helpful vote counting as +1 and −1
respectively, the dataset includes the net result of
the votes for each included cross-reference.

Thus we can filter the dataset of cross-
references based on how helpful each verse was
rated to be. Counting only those cross-references
which have a non-negative vote total, this dataset
contains 344,441 cross-references. In figures, we
denote this subset of the openbible.net cross-
reference dataset as OpenBible+0. We also use the
subset of cross-references which received a net to-
tal of at least 5 helpful votes. This subset, denoted
as OpenBible+5, has 50,098 cross-references.

We do note however that the voting data has
some skewness in the number of votes for each
cross-reference. The overwhelming majority of
cross-references received fewer than five total
votes for or against the reference. A small number
of verses, including both popular verses as well as
verses which happen to come from the very begin-
ning of the Bible, have received hundreds of votes.

2.2 Baselines for Automated Cross-reference
Generation

These cross-reference datasets were produced at a
tremendous cost in time and human effort. To the
best of our knowledge, efforts at automating this
process are limited and have not received much at-
tention in computer science literature. That said, a
reasonable baseline for automated efforts is a sim-
ple word-based concordance, which lists words
along with references to where the words occur in
the text2.

Using the TSKE as the ground truth for
cross-references, this simple baseline will recover
roughly 65% of the cross-references. For exam-
ple, as shown in Figure 1 and assuming that stem-
ming is performed, the verse Isaiah 25:8 would be
properly linked to 1 Corinthians 15:54 due to the
two verses sharing the terms ‘death’ and ‘swal-
low’. On the other hand, verses such as Hosea
13:14 or 1 Corinthians 15:55 which reference the

2For an example of such a concordance for the
King James Version of the Bible, see Strong’s Concor-
dance (Strong, 1890).
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‘sting of death’ should not be linked to verses such
as Revelation 9:10, which references the sting
of a scorpion. For this reason, roughly 99% of
cross-references found using word-based concor-
dance are spurious according to the TSKE, mak-
ing this baseline less useful as a cross-referencing
resource.3 We refer to this baseline as word match.

As a slightly stronger baseline, we also consider
a topical concordance in which verses assigned to
the same topic by some topic model are consid-
ered to be linked. We refer to this baseline as
topic match. For example, suppose that a topic
model includes a topic which gives high probabil-
ity to terms such as ‘death’, ‘swallow’, ‘victory’
and ‘sting’. Assuming that such a model would as-
sign the previously mentioned verse to this topic,
then verses such as Isaiah 25:8, Hosea 13:14, and
1 Corinthians 14:54 would be linked, but Revela-
tion 9:10 which uses the term ‘sting’ in a different
context (i.e., the sting of a scorpion) would not be
linked.

We can further increase the precision of this
baseline by only linking references which share
a topic and a word, although this does come at
the cost of recall. We refer to this final baseline
method as topic-word match.

3For this reason, published biblical word concordances
typically only give a manually curated subset of significant
vocabulary terms.

2.3 Topic-based Cross-referencing

We now describe our approach to topic-based
cross-referencing. The baselines built upon word
or topic concordances simply propose any cross-
reference for which a word or topic matches an-
other verse, meaning that we cannot set a threshold
on the quality of the proposed cross-references.
Instead, we propose comparing document-topic
distributions as K-dimensional vectors, where K
is the number of topics, using standard vector dis-
tance metrics to compare verses. This idea has
been used before (Towne et al., 2016), although
not for the task of producing cross-references. By
using a vector distance metric to compare the topi-
cal similarity of verse pairs, we can set a threshold
on the number of proposed cross-references and
propose only the most topically related verse pairs
as cross-references. We experiment with four dis-
tance metrics: cosine distance, Euclidean distance,
cityblock (or Manhattan) distance, and Chebyshev
distance. However, given that previous work com-
paring document-topic vectors from LDA seem to
default to cosine similarity (Towne et al., 2016;
Chuang et al., 2012), we anticipate that cosine dis-
tance will be the best metric for selecting cross-
references.

2.4 Model Selection

We claim that a fine-grained topic model, i.e., a
topic model with a large number of highly nu-
anced topics, will be able to provide more value

Figure 1: Voting interface for cross-reference data from openbible.info.
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for tasks like cross-referencing than traditional
coarse-grained topic models. In order to validate
this claim, we will compare our fine-grained mod-
els with topics from a traditional Latent Dirichlet
Allocation model with 100 topics. We refer to this
baseline model as coarse.

Traditional probabilistic topic models such as
Latent Dirichlet Allocation are not able to utilize
large numbers of topics (Wallach et al., 2009).
However, we successfully train anchor-based topic
models with thousands of topics. Consequently,
for our fine-grained models, we will employ
the Anchor Word algorithm (Arora et al., 2013).
Anchor-based topic models view topic modeling
as non-negative matrix factorization. This class of
topic models attempts to decompose a document-
word matrix into two matrices, including a topic-
word matrix which gives the conditional probabil-
ities of a particular word given a topic. Ordinarily,
this factorization is NP-Hard (Arora et al., 2012).
However, given a set of anchor words, or words
which uniquely identify a topic, the computation
requires only O(KV 2 + K2V I) where K is the
number of topics, V is the size of the vocabulary,
and I (typically around 100) is the average number
of iterations (Arora et al., 2013).

We train our anchor-based model using 3,000
topics. We choose this number based on the num-
ber of documents we expect each topic to explain:
there are roughly 30,000 verses and, according to
OpenBible+0, a median of 10 cross-references per
verse, so we want each topic to be responsible for
roughly 10 documents.

By default, the anchors for the 3,000 topics
are produced using a modified form of the Gram-
Schmidt process (Arora et al., 2013). This process
views each word as a vector in high-dimensional
space and attempts to pick anchor words which
maximally span that space. For more details,
see Arora et al. (2013). In our results and figures,
we refer to this model with the default anchor se-
lection method as Gram-Schmidt.

This does present us with some difficulty with
anchor words as this process tends to select the
most extreme and esoteric anchors possible (Lee
and Mimno, 2014), which can lead to less use-
ful topics as we increase their number. Lund
et al. (2017) introduced a method of using multiple
words to form a single anchor. This method, called
tandem anchoring, was originally formulated as a
way to extend the anchor algorithm to allow for

interactive topic modeling.
Instead of utilizing human interaction to seed

the topic anchors, we will seed the tandem anchors
using the terms from randomly selected verses.
For example, suppose we randomly select Isa-
iah 25:8 as a verse from which to form an an-
chor. As shown in Figure 1, this verse includes
terms such as ‘swallow’, ‘death’, and ‘tears’. Each
of these terms is represented as a point in high-
dimensional space. To produce a single anchor
from these terms, we average the words using the
element-wise harmonic mean4. While this new
point may not correspond to any particular word,
it does capture the joint occurrence pattern of the
words which form the anchor. We repeat this pro-
cess 3,000 times to produce an anchor-based topic
model with tandem anchors. While this exact
methodology of seeding topic anchors using ran-
domly selected verses is novel, we note the simi-
larity to the method used to seed topics in Rephil,
a web scale topic model used by Google (Murphy,
2012). In figures, we refer to this model with tan-
dem anchors as tandem.

For each of these models, we must take the
topic-word distributions from the topic model and
produce document specific topic assignments. We
utilize mean field variational inference in order
to assign the individual verses to topics, similar
to Nguyen et al. (2015).

3 Results

In this section we present the results of our ex-
periments with topic-based cross-referencing. As
discussed in Section 2, we experiment with three
different cross-reference datasets: TSKE, Open-
Bible+0, and OpenBible+5. We utilize three dif-
ferent topic models: coarse, Gram-Schmidt, and
tandem. We seek to demonstrate that our topic-
based cross-referencing system can effectively uti-
lize fine-grained topic modeling to produce candi-
date cross-references which can be annotated by
humans in a cost effective manner.

3.1 Metric Comparisons

We first explore the various metrics for selecting
cross-references discussed in Section 2.3. With
each proposed distance metric, we are able to set
a threshold and determine which Bible verse pairs
to keep as candidate cross-references and which

4See Lund et al. (2017) for details on why the harmonic
mean is useful for forming tandem anchors
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to discard. Figure 2 and Figure 3 summarize our
results with respect to metrics.

Figure 2 gives a receiver operator characteristic
(or ROC) curve, which compares the true positive
rate (or recall) against the false positive rate (or
fall-out). We show the curve for the various met-
rics using the TSKE as our ground truth. We show
these curves on each of the three different models
discussed in Section 2.4.

Overall, cosine distance is the best method for
selecting cross-references, as it gives the largest
area under the ROC curve. The major exception
to this is with the traditional coarse-grained topic
model for which Euclidean distance performs the
best. Considering that cosine distance has fre-
quently been used in conjunction with topics from
LDA (Towne et al., 2016; Chuang et al., 2012),
this result is somewhat surprising.

Also of interest is the fact that the word-match
baseline does reasonably well with respect to the
true positive rate, at least if a false positive rate of
roughly 0.196 is acceptable. Note that this corre-
sponds to 188,974,806 false positives in the TSKE
dataset, so while the raw number of true positives

may be impressive, this baseline is not likely to be
useful in practice.

While the ROC plot is undoubtedly more popu-
lar than the precision-recall plot, in cases where
the data is imbalanced, the precision-recall plot
can be much more informative. This is mainly
because of the use of false-positives in the ROC
curve, which can present an overly optimistic
picture of the classifier performance (Saito and
Rehmsmeier, 2015). Consequently, in Figure 3,
we also compare each of the proposed metrics us-
ing a precision-recall curve (or PRC).

The PRC plot reinforces the claim that cosine
distance is the best distance metric to threshold
cross-references since for any reasonable level of
precision, cosine distance yields the best results.
Once again, with the exception of Euclidean dis-
tance performing better with the coarse-grained
topic model. However, we note that the precision
using coarse-grained topics is much lower than
using fine-grained topics with cosine distance.
Even with Gram-Schmidt based fine-grained top-
ics, where Euclidean distance eventually wins out
against cosine distance, the high amount of false
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Figure 2: Cross-reference ROC curves for different metrics for cross-reference selection with topics from three
different topic models and TSKE as the cross-reference ground truth.
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Figure 3: Cross-reference PRC plots with different metrics for cross-reference selection with topics from three
different topic models and TSKE as the cross-reference ground truth.
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positives means that cosine distance is the most
useful metric for this task. The PRC plot also il-
lustrates why the matching baselines are not prac-
tically useful—they do have decent true positive
rates, but the precision with these baselines is ex-
tremely low.

3.2 Topic Model Comparison

We now explore the various topic models dis-
cussed in Section 2.4. Figure 4 and Figure 5 sum-
marize these results. Based on Section 3.1, each
reported result in this section uses cosine distance
to determine verse pairs which should be consid-
ered as candidate cross-references. We compare
the results of the three topic models on the three
datasets discussed in Section 2.1.

The overall trend on each of the three datasets
is simply that we lower the true positive rate and
precision as we use more selective datasets. Con-
sidering that OpenBible+5 is a subset of Open-
Bible+0, and that OpenBible+0 is nearly a subset

of TSKE5, this result is not surprising. In the fi-
nal cost analysis (see Section 3.3), the selectivity
of the actual annotators must be taken into account
when attempting to predict the true positive rate or
the precision of a system.

As shown in Figure 4, regardless of the anchor
selection strategy, both fine-grained topic models
outperform the traditional coarse-grained model.
Our model using tandem anchors built from ran-
domly selected verses performs the best for nearly
all levels of false positive rate. However, the
Gram-Schmidt based anchors produce better true
positive rates for very low false positive rates.

This trend is better illustrated with the PRC
plots in Figure 5. While for higher values of re-
call the tandem anchor selection strategy does win
out, it is only after precision significantly drops
that tandem anchors produce superior predictions
to Gram-Schmidt anchors.

5OpenBible+0 has 533 references seeded from other pub-
lic domain sources, which are not included in TSKE.
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Figure 4: Cross-reference ROC curves with different models for cross-reference selection with three different
datasets.

0.0 0.2 0.4 0.6 0.8 1.0
0.00

0.01

0.02

0.03

0.04

0.05

P
re

ci
si

on

TSKE

0.0 0.2 0.4 0.6 0.8 1.0
Recall

0.00

0.01

0.02

0.03

0.04

0.05
OpenBible+0

0.0 0.2 0.4 0.6 0.8 1.0
0.00

0.01

0.02

0.03

0.04

0.05
OpenBible+5

wordmatch topicmatch topicwordmatch tandem gramschmidt coarse

Figure 5: Cross-reference PRC plots with different models for cross-reference selection with three different
datasets.
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Figure 6: Cross-reference cost curves with different models for cross-reference selection with three different
datasets. Note the log-log scale. The x-axis denotes the number of cross-references produced by our method,
while the y-axis indicates how many of those cross-references are valid according to the human-provided ground
truth.

3.3 Cost Analysis

While the precision-recall curves in Figure 5 may
suggest that Gram-Schmidt based topic models
produce superior topics for cross-referencing, we
suggest that this analysis may be missing a key
point in real world analysis. As an alternative to
both PRC and ROC curves, we suggest that this
task might be best served with an analysis of cost
per true positive.

We envision that our system would be used to
produce a set of candidate cross-references which
would then be curated using human annotators.
These annotators would be tasked with evaluating
each potential reference and determining whether
or not each cross-reference is valid. Critically, the
annotator would only be required to evaluate indi-
vidual cross-references, not the entire text.

As a working example of the cost of such an an-
notation process, suppose we use a popular crowd-
sourcing service (e.g., Amazon Mechanical Turk)
to produce human annotations. We might rea-
sonably expect to pay something around $0.01
USD per annotation. We would likely require
some form of quality control in the form of re-
dundant annotations, so we might end up pay-
ing $0.05 USD per annotated cross-reference can-
didate. Of course, the exact cost per annotated
cross-reference will vary depending on the ser-
vice and difficulty of the specific text being cross-
referenced. However, we will use these estimates
for the purpose of illustration.

Suppose as part of this working example, we
are interested in producing a resource with 12,000
valid cross-reference annotations (roughly match-

ing the size of the previously mentioned LDS edi-
tion of the Bible (Anderson, 1979)). Consult-
ing Figure 6 we can then determine how many
candidate cross-references we would need to pro-
duce for human annotation in order to create the
final curated cross-reference resource. For ex-
ample, using the TSKE as our ground truth, we
would need approximately 150,000 predicted pos-
itives in order to find 12,000 true positives. At
$0.05 USD per annotation, this would cost about
$7,500 USD. Supposing that our annotators were
more selective, we could use the OpenBible+0
as the ground truth, which would roughly dou-
ble the cost. With OpenBible+5, which is consid-
erably more selective, this cost rises to approxi-
mately $1,000,000 USD. In contrast, with tradi-
tional coarse-grained topic modeling, this cost is
anywhere from $40,000 USD using the TSKE as
the ground truth, to $17,500,000 USD using Open-
Bible+5 as the ground truth.

While these costs may seem prohibitive, con-
sider that the alternative is to have experts under-
stand the entire text to the degree that they can read
one passage and recall other relevant passages they
have previously read. In the case of religious texts,
this is often possible since adherents study those
texts as part of their daily routine. For example, in
the case of the LDS edition, it took a committee of
experts seven years of work to produce their cross-
reference resource, even with the aid of hundreds
of volunteers. However, without those experts and
volunteers, the cost would have been even greater.
In the naive case where every possible reference is
manually checked, the cost skyrockets to around
$48,000,000 USD.

3984



Passage 1 Passage 2
“I have an excessive regard for Miss
Jane Bennet, she is really a very
sweet girl, and I wish with all my
heart she were well settled. But with
such a father and mother, and such
low connections, I am afraid there is
no chance of it.”

“I wish you may not get into a scrape, Harriet, whenever
he does marry;–I mean, as to being acquainted with his
wife–for though his sisters, from a superior education, are
not to be altogether objected to, it does not follow that he
might marry any body at all fit for you to notice. The
misfortune of your birth ought to make you particularly
careful as to your associates. There can be no doubt of
your being a gentleman’s daughter, and you must support
your claim to that station by every thing within your own
power, or there will be plenty of people who would take
pleasure in degrading you.”

Table 1: Passage 1 is taken from the eighth chapter of Pride and Prejudice, and Passage 2 is taken from the fourth
chapter of Emma. These two passages are a valid cross-reference because they both discuss social standing and
family connections in the context of marriage. Their connection was found even with their lack of shared words.

4 Discussion

Without extensive cross-referencing resources for
more secular datasets, it is difficult to empiri-
cally prove the usefulness of our system gener-
ally without an extremely costly user study. That
said, we make a small attempt by manually ex-
amining cross-references generated from the com-
plete works of Jane Austen and Plato. Based on
our cost analysis in Section 3.3, and since we
will be examining only a small number of cross-
references, we utilize tandem anchors to generate
topics. With each dataset, we examine the first 300
cross-references produced by our system.

We also examine what our model got wrong in
proposing Bible cross-references.

4.1 Jane Austen

Of the first 300 cross-references, we find that 39 of
them are valid, linking passages from all six works
by Jane Austen. As with our experiments with the
Bible, this level of precision is sufficient that we
believe that we could dramatically lower the cost
of producing a full cross-referencing resource for
this text.

We note that 109 of these are cross-references
linking a paragraph in the eighth chapter of Pride
and Prejudice to other passages in our corpus. Of
the references involving this one paragraph, 22
were valid. An example of such a cross-reference
is shown in Table 1. While marriage in general is
a common theme in the works of Jane Austen, this
particular paragraph more specifically discusses
the role of social status and family connection as
it relates to choosing a marriage partner. We note

that the connection between the passages in Ta-
ble 1 is thematic; they share no significant words
in common, demonstrating the capability of the
system to detect nuanced topics and themes.

4.2 Plato

Of the first 300 cross-references generated from
the works of Plato, we found 119 that were valid.
Many of the cross references were between dis-
tinct works, and included discussions about the na-
ture of justice, arguments about the composition of
things, the nature and role that certain things play,
and discussions of appropriate legislation.

It is important to note that the model found sig-
nificantly more cross references in the works of
Plato than those by Jane Austen. This is likely
due to the nature of the writing. We find in the
works of Plato that ideas themselves are discussed
directly, similar to the bible, and thus we would
expect it to be easier for a model to find words
and phrases that link to a specific topic. An exam-
ple of this is that words like “virtue,” “courage,”
“mean,” and “cowardice” would likely identify a
topic about virtue that comes up in the works of
Plato. However, in Jane Austen we find ideas dis-
cussed implicitly through interactions of the char-
acters and commentary by the author. The mean-
ing, while present, is found by “reading between
the lines.” An example of this is that we might find
marriage discussed in the works of Jane Austen,
but more often through characters discussing their
feelings after getting married. Here, words that
we might see could be words such as “happy,”
“elated,” “love,” “efficient,” etc. However, these
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words could also correlate equally well with other
topics, and thus it would be harder for our model
to discern. As further evidence of this we point
out that the cross reference we used above from
Jane Austen is an explicit discussion of marriage.
It is likely that an implicit discussion of marriage
would be harder for our model to find. We also
point out that in such cases it is a non-trivial task
for humans to come to a specific consensus about
what a given passage could mean or relate to.

That said, given the relevant and influential na-
ture that the works of Plato still hold even today,
we can see that these cross references are highly
useful in that they facilitate study and understand-
ing of his works that a study of each individual
work separately might miss.

4.3 Error Analysis

We examine the errors of running tandem an-
chors using cosine distance on the Bible. There
are two types of errors to examine: candidate
cross-references proposed early in the process that
are not valid cross-references and valid cross-
references that are not proposed until the end of
the process (as determined by the Treasury of
Scripture Knowledge).

Early invalid candidate cross-references all ex-
hibit the same characteristic; the documents are
exactly or substantively the same (e.g. Deuteron-
omy 2:17 the Lord said to me, and Deuteronomy
2:2 Then the Lord said to me). Indeed, a human
given only those two documents would also mark
them as related, and many valid cross-references
exhibit this same characteristic (e.g. Psalms 107:6
and Psalms 107:28 are exactly the same and are a
valid cross-reference).

Cross-references are partially so difficult be-
cause what constitutes a valid cross-reference is at
least partially determined by what the community
surrounding the text views as significant, and so
two documents that are identical may or may not
be a valid cross-reference depending on the view
of that community. This particular issue would
make any end-to-end automated solution to cross-
referencing particularly difficult.

We also examined the last one hundred valid
cross-references proposed. We consider these er-
rors because in a system where a predetermined
number of candidate cross-references are consid-
ered, these candidate cross-references would most
likely never be considered. For 28 of the last one

hundred valid cross-references, it is unclear why
they are considered valid cross references (e.g.,
Ezekiel 16:10 I clothed you also with embroidered
cloth and shod you with fine leather. I wrapped
you in fine linen and covered you with silk. and
Deuteronomy 8:11 “Take care lest you forget the
Lord your God by not keeping his commandments
and his rules and his statutes, which I command
you today,).

Many of the other 72 valid cross-references are
also difficult in some way. Many of the connec-
tions involve some use of metaphor (25) or are
linked by a single key word, such as a name, but
are otherwise topically dissimilar (34). The other
13 cross-references are all documents describing
the construction of the tabernacle, and we have
enough extra context to recognize this, however
it isn’t surprising that the model doesn’t find this
connection.

It is useful to note that of the final 600,000 can-
didate cross-references, only one hundred of them
were valid cross-references.

5 Conclusion

We have produced a system using fine-grained
topic modeling which is able to propose candidate
cross-references which can be verified by non-
expert human annotators for the purpose of creat-
ing a cross-reference resource at a fraction of the
cost of current manual techniques. Our method,
which utilizes tandem anchors to produce large
numbers of highly nuanced topics coupled with an
effective assignment strategy, is able to produce
document-topic vectors which are comparable us-
ing cosine distance.

Our results also demonstrate that this system
would not be as cost effective with traditional
coarse-grained topic modeling. While we can find
sets of topically related documents using coarse-
grained topics, for the task of finding the most
closely related documents we require a system
which is more specific. We suggest that this suc-
cess serves as motivation for exploration of fine-
grained topic modeling for other topic-based use
cases which require nuance and precision.
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Abstract

In our everyday chit-chat, there is a conver-
sation initiator, who proactively casts an ini-
tial utterance to start chatting. However, most
existing conversation systems cannot play this
role. Previous studies on conversation systems
assume that the user always initiates conversa-
tion, and have placed emphasis on how to re-
spond to the given user’s utterance. As a result,
existing conversation systems become passive.
Namely they continue waiting until being spo-
ken to by the users. In this paper, we consider
the system as a conversation initiator and pro-
pose a novel task of generating the initial utter-
ance in open-domain non-task-oriented con-
versation. Here, in order not to make users
bored, it is necessary to generate diverse utter-
ances to initiate conversation without relying
on boilerplate utterances like greetings. To this
end, we propose to generate initial utterance
by summarizing and chatting about news arti-
cles, which provide fresh and various contents
everyday. To address the lack of the training
data for this task, we constructed a novel large-
scale dataset through crowd-sourcing. We also
analyzed the dataset in detail to examine how
humans initiate conversations (the dataset will
be released to facilitate future research activ-
ities). We present several approaches to con-
versation initiation including information re-
trieval based and generation based models.
Experimental results showed that the proposed
models trained on our dataset performed rea-
sonably well and outperformed baselines that
utilize automatically collected training data in
both automatic and manual evaluation.

1 Introduction

Conversation1 systems are becoming increasingly
important as a means to facilitate human-computer

∗This work was done during research internship at Yahoo
Japan Corporation.

1“Conversation” in this paper refers to open-domain non-
task-oriented conversations and chit-chat.

Figure 1: Conversation initiation task. The system in
this example is given a news post about “iPhone” and
generates an initial utterance for chatting about it.

communication. However, most of the studies on
conversation systems have been based on the as-
sumption that a human always initiates conver-
sation. As a result, the systems are designed
to be passive (Yan, 2018), meaning that they
keep waiting until they are spoken to by the hu-
man and will never speak to the human proac-
tively. For example, popular encoder-decoder
models (Sutskever et al., 2014; Vinyals and Le,
2015) are designed to respond to input utterances
provided by humans, and it is difficult for them
to proactively initiate the conversation. Although
some systems are able to initiate conversations,
they basically adopt template-based generation
methods and thus lack diversity.

This paper investigates generating the very first
utterance in a conversation. We feel strongly that
conversation systems should not always be pas-
sive; sometimes, they have to proactively initiate
the conversation to enable more natural conversa-
tion. In addition, it is crucial to be able to initi-
ate conversation in various ways in actual appli-
cations, since systems that initiate a conversation
by always saying “Let’s talk about something” or
“Hello” are inherently boring.

We propose a task setting in which the system
initiates a conversation by talking about a news
topic. In this task, the system is provided with
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a news post to talk about and uses it to gener-
ate the initial utterance of the conversation (Fig.
1). This task is referred to as conversation initia-
tion in this paper. We have two primary reasons
for using news posts. First, sharing and exchang-
ing opinions about the latest news with friends is
common in our daily conversations (Purcell et al.,
2010) (e.g, asking something like “What do you
think about today’s news on Trump?”). Second,
and more importantly, this task setting allows us
to proactively generate diverse utterances to initi-
ate conversations by simply using the latest news
posts, which include a wide variety of content pub-
lished daily.

We created a large-scale dataset for training and
evaluating conversation initiation models through
a crowd-sourcing service. The crowd-sourcing
workers were presented with news posts collected
from Twitter and asked to create utterances to ini-
tiate a conversation about the post. The resulting
dataset will be released to facilitate future studies
at the time of publication.

We developed several neural models, includ-
ing retrieval-based and generation-based ones, to
empirically compare their performances. We
also compared the proposed models against base-
lines that utilize automatically constructed train-
ing dataset to investigate the effectiveness of our
dataset. Both automatic and manual evaluation
were used to assess not only the quality but also
the diversity of the generated initial utterances.
The results indicate that the proposed models suc-
cessfully generated initial utterances for the given
news posts, and significantly outperformed the
baseline models.

Our contributions are the following:

• We investigate the task of conversation initi-
ation, which has been largely overlooked in
previous studies.

• We construct and release a large-scale dataset
for conversation initiation.

• We develop several neural models and em-
pirically compare their effectiveness on our
dataset.

2 Related work

2.1 Non-task-oriented Conversation System

There are many existing studies on non-task-
oriented conversation systems. Research started

with rule-based methods (Weizenbaum, 1966;
Wallace, 2009) and gradually shifted to statistical
approaches (Ritter et al., 2011; Vinyals and Le,
2015), and many follow-up studies have since
been undertaken to improve the quality of
the generated responses (Hasegawa et al., 2013;
Sordoni et al., 2015; Serban et al., 2016; Li et al.,
2016b; Serban et al., 2017).

However, the task of conversation initiation has
been largely absent in these studies.

2.2 Data Grounded Conversation
There have also been efforts to develop systems
that can chat with users about specific documents
such as Wikipedia articles (Zhou et al., 2018) or
reviews (Moghe et al., 2018). However, these
studies did not investigate how to initiate such con-
versations, and as a result, their models assume
that the initial utterance is always given by users.
Also, their datasets are designed to be used to train
models of multi-turn conversations about the given
documents, rather than models of conversation ini-
tiation. For example, Moghe et al. (2018) utilized
fixed templates to initiate conversations, and there
are only a few (around 4k) utterances that can be
used to train the model of conversation initiation
in Zhou’s dataset (2018).

In contrast, we focus on the conversation initi-
ation task, which those studies have largely over-
looked, and develop a large-scale dataset that in-
cludes 109,460 utterances for this task (see Sec-
tion 3). Therefore, our work can be considered
complementary to the previous studies.

In an approach that uses images rather than
documents, (Mostafazadeh et al., 2016) proposed
a method of generating questions about an image
to initiate conversation. Although, like us, they ex-
plored initiating conversation, they focused only
on generating questions. In contrast, we inves-
tigate generating other types of initial utterances
than questions. Also, they investigated a task set-
ting in which users can see the images along with
the conversation, while we do not present the news
posts to users. This difference makes our genera-
tion task a bit more complicated (see Section 3).

2.3 Proactive Conversation System
Some studies have attempted to make conversa-
tion systems more proactive rather than passively
waiting for utterances from a user. (Li et al.,
2016c) proposed a system that detects a stale-
mate in the conversation and then proactively
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casts a specific response for breaking the stale-
mate. They use the history of the user’s utterances
to select response candidates. (Yan et al., 2017;
Yan and Zhao, 2018) proposed a method of proac-
tively suggesting the user’s next utterance. Al-
though these methods have been successfully used
in proactive conversation systems, the conversa-
tion initiation has not been investigated.

2.4 Diverse Response Generation

A well-known problem of encoder-decoder-
based conversational models is that they tend
to generate generic responses such as “I don’t
know” (Vinyals and Le, 2015; Sordoni et al.,
2015; Serban et al., 2016). Such responses
understandably bore users, so there has been
much research focus on generating more diverse
responses (Li et al., 2016a; Xu et al., 2018;
Baheti et al., 2018).

We explore the problem of generating diverse
initial utterances from a different perspective than
other studies. In our problem setting, it is not obvi-
ous how to go beyond simple template-based sys-
tems, which cannot generate diverse utterances.
We address this problem by generating initial ut-
terances based on news posts, which feature vari-
ous content and are updated every day.

This study is complementary to previous at-
tempts at diversification. Our method exploits ex-
isting neural conversation models, which tend to
generate generic responses, as a component. The
previous diversification methods can be used to
improve the initial utterances in our method.

2.5 Other Related Work

Question Answering (QA) tasks have long
been studied in the research commu-
nity (Rajpurkar et al., 2016, 2018). In recent
years, conversational variants of this task such as
visual QA (Antol et al., 2015; Das et al., 2017)
and conversational QA (Reddy et al., 2018) have
been proposed. All of these tasks differ from our
conversation initiation task since they focus on
how to respond to questions.

(Yoshino and Kawahara, 2014) proposed an in-
formation navigation system that presents users
with the contents of news articles through conver-
sation. Although this setting is similar to ours,
their system always opens conversation by just
presenting the news headline. Our study investi-
gates initiating conversation in a more chatty way,

and should contribute to making the systems more
conversational and attractive.

(Qin et al., 2018) proposed the task of generat-
ing comments about given news articles. Although
this task is similar to ours, it is not designed to con-
verse with users. Our task focuses on conversation
and tries to generate initial utterances using news
articles (posts).

3 Conversation Initiation Dataset

In this section, we explain how we constructed the
dataset for the task of conversation initiation. We
then analyze the constructed dataset to provide in-
sights into its effectiveness.

3.1 Data Construction

We first collected 104,960 Japanese news posts
from the Twitter account @YahooNewsTopics,2

which delivers the latest news in the world every
day. The data were collected between December
31, 2013 and October 31, 2017. Some example
posts collected from this account are listed in the
third column of Table 1.3

We investigate the task setting in which the
system opens a conversation about a given news
post. Here, we presume the post is not presented
to the user during the conversation. Although
letting users see the news posts would be pos-
sible, such a setting is not investigated here be-
cause our focus is a situation where users converse
with the system only by voice. Such situations
are growing more popular in recent years with
the rise of voice-controlled conversation systems
such as intelligent assistants (e.g., Siri, Alexa,
and Cortana) (Jiang et al., 2015; Sano et al., 2016;
Akasaki and Kaji, 2017) and smart speakers (e.g.,
Amazon Echo and Google Home).

Therefore, in our task setting, since the user
does not always know about the news, it is pre-
ferred to first introduce the news summary so as
to share the background knowledge before start-
ing the conversation (see Fig. 1). In this sense, our
task can be understood as a combination of sum-
marization and chit-chat. Interestingly, the sum-
marization subtask goes beyond the ordinary one
in that we not only compress the content but also
generate the text in a chit-chat-like style.

2https://twitter.com/yahoonewstopics
3Original news posts were written in Japanese. We have

translated them for clarity.

3990



dialogue acts # examples news posts (translated) initial utterances (translated)
IMPRESSION 7,929 Yu Abiru announces her marriage on a

broadcast. Her affiliation office and part-
ner also commented.

It seems that Yu Abiru announced her mar-
riage on a broadcast. Congrats!

Major beer companies will increase beer
production by about 10% this summer
compared to the same period last year.
Managerial resources have been shifted
from other products due to a hot summer
and tax cuts.

I heard that major beer companies are plan-
ning to increase beer production by about
10% this summer compared to last sum-
mer. It makes me want to drink a cold beer
on a hot day.

URGING 273 The Korean Defense Department revealed
that the North Korean army launched sev-
eral ”short-range projectiles” toward the
Sea of Japan on the morning of the 3rd.

North Korean forces launched missiles to-
ward the Sea of Japan. Let’s evacuate
quickly!

Severe damage to the mind and body due
to abuse cannot be healed easily. We fol-
lowed the cases of women who suffered
abuse as children.

Wounds by abuse are stored deeply in the
body and mind. Let’s do something to help
if child abuse is happening around you.

QUESTION 1,028 Players of the national men’s handball
team smoked in a non-smoking area while
staying at Ajinomoto national training cen-
ter. They received an indefinite ban from
JOC.

The national men’s handball team players
smoked in a non-smoking area and were
expelled, I heard. Have you ever seen a
handball game?

An infant was caught between a bed guard
and a mattress and subsequently died. In
the US, 13 children were killed in the past
11 years due to such accidents. Japan Pe-
diatric Society has called attention to this.

There seems to have been an accident
caused by an infant’s bed guard. Do you
think that bed guards are necessary?

Table 1: Distribution over sampled dialogue acts and example initial utterances. Italics are chit-chat parts.

# word # sent. vocab. size
News post 33.85 1.96 54,830
Initial utterance 31.50 2.03 49,211

*Summary part 22.27 1.00 45,850
*Chit-chat part 9.23 1.03 19,520

Table 2: Statistics of the dataset. First and second
columns show the average numbers per utterance.

To construct the dataset, we had cloud work-
ers create the initial utterance of a conversation
on the basis of a given news post. We instructed
workers to not only chat about the news post but
also to provide its brief summary. The work-
ers were asked to use colloquial expressions be-
cause users feel strange when spoken to in liter-
ary expressions. We obtained a total of 104,960
pairs of news post and initial utterance4. Note
that we created only the initial utterances (same
as (Mostafazadeh et al., 2016)) because our focus
is how to initiate conversation5.

4Some news posts (typically emergency news such as
earthquake) were posted more than once, and as the conse-
quence the dataset includes 102,844 unique news posts. In the
experiment, we took care so that the training and test datasets
do not include the same news posts.

5Of course it is necessary to continue successive conver-
sation in an actual application, but we here leave this setting
as a future work.

3.2 Data Analysis

Here we discuss our investigation of the 104,960
initial utterances. Some examples of the utter-
ances are listed in Table 1. Most initial utterances
first summarize the contents of the news post and
then begin to chat about it, as we instructed. For
subsequent analysis and model designing, we di-
vided each initial utterance into sentences and then
designated the one with the smallest edit distance
from the input news post as “summary part” and
the rest as “chit-chat parts”. The rationale be-
hind the use of this heuristic is that the summary
part shares more words with the original news post
than the chit-chat part and consists of just one sen-
tence in most cases. The statistics of the dataset
are shown in Table 2.

For the summary part, as seen in Tables 1 and
2, original news posts are compressed by 32.29%
on average and are converted into a colloquial
style. This indicates that the recruited cloud work-
ers properly extracted the important contents from
the input news posts and used them for making the
summary part.

Compared with the summary part, the number
of words and vocabulary size for the chit-chat part
are relatively small (Table 2). This is a natural phe-
nomenon since the summary part uses more con-
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Figure 2: Overview of initial utterance generation by our proposed approaches. Italics are chit-chat parts.

tent words for summarization than the chit-chat
part. To clarify how workers created these chit-
chats, we randomly sampled 10,000 utterances
and manually classified them according to their di-
alogue acts, as shown in Table 1. We found that the
majority (92% = (7929 + 273 + 1082) / 10000) are
classified into three dialogue acts (IMPRESSION,
URGING, and QUESTION). The remaining 8%
miscellaneous utterances that do not belong to any
of the three dialog acts.

Most of the labeled initial utterances are the
impressions and opinions of cloud workers about
news posts (see the IMPRESSION act). Some
of them are boilerplates (e.g., “Congrats” ) while
others show tremendous diversity (e.g., “It makes
me want to drink a cold beer on a hot day” ). It
is interesting that some workers make an urging
(e.g., “Let’s evacuate quickly” ) or ask a question
(e.g., ”Have you ever seen a handball game?”).
These acts that attempt to solicit the user’s re-
sponse are important elements for conversation
initiation.

4 Generation Method

As described in Section 2, most of the initial ut-
terances in the dataset can be divided into a sum-
mary part and a chit-chat part. Because it is pos-
sible to generate these two parts by two separate
models or by a single joint model, we investigate
both approaches and compare their performance
in an experiment. The overview of our proposed

approaches is given in Fig. 2.

4.1 Separate Approach
The separate approach utilizes two different mod-
els to generate the summary part and the chit-chat
part, respectively.

The summary part is generated by the pointer-
generator model, which allows both copying
words by pointing to the input sentence and gen-
erating words from a fixed vocabulary (See et al.,
2017). This model is suitable for generating the
summary part because it can appropriately select
the contents of the input sentence while compress-
ing them to a proper length.

To generate the chit-chat part, both generation-
based and information retrieval (IR)-based meth-
ods are investigated. We use a common encoder-
decoder model (Vinyals and Le, 2015) as the
generation-based method (see Separate (Gen) in
Fig. 2). Since this model tends to generate generic
sentences that lack diversity (Vinyals and Le,
2015; Sordoni et al., 2015; Serban et al., 2016),
we also adopt the MMI-antiLM method proposed
by (Li et al., 2016a) to promote diversity. This
method uses the following score function, instead
of the commonly used log-likelihood, when de-
coding:

log P (T |S) − λ log U(T ), (1)

where T is an initial utterance and S is a news
post. P (T |S) is the conditional likelihood of T
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given S, and U is a language model. In decod-
ing, output candidates are generated using beam
search and are then reranked by Eq. 1. This model
penalizes generic sentences by U(T ).

As the IR-based method, we utilize the embed-
ding of an input news post to retrieve the clos-
est news posts in the training data using cosine
distance, and then extract the corresponding chit-
chat part (Ritter et al., 2011) (see Separate (IR)
in Fig. 2). We adopt Smooth Inverse Frequency
(SIF)-based embedding (Arora et al., 2017) for in-
ducing news post embeddings. This method first
calculates a weighted average of word embeddings
in a news post s as:

vs =
1

|s|
∑

w∈s

a

a + P (w)
vw, (2)

where a is a hyperparameter and P (w) is the uni-
gram probability calculated from the training data.
Then, it reduces the influence of the first principal
component by using the first singular vector u of
the word vector matrix:

vs = vs − uuTvs, (3)

This method has demonstrated a competitive per-
formance across various tasks (Arora et al., 2017).

4.2 Joint Approach

We concatenate the summary part and the chit-
chat part of the training data and train only one
pointer-generator model, as mentioned in Sec-
tion 4.1 (see Joint in Fig. 2).

Unlike the separate approach, this method can
be considered multi-task learning of the summary
and the chit-chat part generation. Thus, we expect
it can generate the initial utterance precisely by
considering the coherence between the summary
and the chit-chat part. We examine the effective-
ness of this approach through experiments in the
following section.

5 Experiments

We empirically evaluate the performance of the
proposed methods on the constructed dataset.

5.1 Models

In addition to the proposed methods, we imple-
mented baselines that do not use labor-intensive
labeled data, since carefully preparing the dataset

RNN type Bi-LSTM
Layers 2

Hidden layer dim. 512
Embedding dim. 256

Dropout rate 0.2
Parameter init. (-0.08, 0.08) (uniform)
Vocabulary size 50,000

Batch size 64
Epochs 30

Max. grad. norm. 1
Optimization Adam
Learning rate 0.001

Beam size 5
λ (MMI) 0.3
γ (MMI) 0.15

Table 3: Hyperparameter settings for training encoder-
decoder models.

is one of our contributions. These baselines gener-
ate summary and chit-chat parts separately in the
following way and concatenate them as output.

We gathered tweets (news posts) of major news
accounts from Twitter and their corresponding
replies (regarded as chit-chats). Those tweet-reply
pairs can be used as pseudo training data to gener-
ate the chit-chat part. Since we cannot automati-
cally acquire training data for generating the sum-
mary part, we output the first sentence of the input
news post as the summary part.

Overall, the following proposed and baseline
methods were implemented for comparison:

Baseline Generate the summary part and the
chit-chat part by separate models using the
pseudo-training data collected from Twitter.
There are three variants of this method for
generating the chit-chat part. Baseline (IR)
and Baseline (Gen) use the IR-based method
and the generation-based method, respec-
tively. Baseline (Gen+MMI) uses MMI-
antiLM (Li et al., 2016a) for decoding.

Separate Generate the summary part and the
chit-chat part separately using the approach
described in Section 4.1 and the dataset de-
scribed in Section 3.1. There are also three
variants of this method, same as the baselines
(Separate (IR), Separate (Gen), and Sepa-
rate (Gen+MMI), respectively).

Joint Generate the summary part and the chit-
chat part jointly using the approach described
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Model R-1 R-2 R-L D-1 D-2 D-S
Baseline 70.2 59.1 67.5 17.7 60.1 99.8
Separate 66.5 50.6 63.8 15.7 52.4 99.8
Joint 68.8 54.1 66.3 15.2 51.8 99.8

Table 4: Results of summary part generation.

Model BLEU D-1 D-2 D-S
Baseline (IR) 0.2 21.8 65.0 90.3
Baseline (Gen) 0.2 1.2 3.4 2.8
Baseline (Gen+MMI) 0.2 1.1 3.1 3.7
Separate (IR) 3.5 12.6 34.9 65.2
Separate (Gen) 6.3 1.5 2.9 3.2
Separate (Gen+MMI) 9.6 2.2 5.6 13.4
Joint 6.4 6.7 15.8 28.5

Table 5: Results of chit-chat part generation.

in Section 4.2 and the dataset described in
Section 3.1.

5.2 Experimental Settings

We divided the 104,960 items of data (news post
and initial utterance pairs) into 90,000, 10,000,
and 4,960 for training data, development data, and
test data, respectively. Input news posts that ap-
pear in the training data were removed from the
test data. Consequently, 4,776 data were used as
the final test data.

To train the baseline model, we collected
277,813 tweets and their corresponding replies
from six major Japanese news accounts6 on Twit-
ter. We then divided those pairs into 260,000 and
17,813 for training data and development data for
the baselines.

We performed tokenization using a Japanese
morphological analyzer, MeCab,7 with IPAdic
dictionary,8 and then removed usernames, URLs,
and hashtags. We used OpenNMT-py (Klein et al.,
2017)9 for building the models described in Sec-
tion 4. Their hyperparameter settings are given
in Table 3. We used GloVe (Pennington et al.,
2014)10 to learn 300-dimensional word embed-
dings. We trained word embedding using a
Japanese Wikipedia dump released on February
22nd, 2018. These embeddings were used for
acquiring news post embeddings, as described in
Section 4.1.

5.3 Automatic Evaluation

As discussed in Section 3.2, since the initial utter-
ance can be divided into separate parts that have
different properties, we evaluated each part sepa-
rately to examine the generated initial utterances.

6@YahooNewsTopics, @livedoornews, @asahi,
@mainichi, @mainichi jp, @nhk news

7http://taku910.github.io/mecab/
8https://ja.osdn.net/projects/ipadic/
9https://github.com/OpenNMT/OpenNMT-py

10https://nlp.stanford.edu/projects/glove/

We automatically divided the generated sen-
tences and reference sentences into summary parts
and chit-chat parts, as explained in Section 3.2.
We used ROUGE-1, ROUGE-2, and ROUGE-
L (Lin, 2004) for evaluating the summary part (de-
noted as R-1, R-2, and R-L, respectively) and
BLEU (Papineni et al., 2002) for evaluating the
chit-chat part. We use different metrics for each
part because ROUGE is often used for summariza-
tion tasks while BLEU is used for conversational
tasks. Since these automatic metrics are insuf-
ficient for evaluation (Novikova et al., 2017), we
also perform a manual evaluation in Section 5.4.

To evaluate diversity, we calculate the propor-
tion of distinct unigrams, bigrams, and sentences
(D-1, D-2, and D-S, respectively) in the generated
initial utterances (Li et al., 2016a).

Table 4 lists the results of the summary part.
The baseline method that outputs the first sentence
of an input news post achieved higher ROUGE
scores than the proposed methods. This does not
necessarily mean that the proposed methods are
poor because even the SOTA summarization sys-
tem exceeds such a baseline by only a small mar-
gin (See et al., 2017). Also, our task has a require-
ment to convert sentences into colloquial expres-
sions, and the ROUGE metric cannot capture such
a subtle difference. We perform a deeper investi-
gation into the quality of the generated initial ut-
terance in the next section. Regarding the diver-
sity, almost all of the generated initial utterances
are distinct, as shown in Table 4.

Table 5 shows the result of the chit-chat part.
The proposed methods outperformed the baselines
in terms of BLEU score. Although the baselines
use two times as much training data as the pro-
posed methods, their scores were quite low. This
demonstrates the quality of our dataset. The score
of Separate (IR) was relatively low among the
proposed methods, presumably because the chit-
chat parts retrieved from the training data do not
always match the content of the input news post.
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Model Naturalness Coherency
Human 3.31 3.39
Baseline (Gen+MMI) 2.26 2.24
Separate (IR) 2.32 2.21
Separate (Gen+MMI) 2.96 2.96
Joint 3.07 3.06

Table 6: Results of evaluating Naturalness and Co-
herency of the generated utterances by the manual
evaluation (higer is better).

Model Dullness
Human 2.18
Boilerplate 3.06
Separate (IR) 2.47
Separate (Gen+MMI) 2.39
Joint 2.36

Table 7: Results of evaluating Dullness of the gener-
ated utterances by the manual evaluation (lower is bet-
ter). Boilerplate uses manually created boilerplate ut-
terances.

We also see that all the BLEU scores of the mod-
els are quite lower than ROUGE scores in Table 4.
In general, both summarization and chat genera-
tion tasks often use automatic evaluation metrics
to evaluate generated sentences, their scores tend
to be much lower in the chat generation task. This
is because the answer sentences (utterances) of
the chat generation task have more diverse candi-
dates than other generation tasks such as machine
translation and summarization (Li et al., 2016a,b;
Baheti et al., 2018). We also examine the diver-
sity of the chit-chat part in Table 5. Although the
diversity of the IR-based methods was high, their
BLEU scores deteriorated considerably. Among
the generation-based methods, although Separate
(Gen+MMI) achieved the highest BLEU score, it
lacked diversity. In contrast, Joint achieved a rea-
sonable BLEU score while maintaining diversity
to some extent.

5.4 Manual Evaluation

Although diversity of utterances can be quantified
automatically, ROUGE and BLEU scores do not
always follow human intuition (Novikova et al.,
2017; Lowe et al., 2017). Therefore, we evalu-
ate the generated initial utterances manually. We
picked the three proposed models with good per-
formance in the automatic evaluation along with
one baseline for this manual evaluation. 300 posts
were sampled as the input news posts, and the out-
puts of the four methods were manually evaluated
from two perspectives: 1) Naturalness: Does the

utterance naturally initiate conversation? and 2)
Coherency: Is the content of the utterance coher-
ent with the given news post? We recruited crowd
workers to score each utterance on a 4-point scale
(Agree, Slightly Agree, Slightly Disagree, Dis-
agree).

Table 6 show the results of the manual evalua-
tion for Naturalness and Coherency of the gen-
erated initial utterances. The proposed methods
excluding Separate (IR) outperformed Baseline
(Gen+MMI) in both perspectives and achieved
reasonable scores compared to human upper-
bound. The scores of Separate (IR) are quite
low because the retrieval result does not follow
the input news post in many cases. This re-
veals that although those sentences have high di-
versity, their quality is poor as initial utterances.
Although Baseline (Gen+MMI) achieved high
ROUGE scores in Table 4, its style is not collo-
quial. Thus, workers felt odd and lowered their
scores. In conclusion, it is better to use the
generation-based methods for conversation initia-
tion.

We also evaluated Dullness: Is the given utter-
ance dull or boring? We used 15 manually cre-
ated boilerplate utterances (e.g., Hello., How are
you?, Let’s talk with me.) rather than Baseline
(Gen+MMI) to confirm the effectiveness of uti-
lizing news contents as the initial utterances. Ta-
ble 7 show the results of the manual evaluation for
Dullness of the generated initial utterances. We
see that compared to our proposed methods, the
score of the boilerplate baseline is quite high. This
indicates that using boilerplate utterances for con-
versation initiation often bores users and possibly
leads to early abandonment of the conversation.

To determine the statistical significance of our
results, we performed Wilcoxon signed-rank tests
with Bonferroni correction (Wilcoxon, 1945). In
Table 6, for all combinations except Baseline
(Gen+MMI) vs. Separate (IR) and Separate
(Gen+MMI) vs. Joint, there were significant dif-
ferences (p-value < 0.005 (corrected)) in both per-
spectives. Similarly, in Table 7, there were statis-
tically significant differences for all combinations
except Separate (IR) vs. Separate (Gen+MMI)
and Separate (Gen+MMI) vs. Joint.

5.5 Examples

Finally, we investigated the initial utterances gen-
erated by Separate (Gen+MMI) and Joint. Ex-
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news posts initial utterances
A parade for the Rio Olympics and Para-
lympic medalists will be held in October.

Separate (Gen+MMI): I heard that a parade for the Rio Olympics and
Paralympic medalists will be held in October. That’s amazing.

Approximately 500,000 people gathered at
the time of the London Olympics.

Joint: I heard that a parade for the Rio Olympics and Paralympic medalists
will be held in October. I would like to see what parade it is.

A Chinese captain who was poaching a coral
in the offshore of Kagoshima was arrested.

Separate (Gen+MMI): I heard that the coral was arrested in Kagoshima
prefecture offshore because of poaching. Get it together.

The number of poaching boats has sharply
declined in Ogasawara.

Joint: I heard that a Chinese captain who poached a coral in the offshore of
Kagoshima was arrested. Do not do poaching!

On a suicide bombing that happened at a con-
cert in England, the homeless action around

Separate (Gen+MMI): I heard that the homeless action around the scene
of a suicide bombing that happened in England was praised. That’s scary.

the scene attracted praise. The UK raised the
terrorist threat level to the “highest.”

Joint: I heard that the homeless action on a suicide bombing in England
was praised. Do you take measures against terrorism?

The Meteorological Agency announced that
Typhoon 11 will approach Tohoku in the

Separate (Gen+MMI): It seems that Typhoon 11 will approach Tohoku on
21st. Let’s watch out!

early morning of 21st. Typhoon 9 is expected
to approach Tokai on 21st and Typhoon 10
will approach Tokai or Kanto.

Joint: I heard that The Meteorological Agency announced that Typhoon 11
will approach Tohoku in the early morning of 21st. We should pay attention
to the future movement.

Table 8: Examples of generated initial utterances. Italics are chit-chat parts.

amples of these utterances are provided in Table 8.
We found that Separate (Gen+MMI) tended to

generate generic utterances (e.g., “That’s amaz-
ing”, “Get it together”) as the chit-chat part that
fit any context, even though it uses a diversity-
promoting function when decoding. In contrast,
Joint could generate more diverse chit-chat parts
by utilizing contents words such as “parade” and
“poaching”. One possible reason for this phe-
nomena is that the generated summary part acts
like an additional condition of P (T |S) at the time
of decoding the chit-chat part. This does not hap-
pen with Separate (Gen+MMI), which simply
concatenates the outputs of separate models.

Interestingly, we found that there are some ut-
terances giving a question (third example of Joint
in Table 8) or making an urging (fourth exam-
ple of Separate (Gen+MMI) in Table 8). Con-
trolling utterances of the model by such dialogue
acts (Wen et al., 2015; Zhao et al., 2017) can make
the conversation initiation more diverse and attrac-
tive. We leave them as the future work at this time.

We should note that although it is a problem
common to all the generation-models, there is a
possibility of transmitting false news contents (as
in the second example of Separate (Gen+MMI)
in Table 8) or ethically inappropriate contents to
the users. Therefore, when adopting our method
into an actual conversation application, we have to
pay close attention to this problem.

6 Conclusion

In this paper, we proposed the new task of con-
versation initiation. To generate diverse initial ut-
terances that can improve user engagement, we

utilized news articles that provide fresh and var-
ied information every day and constructed a large-
scale dataset using crowd workers. To perform
the conversation initiation, we designed separate
and joint approaches including both IR-based and
generation-based methods. Empirical experiments
showed that the proposed methods outperformed
the baselines in both automatic and manual eval-
uation, and can generate diverse initial utterances
that template-based methods cannot make. These
results demonstrate the quality of our constructed
dataset, that will be released for future studies11.

As a natural next step, we plan to develop a
more sophisticated conversation model, which can
not only generate initial utterances but also con-
tinue the conversation for the given news con-
tents (Yoshino and Kawahara, 2014). In that case,
depending on the user’s interest, the model needs
to determine whether to do a usual chat or talk
about the news contents. We also plan to improve
the proposed method so that it can generate even
better initial utterances. Since our task has two el-
ements, summarization and chit-chat, the focus of
our future work will be a more sophisticated multi-
task model that considers these relations.
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Abstract

Neural encoder-decoder models have been suc-
cessful in natural language generation tasks.
However, real applications of abstractive sum-
marization must consider additional constraint
that a generated summary should not exceed
a desired length. In this paper, we propose a
simple but effective extension of a sinusoidal
positional encoding (Vaswani et al., 2017) to
enable neural encoder-decoder model to pre-
serves the length constraint. Unlike in previ-
ous studies where that learn embeddings repre-
senting each length, the proposed method can
generate a text of any length even if the tar-
get length is not present in training data. The
experimental results show that the proposed
method can not only control the generation
length but also improve the ROUGE scores.

1 Introduction

Neural encoder-decoder models have been success-
fully applied to various natural language genera-
tion tasks including machine translation (Sutskever
et al., 2014), summarization (Rush et al., 2015),
and caption generation (Vinyals et al., 2015). Still,
it is necessary to control the output length for ab-
stractive summarization, which generates a sum-
mary for a given text while satisfying a space con-
straint. In fact, Figure 1 shows a large variance
in output sequences produced by a widely used
encoder-decoder model (Luong et al., 2015), which
has no mechanism for controlling the length of the
output sequences.

Fan et al. (2018) trained embeddings that corre-
spond to each output length to control the output
sequence length. Since the embeddings for differ-
ent lengths are independent, it is hard to generate a
sequence of the length that is infrequent in training
data. Thus, a method that can model any lengths
continuously is required.

Figure 1: Difference in number of characters between
correct headlines and outputs of a widely used LSTM
encoder-decoder (Luong et al., 2015) which is trained
on sentence-headline pairs created by Rush et al. (2015)
from the annotated English Gigaword corpus. The dif-
ference was investigated for 3,000 sentence-headline
pairs randomly sampled from the test splits.

Kikuchi et al. (2016) proposed two learning
based methods for an LSTM encoder-decoder:
LenEmb and LenInit. LenEmb inputs an embed-
ding representing the remaining length in each de-
coding step. Since this approach also prepares em-
beddings for each length independently, it suffers
from the same problem as that in Fan et al. (2018).

On the other hand, LenInit can handle arbitrary
lengths because it combines the scalar value of a
desired length with a trainable embedding. LenInit
initializes the LSTM cell of the decoder with the
embedding depending on the scalar value of the
desired length. Liu et al. (2018) incorporated such
scalar values into the initial state of the decoder in
a CNN encoder-decoder. These approaches deal
with any length but it is reasonable to incorporate
the distance to the desired terminal position into
each decoding step such as in LenEmb.

In this study, we focused on Trans-
former (Vaswani et al., 2017), which recently
achieved the state-of-the-art score on the machine

3999



translation task. We extend the sinusoidal posi-
tional encoding, which represents a position of
each token in Transformer (Vaswani et al., 2017),
to represent a distance from a terminal position on
the decoder side. In this way, the proposed method
considers the remaining length explicitly at each
decoding step. Moreover, the proposed method
can handle any desired length regardless of its
appearance in a training corpus because it uses the
same continuous space for any length.

We conduct experiments on the headline gen-
eration task. The experimental results show
that our proposed method is able to not only
control the output length but also improve the
ROUGE scores from the baselines. Our code
and constructed test data are publicly available at:
https://github.com/takase/control-length.

2 Positional Encoding

Transformer (Vaswani et al., 2017) uses a sinu-
soidal positional encoding to represent the position
of an input. Transformer feeds the sum of the posi-
tional encoding and token embedding to the input
layer of its encoder and decoder. Let pos be the
position and d be the embedding size. Then, the i-
th dimension of the sinusoidal positional encoding
PE(pos,i) is as follows:

PE(pos,2i) = sin

(
pos

10000
2i
d

)
, (1)

PE(pos,2i+1) = cos

(
pos

10000
2i
d

)
. (2)

In short, each dimension of the positional encod-
ing corresponds to a sinusoid whose period is
100002i/d × 2π. Since this function returns an
identical value at the same position pos, the above
positional encoding can be interpreted as represent-
ing the absolute position of each input token.

In this paper, we extend Equations (1) and (2)
to depend on the given output length and the dis-
tance from the terminal position. We propose
two extensions: length-difference positional encod-
ing (LDPE) and length-ratio positional encoding
(LRPE). Then we replace Equations (1) and (2)
with (3) and (4) (or (5) and (6)) on the decoder side
to control the output sequence length. We define

LDPE and LRPE as follows:

LDPE(pos,len,2i) = sin

(
len− pos
10000

2i
d

)
, (3)

LDPE(pos,len,2i+1) = cos

(
len− pos
10000

2i
d

)
, (4)

LRPE(pos,len,2i) = sin

(
pos

len
2i
d

)
, (5)

LRPE(pos,len,2i+1) = cos

(
pos

len
2i
d

)
, (6)

where len presents the given length constraint.
LDPE returns an identical value at the position
where the remaining length to the terminal posi-
tion is the same. LRPE returns a similar value
at the positions where the ratio of the remaining
length to the terminal position is similar. Let us con-
sider the d-th dimension as the simplest example.
Since we obtain sin(pos/len) (or cos(pos/len)) at
this dimension, the equations yield the same value
when the remaining length ratio is the same, e.g.,
pos = 5, len = 10 and pos = 10, len = 20.

We add LDPE (or LRPE) to the input layer of
Transformer in the same manner as in Vaswani et al.
(2017). In the training step, we assign the length
of the correct output to len. In the test phase, we
control the output length by assigning the desired
length to len.

3 Experiments

3.1 Datasets

We conduct experiments on the headline genera-
tion task on Japanese and English datasets. The
purpose of the experiments is to evaluate the ability
of the proposed method to generate a summary of
good quality within a specified length. We used
JAMUL corpus as the Japanese test set (Hitomi
et al., 2019). This test set contains three kinds of
headlines for 1,1811 news articles written by pro-
fessional editors under the different upper bounds
of headline lengths. The upper bounds are 10, 13,
and 26 characters (len = 10, 13, 26). This test set
is suitable for simulating the real process of news
production because it is constructed by a Japanese
media company.

In contrast, we have no English test sets that
contain headlines of multiple lengths. Thus,
we randomly extracted 3,000 sentence-headline

1We obtained this test set by applying the pre-processing
script at https://github.com/asahi-research/Gingo to the origi-
nal JAMUL corpus.
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pairs that satisfy a length constraint from the
test set constructed from annotated English Gi-
gaword (Napoles et al., 2012) by pre-processing
scripts of Rush et al. (2015)2. We set three configu-
rations for the number of characters as the length
constraint: 0 to 30 characters (len = 30), 30 to
50 characters (len = 50), and 50 to 75 charac-
ters (len = 75). Moreover, we also evaluate the
proposed method on the DUC-2004 task 1 (Over
et al., 2007) for comparison with published scores
in previous studies.

Unfortunately, we have no large supervision data
with multiple headlines of different lengths asso-
ciated with each news article in both languages.
Thus, we trained the proposed method on pairs
with a one-to-one correspondences between the
source articles and headlines. In the training step,
we regarded the length of the target headline as
the desired length len. For Japanese, we used the
JNC corpus, which contains a pair of the lead three
sentences of a news article and its headline (Hitomi
et al., 2019). The training set contains about 1.6M
pairs3. For English, we used sentence-headline
pairs extracted from the annotated English Giga-
word with the same pre-processing script used in
the construction of the test set. The training set
contains about 3.8M pairs.

In this paper, we used a character-level decoder
to control the number of characters. On the encoder
side, we used subword units to construct the vo-
cabulary (Sennrich et al., 2016; Kudo, 2018). We
set the hyper-parameter to fit the vocabulary size to
about 8k for Japanese and 16k for English.

3.2 Baselines
We implemented two methods proposed by previ-
ous studies to control the output length and handle
arbitrary lengths. We employed them and Trans-
former as baselines.

LenInit Kikuchi et al. (2016) proposed LenInit,
which controls the output length by initializing the
LSTM cell m of the decoder as follows:

m = len× b, (7)

where b is a trainable vector. We incorporated
this method with a widely used LSTM encoder-
decoder model (Luong et al., 2015)4. For a fair

2https://github.com/facebookarchive/NAMAS
3We obtained this training set by applying the pre-

processing script at https://github.com/asahi-research/Gingo.
4We used an implementation at

https://github.com/mlpnlp/mlpnlp-nmt.

comparison, we set the same hyper-parameters as
in Takase et al. (2018) because they indicated that
the LSTM encoder-decoder model trained with the
hyper-parameters achieved a similar performance
to the state-of-the-art on the headline generation.

Length Control (LC) Liu et al. (2018) proposed
a length control method that multiplies the desired
length by input token embeddings. We trained the
model with their hyper-parameters.

Transformer Our proposed method is based on
Transformer (Vaswani et al., 2017)5. We trained
Transformer with the equal hyper-parameters as in
the base model in Vaswani et al. (2017).

3.3 Results
Table 1 shows the recall-oriented ROUGE-1 (R-
1), 2 (R-2), and L (R-L) scores of each method
on the Japanese test set6. This table indi-
cates that Transformer with the proposed method
(Transformer+LDPE and Transformer+LRPE)
outperformed the baselines for all given constraints
(len = 10, 13, 26). Transformer+LRPE per-
formed slightly better than Transformer+LDPE.
Moreover, we improved the performance by incor-
porating the standard sinusoidal positional encod-
ing (+PE) on len = 10 and 26. The results imply
that the absolute position also helps to generate bet-
ter headlines while controlling the output length.

Table 2 shows the recall-oriented ROUGE scores
on the English Gigaword test set. This table in-
dicates that LDPE and LRPE significantly im-
proved the performance on len = 75. Moreover,
the absolute position (PE) also improved the per-
formance in this test set. In particular, PE was
very effective in the setting of very short head-
lines (len = 30). However, the proposed method
slightly lowered ROUGE-2 scores from the bare
Transformer on len = 30, 50. We infer that the
bare Transformer can generate headlines whose
lengths are close to 30 and 50 because the major-
ity of the training set consists of headlines whose
lengths are less than or equal to 50. However, most
of the generated headlines breached the length con-
straints, as explained in Section 3.4.

To investigate whether the proposed method can
generate good headlines for unseen lengths, we
excluded headlines whose lengths are equal to the

5We used an implementation at
https://github.com/pytorch/fairseq.

6To calculate ROUGE scores on the Japanese dataset, we
used https://github.com/asahi-research/Gingo.
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len = 10 len = 13 len = 26
Model R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L
Baselines
LenInit 38.08 17.72 36.84 41.83 19.53 39.22 47.07 22.02 38.36
LC 35.88 15.73 34.80 40.28 18.86 38.16 42.62 19.38 35.61
Transformer 34.63 15.48 33.02 43.94 21.35 40.77 46.43 23.03 38.10
Proposed method
Transformer+LDPE 42.84 21.07 41.31 46.51 22.83 43.76 50.89 24.18 40.82
+PE 42.85 20.67 41.47 46.72 22.70 43.75 51.32 25.15 41.48
Transformer+LRPE 42.70 21.62 41.35 47.05 23.70 44.13 50.68 24.70 41.23
+PE 43.36 21.63 41.93 46.39 23.09 43.49 51.21 25.03 41.43
Proposed method trained on the dataset without headlines consisting of target lengths
Transformer+LDPE 41.91 20.01 40.69 45.88 22.61 43.16 50.90 24.37 40.48
+PE 42.33 20.46 40.88 44.78 22.33 42.27 50.87 24.54 40.89
Transformer+LRPE 41.91 20.10 40.52 46.01 22.87 43.47 50.33 24.37 41.00
+PE 42.59 20.76 41.16 46.52 23.65 43.81 50.73 24.64 41.01

Table 1: Recall-oriented ROUGE scores for each length on Japanese test set. This test set contains three kinds of
headlines, i.e., len = 10, 13, 26, tied to a single article.

len = 30 len = 50 len = 75
Model R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L
Baselines
LenInit 44.58 25.90 43.34 48.42 25.47 45.56 50.78 25.74 46.42
LC 45.17 26.73 44.09 46.56 24.55 44.10 48.67 24.83 44.98
Transformer 47.48 29.77 46.17 50.02 28.04 47.29 47.31 24.83 43.75
Proposed method
Transformer+LDPE 47.26 26.98 45.77 50.21 26.13 47.15 53.99 27.78 49.24
+PE 48.13 27.18 46.43 50.29 25.97 47.17 53.65 27.65 49.06
Transformer+LRPE 48.79 28.77 47.17 50.09 26.08 46.91 53.91 27.82 49.15
+PE 49.23 29.26 47.68 50.41 26.37 47.39 54.21 27.84 49.38
Proposed method trained on the dataset without headlines consisting of the target lengths
Transformer+LDPE 47.35 26.76 45.70 50.46 25.96 47.30 53.69 27.61 49.04
+PE 47.44 27.42 45.99 50.67 26.07 47.57 53.76 27.53 49.03
Transformer+LRPE 48.54 28.89 47.06 50.65 26.19 47.34 53.94 27.88 49.11
+PE 49.08 29.09 47.58 50.78 26.64 47.60 53.77 27.68 48.93

Table 2: Recall-oriented ROUGE scores for each length on test data extracted from annotated English Gigaword.

Model R-1 R-2 R-L
Baselines
LenInit 29.78 11.05 26.49
LC 28.68 10.79 25.72
Transformer 26.15 9.14 23.19
Proposed method
Transformer+LDPE 30.95 10.53 26.79
+PE 31.00 10.78 27.02
+Re-ranking 31.65 11.25 27.46
Transformer+LRPE 30.74 10.83 26.69
+PE 31.10 11.05 27.25
+Re-ranking 32.29 11.49 28.03
Previous studies for controlling output length
Kikuchi et al. (2016) 26.73 8.39 23.88
Fan et al. (2018) 30.00 10.27 26.43
Other previous studies
Rush et al. (2015) 28.18 8.49 23.81
Suzuki and Nagata (2017) 32.28 10.54 27.80
Zhou et al. (2017) 29.21 9.56 25.51
Li et al. (2017) 31.79 10.75 27.48
Li et al. (2018) 29.33 10.24 25.24

Table 3: Recall-oriented ROUGE scores in DUC-2004.

desired length (len) from the training data. The
lower parts of Table 1 and 2 show ROUGE scores

of the proposed method trained on the modified
training data. These parts show that the proposed
method achieved comparable scores to ones trained
on whole training dataset. These results indicate
that the proposed method can generate high-quality
headlines even if the length does not appear in the
training data.

Table 3 shows the recall-oriented ROUGE scores
on the DUC-2004 test set. Following the evalu-
ation protocol (Over et al., 2007), we truncated
characters over 75 bytes. The table indicates that
LDPE and LRPE significantly improved the per-
formance compared to the bare Transformer, and
achieved better performance than the baselines ex-
cept for R-2 of LenInit. This table also shows the
scores reported in the previous studies. The pro-
posed method outperformed the previous methods
that control the output length and achieved the com-
petitive score to the state-of-the-art scores.

Since the proposed method consists of a
character-based decoder, it sometimes generated
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Variance
Japanese dataset English Gigaword

Model len = 10 len = 13 len = 26 len = 30 len = 50 len = 75
Baselines
LenInit 0.047 0.144 0.058 0.114 0.112 0.091
LC 0.021 0.028 0.040 0.445 0.521 0.871
Transformer 181.261 115.431 38.169 193.119 138.566 620.887
Proposed method
Transformer+LDPE 0.000 0.000 0.000 0.015 0.012 0.013
+PE 0.003 0.001 0.001 0.016 0.009 0.007
Transformer+LRPE 0.121 0.210 0.047 0.082 0.071 0.187
+PE 0.119 0.144 0.058 0.142 0.110 0.173
Proposed method trained on the dataset without headlines consisting of the target lengths
Transformer+LDPE 0.000 0.002 0.000 0.018 0.009 0.009
+PE 0.021 0.001 0.003 0.021 0.013 0.010
Transformer+LRPE 0.191 0.362 0.043 0.120 0.058 0.133
+PE 0.183 0.406 0.052 0.138 0.081 0.154

Table 4: Variances of generated headlines.

words unrelated to a source sentence. Thus, we
applied a simple re-ranking to each n-best head-
lines generated by the proposed method (n = 20
in this experiment) based on the contained words.
Our re-ranking strategy selects a headline that
contains source-side words the most. Table 3
shows that Transformer+LRPE+PE with this re-
ranking (+Re-ranking) achieved better scores than
the state-of-the-art (Suzuki and Nagata, 2017).

3.4 Analysis of Output Length
Following Liu et al. (2018), we used the variance of
the generated summary lengths against the desired
lengths as an indicator of the preciseness of the
output lengths. We calculated variance (var) for n
generated summaries as follows7:

var =
1

n

n∑

i=1

|li − len|2, (8)

where len is the desired length and li is the length
of the generated summary.

Table 4 shows the values of Equation (8) com-
puted for each method and the desired lengths. This
table indicates that LDPE could control the length
of headlines precisely. In particular, LDPE could
generate headlines with the identical length to the
desired one in comparison with LenInit and LC.
LRPE also generated headlines with a precise
length but its variance is larger than those of previ-
ous studies in very short lengths, i.e., len = 10 and
13 in Japanese. However, we consider LRPE is
enough for real applications because the averaged
difference between its output and the desired length
is small, e.g., 0.1 for len = 10.

7Liu et al. (2018) multiplies Equation (8) by 0.001.

The lower part of Table 4 shows the variances
of the proposed method trained on the modified
training data that does not contain headlines whose
lengths are equal to the desired length, similar to
the lower parts of Table 1 and 2. The variances for
this part are comparable to the ones obtained when
we trained the proposed method with whole train-
ing dataset. This fact indicates that the proposed
method can generate an output that satisfies the
constraint of the desired length even if the training
data does not contain instances of such a length.

4 Conclusion

In this paper, we proposed length-dependent po-
sitional encodings, LDPE and LRPE, that can
control the output sequence length in Transformer.
The experimental results demonstrate that the pro-
posed method can generate a headline with the
desired length even if the desired length is not
present in the training data. Moreover, the pro-
posed method significantly improved the quality of
headlines on the Japanese headline generation task
while preserving the given length constraint. For
English, the proposed method also generated head-
lines with the desired length precisely and achieved
the top ROUGE scores on the DUC-2004 test set.
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Abstract

To improve the training efficiency of hierar-
chical recurrent models without compromis-
ing their performance, we propose a strategy
named as “the lower the simpler”, which is
to simplify the baseline models by making the
lower layers simpler than the upper layers. We
carry out this strategy to simplify two typical
hierarchical recurrent models, namely Hier-
archical Recurrent Encoder-Decoder (HRED)
and R-NET, whose basic building block is
GRU. Specifically, we propose Scalar Gated
Unit (SGU), which is a simplified variant of
GRU, and use it to replace the GRUs at the
middle layers of HRED and R-NET. Besides,
we also use Fixed-size Ordinally-Forgetting
Encoding (FOFE), which is an efficient encod-
ing method without any trainable parameter,
to replace the GRUs at the bottom layers of
HRED and R-NET. The experimental results
show that the simplified HRED and the simpli-
fied R-NET contain significantly less trainable
parameters, consume significantly less train-
ing time, and achieve slightly better perfor-
mance than their baseline models.

1 Introduction

With the advance of various deep learning frame-
works, neural network based models proposed for
natural language understanding tasks are becom-
ing increasingly complicated. To the best of our
knowledge, a considerable part of these compli-
cated models are both hierarchical and recurrent.
For example, Hierarchical Recurrent Encoder-
Decoder (HRED) (Sordoni et al., 2015; Serban
et al., 2016), which is a conversational model,
is constructed by stacking three layers of GRUs
(Cho et al., 2014). Besides, several well-known
Machine Reading Comprehension (MRC) models,
such as R-NET (Wang et al., 2017) and Fusion-
Net (Huang et al., 2017), are mainly composed of
multiple layers of bidirectional GRUs (BiGRUs)

or bidirectional LSTMs (BiLSTMs) (Hochreiter
and Schmidhuber, 1997). The above hierarchical
recurrent models have achieved excellent perfor-
mance, but training them usually consumes a lot
of time and memory, that is because their compu-
tational graphs contain a large amount of operators
and trainable parameters, which makes their train-
ing computationally expensive.
According to Williams and Zipser (1995), in the
training of recurrent neural networks, it is the
backward propagation rather than the forward
propagation that consumes the majority of the
computational resources. Besides, considering the
chain rule in the backward propagation, the com-
plexity of computing gradients for a hierarchical
recurrent model increases exponentially from the
top layer of the model down to the bottom layer.
Therefore, to improve the training efficiency of hi-
erarchical recurrent models, our strategy is to sim-
plify the baseline models by making the lower
layers simpler than the upper layers, which we
name as “the lower the simpler”. Here “sim-
pler” means containing less operators and train-
able parameters. This strategy is guaranteed to
work, since it can accelerate the computation of
gradients, which is the substance of the backward
propagation. However, there is still a big concern:
once the baseline models are simplified, will their
performance be compromised?
To address this concern, we carry out our proposed
strategy to simplify two typical hierarchical recur-
rent models, namely HRED and R-NET, whose
basic building block is GRU. Specifically, we pro-
pose Scalar Gated Unit (SGU), which is a simpli-
fied variant of GRU, and use it to replace the GRUs
at the middle layers of HRED and R-NET. Be-
sides, we also use Fixed-size Ordinally-Forgetting
Encoding (FOFE) (Zhang et al., 2015), which is
an efficient encoding method without any train-
able parameter, to replace the GRUs at the bottom
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layers of HRED and R-NET. In the experiments,
we separately compare the simplified HRED and
the simplified R-NET with their baseline models
in terms of both the training efficiency and the per-
formance. The experimental results show that the
simplified models contain significantly less train-
able parameters, consume significantly less train-
ing time, and achieve slightly better performance
than their baseline models.

2 Baseline Models

2.1 Hierarchical Recurrent Encoder-Decoder

Hierarchical Recurrent Encoder-Decoder (HRED)
is a conversational model for building end-to-end
dialogue systems. Since a dialogue is a sequence
of sentences, where each sentence is a sequence
of words, HRED models this hierarchy with a hi-
erarchical recurrent structure. Specifically, HRED
consists of three layers of GRUs, which from bot-
tom to top separately serve as the sentence-level
encoder, the dialogue-level encoder, and the de-
coder. The sentence-level encoder GRU iteratively
takes the embeddings of the words in a sentence to
update its hidden state, thus its final hidden state
is a representation of the sentence. The dialogue-
level encoder GRU iteratively takes the represen-
tations of the sentences in a dialogue to update its
hidden state, thus its hidden state at each time-step
is a representation of the current dialogue. The de-
coder GRU takes the current dialogue representa-
tion to initialize its hidden state so as to generate a
response sentence word by word.

2.2 R-NET

R-NET is an end-to-end MRC model that predicts
an answer span for each given passage-question
pair. Specifically, R-NET consists of five layers,
which from bottom to top are separately the em-
bedding layer, the encoding layer, the matching
layer, the self-matching layer, and the output layer.
The embedding layer maps the words to the word-
level embeddings and the character-level embed-
dings. The character-level embeddings are gen-
erated by processing the character embeddings of
the words with a BiGRU and concatenating the
forward GRU final hidden states and the backward
GRU final hidden states. The encoding layer pro-
cesses the concatenation of the word-level embed-
dings and the character-level embeddings with an-
other BiGRU and concatenates the forward GRU
outputs and the backward GRU outputs so as to

generate the context representations. The match-
ing layer uses a gated attention-based BiGRU to
fuse the context representations of the question
into those of the passage so as to generate the
question-aware passage representations. The self-
matching layer uses another gated attention-based
BiGRU to fuse the question-aware passage repre-
sentations into themselves so as to generate the
final passage representations. On this basis, the
output layer uses a pointer network (Vinyals et al.,
2015) to generate an answer span.

3 Model Simplification

3.1 Scalar Gated Unit
Just like LSTM, GRU is a recurrent structure that
leverages gating mechanisms to capture long-term
dependencies in sequential data:

Update Gate: zt = σ(Wz[ht−1, xt])

Reset Gate: rt = σ(Wr[ht−1, xt])

New Memory: ĥt = tanh(Wh[rt � ht−1, xt])
Hidden State: ht = (1− zt)� ht−1 + zt � ĥt

Researchers have proposed several simplified vari-
ants of GRU. For example, Zhou et al. (2016) pro-
posed Minimal Gated Unit (MGU), which com-
bines the update gate and the reset gate into a
single forget gate. Compared with GRU, MGU
contains less trainable parameters, consumes less
training time, and achieves similar performance.
However, in this paper, to better carry out our pro-
posed “the lower the simpler” strategy, we propose
Scalar Gated Unit (SGU), which is an even more
simplified variant of GRU:

Scalar Update Gate: zt = σ(wz[ht−1, xt])

Scalar Reset Gate: rt = σ(wr[ht−1, xt])

New Memory: ĥt = tanh(Wh[rt ∗ ht−1, xt])
Hidden State: ht = (1− zt) ∗ ht−1 + zt ∗ ĥt

By comparing the formulation of SGU with that
of GRU, it is easy to see that both the update gate
zt and the reset gate rt change from the vectors
in GRU to the scalars in SGU. Accordingly, the
weights for generating the gates change from the
matrices Wz and Wr in GRU to the vectors wz
and wr in SGU. Besides, the gating operator also
changes from the element-wise multiplication �
in GRU to the scalar multiplication ∗ in SGU.
Therefore SGU is guaranteed to be the simplest
among all the variants of GRU.
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3.2 Fixed-size Ordinally-Forgetting Encoding
Fixed-size Ordinally-Forgetting Encoding (FOFE)
is an encoding method that uses the following re-
current structure to map a varied-length word se-
quence to a fixed-size representation:

ht =

{
0, if t = 0

α ∗ ht−1 + xt, otherwise

where ht is the hidden state at time step t, xt is the
embedding of the t-th word, and α (0 < α < 1) is
the forgetting factor that decays the previous hid-
den state. Given a word sequence of length N ,
the final hidden state hN is a fixed-size represen-
tation of the word sequence. Although formulated
as a recurrent structure, FOFE can actually be im-
plemented with an efficient matrix multiplication.
Besides, the forgetting factor α is designed as a
hyper-parameter so that FOFE contains no train-
able parameter. Therefore FOFE is guaranteed to
be the simplest among all the recurrent structures.
As for the performance, according to Zhang et al.
(2015), FOFE based language models outperform
their LSTM based competitors.

3.3 Simplified Models
According to the above descriptions, SGU is sim-
pler than GRU, and FOFE is simpler than SGU.
Therefore, now we can carry out our proposed
“the lower the simpler” strategy by using SGUs
and FOFEs to replace certain GRUs in HRED and
R-NET. For HRED, we keep the decoder GRU at
the top layer unchanged, use a SGU to replace the
dialogue-level encoder GRU at the middel layer,
and use a FOFE to replace the sentence-level en-
coder GRU at the bottom layer. For R-NET, we
keep the output layer, the self-matching layer, and
the matching layer unchanged, use a bidirectional
SGU (BiSGU) to replace the BiGRU that gener-
ates context representations at the encoding layer,
and use a bidirectional FOFE (BiFOFE, i.e., run-
ning FOFE both forward and backward) to replace
the BiGRU that generates character-level embed-
dings at the embedding layer. After conducting the
above replacements, we finally obtain a simplified
HRED and a simplified R-NET.

4 Experiments

4.1 Experimental Datasets
Dialogue Datasets. We compare the simplified
HRED with the baseline HRED on two dialogue

datasets, namely MovieTriples (Serban et al.,
2016) and Ubuntu (Lowe et al., 2017). Movi-
eTriples contains over 240, 000 dialogues col-
lected from various movie scripts, with each di-
alogue consisting of three sentences. Ubuntu con-
tains over 490, 000 dialogues collected from the
Ubuntu chat-logs, with each dialogue consisting
of seven sentences on average. Both MovieTriples
and Ubuntu have been randomly partitioned into
three parts: a training set (80%), a development
set (10%), and a test set (10%).
MRC Dataset. We compare the simplified
R-NET with the baseline R-NET on an MRC
dataset, namely SQuAD (Rajpurkar et al., 2016).
SQuAD contains over 100, 000 passage-question
pairs with human-generated answer spans, where
the passages are collected from Wikipedia, and
the answer to each question is guaranteed to be
a fragment in the corresponding passage. Besides,
SQuAD has also been randomly partitioned into
three parts: a training set (80%), a development
set (10%), and a test set (10%). Both the training
set and the development set are publicly available,
but the test set is confidential.

4.2 Implementation Details

HRED. We implement both the simplified HRED
and the baseline HRED with TensorFlow (Abadi
et al., 2016). For the word embeddings, we set
their size to 200, 400, and 600 on MovieTriples
and 600 on Ubuntu, initialize them randomly, and
update them during the training. For the forgetting
factor α of FOFE, we set it to 0.9 on both Movi-
eTriples and Ubuntu. For the hidden state size of
the sentence-level encoder GRU, we set it to 200,
400, and 600 on MovieTriples and 600 on Ubuntu.
For the hidden state size of the dialogue-level en-
coder GRU and SGU, we set it to 1200 on both
MovieTriples and Ubuntu. For the hidden state
size of the decoder GRU, we set it to 200, 400,
and 600 on MovieTriples and 600 on Ubuntu. For
model optimization, we apply the Adam (Kingma
and Ba, 2014) optimizer with a learning rate of
0.0001 and a mini-batch size of 32. For perfor-
mance evaluation, we use both perplexity and er-
ror rate as evaluation metrics.
R-NET. We implement both the simplified R-NET
and the baseline R-NET with TensorFlow. For the
word-level embeddings, we initialize them with
the 300-dimensional pre-trained GloVe (Penning-
ton et al., 2014) vectors, and fix them during the
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Model Word
Embedding

Hidden States
(bottom-up)

Trainable
Parameters

Training Time
(secs * epochs)

Performance
(ppl, err rate)

Baseline
HRED

200 200-1200-200 10,777,003 4,100 * 33 35.72, 66.62%
400 400-1200-400 18,740,403 4,660 * 29 34.35, 66.13%
600 600-1200-600 28,223,803 5,700 * 29 34.11, 65.95%

Simplified
HRED

200 200-1200-200 6,456,605 2,030 * 35 35.14, 66.46%
400 400-1200-400 12,019,605 2,210 * 30 34.01, 66.05%
600 600-1200-600 18,142,605 2,590 * 29 33.79, 65.89%

Table 1: Comparing the simplified HRED with the baseline HRED on MovieTriples.

Model Word
Embedding

Hidden States
(bottom-up)

Trainable
Parameters

Training Time
(secs * epochs)

Performance
(ppl, err rate)

Baseline
HRED

600 600-1200-600 40,231,401 51,770 * 33 46.29, 68.76%

Simplified
HRED

600 600-1200-600 30,150,203 21,690 * 33 45.55, 68.55%

Table 2: Comparing the simplified HRED with the baseline HRED on Ubuntu.

Model Trainable
Parameters

Training Time
(secs * epochs)

Dev Performance
(EM / F1)

Baseline R-NET 2,307,991 2454 * 41 71.1 / 79.5
Simplified R-NET 2,007,435 2085 * 38 71.2 / 79.7

Table 3: Comparing the simplified HRED with the baseline HRED on SQuAD.

training. For the character embeddings, we initial-
ize them with the same pre-trained GloVe vectors,
and update them during the training. For the for-
getting factor α of FOFE, we set it to 0.7. For
the hidden state size of both the BiGRUs and the
BiSGU, we set it to 128. For model optimization,
we apply the Adam optimizer with a learning rate
of 0.0005 and a mini-batch size of 32. For perfor-
mance evaluation, we use both Exact Match (EM)
and F1 score as evaluation metrics, which are cal-
culated on the development set.

4.3 Experimental Results

For model comparison in the training efficiency,
we use the same hardware (i.e., Intel Core i7-6700
CPU and NVIDIA GeForce GTX 1070 GPU) to
train both the baseline models and the simpli-
fied models. The experimental results show that
our proposed “the lower the simpler” strategy im-
proves the training efficiency of both HRED and
R-NET without compromising their performance.
On the one hand, as shown in Table 1 and Ta-
ble 2, the simplified HRED contains 25%–35%
less trainable parameters, consumes over 50% less
training time, and achieves slightly better perfor-

mance than the baseline HRED. Besides, Table 1
also shows that appropriately scaling up the model
brings better performance but consumes more re-
source, which implies that the simplified HRED
will perform better than the baseline HRED when
time or memory is limited. On the other hand, as
shown in Table 3, the simplified R-NET contains
13% less trainable parameters, consumes 21% less
training time, and achieves slightly better perfor-
mance than the baseline R-NET.

5 Conclusion

In this paper, we propose a strategy named as “the
lower the simpler”, which is aimed at improv-
ing the training efficiency of hierarchical recurrent
models without compromising their performance.
This strategy has been verified on two typical hier-
archical recurrent models, namely HRED and R-
NET, where we replace their middle layers and
bottom layers with two simpler recurrent struc-
tures. The significance of this paper lies in that
it reveals a methodology for avoiding unnecessary
complexity in training hierarchical recurrent mod-
els, which we believe is applicable to many other
hierarchical recurrent models.
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Abstract

When evaluating an answer choice for Read-
ing Comprehension task, other answer choices
available for the question and the answers of
related questions about the same paragraph of-
ten provide valuable information. In this pa-
per, we propose a method to leverage the nat-
ural language relations between the answer
choices, such as entailment and contradiction,
to improve the performance of machine com-
prehension. We use a stand-alone question an-
swering (QA) system to perform QA task and
a Natural Language Inference (NLI) system
to identify the relations between the choice
pairs. Then we perform inference using an
Integer Linear Programming (ILP)-based rela-
tional framework to re-evaluate the decisions
made by the standalone QA system in light of
the relations identified by the NLI system. We
also propose a multitask learning model that
learns both the tasks jointly.

1 Introduction

Given an input text and a set of related questions
with multiple answer choices, the reading com-
prehension (RC) task evaluates the correctness of
each answer choice. Current approaches to the RC
task quantify the relationship between each ques-
tion and answer choice independently and pick
the highest scoring option. In this paper, we fol-
low the observation that when humans approach
such RC tasks, they tend to take a holistic view
ensuring that their answers are consistent across
the given questions and answer choices. In this
work we attempt to model these pragmatic infer-
ences, by leveraging the entailment and contradic-
tion relations between the answer choices to im-
prove machine comprehension. To help clarify
these concepts, consider the following examples:

How can the military benefit from the existence
of the CIA?
c1: They can use them
c2: These agencies are keenly attentive to the
military’s strategic and tactical requirements (7)
c3: The CIA knows what intelligence the mili-
tary requires and has the resources to obtain that
intelligence (3)

The above example contains multiple correct
answer choices, some are easier to capture than
others. For example, identifying that c3 is true
might be easier than c2 based on its alignment
with the input text. However, capturing that c3
entails c2 allows us to predict c2 correctly as well.
Classification of the answer in red (marked 7)
could be corrected using the blue (marked 3)
answer choice.

Q1: When were the eggs added to the pan to
make the omelette?
c11: When they turned on the stove
c12: When the pan was the right temperature (3)
Q2: Why did they use stove to cook omelette?
c21: They didn’t use the stove but a microwave
c22: Because they needed to heat up the pan (7)

Similarly, answering Q1 correctly helps in an-
swering Q2. Our goal is to leverage such infer-
ences for machine comprehension.

Our approach contains three steps. First, we use
a stand-alone QA system to classify the answer
choices as true/false. Then, we classify the rela-
tion between each pair of choices for a given ques-
tion as entailment, contradiction or neutral. Fi-
nally, we re-evaluate the labels assigned to choices
using an Integer Linear Programming based infer-
ence procedure. We discuss different training pro-
tocols and representation choices for the combined
decision problem. An overview is in figure 1.

We empirically evaluate on two recent datasets,
MultiRC (Khashabi et al., 2018) and SemEval-
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2018 task-11 (Ostermann et al., 2018) and show
that it improves machine comprehension in both.

Figure 1: Proposed Approach

2 Related Work

Recently, several QA datasets have been pro-
posed to test machine comprehension (Richard-
son, 2013; Weston et al., 2015; Rajpurkar et al.,
2016; Trischler et al., 2016a; Nguyen et al., 2016).
Yatskar (2018) showed that a high performance
on these datasets could be achieved without nec-
essarily achieving the capability of making com-
monsense inferences. Trischler et al. (2016b), Ku-
mar et al. (2016), Liu and Perez (2017), Min et al.
(2018) and Xiong et al. (2016) proposed success-
ful models on those datasets. To address this is-
sue, new QA datasets which require commonsense
reasoning have been proposed (Khashabi et al.,
2018; Ostermann et al., 2018; Mihaylov et al.,
2018). Using common sense inferences in Ma-
chine Comprehension is a far from solved prob-
lem. There have been several attempts in litera-
ture to use inferences to answer questions. Most
of the previous works either attempt to infer the
answer from the given text (Sachan and Xing,
2016; Sun et al., 2018) or an external common-
sense knowledge base (Das et al., 2017; Mihaylov
and Frank, 2018; Bauer et al., 2018; Weissenborn
et al., 2017).

While neural models can capture some depen-
dencies between choices through shared repre-
sentations, to the best of our knowledge, infer-
ences capturing the dependencies between answer
choices or different questions have been not ex-
plicitly modeled.

3 Model

Formally, the task of machine comprehension can
be defined as: given text P and a set of n re-
lated questions Q = {q1, q2, . . . , qn} each having
m choices C = {ci1, ci2, . . . , cim}∀qi ∈ Q, the task
is to assign true/false value for each choice cij .

3.1 Model Architecture

Our model consists of three separate systems, one
for each step, namely, the stand-alone question an-
swering (QA) system, the Natural Language Infer-
ence (NLI) system and the inference framework
connecting the two. First, we assign a true/false
label to each question-choice pair using the stand-
alone QA system along with an associated confi-
dence score s1. Consequently, we identify the nat-
ural language relation (entailment, contradiction
or neutral) between each ordered pair of choices
for a given question, along with an associated con-
fidence score s2. Then, we use a relational frame-
work to perform inference using the information
obtained from the stand-alone QA and the NLI
systems. Each of the components is described in
detail in the following sub-sections.

We further propose a joint model whose param-
eters are trained jointly on both the tasks. The joint
model uses the answer choice representation gen-
erated by the stand-alone QA system as input to
the NLI detection system. The architecture of our
joint model is shown in figure 2.

3.1.1 Stand-alone QA system
We use the TriAN-single model proposed by
Wang et al. (2018) for SemEval-2018 task-11 as
our stand-alone QA system. We use the imple-
mentation1 provided by Wang et al. (2018) for our
experiments. The system is a tri-attention model
that takes passage-question-choice triplet as input
and produces the probability of the choice being
true as its output.

3.2 NLI System

Our NLI system is inspired from decomposable-
attention model proposed by Parikh et al. (2016).
We modified the architecture proposed in Parikh
et al. (2016) to accommodate the question-choice
pairs as opposed to sentence pairs in the original
model. We added an additional sequence-attention
layer for the question-choice pairs to allow for the

1https://github.com/intfloat/
commonsense-rc
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Figure 2: Architecture of the Joint Model

representation of both the answer choice and the
question. Sequence-attention is defined in Wang
et al. (2018) as:

Attseq(u, {vi}ni=1) =
n∑

i=1

αivi

αi = softmaxi(f(W1u)T f(W1vi))

(1)

where u and vi are word embeddings, W1 is the as-
sociated weight parameter and f is non-linearity.
Self-attention is Attseq of a vector onto itself.

The embedding of each word in the answer
choice is attended to by the sequence of ques-
tion word embeddings. We use pre-trained GloVe
(Pennington et al., 2014) embeddings to represent
the words. The question-attended choices are then
passed through the decomposable-attention layer
proposed in Parikh et al. (2016).

3.2.1 Inference using DRAIL
We use Deep Relational Learning (DRaiL) frame-
work proposed by Zhang et al. (2016) to perform

the final inference. The framework allows for dec-
laration of predicate logic rules to perform rela-
tional inference. The rules are scored by the con-
fidence scores obtained from the stand-alone QA
and the NLI systems. DRaiL uses an Integer Lin-
ear Programming (ILP) based inference procedure
to output binary prediction for each of the choices.
We use the following constraints for our inference:

1. ci is true & ci entails cj =⇒ cj is true.
2. ci is true & ci contradicts cj =⇒ cj is false.

On the MultiRC dataset, we use the dependen-
cies between the answer choices for a given ques-
tion. On SemEval dataset, we use the dependen-
cies between different questions about the same
paragraph.

3.3 Joint Model
The design of our joint model is motivated by the
two objectives: 1) to obtain a better representa-
tion for the question-choice pair for NLI detection
and 2) to leverage the benefit of multitask learn-
ing. Hence, in the joint model, choice represen-
tation from stand-alone QA system is input to the
decomposable-attention layer of the NLI system.

The joint model takes two triplets (p, qi, ci) and
(p, qj , cj) as input. It outputs a true/false for
each choice and an NLI relation (entailment, con-
tradiction or neutral) between the choices. The
representations for passage, question and choice
are obtained using Bi-LSTMs. The hidden states
of the Bi-LSTM are concatenated to generate the
representation. This part of the model is similar
to TriAN model proposed in Wang et al. (2018).
The choice representations of ci and cj are passed
as input to the decomposable attention layer pro-
posed in Parikh et al. (2016). The architecture of
the joint model is shown in figure 2.

3.4 Training
We train the stand-alone QA system using the
MultiRC and SemEval datasets for respective ex-
periments. We experiment with 2 different train-
ing settings for the NLI system. In the first set-
ting, we use SNLI dataset (Bowman et al., 2015)
to train the NLI system. The sequence-attention
layer is left untrained during this phase. Hence,
we only use the answer choice and do not consider
the question for NLI detection.
Self-Training: Subsequently, to help the system
adapt to our settings, we devise a self-training pro-
tocol over the RC datasets to train the NLI sys-
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tem. Self-training examples for the NLI system
were obtained using the following procedure: if
the SNLI-trained NLI model predicted entailment
and the gold labels of the ordered choice pair were
true-true, then the choice pair is labeled as
entailment. Similarly, if the SNLI-trained NLI
model predicted contradiction and the gold labels
of the ordered choice pair were true-false,
then the choice pair is labeled as contradiction.
This is noisy labelling as the labels do not directly
indicate the presence of NLI relations between the
choices. The NLI model was additionally trained
using this data.

Model Entailment Contradiction Overall
NLISNLI 40.80 74.25 55.11
NLIMultiRC 57.30 69.22 66.31

Table 1: Accuracy of entailment and contradiction detection
on the development set of self-training data for NLI model
trained on SNLI data (NLISNLI ) vs training set of self-
training data (NLIMultiRC )

To train the joint model we use ordered choice
pairs, labeled as entailment if the gold labels are
true-true and labeled as contradiction if the
gold labels are true-false. This data was also
used to test the effectiveness of the self-training
procedure. The results on the development set of
MultiRC dataset are in table 1.

The NLI model trained on SNLI dataset
achieves 55.11% accuracy. Training the NLI
model on the data from MultiRC data increases
the overall accuracy to 66.31%. Further discus-
sion about self-training is provided in section 5.

4 Experiments

We perform experiments in four phases. In the
first phase, we evaluate the stand-alone QA sys-
tem. In the second phase, we train the NLI system
on SNLI data and evaluate the approach shown
in figure 1. In the third phase, we train the NLI
system using the self-training data. In the fourth
phase, we evaluate the proposed joint model. We
evaluate all models on MultiRC dataset. The re-
sults are shown in table 2. We evaluate the joint
model on SemEval dataset, shown in table 3.

4.1 Datasets
We use two datasets for our experiments, MultiRC
dataset2 and the SemEval 2018 task 11 dataset3.

2http://cogcomp.org/multirc/
3https://competitions.codalab.org/

competitions/17184

MultiRC dataset consisted of a training and devel-
opment set with a hidden test set. We split the
given training set into training and development
sets and use the given development set as test set.

Each question in the MultiRC dataset has ap-
proximately 5 choices on average. Multiple of
them may be true for a given question. The
training split of MultiRC consisted of 433 para-
graphs and 4, 853 questions with 25, 818 answer
choices. The development split has 23 paragraphs
and 275 questions with 1, 410 answer choices.
Test set has 83 paragraphs and 953 questions with
4, 848 answer choices.

SemEval dataset has 2 choices for each ques-
tion, exactly one of them is true. The training
set consists of 1, 470 paragraphs with 9, 731 ques-
tions. The development set has 219 paragraphs
with 1, 411 questions. And the test set has 430
paragraphs with 2, 797 questions.

4.2 Evaluation Metrics
For MultiRC dataset, we use two metrics for eval-
uating our approach, namely EM0 and EM1.
EM0 refers to the percentage of questions for
which all the choices have been correctly classi-
fied. EM1 is the the percentage of questions for
which at most one choice is wrongly classified.
For the SemEval dataset, we use accuracy metric.

4.3 Results
Results of our experiments are summarized in ta-
bles 2 & 3. EM0 on MC task improves from
18.15% to 19.41% when we use the NLI model
trained over SNLI data and it further improves
to 21.62% when we use MultiRC self-training
data. Joint model achieves 20.36% on EM0 but
achieves the highest EM1 of 57.08%. Human
EM0 is 56.56%.

Method EM0 EM1
Stand-alone QA 18.15 52.99
QA + NLISNLI 19.41 56.13
QA + NLIMultiRC 21.62 55.72
Joint Model 20.36 57.08
Human 56.56 83.84

Table 2: Summary of the results on MultiRC dataset.
EM0 is the percentage of questions for which all the
choices are correct. EM1 is the the percentage of ques-
tions for which at most one choice is wrong.

Results of SemEval experiments are summa-
rized in table 3. TriAN-single results are as re-
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ported in (Wang et al., 2018). The results we ob-
tained using their implementation are stand-alone
QA results. With the same setting, joint model got
85.4% on dev set and 82.1% on test set. The dif-
ference in performance of the models in tables 2
and 3 is statistically significant according to Mc-
Nemar’s chi-squared test.

Model Dev Test
TriAN-single
(Wang et al., 2018) 83.84% 81.94%

Stand-alone QA 83.20% 80.80%
Joint Model 85.40% 82.10%

Table 3: Accuracy of various models on SemEval’18
task-11 dataset

5 Discussion

We have shown that capturing the relationship be-
tween various answer choices or subsequent ques-
tions helps in answering questions better. Our ex-
perimental results, shown in tables 2 & 3, are only
a first step towards leveraging this relationship
to help construct better machine reading systems.
We suggest two possible extensions to our model,
that would help realize the potential of these rela-
tions.

1. Improving the performance of entailment and
contradiction detection.

2. Using the information given in the text to
identify the relations between choices better.

As shown in table 1, identification of entail-
ment/contradiction is far from perfect. Entailment
detection is particularly worse because often the
system returns entailment when there is a high lex-
ical overlap. Moreover, the presence of a strong
negation word (not) causes the NLI system to pre-
dict contradiction even for entailment and neutral
cases. This issue impedes the performance of our
model on SemEval’18 dataset as roughly 40% of
the questions have yes/no answers. Naik et al.
(2018) show that this is a common issue with state-
of-the-art NLI detection models.

Self-training (table 1) results suggest that there
are other types of relationships present among an-
swer choice pairs that do not come under the strict
definitions of entailment or contradiction. Upon
investigating, we found that although some answer
hypotheses do not directly have an inference rela-
tion between them, they might be related in con-
text of the given text. For example, consider the

sentence, ‘I snack when I shop’ and the answer
choices: c1: ‘She went shopping this extended
weekend’ and c2: ‘She ate a lot of junk food re-
cently’. Although the sentences don’t have an ex-
plicit relationship when considered in isolation,
the text suggests that c1 might entail c2. Captur-
ing these kinds of relationships could potentially
improve MC further.

6 Conclusion

In this paper we take a first step towards model-
ing an accumulative knowledge state for machine
comprehension, ensuring consistency between the
model’s answers. We show that by adapting NLI
to the MC task using self-training, performance
over multiple tasks improves.

In the future, we intend to generalize our model
to other relationships beyond strict entailment and
contradiction relations.
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Abstract
Deep learning has emerged as a compelling
solution to many NLP tasks with remarkable
performances. However, due to their opac-
ity, such models are hard to interpret and trust.
Recent work on explaining deep models has
introduced approaches to provide insights to-
ward the model’s behaviour and predictions,
which are helpful for assessing the reliabil-
ity of the model’s predictions. However, such
methods do not improve the model’s reliabil-
ity. In this paper, we aim to teach the model to
make the right prediction for the right reason
by providing explanation training and ensur-
ing the alignment of the model’s explanation
with the ground truth explanation. Our exper-
imental results on multiple tasks and datasets
demonstrate the effectiveness of the proposed
method, which produces more reliable predic-
tions while delivering better results compared
to traditionally trained models.

1 Introduction

It is unfortunate that our data is often plagued
by meaningless or even harmful statistical biases.
When we train a model on such data, it is possible
that the classifier focuses on irrelevant biases to
achieve high performance on the biased data. Re-
cent studies demonstrate that deep learning mod-
els noticeably suffer from this issue (Agrawal
et al., 2016; Wadhwa et al., 2018; Gururangan
et al., 2018). Due to the black-box nature of deep
models and the high dimensionality of their inher-
ent representations, it is difficult to interpret and
trust their behaviour and predictions. Recent work
on explanation and interpretation has introduced
a few approaches (Simonyan et al., 2013; Ribeiro
et al., 2016; Lei et al., 2016; Li et al., 2016, 2017;
Ghaeini et al., 2018b; Ribeiro et al., 2018) for ex-
planation. Such methods provide insights toward
the model’s behaviour, which is helpful for detect-
ing biases in our models. However, they do not

correct them. Here, we investigate how to incor-
porate explanations into the learning process to en-
sure that our model not only makes correct predic-
tions but also makes them for the right reason.

Specifically, we propose to train a deep model
using both ground truth labels and additional an-
notations suggesting the desired explanation. The
learning is achieved via a novel method called
saliency learning, which regulates the model’s be-
haviour using saliency to ensure that the most crit-
ical factors impacting the model’s prediction are
aligned with the desired explanation.

Our work is closely related to Ross et al. (2017),
which also uses the gradient/saliency information
to regularize model’s behaviour. However, we dif-
fer in the following points: 1) Ross et al. (2017) is
limited to regularizing model with gradient of the
model’s input. In contrast, we extend this concept
to the intermediate layers of deep models, which
is demonstrated to be beneficial based on the ex-
perimental results; 2) Ross et al. (2017) consid-
ers annotation at the dimension level, which is not
appropriate for NLP tasks since the individual di-
mensions of the word embeddings are not inter-
pretable; 3) most importantly, Ross et al. (2017)
learns from annotations of irrelevant parts of the
data, whereas we focus on positive annotations
identifying parts of the data that contributes pos-
itive evidence toward a specific class. In textual
data, it is often unrealistic to annotate a word (even
a stop word) to be completely irrelevant. On the
other hand, it can be reasonably easy to identify
group of words that are positively linked to a class.

We make the following contributions: 1) we
propose a new method for teaching the model
where to pay attention; 2) we evaluate our method
on multiple tasks and datasets and demonstrate
that our method achieves more reliable predictions
while delivering better results than traditionally
trained models; 3) we verify the sensitivity of our
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saliency-trained model to perturbations introduced
on part of the data that contributes to the explana-
tion.

2 Saliency-based Explanation Learning

Our goal is to teach the model where to pay atten-
tion in order to avoid focusing on meaningless sta-
tistical biases in the data. In this work, we focus on
positive explanations. In other words, we expect
the explanation to highlight information that con-
tributes positively towards the label. For example,
if a piece of text contains the mention of a particu-
lar event, then the explanation will highlight parts
of the text indicating the event, not non-existence
of some other events. This choice is because posi-
tive evidence is more natural for human to specify.

Formally, each training example is a tuple
(X, y, Z), where X = [X1, X2, . . . , Xn] is the
input text (length n), y is the ground-truth label,
andZ ∈ {0, 1}n is the ground-truth explanation as
a binary mask indicating whether each word con-
tributes positive evidence toward the label y.

Recent studies have shown that the model’s
predictions can be explained by examining the
saliency of the inputs (Simonyan et al., 2013;
Hechtlinger, 2016; Ross et al., 2017; Li et al.,
2016) as well as other internal elements of the
model (Ghaeini et al., 2018b). Given an exam-
ple, for which the model makes a prediction, the
saliency of a particular element is computed as the
derivative of the model’s prediction with respect to
that element. Saliency provides clues as to where
the model is drawing strong evidence to support its
prediction. As such, if we constrain the saliency
to be aligned with the desired explanation during
learning, our model will be coerced to pay atten-
tion to the right evidence.

In computing saliency, we are dealing with
high-dimensional data. For example, each word
is represented by an embedding of d dimensions.
To aggregate the contribution of all dimensions,
we consider sum of the gradients of all dimen-
sions as the overall vector/embedding contribu-
tion. For the i-th word, if Z[i] = 1, then its vector
should have a positive gradient/contribution, oth-
erwise the model would be penalized. To accom-
plish this, we incorporate a saliency regularization
term to the model cost function using hinge loss.
Equation 1 describes our cost function evaluated

on a single example (X, y, Z).

C(θ,X, y, Z) = L(θ,X, y)

+ λ
n∑

i=1

max


0,−Zi

d∑

j=1

∂fθ(X, y)

∂Xi,j


 (1)

where L is a traditional model cost function (e.g.
cross-entropy), λ is a hyper parameter, f specifies
the model with parameter θ, and ∂f

∂Xi,j
represents

the saliency of the j-th dimension of wordXi. The
new term in the C penalizes negative gradient for
the marked words in Z (contributory words).

Since C is differentiable respect to θ, it can be
optimized using existing gradient-based optimiza-
tion methods. It is important to note that while
Equation 1 only regularizes the saliency of the in-
put layer, the same principle can be applied to the
intermediate layers of the model (Ghaeini et al.,
2018b) by considering the intermediate layer as
the input for the later layers.

Note that if Z = 0 then C = L. So, in case
of lacking proper annotations for a specific sample
or sequence, we can simply use 0 as its annotation.
This property enables our method to be easily used
in semi-supervised or active learning settings.

3 Tasks and Datasets

To teach the model where to pay attention,
we need ground-truth explanation annotation Z,
which is difficult to come by. As a proof of con-
cept, we modify two well known real tasks (Event
Extraction and Cloze-Style Question Answering)
to simulate approximate annotations for explana-
tion. Details of the main tasks and datasets could
be found in section B of the Appendix. We de-
scribe the modified tasks as follows:
1) Event Extraction: Given a sentence, the goal
is to determine whether the sentence contains an
event. Note that event extraction benchmarks con-
tain the annotation of event triggers, which we use
to build the annotation Z. In particular, the Z
value of every word is annotated to be zero un-
less it belongs to an event trigger. For this task, we
consider two well known event extraction datasets,
namely ACE 2005 and Rich ERE 2015.
2) Cloze-Style Question Answering: Given a
sentence and a query with a blank, the goal is to
determine whether the sentence contains the cor-
rect replacement for the blank. Here, annotation
of each word is zero unless it belongs to the gold
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Figure 1: A high-level view of the models used for
event extraction (a) and question answering (b).

replacement. For this task, we use two well known
cloze-style question answering datasets: Children
Book Test Named Entity (CBT-NE) and Common
Noun (CBT-CN) (Hill et al., 2015).

Here, we only consider the simple binary tasks
as a first attempt to examine the effectiveness of
our method. However, our method is not restricted
to binary tasks. In multi-class problems, each class
can be treated as the positive class of the binary
classification. In such a setting, each class would
have its own explanation and annotation Z.

Note that for both tasks if an example is neg-
ative, its explanation annotation will be all zero.
In other words, for negative examples we have
C = L.

4 Model

We use simple CNN based models to avoid com-
plexity. Figure 1 illustrates the models used in this
paper. Both models have a similar structure. The
main difference is that QA has two inputs (sen-
tence and query). We first describe the event ex-
traction model followed by the QA model.

Figure 1 (a) shows the event extraction model.
Given a sentence W = [w1, . . . , wn] where wi ∈
Rd, we first pass the embeddings to two CNNs
with feature size of d and window size of 3 and 5.
Next we apply max-pooling to both CNN outputs.
It will give us the representation I ∈ Rn×d, which
we refer to as the intermediate representation.
Then, we apply sequence-wise and dimension-
wise max-poolings to I to capture Dseq ∈ Rd and
Ddim ∈ Rn respectively. Ddim will be referred
as decision representation. Finally we pass the
concatenation ofDseq andDdim to a feed-forward
layer for prediction.

Figure 1 (b) depicts the QA model. The main
difference is having query as an extra input. To
process the query, we use a similar structure to the
main model. After CNNs and max-pooling we end

Dataset S.a P.b R.c F1 Acc.d

ACE
No 66.0 77.5 71.3 74.4
Yes 70.1 76.1 73.0 76.9

ERE
No 85.0 86.6 85.8 83.1
Yes 85.8 87.3 86.6 84.0

CBT-NE
No 55.6 76.3 64.3 75.5
Yes 57.2 74.5 64.7 76.5

CBT-CN
No 47.4 39.0 42.8 77.3
Yes 48.3 38.9 43.1 77.7

aSaliency Learning. bPrecision.
cRecall. dAccuracy

Table 1: Performance of trained models on multiple
datasets using traditional method and saliency learning.

up withQ ∈ Rm×d wherem is the length of query.
To obtain a sequence independent vector, we apply
another max-pooling toQ resulting in a query rep-
resentation q ∈ Rd. We follow a similar approach
to in event extraction for the given sentence. The
only difference is that we apply a dot product be-
tween the intermediate representations and query
representation (Ii = Ii � q).

As mentioned previously, we can apply saliency
regularization to different levels of the model. In
this paper, we apply saliency regularization on the
following three levels: 1) Word embeddings (W ).
2) Intermediate representation (I). 3) Decision
representation (Ddim). Note that the aforemen-
tioned levels share the same annotation for train-
ing. For training details please refer to Section C
of the Appendix.

5 Experiments and Analysis

5.1 Performance

Table 1 shows the performance of the trained mod-
els on ACE, ERE, CBT-NE, and CBT-CN datasets
using the aforementioned models with and with-
out saliency learning. The results indicate that us-
ing saliency learning yields better accuracy and
F1 measure on all four datasets. It is interesting
to note that saliency learning consistently helps
the models to achieve noticeably higher preci-
sion without hurting the F1 measure and accuracy.
This observation suggests that saliency learning is
effective in providing proper guidance for more
accurate predictions – Note that here we only
have guidance for positive prediction. To ver-
ify the statistical significance of the observed per-
formance improvement over traditionally trained

4018



Dataset S. W.a I.b D.c

ACE
No 61.60 66.05 63.27
Yes 99.26 77.92 65.49

ERE
No 51.62 56.71 44.37
Yes 99.77 77.45 51.78

CBT-NE
No 52.32 65.38 68.81
Yes 98.17 98.34 95.56

CBT-CN
No 47.78 53.68 45.15
Yes 99.13 98.94 97.06

aWord Level Saliency Accuracy.
bIntermediate Level Saliency Accuracy.
cDecision Level Saliency Accuracy.

Table 2: Saliency accuracy of different layer of our
models trained on ACE, ERE, CBT-NE, CBT-CN.

models without saliency learning, we conducted
the one-sided McNemar’s test. The obtained p-
values are 0.03, 0.03, 0.0001, and 0.04 for ACE,
ERE, CBT-NE, and CBT-CN respectively, indicat-
ing that the performance gain by saliency learning
is statistically significant.

5.2 Saliency Accuracy

In this section, we examine how well does the
saliency of the trained model aligns with the an-
notation. To this end, we define a metric called
saliency accuracy (sacc), which measures what
percentage of all positive positions of annotation
Z indeed obtain a positive gradient. Formally,
sacc = 100

∑
i δ(ZiGi>0)∑

i Zi
where Gi is the gradient

of element i and δ is the indicator function.
Table 2 shows the saliency accuracy at differ-

ent layers of the trained model with and with-
out saliency learning. According to Table 2, our
method achieves a much higher saliency accuracy
for all datasets indicating that the learning was in-
deed effective in aligning the model saliency with
the annotation. In other words, important words
will have positive contributions in the saliency-
trained model, and as such, it learns to focus on
the right part(s) of the data. This claim can also be
verified by visualizing the saliency, which is pro-
vided in the next section.

5.3 Saliency Visualization

Here, we visualize the saliency of three positive
samples from the ACE dataset for both the tradi-
tionally trained (Baseline Model) and the saliency-
trained model (saliency-trained Model). Table 3
shows the top 6 salient words (words with high-

est saliency/gradient) of three positive samples
along with their contributory words (annotation
Z), the baseline model prediction (PB), and the
saliency-trained model prediction (PS). Darker
red color indicates more salient words. Accord-
ing to Table 3, both models correctly predict 1
and the saliency-trained model successfully pays
attention to the expected meaningful words while
the baseline model pays attention to mostly irrele-
vant ones. More analyses are provided in section
D of the Appendix.

5.4 Verification

Up to this point, we show that using saliency learn-
ing yields noticeably better precision, F1 measure,
accuracy, and saliency accuracy. Here, we aim to
verify our claim that saliency learning coerces the
model to pay more attention to the critical parts.
The annotation Z describes the influential words
toward the positive labels. Our hypothesis is that
removing such words would cause more impact on
the saliency-trained models since by training, they
should be more sensitive to these words. We mea-
sure the impact as the percentage change of the
model’s true positive rate. This measure is cho-
sen because negative examples do not have any
annotated contributory words, and hence we are
particularly interested in how removing contribu-
tory words of positive examples would impact the
model’s true positive rate (TPR).

Table 4 shows the outcome of the aforemen-
tioned experiment, where the last column lists the
TPR reduction rates. From the table, we see a con-
sistently higher rate of TPR reduction for saliency-
trained models compared to traditionally trained
models, suggesting that the saliency-trained mod-
els are more sensitive to the perturbation of the
contributory word(s) and confirming our hypoth-
esis.

It is worth noting that we observe less substan-
tial change to the true positive rate for the event
task. This is likely due to the fact that we are using
trigger words as simulated explanations. While
trigger words are clearly related to events, there
are often other words in the sentence relating to
events but not annotated as trigger words.

6 Conclusion

In this paper, we proposed saliency learning, a
novel approach for teaching a model where to
pay attention. We demonstrated the effectiveness
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id Baseline Model Saliency-trained Model Z PB PS
1 The judge at Hassan’s The judge at Hassan ’s extradition 1 1

extradition hearing said extradition hearing said hearing
that he found the French that he found the French said

handwriting report very handwriting report very
problematic, very confusing, problematic, very confusing,
and with suspect conclusions. and with suspect conclusions.

2 Solana said the EU would help Solana said the EU would help attack 1 1
in the humanitarian crisis in the humanitarian crisis
expected to follow an expected to follow an
attack on Iraq. attack on Iraq .

3 The trial will start on The trial will start on trial 1 1
March 13 , the court said . March 13 , the court said.

Table 3: Top 6 salient words visualization of data samples from ACE for the baseline and the saliency-trained
models.

Dataset S. TPRa0 TPRb1 ∆TPRc

ACE
No 77.5 52.2 32.6
Yes 76.1 45.0 40.9

ERE
No 86.6 73.2 15.4
Yes 87.3 70.6 19.1

CBT-NE
No 76.3 30.2 60.4
Yes 74.5 28.5 61.8

CBT-CN
No 39.0 16.6 57.4
Yes 38.9 15.4 60.4

aTrue Positive Rate (before removal).
bTPR after removing the critical word(s).
cTPR change rate.

Table 4: True positive rate and true positive rate change
of the trained models before and after removing the
contributory word(s).

of our method on multiple tasks and datasets us-
ing simulated explanations. The results show that
saliency learning enables us to obtain better pre-
cision, F1 measure and accuracy on these tasks
and datasets. Further, it produces models whose
saliency is more properly aligned with the desired
explanation. In other words, saliency learning
gives us more reliable predictions while delivering
better performance than traditionally trained mod-
els. Finally, our verification experiments illustrate
that the saliency-trained models show higher sen-
sitivity to the removal of contributory words in a
positive example. For future work, we will extend
our study to examine saliency learning on NLP
tasks in an active learning setting where real ex-
planations are requested and provided by a human.
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A Background: Saliency

The concept of saliency was first introduced in vi-
sion for visualizing the spatial support on an image
for particular object class (Simonyan et al., 2013).
Considering a deep model prediction as a differ-
entiable model f parameterized by θ with input
X ∈ Rn×d. Such a model could be described us-
ing the Taylor series as follow:

f(x) = f(a)+f
′
(a)(x−a)+

f
′′
(a)

2!
(x−a)2+. . .

(2)
By approximating that a deep model is a linear

function, we could use the first order Taylor ex-
pansion.

f(x) ≈ f ′(a)x+ b (3)

According to Equation 3, the first derivative of
the model’s prediction respect to its input (f

′
(a)

or ∂f
∂x |x=a) describes the model’s behaviour near

the input. To make it more clear, bigger deriva-
tive/gradient indicates more impact and contribu-
tion toward the model’s prediction. Consequently,
the large-magnitude derivative values determine
elements of input that would greatly affect f(x)
if changed.

B Task and Dataset

Here, we first describe the main and real Event
Extraction and Close-Style Question Answering
tasks (before our modification). Next, we pro-
vide data statistics of the modified version of ACE,
ERE, CBT-NE, and CBT-CN datasets in Table 5.

• Event Extraction: Given a set of ontolo-
gized event types (e.g. Movement, Trans-
action, Conflict, etc.), the goal of event ex-
traction is to identify the mentions of differ-
ent events along with their types from natural
texts (Chen et al., 2015; Ghaeini et al., 2016;
Orr et al., 2018).

• Cloze-Style Question Answering: Docu-
ments in CBT consist of 20 contiguous sen-
tences from the body of a popular children
book and queries are formed by replacing a
token from the 21st sentence with a blank.
Given a document, a query, and a set of can-
didates, the goal is to find the correct replace-
ment for blank in the query among the given

Dataset
Sample Count

Train Test
P.a N.b P. N.

ACE 3.2K 15K 293 421
ERE 3.1K 4K 2.7K 1.91K

CBT-NE 359K 1.82M 8.8K 41.1K
CBT-CN 256K 2.16M 5.5K 44.4K
a Positive Sample Count
b Negative Sample Count

Table 5: Dataset statistics of the modified tasks and
datasets.

candidates. To avoid having too many neg-
ative examples in our modified datasets, we
only consider sentences that contain at least
one candidate. To be more clear, each sample
from the CBT dataset is split to at most 20
samples – each sentence of the main sample
as long as it contains one of the candidates
(Trischler et al., 2016; Kadlec et al., 2016;
Cui et al., 2017; Dhingra et al., 2017; Ghaeini
et al., 2018a).

C Training

All hyper-parameters are tuned based on the de-
velopment set. We use pre-trained 300−D Glove
840B vectors (Pennington et al., 2014) to ini-
tialize our word embedding vectors. All hidden
states and feature sizes are 300 dimensions (d =
300). The weights are learned by minimizing the
cost function on the training data via Adam op-
timizer. The initial learning rate is 0.0001 and
λ = 0.5, 0.7, 0.4, and 0.35 for ACE, ERE, CBT-
NE, and CBT-CN respectively. To avoid overfit-
ting, we use dropout with a rate of 0.5 for regular-
ization, which is applied to all feedforward con-
nections. During training, the word embeddings
are updated to learn effective representations for
each task and dataset. We use a fairly small batch
size of 32 to provide more exploration power to
the model. Finally, Equation 4 indicates the the
cost function that is used for the training where
W , I , and Ddim are the word embeddings, Inter-
mediate representation, and Decision representa-
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Figure 2: A high-level view of the models used for event extraction(a) and question answering (b).

tion respectively.

C(θ,X, y, Z) = L(θ,X, y)

+ λ
n∑

i=1

max


0,−Zi

d∑

j=1

∂fW (W, y)

∂Wi,j




+ λ
n∑

i=1

max


0,−Zi

d∑

j=1

∂fI(I, y)

∂Ii,j




+ λ

n∑

i=1

max

(
0,−Zi

∂fDdim(Ddim, y)

∂Ddim,i

)

(4)

D Saliency Visualization

In this section, we empirically analyze the tradi-
tionally trained (Baseline Model) and the saliency-
trained model (saliency-trained Model) behaviour
by observing the saliency of 23 positive samples
from ACE and ERE datasets. Tables 6 and 7
show the top 6 salient words (words with high-
est saliency/gradient) of positive samples from
ACE or ERE dataset along with their contributory
word(s) (Z), the baseline model prediction (PB),
and the saliency-trained model prediction (PS).
Darker red color indicates more salient words. Our
observations could be divided into six categories
as follow:

• Samples 1-7: Both models correctly predict
1 for these samples. The saliency-trained
model successfully pays attention to the ex-
pected meaningful words while the base-
line model pays attention to mostly irrelevant
ones.

• Samples 8-11: Both models correctly pre-
dict 1 and pays attention to the contributory
words. Yet, we observe lower saliency for

important words and higher saliency for ir-
relevant ones.

• Samples 12-14: Here, the baseline model
fails to pay attention to the contributory
words and predicts 0 while the saliency-
trained model one successfully pays attention
to them and predicts 1.

• Samples 15-18: Although the models have
high saliency for the contributory words,
still they could not correctly disambiguate
these samples. This observation suggests
that having high saliency for important words
does not guarantee positive prediction. High
saliency for these words indicate their pos-
itive contribution toward the positive predic-
tion but still, the model might consider higher
probability for negative prediction.

• Samples 19-21: Here, only the baseline
model could correctly predict 1. However,
the baseline model does not pay attention to
the contributory words. In other words, the
explanation does not support the prediction
(unreliable).

• Samples 22-23: Not always the saliency-
trained model could pay proper attention to
the contributory words. In these examples,
the baseline model has high saliency for con-
tributory words. It is worth noting that when
the saliency-trained model does not have high
saliency for contributory words, it does not
predict 1. Such observation could suggest
that the saliency-trained model predictions
are more reliable. The aforementioned claim
is also verified by consistently obtaining no-
ticeably higher precision for all datasets and
tasks (Section 5.1 and Table 1 in the paper).
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id Baseline Model Saliency-trained Model Z PB PS
1 The judge at Hassan’s The judge at Hassan ’s extradition 1 1

extradition hearing said extradition hearing said hearing
that he found the French that he found the French said

handwriting report very handwriting report very
problematic, very confusing, problematic, very confusing,
and with suspect conclusions. and with suspect conclusions.

2 Solana said the EU would help Solana said the EU would help attack 1 1
in the humanitarian crisis in the humanitarian crisis
expected to follow an expected to follow an
attack on Iraq. attack on Iraq .

3 The trial will start on The trial will start on trial 1 1
March 13 , the court said . March 13 , the court said.

4 India ’s has been reeling India ’s has been reeling killed 1 1
under a heatwave since under a heatwave since
mid-May which has mid-May which has
killed 1,403 people. killed 1,403 people .

5 Retired General Electric Co. Retired General Electric Co. Retired 1 1
Chairman Jack Welch is Chairman Jack Welch is divorce

seeking work-related seeking work-related
documents of his estranged documents of his estranged

wife in his high-stakes wife in his high-stakes
divorce case . divorce case .

6 The following year, he was The following year, he was acquitted 1 1
acquitted in the Guatemala acquitted in the Guatemala case
case, but the U.S. continued case , but the U.S. continued
to push for his prosecution. to push for his prosecution .

7 In 2011, a Spanish National In 2011, a Spanish National issued 1 1
Court judge issued arrest Court judge issued arrest slaying
warrants for 20 men , warrants for 20 men, arrest
including Montano,suspected including Montano,suspected
of participating in the of participating in the

slaying of the priests. slaying of the priests.
8 Slobodan Milosevic’s wife will Slobodan Milosevic’s wife will trial 1 1

go on trial next week on go on trial next week on charges
charges of mismanaging state charges of mismanaging state former
property during the former property during the former
president’s rule, a court said president ’s rule, a court said
Thursday. Thursday .

9 Iraqis mostly fought back Iraqis mostly fought back fought 1 1
with small arms, pistols, with small arms, pistols,
machine guns and machine guns and

rocket-propelled grenades . rocket-propelled grenades.
10 But the Saint Petersburg But the Saint Petersburg summit 1 1

summit ended without any summit ended without any
formal declaration on Iraq . formal declaration on Iraq .

Table 6: Top 6 salient words visualization of samples from ACE and ERE for the baseline and the saliency-trained
models.
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id Baseline Model Saliency-trained Model Z PB PS
11 He will then stay on for a He will then stay on for a heading 1 1

regional summit before regional summit before summit
heading to Saint Petersburg heading to Saint Petersburg
for celebrations marking the for celebrations marking the
300th anniversary of the 300th anniversary of the

city’s founding . city’s founding.
12 From greatest moment of From greatest moment of divorce 0 1

his life to divorce in 3 his life to divorce in 3
years or less. years or less.

13 The state s execution record The state s execution record execution 0 1
has often been criticized . has often been criticized .

14 The student, who was 18 at The student, who was 18 at testified 0 1
the time of the alleged the time of the alleged

sexual relationship, testified sexual relationship , testified
under a pseudonym . under a pseudonym.

15 U.S. aircraft bombed Iraqi U.S. aircraft bombed Iraqi bombed 0 0
tanks holding bridges close tanks holding bridges close

to the city . to the city.
16 However , no blasphemy However, no blasphemy executed 0 0

convict has ever been convict has ever been
executed in the country . executed in the country .

17 Gul ’s resignation had Gul ’s resignation had resignation 0 0
been long expected . been long expected .

18 aside from purchasing aside from purchasing purchasing 0 0
alcohol, what rights alcohol , what rights
don’t 18 year olds have? don’t 18 year olds have?

19 He also ordered him to He also ordered him to ordered 1 0
have no contact with have no contact with contact
Shannon Molden. Shannon Molden .

20 This means your account is This means your account is wrote 1 0
once again active and once again active and

operational, Riao wrote operational , Riao wrote
Colombia Reports. Colombia Reports .

21 I am a Christian as is I am a Christian as is divorced 1 0
my ex husband yet my ex husband yet ex
we are divorced. we are divorced .

22 Taylor acknowledged in his Taylor acknowledged in his testimony 1 0
testimony that he ran up testimony that he ran up followed
toward the pulpit with a toward the pulpit with a ran
large group and followed large group and followed

the men outside. the men outside.
23 The note admonished Jasper The note admonished Jasper note 0 0

Molden , and his then-fiance, Molden , and his then-fiance ,
Shannon Molden . Shannon Molden.

Table 7: Top 6 salient words visualization of samples from ACE and ERE for the baseline and the saliency-trained
models.
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Abstract

Learning multi-hop reasoning has been a key
challenge for reading comprehension models,
leading to the design of datasets that explic-
itly focus on it. Ideally, a model should not
be able to perform well on a multi-hop ques-
tion answering task without doing multi-hop
reasoning. In this paper, we investigate two
recently proposed datasets, WikiHop (Welbl
et al., 2018) and HotpotQA (Yang et al., 2018).
First, we explore sentence-factored models for
these tasks; by design, these models cannot
do multi-hop reasoning, but they are still able
to solve a large number of examples in both
datasets. Furthermore, we find spurious corre-
lations in the unmasked version of WikiHop,
which make it easy to achieve high perfor-
mance considering only the questions and an-
swers. Finally, we investigate one key dif-
ference between these datasets, namely span-
based vs. multiple-choice formulations of the
QA task. Multiple-choice versions of both
datasets can be easily gamed, and two models
we examine only marginally exceed a baseline
in this setting. Overall, while these datasets are
useful testbeds, high-performing models may
not be learning as much multi-hop reasoning
as previously thought.

1 Introduction

Question answering from text (Richardson et al.,
2013; Hill et al., 2015; Hermann et al., 2015; Ra-
jpurkar et al., 2016) is a key challenge problem for
NLP that tests whether models can extract infor-
mation based on a query. However, even sophis-
ticated models that perform well on QA bench-
marks (Seo et al., 2017; Shen et al., 2017; Yu et al.,
2018) may only be doing shallow pattern match-
ing of the question against the supporting passage
(Weissenborn et al., 2017). More recent work (Ku-
mar et al., 2016; Joshi et al., 2017; Welbl et al.,
2018) has emphasized gathering information from

different parts of a passage to answer the ques-
tion, leading to a number of models designed to
do multi-hop reasoning. Two recent large-scale
datasets have been specifically designed to test
multi-hop reasoning: WikiHop (Welbl et al., 2018)
and HotpotQA (Yang et al., 2018).

In this paper, we seek to answer two main ques-
tions. First, although the two datasets are explic-
itly constructed for multi-hop reasoning, do mod-
els really need to do multi-hop reasoning to do
well on them? Recent work has shown that large-
scale QA datasets often do not exhibit their adver-
tised properties (Chen et al., 2016; Kaushik and
Lipton, 2018). We devise a test setting to see
whether multi-hop reasoning is necessary: can a
model which treats each sentence independently
select the sentence containing the answer? This
provides a rough estimate of the fraction of ques-
tions solvable by a non-multi-hop system. Our
results show that more than half of the questions
in WikiHop and HotpotQA do not require multi-
hop reasoning to solve. Surprisingly, we find that
a simple baseline which ignores the passage and
only uses the question and answer can achieve
strong results on WikiHop and a modified version
of HotpotQA, further confirming this view.

Second, we study the nature of the supervi-
sion on the two datasets. One critical difference
is that HotpotQA is span-based (the answer is a
span of the passage) while WikiHop is multiple-
choice. How does this difference affect learning
and evaluation of multi-hop reasoning systems?
We show that a multiple-choice version of Hot-
potQA is vulnerable to the same baseline that per-
forms well on WikiHop, showing that this distinc-
tion may be important from an evaluation stand-
point. Furthermore, we show that a state-of-the-
art model, BiDAF++, trained on span-based Hot-
potQA and adapted to the multiple-choice setting
outperforms the same model trained natively on
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the multiple-choice setting. However, even in the
span-based setting, the high performance of the
sentence-factored models raises questions about
whether multi-hop reasoning is being learned.

Our conclusions are as follows: (1) Many
examples in both WikiHop and HotpotQA do
not require multi-hop reasoning to solve, as the
sentence-factored model can find the answers. (2)
On WikiHop and a multiple-choice version of Hot-
potQA, a no context baseline does very well. (3)
Span-based supervision provides a harder testbed
than multiple choice by having more answers to
choose from, but given the strong performance of
the sentence-factored models, it is unclear whether
any of the proposed models are doing a good job
at multi-hop reasoning in any setting.

2 Datasets

WikiHop Welbl et al. (2018) introduced this En-
glish dataset specially designed for text under-
standing across multiple documents. The dataset
consists of 40k+ questions, answers, and passages,
where each passage consists of several documents
collected from Wikipedia. Questions are posed as
a query of a relation r followed by a head entity
h, with the task being to find the tail entity t from
a set of entity candidates E. Annotators followed
links between documents and were required to use
multiple documents to get the answer.

HotpotQA Yang et al. (2018) proposed a
new dataset with 113k English Wikipedia-based
question-answer pairs. The questions are diverse,
falling into several categories, but all require find-
ing and reasoning over multiple supporting docu-
ments to answer. Models should choose answers
by selecting variable-length spans from these doc-
uments. Sentences relevant to finding the answer
are annotated in the dataset as “supporting facts”
so models can use these at training time as well.

3 Probing Multi-hop Datasets

In this section, we seek to answer whether multi-
hop reasoning is really needed to solve these two
multi-hop datasets.

3.1 Sentence-Factored Model Test
If a question requires a multi-hop model, then
we should not be able to figure out the answer
by only looking at the question and each sen-
tence separately. Based on this idea, we pro-
pose a sentence-factored modeling setting, where

Method Random Factored Factored BiDAF

WikiHop 6.5 60.9 66.1
HotpotQA 5.4 45.4 57.2
SQuAD 22.1 70.0 88.0

Table 1: The accuracy of our proposed sentence-
factored models on identifying answer location in the
development sets of WikiHop, HotpotQA and SQuAD.
Random: we randomly pick a sentence in the passage
to see whether it contains the answer. Factored and
Factored BiDAF refer to the models of Section 3.1. As
expected, these models perform better on SQuAD than
the other two datasets, but the model can nevertheless
find many answers in WikiHop especially.

a model must predict which sentence contains the
answer but must score each sentence indepen-
dently, i.e., without using information from other
sentences in this process. Identifying the pres-
ence of the answer is generally easier than pre-
dicting the answer directly, particularly if a sen-
tence is complicated, and is still sufficient to pro-
vide a bound on how strongly multi-hop reason-
ing is required. Figure 1 shows a typical example
from these datasets, where identifying the answer
(Delhi) requires bridging to an entity not men-
tioned in the question.

Simple Factored Model We encode each pas-
sage sentence si and the question q into a con-
textual representation hsi and hq using a bi-
directional GRU (Chung et al., 2014). Then, Si =
h>siWhq; that is, compute a bilinear product of
these representations with trainable weights W
to get the score of the ith sentence. Finally, let
pi = softmaxi(Si); softmax over the sentences
to get a probability distribution. We maximize
the marginal log probability of picking a sentence
containing the correct answer: log(

∑
i:si∈s∗ pi),

where s∗ is the set of sentences containing the an-
swer. During evaluation, we pick the sentence s
with the highest score and treat it as correct if it
contains the answer.

Factored BiDAF We encode the question and
each sentence separately using bi-GRUs. Then,
we generate the question-aware token represen-
tation for each token of sentence by using a co-
attention layer (Seo et al., 2017). Finally, we max-
pool over each sentence to get the sentence rep-
resentation and feed those to a FFNN to compute
the sentence score. Training and inference are the
same as for the simple model.

We run this test on both datasets as well as
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Question: The Oberoi family is part of a hotel 
company that has a head office in what city? 

The Oberoi Group is a hotel company with its 
head office in Delhi.

The Oberoi family is an Indian family that is 
famous for its involvement in hotels, 
namely through The Oberoi Group.

��

��

Figure 1: An example from the HotpotQA dev set.
Here, a model should have to form a reasoning chain
Oberoi family → Oberoi Group → Delhi to arrive at
the answer. However, the sentence containing Delhi
has a substantial lexical overlap with the question, so
strong QA systems can answer it directly.

SQuAD (Rajpurkar et al., 2016), where multi-hop
reasoning is only needed in a few questions. Re-
sults in Table 1 indicate that although intention-
ally created for multi-hop reasoning, for more than
half of questions in WikiHop and HotpotQA, we
can figure out where the answer is without doing
multi-hop reasoning. This result is initially sur-
prising, but one reason it may be possible is sug-
gested by the example from HotpotQA shown in
Figure 1. We can see that the model could eas-
ily figure out the answer sentence without looking
at the bridging entities using lexical cues alone.
This observation is also in accordance with the
work of Jansen (2018), which demonstrates that
high performance for a simple baseline can be
achieved in cases when passages have increasing
lexical overlap with the question.

We note that this method potentially overesti-
mates performance of a non-multi-hop model on
HotpotQA, since there are some examples where
many plausible answers are in the same sentence
and require other context to resolve. However,
these still form a minority in the dataset (see Table
3 of Yang et al. (2018)).

3.2 No Context Baseline

The results of the previous section show that
a model can identify correspondences between
questions and answer sentences. One other pair
of correlations we can study is suggested in the
work of Kaushik and Lipton (2018), namely exam-
ining question-answer correlations independent of
the passage. We construct a “no context” baseline
to verify whether it is possible to pick the correct
answer without consulting the passage. In a sim-

National autonomous 
university of Mexico

Arte, Capital, Life, 
Monterrey, School, 

Time
Employer Gilberto 

Aceves Navarro

Other Candidates

Answer

Question

Bi-GRUBi-GRU

Bi-linear Dot

Figure 2: An example of question and candidates from
WikiHop. Here we can see that among the candidates,
only National autonomous university of Mexico is an
organization which could be Navarro’s employer; the
model may pick up on this entity typing.

NoContext Coref-GRU MHQA-GRN Entity-GCN

59.70 56.00 62.80 64.80

Table 2: The results of our no-context baseline com-
pared with Coref-GRU (Dhingra et al., 2018), MHQA-
GRN (Song et al., 2018), and Entity-GCN (De Cao
et al., 2018) on the WikiHop dev set.

ilar fashion to the factored model, we encode the
query q and each answer candidate ci using a bi-
GRU and once again compute a bilinear product
between them to get the scores over candidates,
making no reference to the document.

Results of this model on the multiple-choice
WikiHop dataset are shown in Table 2. Surpris-
ingly, the no-context baseline achieves high per-
formance, comparable to some recently-published
systems, showing that WikiHop is actually pos-
sible to solve reasonably well without using the
document at all. One possible reason for this is
that this model can filter possible answers based
on expected answer type (Sugawara et al., 2018),
as shown in the example of Figure 2, or perhaps
capture other correlations between training and
test. This model substantially outperforms the un-
learned baseline reported in the WikiHop paper
(Welbl et al., 2018) (38.8%) as well as the BiDAF
(Seo et al., 2017) results reported there (42.9%).

4 Span-based vs. Multiple-choice

The no context model indicates that having
multiple-choice questions may provide an avenue
for a dataset to be gamed. In order to investigate
the difference in multiple-choice vs. span supervi-
sion while controlling for other aspects of dataset
difficulty, we first recast each dataset in the other’s
framework, then investigate the performance of
two models each of these settings.

To modify Hotpot to be multiple-choice, we
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Dataset HotpotQA-MC WikiHop-MC

Metric Accuracy Accuracy

NoContext 68.01 59.70
MC-BiDAF++ 70.01 61.32
MC-MemNet 68.75 61.80

Span2MC-BiDAF++ 76.01 59.85

Table 3: The performance of different models on the
dev sets of WikiHop and HotpotQA. MC denotes using
both the multiple-choice dataset and model. Span2MC
means we train the model with span-based supervision
and evaluate the model on a multiple choice setting.
Our models only mildly outperform the no-context
baseline in all settings.

randomly select 9 entities in all of the documents
as distractors, and add the answer to make a 10-
choice candidates set. To modify WikiHop to
be span-based, we concatenate all documents and
treat the first appearance of the answer mention as
the gold span for training. Any answer occurrence
is treated as correct for evaluation.

4.1 Systems to Compare
MemNet Memory networks (Weston et al.,
2015) define a generic model class which can
gather information from different parts of the pas-
sage. Kumar et al. (2016) and Miller et al.
(2016) have demonstrated its effectiveness in cer-
tain multi-hop settings. These models process a
document over several timesteps. On the ith step,
the model takes a question representation qi, at-
tends to the context representation p, gets an at-
tention distribution αi, computes a new memory
cell value mi =

∑
αipi, then forms an updated

qi+1 = f(mi, qi). The final memory cell mT is
used to compute a score si = g(mT , cj) with the
jth candidate representation cj . We modify this
architecture slightly using a standard hierarchical
attention module (Li et al., 2015).

We can also modify this architecture to pre-
dict an answer span – we use the memory cell
mT of the last step, and do a bi-linear prod-
uct with the context representation p to com-
pute a distribution over start points Pstart =
softmax(pWstartmT ) and end points distribution
Pend = softmax(pWendmT ) of the answer span,
where Wstart and Wend are two parameter matrix
to be learned. We call this Span-MemNet.

BiDAF++ Recently proposed by Clark and
Gardner (2018), this is a high-performing model
on SQuAD. It combines the bi-directional atten-
tion flow (Seo et al., 2017) and self-attention

Dataset HotpotQA-Span WikiHop-Span

Metric EM F1 EM F1

BiDAF++ (Yang+ 18) 42.79 56.19 − −
Span-BiDAF++ 42.45 56.46 24.23 46.13
Span-MemNet 18.75 26.11 13.54 19.23

Table 4: The performance of different models on the
dev sets of WikiHop and HotpotQA. Span denotes us-
ing both span-based dataset and model. BiDAF++ de-
notes the performance reported in HotpotQA (Yang
et al., 2018).

mechanisms. We use the implementation de-
scribed in Yang et al. (2018).

We can modify this model for the multiple-
choice setting as well. Specifically, we use the
start Pstart and end Pend distribution to do a
weighted sum over the context p to get a sum-
marized representation Dstart =

∑
Pstartipi,

Dend =
∑
Pendipi of the context. Then we con-

catenate them to do a bilinear dot product with
each candidate representation to get the answer
score as we described for MemNet. We call this
model MC-BiDAF++.

4.2 Results
Table 3 and Table 4 show our results in the two
settings. As a baseline on multiple-choice Hot-
potQA, we also test the no-context baseline, which
achieves an accuracy of 68.01%, around 10%
absolute higher than on WikiHop. Our candi-
dates were randomly chosen, so this setting may
not be quite as challenging as a well-constructed
multiple-choice dataset. From Table 3 and Table 4
we draw the following conclusions.

When trained and tested on multiple-choice
datasets, our models do not learn multi-hop
reasoning. Comparing MC-BiDAF++ and MC-
MemNet on the multiple-choice setting of both
datasets as shown in Table 3, the models appear to
have similar capabilities to learn multi-hop reason-
ing. However, looking at the no-context baseline
for comparison, we find that it is only around 2%
lower than the two relatively more complex mod-
els. This indicates that much of the performance
is achieved by “cheating” through the correlation
between the candidates and question/context. Sur-
prisingly, this is true even for HotpotQA, which
seems stronger based on the analysis in Table 1.

Span-based data is less “hackable”, but mod-
els still may not be doing multi-hop reasoning.
We then compare the results of Span-BiDAF++
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Figure 3: Performance of different options on
HotpotQA-MC. Adding more options does not
strengthen the model’s ability of learning multi-hop
reasoning.

and Span-MemNet on the span-based settings
of both datasets, which are substantially differ-
ent from the multiple-choice setting as shown
in Table 4. BiDAF++ substantially outperforms
the MemNet on both datasets, indicating that
BiDAF++ is a stronger model for multi-hop rea-
soning, despite being less explicitly designed for
this task. However, this model still underperforms
the Factored BiDAF model, indicating that it could
just be doing strong single-sentence reasoning.

Adding more options does not qualitatively
change the multiple choice setting. The span-
based model requires dealing with a much larger
output space than the multiple-choice setting. To
test the effects of this, we conduct another ex-
periment by making more spurious options on
HotpotQA-MC using the method described in
Section 4. The results are shown in Figure 3. As
we increase the number of options, we can see
that the performance of all models drops. How-
ever, even with more options, the no-context base-
line can still achieve comparable performance to
the other two more complex models, which indi-
cates that these models still aren’t learning multi-
hop reasoning in such a strengthened setting.

Span-based training data is more powerful.
To further understand the two different super-
vision signals, we conduct another experiment
where we train using span-based supervision and
evaluate on the multiple-choice setting. Specif-
ically, during evaluation, we select all document
spans that map onto some answer candidate, then

max over the scores of all spans to pick the pre-
dicted answer candidate. The multiple choice op-
tions therefore filter the span model’s predictions.

From the results in Table 3, we can see
that Span2MC-BiDAF++ achieves higher perfor-
mance compared to MC-BiDAF++ on HotpotQA
and nearly comparable performance on WikiHop
even with random span selection during training.
This shows that with the span-based supervision,
the model can learn at least the same thing as
the multiple-choice and avoid “cheating” through
learning question-candidate correspondences.

5 Discussion and Conclusion

There exist several other multi-hop reasoning
datasets including WorldTree (Jansen et al., 2018),
OpenBookQA (Mihaylov et al., 2018), and Mul-
tiRC (Khashabi et al., 2018). These datasets are
more complex to analyze since the answers may
not appear directly in the passage and may sim-
ply be entailed by passage content. We leave a
detailed investigation of these for future work.

For researchers working on the problem of
multi-hop reasoning, we think the following points
should be considered: (1) Prefer models using
span-based supervision to avoid “cheating” by us-
ing the extra candidate information. (2) If using
multiple-choice supervision, check the no-context
baseline to see whether there are strong correla-
tions between question and candidates. (3) When
constructing a multi-hop oriented dataset, it would
be best to do an adversarial test using a sentence-
factored model to see whether multi-hop reason-
ing is really needed. Both HotpotQA and Wiki-
Hop contain good examples for evaluating multi-
hop reasoning, but this evaluation is clouded by
the presence of easily-solvable examples, which
can confuse the learning process as well.
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Abstract

Grammatical error correction (GEC) is one of
the areas in natural language processing in
which purely neural models have not yet su-
perseded more traditional symbolic models.
Hybrid systems combining phrase-based sta-
tistical machine translation (SMT) and neural
sequence models are currently among the most
effective approaches to GEC. However, both
SMT and neural sequence-to-sequence mod-
els require large amounts of annotated data.
Language model based GEC (LM-GEC) is a
promising alternative which does not rely on
annotated training data. We show how to im-
prove LM-GEC by applying modelling tech-
niques based on finite state transducers. We
report further gains by rescoring with neural
language models. We show that our meth-
ods developed for LM-GEC can also be used
with SMT systems if annotated training data
is available. Our best system outperforms the
best published result on the CoNLL-2014 test
set, and achieves far better relative improve-
ments over the SMT baselines than previous
hybrid systems.

1 Introduction

Grammatical error correction (GEC) is the task
of automatically correcting all types of errors in
text; e.g. [In a such situaction → In such a sit-
uation]. Using neural models for GEC is be-
coming increasingly popular (Xie et al., 2016;
Yuan and Briscoe, 2016; Ji et al., 2017; Sakaguchi
et al., 2017; Schmaltz et al., 2017; Chollampatt
and Ng, 2018; Ge et al., 2018a,b), possibly com-
bined with phrase-based SMT (Chollampatt et al.,
2016; Chollampatt and Ng, 2017; Grundkiewicz
and Junczys-Dowmunt, 2018). A potential chal-
lenge for purely neural GEC models is their vast
output space since they assign non-zero probabil-
ity mass to any sequence. GEC is – compared to
machine translation – a highly constrained prob-

lem as corrections tend to be very local, and lexical
choices are usually limited. Finite state transduc-
ers (FSTs) are an efficient way to represent large
structured search spaces. In this paper, we propose
to construct a hypothesis space using standard FST
operations like composition, and then constrain
the output of a neural GEC system to that space.
We study two different scenarios: In the first sce-
nario, we do not have access to annotated train-
ing data, and only use a small development set for
tuning. In this scenario, we construct the hypoth-
esis space using word-level context-independent
confusion sets (Bryant and Briscoe, 2018) based
on spell checkers and morphology databases, and
rescore it with count-based and neural language
models (NLMs). In the second scenario, we as-
sume to have enough training data available to
train SMT and neural machine translation (NMT)
systems. In this case, we make additional use of
the SMT lattice and rescore with an NLM-NMT
ensemble. Our contributions are:

• We present an FST-based adaptation of the
work of Bryant and Briscoe (2018) which al-
lows exact inference, and does not require an-
notated training data. We report large gains
from rescoring with a neural language model.

• Our technique beats the best published result
with comparable amounts of training data on
the CoNLL-2014 (Ng et al., 2014) test set
when applied to SMT lattices. Our combina-
tion strategy yields larger gains over the SMT
baselines than simpler rescoring or pipelining
used in prior work on hybrid systems (Grund-
kiewicz and Junczys-Dowmunt, 2018).

2 Constructing the Hypothesis Space

Constructing the set of hypotheses The core
idea of our approach is to first construct a
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(a) The input lattice I without SMT (no annotated training data).

(b) The base lattice B without SMT.

(c) The input lattice I with SMT.

(d) The base lattice B with SMT.

Figure 1: Building the hypothesis space for the input sentence “In a such situaction there is no other way .”.

Figure 2: The edit transducerE. The σ-label can match
any input symbol.

Figure 3: The penalization transducer P . The φ-label
can match any input except <corr> and <mcorr>.

(weighted) hypothesis space H which is large
enough to be likely to contain good corrections,
but constrained enough to embrace the highly
structured nature of GEC. Then, we use H to con-
strain a neural beam decoder. We make exten-
sive use of the FST operations available in Open-
FST (Allauzen et al., 2007) like composition (de-
noted with the ◦-operator) and projection (denoted
with Πinput(·) and Πoutput(·)) to build H . The pro-
cess starts with an input lattice I . In our experi-
ments without annotated training data, I is an FST
which simply maps the input sentence to itself as
shown in Fig. 1(a). If we do have access to enough
annotated data, we train an SMT system on it and
derive I from the SMT n-best list.1 For each hy-
pothesis y we compute the Levenshtein distance
lev(x,y) to the source sentence x. We construct a
string z by prepending lev(x,y) many <mcorr>
tokens to y, and construct I such that:

z = (<mcorr>)lev(x,y) · y (1)

[[I]](z) = −λSMTSMT(y|x). (2)

1In the rare cases in which the n-best list did not contain
the source sentence x we added it in a postprocessing step.
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We adapt the notation of Mohri (2003) and denote
the cost I assigns to mapping a string z to itself as
[[I]](z), and set [[I]](z) = ∞ if I does not accept
z. SMT(y|x) is the SMT score. In other words,
I represents the weighted SMT n-best list after
adding lev(x,y) many <mcorr> tokens to each
hypothesis as illustrated in Fig. 1(c). We scale
SMT scores by a factor λSMT for tuning.

Bryant and Briscoe (2018) addressed substi-
tution errors such as non-words, morphology-,
article-, and preposition-errors by creating con-
fusion sets C(xi) that contain possible (context-
independent) 1:1 corrections for each input word
xi. Specifically, they relied on CyHunspell for
spell checking (Rodriguez and Seal, 2014), the
AGID morphology database for morphology er-
rors (Atkinson, 2011), and manually defined con-
fusion sets for determiner and preposition er-
rors, hence avoiding the need for annotated train-
ing data. We use the same confusion sets as
Bryant and Briscoe (2018) to augment our hy-
pothesis space via the edit flower transducer E
shown in Fig. 2. E can map any sequence
to itself via its σ-self-loop. Additionally, it al-
lows the mapping xi → <corr> · y for each
y ∈ C(xi). For example, for the misspelled
word xi = ‘situaction’ and the confusion set
C(‘situaction’) = {‘situation’, ‘acquisition’}, E
allows mapping ‘situaction’ to ‘<corr> situa-
tion’ and ‘<corr> acquisition’, and to itself via
the σ-self-loop. The additional <corr> token
will help us to keep track of the edits. We obtain
our base latticeB which defines the set of possible
hypotheses by composition and projection:

B := Πoutput(I ◦ E). (3)

Fig. 1(d) shows B for our running example.

Scoring the hypothesis space We apply mul-
tiple scoring strategies to the hypotheses in B.
First, we penalize <mcorr> and <corr> tokens
with two further parameters, λmcorr and λcorr, by
composing B with the penalization transducer P
shown in Fig. 3.2 The λmcorr and λcorr parame-
ters control the trade-off between the number and
quality of the proposed corrections since high val-
ues bias towards fewer corrections.

To incorporate word-level language model
scores we train a 5-gram count-based LM with

2Rather than using <mcorr> and <corr> tokens and
the transducerP we could directly incorporate the costs in the
transducers I and E, respectively. We chose to use explicit
correction tokens for clarity.

KenLM (Heafield, 2011) on the One Billion Word
Benchmark dataset (Chelba et al., 2014), and con-
vert it to an FST L using the OpenGrm NGram
Library (Roark et al., 2012). For tuning purposes
we scale weights in L with λKenLM:

[[L]](y) = −λKenLM logPKenLM(y). (4)

Our combined word-level scores can be expressed
with the following transducer:

Hword = B ◦ P ◦ L. (5)

Since we operate in the tropical semiring, path
scores in Hword are linear combinations of correc-
tion penalties, LM scores, and, if applicable, SMT
scores, weighted with the λ-parameters. Note that
exact inference in Hword is possible using FST
shortest path search. This is an improvement over
the work of Bryant and Briscoe (2018) who se-
lected correction options greedily. Our ultimate
goal, however, is to rescore Hword with neural
models such as an NLM and – if annotated train-
ing data is available – an NMT model. Since our
neural models use subword units (Sennrich et al.,
2016, BPEs), we composeHword with a transducer
T which maps word sequences to BPE sequences.
Our final transducer HBPE which we use to con-
strain the neural beam decoder can be written as:

HBPE = Πoutput(Hword ◦ T )

= Πoutput(I ◦ E ◦ P ◦ L ◦ T ).
(6)

To help downstream beam decoding we apply
ε-removal, determinization, minimization, and
weight pushing (Mohri, 1997; Mohri and Riley,
2001) to HBPE. We search for the best hypothe-
sis y∗BPE with beam search using a combined score
of word-level symbolic models (represented by
HBPE) and subword unit based neural models:

y∗BPE = arg max
yBPE

(
− [[HBPE]](yBPE)

+ λNLM logPNLM(yBPE)

+ λNMT logPNMT(yBPE|xBPE)
)

(7)

The final decoding pass can be seen as an en-
semble of a neural LM and an NMT model which
is constrained and scored at each time step by the
set of possible tokens in HBPE.
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Uses 5-gram NLM CoNLL-2014 JFLEG Test
E FST-LM (BPE) P R M2 GLEU P R M2 GLEU

1 Best published (B&B, 2018) 40.56 20.81 34.09 59.35 76.23 28.48 57.08 48.75
2 X X 40.62 20.72 34.08 64.03 81.08 28.69 59.38 48.95
3 X X X 54.43 25.21 44.19 66.75 79.88 32.99 62.20 50.93
4 X X X 53.64 26.34 44.43 66.89 70.24 38.94 60.51 52.61

Table 1: Results without using annotated training data. Systems are tuned with respect to the metric highlighted in
gray. Input lattices I are derived from the source sentence as in Fig. 1(a).

Uses 5-gram NMT NLM CoNLL-2014 JFLEG Test
E FST-LM (BPE) (BPE) P R M2 GLEU P R M2 GLEU

1 Best published (G&J-D, 2018) 66.77 34.49 56.25 n/a n/a n/a n/a 61.50
2 Unconstrained single NMT 54.98 22.20 42.45 67.19 67.49 38.47 58.64 50.71
3 60.95 26.21 48.18 68.30 66.64 40.68 59.09 50.86
4 X X 57.58 32.39 49.83 68.82 71.60 42.45 62.95 53.20
5 X X 65.26 33.03 54.61 69.92 76.35 40.55 64.89 51.75
6 X X X 64.55 37.33 56.33 70.30 78.85 47.72 69.75 55.39
7 X X(4x) X 66.71 38.97 58.40 70.60 82.15 47.82 71.84 55.60
8 X X(4x) X 66.96 38.62 58.39 70.60 74.19 56.41 69.79 58.63

Table 2: Results with using annotated training data. Systems are tuned with respect to the metric highlighted in
gray. Input lattices I are derived from the Moses 1000-best list as in Fig. 1(c). Row 3 is the SMT baseline.

We have introduced three λ-parameters λcorr,
λKenLM, and λNLM, and three additional parame-
ters λSMT, λmcorr, and λNMT if we make use of an-
notated training data. We also use a word insertion
penalty λwc for our SMT-based experiments. We
tune all these parameters on the development sets
using Powell search (Powell, 1964).3

3 Experiments

Experimental setup In our experiments with
annotated training data we use the SMT system of
Junczys-Dowmunt and Grundkiewicz (2016)4 to
create 1000-best lists from which we derive the in-
put lattices I . All our LMs are trained on the One
Billion Word Benchmark dataset (Chelba et al.,
2014). Our neural LM is a Transformer decoder
architecture in the transformer base con-
figuration trained with Tensor2Tensor (Vaswani
et al., 2018). Our NMT model is a Transformer
model (transformer base) trained on the
concatenation of the NUCLE corpus (Dahlmeier
et al., 2013) and the Lang-8 Corpus of Learner En-
glish v1.0 (Mizumoto et al., 2012). We only keep
sentences with at least one correction (659K sen-
tences in total). Both NMT and NLM models use
byte pair encoding (Sennrich et al., 2016, BPE)
with 32K merge operations. We delay SGD up-
dates by 2 on four physical GPUs as suggested by

3Similarly to Bryant and Briscoe (2018), even in our ex-
periments without annotated training data, we do need a very
small amount of annotated sentences for tuning.

4https://github.com/grammatical/
baselines-emnlp2016

Saunders et al. (2018). We decode with beam size
12 using the SGNMT decoder (Stahlberg et al.,
2017). We evaluate on CoNLL-2014 (Ng et al.,
2014) and JFLEG-Test (Napoles et al., 2017), us-
ing CoNLL-2013 (Ng et al., 2013) and JFLEG-
Dev as development sets. Our evaluation met-
rics are GLEU (Napoles et al., 2015) and M2
(Dahlmeier and Ng, 2012). We generated M2 files
using ERRANT (Bryant et al., 2017) for JFLEG
and Tab. 1 to be comparable to Bryant and Briscoe
(2018), but used the official M2 files in Tab. 2
to be comparable to Grundkiewicz and Junczys-
Dowmunt (2018).

Results Our LM-based GEC results without us-
ing annotated training data are summarized in
Tab. 1. Even when we use the same resources
(same LM and same confusion sets) as Bryant and
Briscoe (2018), we see gains on JFLEG (rows 1
vs. 2), probably because we avoid search errors in
our FST-based scheme. Adding an NLM yields
significant gains across the board. Tab. 2 shows
that adding confusion sets to SMT lattices is ef-
fective even without neural models (rows 3 vs. 4).
Rescoring with neural models also benefits from
the confusion sets (rows 5 vs. 6). With our en-
semble systems (rows 7 and 8) we are able to out-
perform prior work5 (row 1) on CoNLL-2014 and

5We compare our systems to the work of Grundkiewicz
and Junczys-Dowmunt (2018) as they used similar training
data. We note, however, that Ge et al. (2018b) reported
even better results with much more (non-public) training data.
Comparing (Ge et al., 2018a) and (Ge et al., 2018b) suggests
that most of their gains come from the larger training set.
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G&J-D (2018) This work
CoNLL JFLEG CoNLL JFLEG

(M2) (GLEU) (M2) (GLEU)
SMT 50.27 55.79 48.18 50.86
Hybrid 56.25 61.50 58.40 58.63
Rel. gain 11.90% 10.23% 21.21% 15.28%

Table 3: Improvements over SMT baselines.

come within 3 GLEU on JFLEG. Since the base-
line SMT systems of Grundkiewicz and Junczys-
Dowmunt (2018) were better than the ones we
used, we achieve even higher relative gains over
the respective SMT baselines (Tab. 3).

Error type analysis We also carried out a more
detailed error type analysis of the best CoNLL-
2014 M2 system with/without training data us-
ing ERRANT (Tab. 4). Specifically, this table
shows that while the trained system was consis-
tently better than the untrained system, the degree
of the improvement differs significantly depend-
ing on the error type. In particular, since the un-
trained system was only designed to handle Re-
placement word errors, much of the improvement
in the trained system comes from the ability to cor-
rect Missing and Unnecessary word errors. The
trained system nevertheless still improves upon
the untrained system in terms of replacement er-
rors by 10 F0.5 (45.53 vs. 55.63).

In terms of more specific error types, the trained
system was also able to capture a wider variety of
error types, including content word errors (adjec-
tives, adverbs, nouns and verbs) and other cate-
gories such as pronouns and punctuation. Since
the untrained system only targets spelling, ortho-
graphic and morphological errors however, it is in-
teresting to note that the difference in scores be-
tween these categories tends to be smaller than
others; e.g. noun number (53.43 vs 64.96), orthog-
raphy (62.77 vs 74.07), spelling (67.91 vs 75.21)
and subject-verb agreement (66.67 vs 68.39). This
suggests that an untrained system is already able to
capture the majority of these error types.

Oracle experiments Our FST-based composi-
tion cascade is designed to enrich the search space
to allow the neural models to find better hypothe-
ses. Tab. 5 reports the oracle sentence error rate
for different configurations, i.e. the fraction of ref-
erence sentences in the test set which are not in
the FSTs. Expanding the SMT lattice signifi-
cantly reduces the oracle error rate from 55.63%
to 48.17%.

ERRANT F0.5

Type No train Train
Missing - 51.96
Replacement 45.53 55.63
Unnecessary - 50.38
ADJ - 27.03
ADV - 29.80
DET 19.17 55.01
MORPH 33.20 64.81
NOUN 4.31 34.88
NOUN:NUM 53.43 64.96
NOUN:POSS - 13.51
ORTH 62.77 74.07
OTHER 2.45 18.39
PREP 34.39 56.58
PRON - 40.91
PUNCT - 46.08
SPELL 67.91 75.21
VERB - 37.94
VERB:FORM 48.03 63.33
VERB:SVA 66.67 68.39
VERB:TENSE 35.39 47.90

Table 4: A selection of ERRANT F0.5 error type
scores comparing the best CoNLL-2014 system with
and without training data. A dash means the system
did not attempt to correct the error type.

Hypothesis space Error
rate

Expanded input sentence (Tab. 1) 61.28%
SMT lattice (Tab. 2, rows 3, 5) 55.64%
Expanded SMT lattice (Tab. 2, rows 4, 6-8) 48.17%

Table 5: Oracle error rates for different hypothesis
spaces using the first annotator in CoNLL-2014.

4 Conclusion

We demonstrated that our FST-based approach to
GEC outperforms prior work on LM-based GEC
significantly, especially when combined with a
neural LM. We also applied our approach to SMT
lattices and reported much better relative gains
over the SMT baselines than previous work on hy-
brid systems. Our results suggest that FSTs pro-
vide a powerful and effective framework for con-
straining neural GEC systems.
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Abstract

Self-attention networks (SANs) have drawn
increasing interest due to their high paral-
lelization in computation and flexibility in
modeling dependencies. SANs can be fur-
ther enhanced with multi-head attention by
allowing the model to attend to information
from different representation subspaces. In
this work, we propose novel convolutional
self-attention networks, which offer SANs the
abilities to 1) strengthen dependencies among
neighboring elements, and 2) model the inter-
action between features extracted by multiple
attention heads. Experimental results of ma-
chine translation on different language pairs
and model settings show that our approach
outperforms both the strong Transformer base-
line and other existing models on enhancing
the locality of SANs. Comparing with prior
studies, the proposed model is parameter free
in terms of introducing no more parameters.

1 Introduction

Self-attention networks (SANs) (Parikh et al.,
2016; Lin et al., 2017) have shown promising
empirical results in various natural language pro-
cessing (NLP) tasks, such as machine transla-
tion (Vaswani et al., 2017), natural language in-
ference (Shen et al., 2018a), and acoustic model-
ing (Sperber et al., 2018). One appealing strength
of SANs lies in their ability to capture dependen-
cies regardless of distance by explicitly attending
to all the elements. In addition, the performance
of SANs can be improved by multi-head atten-
tion (Vaswani et al., 2017), which projects the in-
put sequence into multiple subspaces and applies
attention to the representation in each subspace.

Despite their success, SANs have two major
limitations. First, the model fully take into ac-

∗Zhaopeng Tu is the corresponding author of the paper.
This work was conducted when Baosong Yang was interning
at Tencent AI Lab.

count all the elements, which disperses the atten-
tion distribution and thus overlooks the relation of
neighboring elements and phrasal patterns (Yang
et al., 2018; Wu et al., 2018; Guo et al., 2019).
Second, multi-head attention extracts distinct lin-
guistic properties from each subspace in a parallel
fashion (Raganato and Tiedemann, 2018), which
fails to exploit useful interactions across differ-
ent heads. Recent work shows that better features
can be learned if different sets of representations
are present at feature learning time (Ngiam et al.,
2011; Lin et al., 2014).

To this end, we propose novel convolutional
self-attention networks (CSANs), which model lo-
cality for self-attention model and interactions be-
tween features learned by different attention heads
in an unified framework. Specifically, in order to
pay more attention to a local part of the input se-
quence, we restrict the attention scope to a window
of neighboring elements. The localness is there-
fore enhanced via a parameter-free 1-dimensional
convolution. Moreover, we extend the convolu-
tion to a 2-dimensional area with the axis of at-
tention head. Thus, the proposed model allows
each head to interact local features with its adja-
cent subspaces at attention time. We expect that
the interaction across different subspaces can fur-
ther improve the performance of SANs.

We evaluate the effectiveness of the proposed
model on three widely-used translation tasks:
WMT14 English-to-German, WMT17 Chinese-
to-English, and WAT17 Japanese-to-English. Ex-
perimental results demonstrate that our approach
consistently improves performance over the strong
TRANSFORMER model (Vaswani et al., 2017)
across language pairs. Comparing with previous
work on modeling locality for SANs (e.g. Shaw
et al., 2018; Yang et al., 2018; Sperber et al.,
2018), our model boosts performance on both
translation quality and training efficiency.
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(b) 1D-Convolutional SANs
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(c) 2D-Convolutional SANs

Figure 1: Illustration of (a) vanilla SANs; (b) 1-dimensional convolution with the window size being 3; and (c)
2-dimensional convolution with the area being 3 × 3. Different colors and patterns represent different subspaces
modeled by multi-head attention, and transparent colors denote masked tokens that are invisible to SANs.

2 Multi-Head Self-Attention Networks

SANs produce representations by applying atten-
tion to each pair of tokens from the input se-
quence, regardless of their distance. Vaswani et al.
(2017) found it is beneficial to capture different
contextual features with multiple individual atten-
tion functions. Given an input sequence X =
{x1, . . . ,xI} ∈ RI×d, the model first transforms
it into queries Q, keys K, and values V:

Q,K,V = XWQ,XWK ,XWV ∈ RI×d (1)

where {WQ,WK ,WV } ∈ Rd×d are trainable
parameters and d indicates the hidden size. The
three types of representations are split into H dif-
ferent subspaces, e.g., [Q1, . . . ,QH ] = Q with
Qh ∈ RI×

d
H . In each subspace h, the element

ohi in the output sequence Oh = {oh1 , . . . ,ohI } is
calculated by

ohi = ATT(qhi ,K
h)Vh ∈ R

d
H (2)

where ATT(·) is an attention model (Bahdanau
et al., 2015; Vaswani et al., 2017) that retrieves
the keys Kh with the query qhi . The final output
representation O is the concatenation of outputs
generated by multiple attention models:

O = [O1, . . . ,OH ] ∈ RI×d (3)

3 Approach

As shown in Figure 1(a), the vanilla SANs use
the query qhi to compute a categorical distribution
over all elements from Kh (Equation 2). It may in-
herit the attention to neighboring information (Yu
et al., 2018; Yang et al., 2018; Guo et al., 2019). In
this work, we propose to model locality for SANs
by restricting the model to attend to a local re-
gion via convolution operations (1D-CSANs, Fig-
ure 1(b)). Accordingly, it provides distance-aware

information (e.g. phrasal patterns), which is com-
plementary to the distance-agnostic dependencies
modeled by the standard SANs (Section 3.1).

Moreover, the calculation of output oh are re-
stricted to the a single individual subspace, over-
looking the richness of contexts and the dependen-
cies among groups of features, which have proven
beneficial to the feature learning (Ngiam et al.,
2011; Wu and He, 2018). We thus propose to
convolute the items in adjacent heads (2D-CSANs,
Figure 1(c)). The proposed model is expected to
improve performance through interacting linguis-
tic properties across heads (Section 3.2).

3.1 Locality Modeling via 1D Convolution
For each query qhi , we restrict its attention re-
gion (e.g., Kh = {kh1 , . . . ,khi , . . . ,khI }) to a local
scope with a fixed size M + 1 (M ≤ I) centered
at the position i:

K̂h = {kh
i−M

2

, . . . ,khi , . . . ,k
h
i+M

2

} (4)

V̂h = {vh
i−M

2

, . . . ,vhi , . . . ,v
h
i+M

2

} (5)

Accordingly, the calculation of corresponding out-
put in Equation (2) is modified as:

ohi = ATT(qhi , K̂
h)V̂h (6)

As seen, SANs are only allowed to attend to the
neighboring tokens (e.g., K̂h, V̂h), instead of all
the tokens in the sequence (e.g., Kh, Vh).

The SAN-based models are generally imple-
mented as multiple layers, in which higher lay-
ers tend to learn semantic information while lower
layers capture surface and lexical information (Pe-
ters et al., 2018; Raganato and Tiedemann, 2018).
Therefore, we merely apply locality modeling to
the lower layers, which same to the configuration
in Yu et al. (2018) and Yang et al. (2018). In
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this way, the representations are learned in a hi-
erarchical fashion (Yang et al., 2017). That is, the
distance-aware and local information extracted by
the lower SAN layers, is expected to complement
distance-agnostic and global information captured
by the higher SAN layers.

3.2 Attention Interaction via 2D Convolution
Mutli-head mechanism allows different heads to
capture distinct linguistic properties (Raganato
and Tiedemann, 2018; Li et al., 2018), especially
in diverse local contexts (Yang et al., 2018). We
hypothesis that exploiting local properties across
heads can further improve the performance of
SANs. To this end, we expand the 1-dimensional
window to a 2-dimensional area with the new di-
mension being the index of attention head. Sup-
pose that the area size is (N + 1) × (M + 1)
(N ≤ H), the keys and values in the area are:

K̃h =
⋃

[K̂h−N
2 , . . . , K̂h, . . . , K̂h+N

2 ] (7)

Ṽh =
⋃

[V̂h−N
2 , . . . , V̂h, . . . , V̂h+N

2 ] (8)

where K̂h, V̂h are elements in the h-th subspace,
which are calculated by Equations 4 and 5 respec-
tively. The union operation

⋃
means combining

the keys and values in different subspaces. The
corresponding output is calculated as:

ohi = ATT(qhi , K̃
h)Ṽh (9)

The 2D convolution allows SANs to build rel-
evance between elements across adjacent heads,
thus flexibly extract local features from different
subspaces rather than merely from an unique head.

The vanilla SAN models linearly aggregate fea-
tures from different heads, and this procedure lim-
its the extent of abstraction (Fukui et al., 2016; Li
et al., 2019). Multiple sets of representations pre-
sented at feature learning time can further improve
the expressivity of the learned features (Ngiam
et al., 2011; Wu and He, 2018).

4 Related Work

Self-Attention Networks Recent studies have
shown that SANs can be further improved by cap-
turing complementary information. For exam-
ple, Hao et al. (2019) complemented SANs with
recurrence modeling, while Yang et al. (2019)
modeled contextual information for SANs.

Concerning modeling locality for SANs, Yu
et al. (2018) injected several CNN layers (Kim,

2014) to fuse local information, the output of
which is fed to the subsequent SAN layer. Several
researches proposed to revise the attention distri-
bution with a parametric localness bias, and suc-
ceed on machine translation (Yang et al., 2018)
and natural language inference (Guo et al., 2019).
While both models introduce additional parame-
ters, our approach is a more lightweight solution
without introducing any new parameters. Closely
related to this work, Shen et al. (2018a) applied a
positional mask to encode temporal order, which
only allows SANs to attend to the previous or fol-
lowing tokens in the sequence. In contrast, we
employ a positional mask (i.e. the tokens outside
the local window is masked as 0) to encode the
distance-aware local information.

In the context of distance-aware SANs, Shaw
et al. (2018) introduced relative position encod-
ing to consider the relative distances between se-
quence elements. While they modeled locality
from position embedding, we improve locality
modeling from revising attention scope. To make
a fair comparison, we re-implemented the above
approaches under a same framework. Empirical
results on machine translation tasks show the su-
periority of our approach in both translation qual-
ity and training efficiency.

Multi-Head Attention Multi-head attention
mechanism (Vaswani et al., 2017) employs
different attention heads to capture distinct fea-
tures (Raganato and Tiedemann, 2018). Along
this direction, Shen et al. (2018a) explicitly
used multiple attention heads to model different
dependencies of the same word pair, and Strubell
et al. (2018) employed different attention heads
to capture different linguistic features. Li et al.
(2018) introduced disagreement regularizations to
encourage the diversity among attention heads.
Inspired by recent successes on fusing informa-
tion across layers (Dou et al., 2018, 2019), Li
et al. (2019) proposed to aggregate information
captured by different attention heads. Based on
these findings, we model interactions among
attention heads to exploit the richness of local
properties distributed in different heads.

5 Experiments

We conducted experiments with the Transformer
model (Vaswani et al., 2017) on English⇒German
(En⇒De), Chinese⇒English (Zh⇒En) and
Japanese⇒English (Ja⇒En) translation tasks.
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For the En⇒De and Zh⇒En tasks, the mod-
els were trained on widely-used WMT14 and
WMT17 corpora, consisting of around 4.5 and
20.62 million sentence pairs, respectively. Con-
cerning Ja⇒En, we used the first two sections
of WAT17 corpus as the training data, which
consists of 2M sentence pairs. To reduce the
vocabulary size, all the data were tokenized and
segmented into subword symbols using byte-pair
encoding (Sennrich et al., 2016) with 32K merge
operations. Following Shaw et al. (2018), we
incorporated the proposed model into the encoder,
which is a stack of 6 SAN layers. Prior studies
revealed that modeling locality in lower layers can
achieve better performance (Shen et al., 2018b;
Yu et al., 2018; Yang et al., 2018), we applied our
approach to the lowest three layers of the encoder.
About configurations of NMT models, we used
the Base and Big settings same as Vaswani et al.
(2017), and all models were trained on 8 NVIDIA
P40 GPUs with a batch of 4096 tokens.

5.1 Effects of Window/Area Size
We first investigated the effects of window
size (1D-CSANs) and area size (2D-CSANs) on
En⇒De validation set, as plotted in Figure 2. For
1D-CSANs, the local size with 11 is superior to
other settings. This is consistent with Luong et al.
(2015) who found that 10 is the best window size
in their local attention experiments. Then, we
fixed the number of neighboring tokens being 11
and varied the number of heads. As seen, by
considering the features across heads (i.e. > 1),
2D-CSANs further improve the translation qual-
ity. However, when the number of heads in at-
tention goes up, the translation quality inversely
drops. One possible reason is that the model still
has the flexibility of learning a different distribu-
tion for each head with few interactions, while a
large amount of interactions assumes more heads
make “similar contributions” (Wu and He, 2018).

5.2 Accuracy of Phrase Translation
One intuition of our approach is to capture useful
phrasal patterns via modeling locality. To evalu-
ate the accuracy of phrase translations, we calcu-
late the improvement of the proposed approaches
over multiple granularities of n-grams, as shown
in Figure 3. Both the two model variations con-
sistently outperform the baseline on larger granu-
larities, indicating that modeling locality can raise
the ability of self-attention model on capturing the

(a) 1D-CSANs

(b) 2D-CSANs

Figure 2: Effects of (a) window size on 1D-CSANs,
and (b) attended head numbers on 2D-CSANs. For 2D-
CSANs, the window size dimension is fixed to be 11.

Figure 3: Performance improvement on different n-
grams. “Gap of BLEU” denotes the improvement
achieved by the proposed models over the baseline.

phrasal information. Furthermore, the dependen-
cies among heads can be complementary to the lo-
calness modeling, which reveals the necessity of
the interaction of features in different subspaces.

5.3 Comparison to Related Work
We re-implemented and compared several exiting
works (Section 4) upon the same framework. Ta-
ble 1 lists the results on the En⇒De translation
task. As seen, all the models improve translation
quality, reconfirming the necessity of modeling lo-
cality and distance information. Besides, our mod-
els outperform all the existing works, indicating
the superiority of the proposed approaches. In par-
ticular, CSANs achieve better performance than
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Model Parameter Speed BLEU 4
TRANSFORMER-BASE (Vaswani et al., 2017) 88.0M 1.28 27.31 -
+ BI DIRECT (Shen et al., 2018a) +0.0M -0.00 27.58 +0.27
+ REL POS (Shaw et al., 2018) +0.1M -0.11 27.63 +0.32
+ NEIGHBOR (Sperber et al., 2018) +0.4M -0.06 27.60 +0.29
+ LOCAL HARD (Luong et al., 2015) +0.4M -0.06 27.73 +0.42
+ LOCAL SOFT (Yang et al., 2018) +0.8M -0.09 27.81 +0.50
+ BLOCK (Shen et al., 2018b) +6.0M -0.33 27.59 +0.28
+ CNNs (Yu et al., 2018) +42.6M -0.54 27.70 +0.39
+ 1D-CSANs +0.0M -0.00 27.86 +0.55
+ 2D-CSANs +0.0M -0.06 28.18 +0.87

Table 1: Comparing with the existing approaches on WMT14 En⇒De translation task. For a fair comparison,
we re-implemented the existing locality approaches under the same framework. “Parameter” denotes the number
of model parameters (M = million) and “Speed” denotes the training speed (steps/second). “4” column denotes
performance improvements over the Transformer baseline.

Model WMT14 En⇒De WMT17 Zh⇒En WAT17 Ja⇒En
Speed BLEU Speed BLEU Speed BLEU

TRANSFORMER-BASE 1.28 27.31 1.21 24.13 1.33 28.10
+ CSANs 1.22 28.18⇑ 1.16 24.80⇑ 1.28 28.50↑

TRANSFORMER-BIG 0.61 28.58 0.58 24.56 0.65 28.41
+ CSANs 0.50 28.74 0.48 25.01↑ 0.55 28.73↑

Table 2: Experimental results on WMT14 En⇒De, WMT17 Zh⇒En and WAT17 Ja⇒En test sets. “Speed”
denotes the training speed (steps/second). “↑ / ⇑” indicates statistically significant difference from the vanilla
self-attention counterpart (p < 0.05/0.01), tested by bootstrap resampling (Koehn, 2004).

CNNs, revealing that extracting local features with
dynamic weights is superior to assigning fixed pa-
rameters. Moreover, while most of the existing ap-
proaches (except for Shen et al. (2018a)) introduce
new parameters, our methods are parameter-free
and thus only marginally affect training efficiency.

5.4 Universality of The Proposed Model

To validate the universality of our approach on MT
tasks, we evaluated the proposed approach on dif-
ferent language pairs and model settings. Table 2
lists the results on En⇒De, Zh⇒En and Ja⇒En
translation tasks. As seen, our model consistently
improves translation quality across language pairs,
which demonstrates the effectiveness and univer-
sality of the proposed approach. It is encouraging
to see that CSANs with base setting yields compa-
rable performance with TRANSFORMER-BIG.

6 Conclusion

In this paper, we propose a parameter-free convo-
lutional self-attention model to enhance the fea-
ture extraction of neighboring elements across

multiple heads. Empirical results of machine
translation task on a variety of language pairs
demonstrate the effectiveness and universality of
the proposed methods. The extensive analyses
suggest that: 1) modeling locality is beneficial
to SANs; 2) interacting features across multiple
heads at attention time can further improve the
performance; and 3) to some extent, the dynamic
weights are superior to their fixed counterpart (i.e.
CSANs vs. CNNs) on local feature extraction.
Moreover, it is interesting to validate the proposed
model in other sequence modeling tasks.
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Abstract
Neural network models for many NLP tasks
have grown increasingly complex in recent
years, making training and deployment more
difficult. A number of recent papers have
questioned the necessity of such architectures
and found that well-executed, simpler mod-
els are quite effective. We show that this is
also the case for document classification: in
a large-scale reproducibility study of several
recent neural models, we find that a simple
BiLSTM architecture with appropriate regu-
larization yields accuracy and F1 that are ei-
ther competitive or exceed the state of the art
on four standard benchmark datasets. Sur-
prisingly, our simple model is able to achieve
these results without attention mechanisms.
While these regularization techniques, bor-
rowed from language modeling, are not novel,
to our knowledge we are the first to apply them
in this context. Our work provides an open-
source platform and the foundation for future
work in document classification.

1 Introduction

Recent developments in neural architectures for
a wide range of NLP tasks can be character-
ized as a drive towards increasingly complex net-
work components and modeling techniques. Wor-
ryingly, these new models are accompanied by
smaller and smaller improvements in effectiveness
on standard benchmark datasets, which leads us
to wonder if observed improvements are “real”.
There is, however, ample evidence to the contrary.
To provide a few examples: Melis et al. (2018)
report that standard LSTM architectures outper-
form more recent models when properly tuned.
Vaswani et al. (2017) show that sequence trans-
duction using encoder–decoder networks with at-
tention mechanisms work just as well with the at-
tention module only, making most of the complex
∗ Equal contribution.

neural machinery unnecessary. Mohammed et al.
(2018) show that simple RNN- and CNN-based
models yield accuracies rivaling far more complex
architectures in simple question answering over
knowledge graphs.

Perhaps most damning are the indictments
of Sculley et al. (2018), who lament the lack of
empirical rigor in our field and cite even more ex-
amples where improvements can be attributed to
far more mundane reasons (e.g., hyperparameter
tuning) or are simply noise. Lipton and Stein-
hardt (2018) concur with these sentiments, adding
that authors often use fancy mathematics to ob-
fuscate or to impress (reviewers) rather than to
clarify. Complex architectures are more difficult
to train, more sensitive to hyperparameters, and
brittle with respect to domains with different data
characteristics—thus both exacerbating the “crisis
of reproducibility” and making it difficult for prac-
titioners to deploy networks that tackle real-world
problems in production environments.

Like the papers cited above, we question the
need for overly complex neural architectures, fo-
cusing on the problem of document classification.
Starting with a large-scale reproducibility study
of several recent neural models, we find that a
simple bi-directional LSTM (BiLSTM) architec-
ture with appropriate regularization yields accu-
racy and F1 that are either competitive or exceed
the state of the art on four standard benchmark
datasets. As the closest comparison point, we
find no benefit to the hierarchical modeling pro-
posed by Yang et al. (2016) and we are able to
achieve good classification results without atten-
tion mechanisms. While these regularization tech-
niques, borrowed from language modeling, are not
novel, we are to our knowledge the first to apply
them in this context. Our work provides an open-
source platform and the foundation for future work
in document classification.
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2 Background and Related Work

2.1 Document Classification
Over the last few years, deep neural networks have
achieved the state of the art in document classifi-
cation. One popular model, hierarchical attention
network (HAN), uses word- and sentence-level
attention in classifying documents (Yang et al.,
2016). Although this model nicely captures the in-
tuition that modeling word sequences in sentences
should be handled separately from sentence-level
discourse modeling, one wonders if such complex
architectures are really necessary, especially given
the size of training data available today.

An important variant of document classifica-
tion is the multi-label, multi-class case. Liu et al.
(2017) develop XML-CNNs for multi-label text
classification, basing the architecture on Kim-
CNN (Kim, 2014) with increased filter sizes and
an additional fully-connected layer. They also in-
corporate dynamic adaptive max-pooling (Chen
et al., 2015) instead of the vanilla max-pooling
over time in KimCNN. The paper compares with
CNN-based approaches for the multi-label task,
but only reports precision and disregards recall.
Yang et al. (2018) instead adopts encoder–decoder
sequence generation models (SGMs) for generat-
ing multiple labels for each document. Similar to
our critique of HAN, we opine against the high
complexity of these multi-label approaches.

2.2 Regularizing RNNs
There have been attempts to extend dropout (Sri-
vastava et al., 2014) from feedforward neural net-
works to recurrent ones. Unfortunately, direct
application of dropout on the hidden units of an
RNN empirically harms its ability to retain long-
term information (Zaremba et al., 2014). Re-
cently, however, Merity et al. (2018) success-
fully apply dropout-like techniques to regularize
RNNs for language modeling, achieving competi-
tive word-level perplexity on multiple datasets. In-
spired by this development, we adopt two of their
regularization techniques, embedding dropout and
weight-dropped LSTMs, to our task of document
classification.
Weight-dropped LSTM. LSTMs comprise eight
total input–hidden and hidden–hidden weight ma-
trices; in weight dropping, Merity et al. (2018)
regularize the four hidden–hidden matrices with
DropConnect (Wan et al., 2013). The operation
is applied only once per sequence, using the same

m
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Figure 1: Illustration of the model architecture, where
the labels are the following: (a) input word embed-
dings (b) BiLSTM (c, d) concatenated forward hf1:n and
backward hb1:n hidden features (e) max-pooling over
time (f) document feature vector (g) softmax or sig-
moid output.

dropout mask across multiple timesteps. Conve-
niently, this allows practitioners to use fast, out-of-
the-box LSTM implementations without affecting
the RNN formulation or training performance.

Embedding Dropout. Introduced in Gal and
Ghahramani (2016) and successfully employed for
neural language modeling (Merity et al., 2018),
embedding dropout performs dropout on entire
word embeddings, effectively removing some of
the words at each training iteration. As a result,
the technique conditions the model to be robust
against missing input; for document classification,
this discourages the model from relying on a small
set of input words for prediction.

3 BiLSTM Model

We design our model to be minimalistic: First,
we feed the word embeddings w1:n of a document
to a single-layer BiLSTM, extracting concatenated
forward and backward word-level context vectors
h1:n = hf1:n ⊕ hb1:n. Subsequently, we max-pool
h1:n across time to yield document vector d—see
Figure 1, labels a–f. Finally, we feed d to a sig-
moid or a softmax layer over the labels, depend-
ing on if the task type is multi-label or single-label
classification (label g).

Contrary to prior art, our approach refrains from
attention, hierarchical structure, and sequence
generation, each of which increases model com-
plexity. For one, hierarchical structure requires
sentence-level tokenization and multiple RNNs.
For another, sequence generation uses an encoder–
decoder architecture, reducing computational par-
allelism. All three methods add depth to the
model; our approach instead uses a single-layer
BiLSTM with trivial max-pooling and concatena-
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tion operations, which makes for both simple im-
plementation and resource-efficient inference.

4 Experimental Setup

We conduct a large-scale reproducibility study in-
volving HAN, XML-CNN, KimCNN, and SGM.
These are compared to our proposed model, re-
ferred to as LSTMreg, as well as an ablated variant
without regularization, denoted LSTMbase. The
implementation of our model as well as from-
scratch reimplementations of all the comparison
models (except for SGM) are provided in our
toolkit called Hedwig, which we make publicly
available to serve as the foundation for future
work.1 In addition, we compare the neural ap-
proaches to logistic regression (LR) and support
vector machines (SVMs). The LR model is trained
using a one-vs-rest multi-label objective, while the
SVM is trained with a linear kernel. Both of these
methods use word-level tf–idf vectors of the doc-
uments as features.

All of our experiments are performed on Nvidia
GTX 1080 and RTX 2080 Ti GPUs, with PyTorch
0.4.1 as the backend framework. We use Scikit-
learn 0.19.2 for computing the tf–idf vectors and
implementing LR and SVMs.

4.1 Datasets

We evaluate our models on the following four
datasets: Reuters-21578, arXiv Abstract Paper
dataset (AAPD), IMDB, and Yelp 2014. Reuters
and AAPD are multi-label datasets, whereas
IMDB and Yelp are single-label ones. For IMDB
and Yelp, we use random sampling to split the
dataset such that 80% is used for training, 10% for
validation, and 10% for test. We use the standard
ModApte splits (Apté et al., 1994) for the Reuters
dataset, and author-defined splits for AAPD (Yang
et al., 2018). We summarize the statistics of these
datasets in Table 1.

Unfortunately, there is little consensus within
the natural language processing community for
choosing the splits of IMDB and Yelp 2014. Fur-
thermore, they are often unreported in modeling
papers, hence preventing direct comparison with
past results. We are not able to find the exact
splits Yang et al. (2016) use; for consistency, we
use the same proportion the authors report, but of
course this yields different samples in each split.

1 http://hedwig.ca

Dataset C N W S

Reuters 90 10,789 144.3 6.6
AAPD 54 55,840 167.3 1.0
IMDB 10 135,669 393.8 14.4
Yelp 2014 5 1,125,386 148.8 9.1

Table 1: Summary of the datasets. C denotes the num-
ber of classes in the dataset, N the number of samples,
and W and S the average number of words and sen-
tences per document, respectively.

For the multi-label datasets, we report the well-
known micro-averaged F1 score, which is the
class-weighted harmonic mean between recall and
precision. For the single-label datasets, we com-
pare the models using accuracy.

4.2 Training and Hyperparameters
To ensure a fair comparison, we tune the hyper-
parameters for all baseline models. For HAN, we
use a batch size of 32 across all the datasets, with
a learning rate of 0.01 for Reuters and 0.001 for
the rest. To train XML-CNN, we select a dy-
namic pooling window length of eight, a learn-
ing rate of 0.001, and 128 output channels, with
batch sizes of 32 and 64 for single-label and multi-
label datasets, respectively. For KimCNN, we use
a batch size of 64 with a learning rate of 0.01. For
training SGM on Reuters, we use the source code
provided by the authors2 and follow the same hy-
perparameters in their paper (Yang et al., 2018).
For the LR and SVM models, we use the default
set of hyperparameters in Scikit-learn.

For LSTMreg and LSTMbase, we use the Adam
optimizer with a learning rate of 0.01 on Reuters
and 0.001 on the rest of the datasets, using batch
sizes of 32 and 64 for multi-label and single-label
tasks, respectively. For LSTMreg, we also apply
temporal averaging (TA): as shown in Kingma and
Ba (2014), TA reduces both generalization error
and stochastic noise in recent parameter estimates
from stochastic approximation. We set the default
TA exponential smoothing coefficient of βEMA to
0.99. We choose 512 hidden units for the Bi-
LSTM models, whose max-pooled output is regu-
larized using a dropout rate of 0.5. We also reg-
ularize the input–hidden and hidden–hidden Bi-
LSTM connections using embedding dropout and
weight dropping, respectively, with dropout rates
of 0.1 and 0.2.
2 https://github.com/lancopku/SGM
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# Model Reuters AAPD IMDB Yelp ’14

Val. F1 Test F1 Val. F1 Test F1 Val. Acc. Test Acc. Val. Acc. Test Acc.

1 LR 77.0 74.8 67.1 64.9 43.1 43.4 61.1 60.9
2 SVM 89.1 86.1 71.1 69.1 42.5 42.4 59.7 59.6
3 KimCNN Repl. 83.5 ±0.4 80.8 ±0.3 54.5 ±1.4 51.4 ±1.3 42.9 ±0.3 42.7 ±0.4 66.5 ±0.1 66.1 ±0.6
4 KimCNN Orig. – – – – – 37.6†† – 61.0††

5 XML-CNN Repl. 88.8 ±0.5 86.2 ±0.3 70.2 ±0.7 68.7 ±0.4 – – – –
6 HAN Repl. 87.6 ±0.5 85.2 ±0.6 70.2 ±0.2 68.0 ±0.6 51.8 ±0.3 51.2 ±0.3 68.2 ±0.1 67.9 ±0.1
7 HAN Orig. – – – – – 49.4‡ – 70.5‡

8 SGM Orig. 82.5 ±0.4 78.8 ±0.9 – 71.0† – – – –

9 LSTMbase 87.6 ±0.2 84.9 ±0.3 72.1 ±0.4 69.6 ±0.4 52.5 ±0.2 52.1 ±0.3 68.6 ±0.1 68.4 ±0.1
10 LSTMreg 89.1 ±0.8 87.0 ±0.5 73.1 ±0.4 70.5 ±0.5 53.4 ±0.2 52.8 ±0.3 69.0 ±0.1 68.7 ±0.1

Table 2: Results for each model on the validation and test sets; best values are bolded in blue. Repl. reports mean
± SD of five runs from our reimplementations; Orig. refers to point estimates from †Yang et al. (2018), ‡Yang
et al. (2016), and ††Tang et al. (2015).

For our optimization objective, we use cross-
entropy and binary cross-entropy loss for single-
label and multi-label tasks, respectively. On
all datasets and models, we use 300-dimensional
word vectors (Mikolov et al., 2013) pre-trained on
Google News. We train all neural models for 30
epochs with five random seeds, reporting the mean
validation set scores and their corresponding test
set results.

Toward Robust Baselines. Recently, repro-
ducibility is becoming a growing concern for the
NLP community (Crane, 2018). Indeed, very few
of the papers that we consider in this study re-
port validation set results, let alone run on mul-
tiple seeds. In order to address these issues, we
report scores on both validation and test sets for
our reimplementations; doing so is good practice,
since it reinforces the validity of the experimen-
tal results and claims. We also provide the stan-
dard deviation of the scores across different seeds
to demonstrate the stability of our results. This is
in line with previous papers (Zhang and Wallace,
2017; Reimers and Gurevych, 2017; Crane, 2018)
that emphasize reporting variance for robustness
against potentially spurious conclusions.

5 Results and Discussion

We report the mean and standard deviation (SD) of
the F1 scores and accuracy for all five runs in Ta-
ble 2. For HAN and KimCNN, we include results
from the original papers to validate our reimple-
mentation. We fail to replicate the reported results
of SGM on AAPD using the authors’ codebase

and data splits.3 As a result, we simply copy the
value reported in Yang et al. (2018) in Table 2, row
8, which represents their maximum F1 score. To
verify the correctness of our HAN and KimCNN
reimplementations, we compare the differences in
F1 and accuracy on the appropriate datasets. We
attribute the small differences to using different
dataset splits (see Section 4.1) and reporting mean
values.

Baseline Comparison. We see that our sim-
ple LSTMreg model achieves state of the art on
Reuters and IMDB (see Table 2, rows 9 and 10),
establishing mean scores of 87.0 and 52.8 for F1

score and accuracy on the test sets of Reuters
and IMDB, respectively. This highlights the ef-
ficacy of proper regularization and optimization
techniques for the task. We observe that LSTMreg

consistently improves upon the performance of
LSTMbase across all of the tasks—see rows 9 and
10, where, on average, regularization yields in-
creases of 1.5 and 0.5 points for F1 score and ac-
curacy, respectively.

A few of our LSTMreg runs attain state-of-the-
art test F1 scores on AAPD. However, in the in-
terest of robustness, we report the mean value, as
mentioned in Section 4.2. We also find the accu-
racy of LSTMreg and our reimplemented version
of HAN on Yelp 2014 to be almost two points
lower than the copied result of HAN (rows 6, 7,
and 10) from Yang et al. (2016). On the other
hand, both of the models surpass the original re-
sult by nearly two points for the IMDB dataset.
We cannot rule out that these disparities are caused

3 The authors did not answer our e-mails seeking assistance.
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by the absence of any widely-accepted splits for
evaluation on Yelp 2014 and IMDB (as opposed
to model or implementation differences).

Interestingly, the non-neural LR and SVM base-
lines perform remarkably well. On Reuters, for
example, the SVM beats many neural baselines,
including our non-regularized LSTMbase (rows 2–
9). On AAPD, the SVM either ties or beats the
other models, losing only to SGM (rows 2–8).
Compared to the SVM, the LR baseline appears
better suited for the single-label datasets IMDB
and Yelp 2014, where it achieves better accuracy
than the SVM does.

6 Conclusions and Future Work

In this paper, we question the complexity of ex-
isting neural network architectures for document
classification. To demonstrate the effectiveness of
proper regularization and optimization, we apply
embedding dropout, weight dropping, and tem-
poral averaging when training a simple BiLSTM
model, establishing either competitive or state-of-
the-art results on multiple datasets.

One potential extension of this work is to con-
duct a comprehensive ablation study to determine
the relative contribution of each of the regulariza-
tion and optimization techniques. Furthermore, it
would be interesting to compare these techniques
to the recent line of research in deep language
representation models, such as Embeddings from
Language Models (ELMo; Peters et al., 2018) and
pre-trained transformers (Devlin et al., 2018; Rad-
ford, 2018). Finally, the examined regularization
and optimization methods deserve exploration in
other NLP tasks as well.
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Abstract

Pre-trained language model representations
have been successful in a wide range of lan-
guage understanding tasks. In this paper, we
examine different strategies to integrate pre-
trained representations into sequence to se-
quence models and apply it to neural ma-
chine translation and abstractive summariza-
tion. We find that pre-trained representa-
tions are most effective when added to the en-
coder network which slows inference by only
14%. Our experiments in machine translation
show gains of up to 5.3 BLEU in a simulated
resource-poor setup. While returns diminish
with more labeled data, we still observe im-
provements when millions of sentence-pairs
are available. Finally, on abstractive summa-
rization we achieve a new state of the art on
the full text version of CNN-DailyMail. 1

1 Introduction

Pre-training of language models has been shown
to provide large improvements for a range of lan-
guage understanding tasks (Peters et al., 2018;
Radford et al., 2018; Phang et al., 2018; Devlin
et al., 2018). The key idea is to train a large gen-
erative model on vast corpora and use the result-
ing representations on tasks for which only limited
amounts of labeled data is available. Pre-training
of sequence to sequence models has been previ-
ously investigated for text classification (Dai and
Le, 2015) but not for text generation. In neural ma-
chine translation, there has been work on transfer-
ring representations from high-resource language
pairs to low-resource settings (Zoph et al., 2016).

In this paper, we apply pre-trained representa-
tions from language models to language genera-

∗Equal contribution.
1Code and pre-trained models are available at

https://github.com/pytorch/fairseq/tree/
bi_trans_lm/examples/pretraining

tion tasks that can be modeled by sequence to se-
quence architectures. Previous work on integrat-
ing language models with sequence to sequence
models focused on the decoder network and added
language model representations right before the
output of the decoder (Gulcehre et al., 2015). We
extend their study by investigating several other
strategies such as inputting ELMo-style represen-
tations (Peters et al., 2018) or fine-tuning the lan-
guage model (§2).

Our experiments rely on strong transformer-
based language models trained on up to six bil-
lion tokens (§3). We present a detailed study of
various strategies in different simulated labeled
training data scenarios and observe the largest im-
provements in low-resource settings but gains of
over 1 BLEU are still possible when five million
sentence-pairs are available. The most successful
strategy to integrate pre-trained representations is
as input to the encoder network (§4).

2 Strategies to add representations

We consider augmenting a standard sequence to
sequence model with pre-trained representations
following an ELMo-style regime (§2.1) as well as
by fine-tuning the language model (§2.2).

2.1 ELMo augmentation
The ELMo approach of Peters et al. (2018) forms
contextualized word embeddings based on lan-
guage model representations without adjusting
the actual language model parameters. Specifi-
cally, the ELMo module contains a set of parame-
ters λ1 . . . λL, γ to form a linear combination of
the L layers of the language model: ELMo =
γ
∑L

i=0
1
Z exp(λi)h

k where γ is a learned scalar,
Z is a constant to normalize the exp(λi) to sum
to one and hk is the output of the k-th language
model layer; the module also considers the input
word embeddings of the language model. We also
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apply layer normalization (Ba et al., 2016) to each
hk before computing ELMo vectors.

We experiment with an ELMo module to input
contextualized embeddings either to the encoder
(SRC-ELMO) or the decoder (TGT-ELMO). This
provides word representations specific to the cur-
rent input sentence and these representations have
been trained on much more data than is available
for the text generation task.

2.2 Fine-tuning approach

Fine-tuning the pre-trained representations adjusts
the language model parameters by the learning
signal of the end-task (Radford et al., 2018; De-
vlin et al., 2018). We replace learned input word
embeddings in the encoder network with the out-
put of the language model (SRC-FT). Specifically,
we use the language model representation of the
layer before the softmax and feed it to the encoder.
We also add dropout to the language model out-
put. Tuning separate learning rates for the lan-
guage model and the sequence to sequence model
may lead to better performance but we leave this
to future work. However, we do tune the number
of encoder blocks N as we found this important to
obtain good accuracy for this setting. We apply the
same strategy to the decoder: we input language
model representations to the decoder network and
fine-tune the language model when training the se-
quence to sequence model (TGT-FT).

3 Experimental setup

3.1 Datasets

Pre-training. We train language models on two
languages: One model is estimated on the Ger-
man newscrawl distributed by WMT’18 compris-
ing 260M sentences or 6B tokens. Another model
is trained on the English newscrawl data compris-
ing 193M sentences or 5B tokens. We learn a joint
Byte-Pair-Encoding (BPE; Sennrich et al., 2016)
vocabulary of 37K types on the German and En-
glish newscrawl and train the language models
with this vocabulary.

Machine translation. We consider two bench-
marks: Most experiments are run on the WMT’18
English-German (en-de) news translation task and
we validate our findings on the WMT’18 English-
Turkish (en-tr) news task. For WMT’18 English-
German, the training corpus consists of all avail-
able bitext excluding the ParaCrawl corpus and we

remove sentences longer than 250 tokens as well
as sentence-pairs with a source/target length ra-
tio exceeding 1.5. This results in 5.18M sentence
pairs. We tokenize all data with the Moses tok-
enizer (Koehn et al., 2007) and apply the BPE vo-
cabulary learned on the monolingual corpora.

For WMT’18 English-Turkish, we use all of the
available bitext comprising 208K sentence-pairs
without any filtering. We develop on newstest2017
and test on newstest2018. For en-tr we only exper-
iment with adding representations to the encoder
and therefore apply the language model vocabu-
lary to the source side. For the target vocabulary
we learn a BPE code with 32K merge operations
on the Turkish side of the bitext. Both datasets are
evaluated in terms of case-sensitive de-tokenized
BLEU (Papineni et al., 2002; Post, 2018).2

Summarization. We consider the CNN-
DailyMail abstractive document summarization
task comprising over 280K news articles paired
with multi-sentence summaries. CNN-DailyMail
is a widely used dataset for abstractive text sum-
marization. Following (See et al., 2017), we report
results on the non-anonymized version of CNN-
DailyMail rather than the entity-anonymized
version (Hermann et al., 2015; Nallapati et al.,
2016) because the language model was trained on
full text. Articles are truncated to 400 tokens (See
et al., 2017) and we use a BPE vocabulary of 32K
types (Fan et al., 2017). We evaluate in terms of
F1-Rouge, that is Rouge-1, Rouge-2 and Rouge-L
(Lin, 2004).3

3.2 Language model pre-training
We consider two types of architectures: a bi-
directional language model to augment the se-
quence to sequence encoder and a uni-directional
model to augment the decoder. Both use self-
attention (Vaswani et al., 2017) and the uni-
directional model contains N = 12 transformer
blocks, followed by a word classifier to predict the
next word on the right. The bi-directional model
solves a cloze-style token prediction task at train-
ing time (Baevski et al., 2019). The model consists
of two towers, the forward tower operates left-to-
right and the tower operating right-to-left as back-
ward tower; each tower contains N = 12 trans-

2sacreBLEU signatures: BLEU+case.mixed+lang.en-
{de,tr}+numrefs.1+smooth.exp+test.wmt18+tok.13a
+version.1.2.1

3We use the following parameters for
ROUGE-1.5.5.pl: -m -a -n 2
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Figure 1: BLEU difference to a bitext-only baseline when adding pre-trained language model representations
to a neural machine translation model in different simulated bitext settings. Results are based on averaging
newstest2012-2017 of WMT English-German translation.

former blocks. The forward and backward repre-
sentations are combined via a self-attention mod-
ule and the output of this module is used to predict
the token at position i. The model has access to the
entire input surrounding the current target token.
Models use the standard settings for the Big Trans-
former (Vaswani et al., 2017). The bi-directional
model contains 353M parameters and the uni-
directional model 190M parameters. Both models
were trained for 1M steps using Nesterov’s accel-
erated gradient (Sutskever et al., 2013) with mo-
mentum 0.99 following Baevski and Auli (2018).
The learning rate is linearly warmed up from 10−7

to 1 for 16K steps and then annealed using a co-
sine learning rate schedule with a single phase to
0.0001 (Loshchilov and Hutter, 2016). We train on
32 Nvidia V100 SXM2 GPUs and use the NCCL2
library as well as the torch distributed package for
inter-GPU communication. Training relies on 16-
bit floating point operations (Ott et al., 2018) and
it took six days for the bi-directional model and
four days for the uni-directional model.

3.3 Sequence to sequence model

We use the transformer implementation of the
fairseq toolkit (Ott et al., 2019). The WMT en-de
and en-tr experiments are based on the Big Trans-
former sequence to sequence architecture with 6
blocks in the encoder and decoder. For abstractive
summarization we use a base transformer model
(Vaswani et al., 2017). We tune dropout values of

between 0.1 and 0.4 on the validation set. Models
are optimized with Adam (Kingma and Ba, 2015)
using β1 = 0.9, β2 = 0.98, and ε = 1e − 8 and
we use the same learning rate schedule as Vaswani
et al. (2017); we perform 10K-200K depending
on bitext size. All models use label smoothing
with a uniform prior distribution over the vocab-
ulary ε = 0.1 (Szegedy et al., 2015; Pereyra et al.,
2017). We run experiments on 8 GPUs and gener-
ate translations with a beam of size 5.

4 Results

4.1 Machine translation

We first present a comparison of the various strate-
gies in different simulated parallel corpus size set-
tings. For each experiment, we tune the dropout
applied to the language model representations,
and we reduce the number of optimizer steps for
smaller bitext setups as models converge faster;
all other hyper-parameters are equal between se-
tups. Our baseline is a Big Transformer model
and we also consider a variant where we share to-
ken embeddings between the encoder and decoder
(SHARED; Inan et al., 2016; Press & Wolf, 2016).

Figure 1 shows results averaged over six test
sets relative to the baseline which does not share
source and target embeddings (Appendix A shows
a detailed breakdown). SHARED performs very
well with little labeled data but the gains erode to
practically zero in large bitext settings. Pre-trained
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160K 640K 5186K

baseline 21.4 33.1 40.1

SRC-ELMO 26.6 35.6 41.8
SRC-FT 24.3 34.9 40.8
TGT-ELMO 21.3 31.9 40.5
TGT-FT 24.2 31.4 38.8
SRC-ELMO+SHDEMB 29.0 36.2 41.8

Table 1: BLEU on newstest2018 of WMT English-
German in three simulated bitext size scenarios.

news2017 news2018

baseline 9.8 9.5

SRC-ELMO 12.0 11.3
SRC-ELMO+SHDEMB 12.9 11.8

Table 2: WMT English-Turkish translation results in
terms of BLEU on newstest2017 (valid) and new-
stest2018 (test) with ELMo inputs to the encoder.

language model representations are most effective
in low bitext setups. The best performing strategy
is ELMo embeddings input to the encoder (SRC-
ELMO). This improves the baseline by 3.8 BLEU
in the 160K bitext setting and it still improves the
5.2M setting by over 1 BLEU.

We further improve SRC-ELMO by sharing
learned word representations in the decoder
by tying input and output embeddings (SRC-
ELMO+SHDEMB). This configuration performs
even better than SRC-ELMO with a gain of 5.3
BLEU in the 160K setup. Sharing decoder embed-
dings is equally applicable to SRC-FT. Language
model representations are much less effective in
the decoder: TGT-FT improves the 160K bitext
setup but yields no improvements thereafter and
TGT-ELMO performs even worse. We conjecture
that pre-trained representations give much easier
wins in the encoder. Table 1 shows additional re-
sults on newstest2018.

Pre-trained representations mostly impacts the
training time of the sequence to sequence model
(see Appendix B): SRC-ELMO slows throughput
during training by about 5.3x and SRC-FT is
even slower because of the need to backpropa-
gate through the LM for fine-tuning (9.2x). How-
ever, inference is only 12-14% slower than the
baseline when adding pre-trained embeddings to
the encoder (SRC-ELMO, SRC-FT). This is be-
cause the LM computation can be paralelized for

ROUGE

1 2 L

Lead-3 40.34 17.70 36.57
See et al. (2017) 39.53 17.28 36.38
Gehrmann et al. (2018) 41.22 18.68 38.34

baseline 40.07 17.61 36.78
SRC-ELMO+SHDEMB 41.56 18.94 38.47

Table 3: Abstractive summarization results on CNN-
DailyMail. ELMo inputs achieve a new state of the art.

all input tokens. Inference is much slower when
adding representations to the decoder because the
LM needs to be invoked repeatedly. Our current
implementation does not cache LM operations for
the previous state and can be made much faster.

The baseline uses a BPE vocabulary estimated
on the language model corpora (§3). Appendix A
shows that this vocabulary actually leads to sligtly
better performance than a joint BPE code learned
on the bitext as is usual.

Next, we validate our findings on the WMT’18
English-Turkish task for which the bitext is truly
limited (208K sentence-pairs). We use the lan-
guage model vocab for the the English side of the
bitext and a BPE vocabulary learned on the Turk-
ish side. Table 2 shows that ELMo embeddings for
the encoder improve English-Turkish translation.

4.2 Abstractive summarization

Following See et al. (2017), we experiment on
the non-anonymized version of CNN-DailyMail.
When generating summaries, we follow standard
practice of tuning the maximum output length and
disallow repeating the same trigram (Paulus et al.,
2017; Fan et al., 2017). For this task we train
language model representations on the combina-
tion of newscrawl and the CNN-DailyMail train-
ing data. Table 3 shows that pre-trained em-
beddings can significantly improve on top of a
strong baseline transformer. We also compare to
Gehrmann et al. (2018) who use a task-specific
architecture compared to our generic sequence to
sequence baseline. Pre-trained representations are
complementary to their method.

5 Conclusion

We presented an analysis of different strategies to
add pre-trained language model representations to
sequence to sequence models for neural machine
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translation and abstractive document summariza-
tion. Adding pre-trained representations is very
effective for the encoder network and while re-
turns diminish when more labeled data becomes
available, we still observe improvements when
millions of examples are available. In future re-
search we will investigate ways to improve the de-
coder with pre-trained representations.
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A Detailed WMT English-German Results

bitext method 2012 2013 2014 2015 2016 2017 2018 Avg

160K

baseline 13.2 15.7 13.5 15.7 18.6 14.8 21.4 16.1
SHARED 15.3 18.2 16.7 19.0 21.6 18.2 24.9 19.1
SHARED+bitext-BPE 15.1 17.9 16.2 18.9 22.0 18.0 25.2 19.0
SRC-ELMO 16.0 19.4 17.1 19.9 23.0 18.7 26.6 20.1
SRC-FT 15.3 18.5 16.6 18.9 20.8 17.6 24.3 18.9
TGT-ELMO 13.3 16.4 14.1 16.2 18.8 14.9 21.3 16.4
TGT-FT 14.7 17.2 15.8 18.4 21.4 16.9 24.2 18.4
SRC-ELMO+SHDEMB 17.4 20.8 18.6 21.5 24.9 20.3 29.0 21.8

320K

baseline 17.2 20.4 18.1 21.2 25.0 19.6 28.9 21.5
SHARED 18.1 21.1 19.1 22.4 26.3 21.2 30.6 22.7
SHARED+bitext-BPE 17.6 20.6 19.1 22.3 26.1 20.8 29.9 22.3
src-elmo 18.8 22.3 21.1 24.0 27.5 22.2 32.5 24.1
SRC-FT 19.0 22.5 20.9 23.5 26.9 22.2 32.1 23.9
TGT-ELMO 16.7 20.7 18.2 20.9 24.1 19.4 28.0 21.1
TGT-FT 16.1 19.4 17.1 20.0 23.1 18.5 26.3 20.1
SRC-ELMO+SHDEMB 19.5 22.9 21.2 24.0 27.4 22.4 32.3 24.2

640K

baseline 19.2 22.9 21.2 24.5 27.9 22.4 33.1 24.5
SHARED 19.9 23.4 22.1 25.1 28.8 23.0 34.1 25.2
SHARED+bitext-BPE 19.4 22.8 21.7 24.9 28.4 22.9 33.6 24.8
src-elmo 21.0 24.3 23.4 26.5 30.0 24.6 35.6 26.5
SRC-FT 20.5 24.0 22.9 26.1 29.1 24.4 34.9 26.0
TGT-ELMO 18.9 22.6 20.8 24.2 27.5 22.3 31.9 24.0
TGT-FT 18.2 21.8 20.6 23.7 27.0 21.8 31.4 23.5
SRC-ELMO+SHDEMB 21.2 25.1 23.9 26.7 30.2 24.7 36.2 26.9

1280K

baseline 20.9 24.6 23.6 26.5 30.5 24.7 36.2 26.7
SHARED 21.1 24.6 24.6 27.6 31.0 25.2 37.3 27.3
SHARED+bitext-BPE 20.5 24.0 23.9 26.2 30.6 24.8 36.2 26.6
src-elmo 22.1 25.7 25.7 28.5 31.7 26.3 38.2 28.3
SRC-FT 21.3 25.2 25.3 28.5 31.1 26.2 37.4 27.9
TGT-ELMO 20.9 24.4 23.6 26.6 30.3 24.9 36.1 26.7
TGT-FT 20.1 23.7 22.4 25.2 29.1 23.6 34.4 25.5
SRC-ELMO+SHDEMB 22.3 26.0 26.3 28.9 32.6 26.8 38.6 28.8

2560K

baseline 21.7 25.6 25.4 28.2 32.3 26.2 39.1 28.4
SHARED 22.2 25.9 25.7 28.3 32.1 26.3 38.9 28.5
SHARED+bitext-BPE 21.8 25.5 25.5 27.9 32.1 26.0 38.6 28.2
src-elmo 22.9 27.0 27.0 30.0 33.4 28.0 40.0 29.8
SRC-FT 22.2 26.4 26.3 29.5 32.4 27.3 39.3 29.1
TGT-ELMO 21.8 25.7 25.8 28.5 32.3 26.6 39.3 28.6
TGT-FT 21.5 25.3 24.5 27.0 30.2 25.2 36.8 27.2
SRC-ELMO+SHDEMB 23.1 27.2 27.1 29.7 33.7 27.9 40.0 29.8

5186K

baseline 23.1 26.8 27.7 30.1 33.6 27.9 40.1 29.9
SHARED 22.6 26.6 27.7 30.5 33.4 28.2 40.2 29.9
SHARED+bitext-BPE 22.5 26.0 27.0 29.7 33.4 27.7 40.6 29.6
src-elmo 23.7 27.8 28.7 31.1 34.5 29.2 41.8 31.0
SRC-FT 23.1 27.0 27.8 30.5 33.7 28.3 40.8 30.2
TGT-ELMO 22.9 26.6 26.9 29.5 33.8 27.7 40.5 29.7
TGT-FT 22.3 26.1 26.1 28.9 32.5 26.5 38.8 28.7
SRC-ELMO+SHDEMB 23.4 28.0 28.8 31.2 34.5 28.7 41.8 30.9

Table 4: BLEU on newstest2012 to newstest2018 of WMT English-German translation in varioius simulated bitext
size scenarios (cf. Figure 1).
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B Training and inference speed

train (tok/sec) inference (tok/sec)

SHARED 528,802 2,334

SRC-ELMO 100,636 2,011
SRC-FT 57,753 2,080
TGT-ELMO 142,525 259
TGT-FT 95,313 299

Table 5: Training and inference speed of models trained on WMT English-German. Training speed based on 32
V100 GPUs. Inference speed measured on a single V100 and by batching up to 12K source or target tokens.
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Abstract

We improve the informativeness of models for
conditional text generation using techniques
from computational pragmatics. These tech-
niques formulate language production as a
game between speakers and listeners, in which
a speaker should generate output text that a lis-
tener can use to correctly identify the original
input that the text describes. While such ap-
proaches are widely used in cognitive science
and grounded language learning, they have re-
ceived less attention for more standard lan-
guage generation tasks. We consider two prag-
matic modeling methods for text generation:
one where pragmatics is imposed by informa-
tion preservation, and another where pragmat-
ics is imposed by explicit modeling of distrac-
tors. We find that these methods improve the
performance of strong existing systems for ab-
stractive summarization and generation from
structured meaning representations.

1 Introduction

Computational approaches to pragmatics cast lan-
guage generation and interpretation as game-
theoretic or Bayesian inference procedures (Gol-
land et al., 2010; Frank and Goodman, 2012).
While such approaches are capable of modeling
a variety of pragmatic phenomena, their main ap-
plication in natural language processing has been
to improve the informativeness of generated text
in grounded language learning problems (Monroe
et al., 2018). In this paper, we show that prag-
matic reasoning can be similarly used to improve
performance in more traditional language genera-
tion tasks like generation from structured meaning
representations (Figure 1) and summarization.

Our work builds on a line of learned Rational
Speech Acts (RSA) models (Monroe and Potts,
2015; Andreas and Klein, 2016), in which gen-
erated strings are selected to optimize the behav-

Input meaning representation (i):
NAME[FITZBILLIES], EATTYPE[COFFEE SHOP], FOOD[ENGLISH],
PRICERANGE[CHEAP], CUSTOMERRATING[5 OUT OF 5],
AREA[RIVERSIDE], FAMILYFRIENDLY[YES]

Human-written
A cheap coffee shop in riverside with a 5 out of 5 customer rating is
Fitzbillies. Fitzbillies is family friendly and serves English food.

Base sequence-to-sequence model (S0)
Fitzbillies is a family friendly coffee shop located near the river.

Distractor-based pragmatic system (SD
1 )

Fitzbillies is a family friendly coffee shop that serves English food. It is
located in riverside area. It has a customer rating of 5 out of 5 and is cheap.

Reconstructor-based pragmatic system (SR
1 )

Fitzbillies is a family friendly coffee shop that serves cheap English food in
the riverside area. It has a customer rating of 5 out of 5.

Figure 1: Example outputs of our systems on the E2E
generation task. While a base sequence-to-sequence
model (S0, Sec. 2) fails to describe all attributes in
the input meaning representation, both of our prag-
matic systems (SR

1 , Sec. 3.1 and SD
1 , Sec. 3.2) and the

human-written reference do.

ior of an embedded listener model. The canoni-
cal presentation of the RSA framework (Frank and
Goodman, 2012) is grounded in reference resolu-
tion: models of speakers attempt to describe ref-
erents in the presence of distractors, and models
of listeners attempt to resolve descriptors to ref-
erents. Recent work has extended these models to
more complex groundings, including images (Mao
et al., 2015) and trajectories (Fried et al., 2018).
The techniques used in these settings are similar,
and the primary intuition of the RSA framework is
preserved: from the speaker’s perspective, a good
description is one that picks out, as discrimina-
tively as possible, the content the speaker intends
for the listener to identify.

Outside of grounding, cognitive modeling
(Frank et al., 2009), and targeted analysis of lin-
guistic phenomena (Orita et al., 2015), rational
speech acts models have seen limited application
in the natural language processing literature. In
this work we show that they can be extended
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to a distinct class of language generation prob-
lems that use as referents structured descriptions
of lingustic content, or other natural language
texts. In accordance with the maxim of quan-
tity (Grice, 1970) or the Q-principle (Horn, 1984),
pragmatic approaches naturally correct underin-
formativeness problems observed in state-of-the-
art language generation systems (S0 in Figure 1).

We present experiments on two language gener-
ation tasks: generation from meaning representa-
tions (Novikova et al., 2017) and summarization.
For each task, we evaluate two models of pragmat-
ics: the reconstructor-based model of Fried et al.
(2018) and the distractor-based model of Cohn-
Gordon et al. (2018). Both models improve per-
formance on both tasks, increasing ROUGE scores
by 0.2–0.5 points on the CNN/Daily Mail ab-
stractive summarization dataset and BLEU scores
by 2 points on the End-to-End (E2E) generation
dataset, obtaining new state-of-the-art results.

2 Tasks

We formulate a conditional generation task as tak-
ing an input i from a space of possible inputs I
(e.g., input sentences for abstractive summariza-
tion; meaning representations for structured gen-
eration) and producing an output o as a sequence
of tokens (o1, . . . , oT ). We build our pragmatic
approaches on top of learned base speaker mod-
els S0, which produce a probability distribution
S0(o | i) over output text for a given input. We fo-
cus on two conditional generation tasks where the
information in the input context should largely be
preserved in the output text, and apply the prag-
matic procedures outlined in Sec. 3 to each task.
For these S0 models we use systems from past
work that are strong, but may still be underinfor-
mative relative to human reference outputs (e.g.,
Figure 1).

Meaning Representations Our first task is gen-
eration from structured meaning representations
(MRs) containing attribute-value pairs (Novikova
et al., 2017). An example is shown in Figure 1,
where systems must generate a description of the
restaurant with the specified attributes. We ap-
ply pragmatics to encourage output strings from
which the input MR can be identified. For our S0
model, we use a publicly-released neural gener-
ation system (Puzikov and Gurevych, 2018) that
achieves comparable performance to the best pub-
lished results in Dušek et al. (2018).

Abstractive Summarization Our second task is
multi-sentence document summarization. There
is a vast amount of past work on summariza-
tion (Nenkova and McKeown, 2011); recent neu-
ral models have used large datasets (e.g., Hermann
et al. (2015)) to train models in both the extractive
(Cheng and Lapata, 2016; Nallapati et al., 2017)
and abstractive (Rush et al., 2015; See et al., 2017)
settings. Among these works, we build on the re-
cent abstractive neural summarization system of
Chen and Bansal (2018). First, this system uses a
sentence-level extractive model RNN-EXT to iden-
tify a sequence of salient sentences i(1), . . . i(P ) in
each source document. Second, the system uses
an abstractive model ABS to rewrite each i(p) into
an output o(p), which are then concatenated to pro-
duce the final summary. We rely on the fixed RNN-
EXT model to extract sentences as inputs in our
pragmatic procedure, using ABS as our S0 model
and applying pragmatics to the i(p) → o(p) ab-
stractive step.

3 Pragmatic Models

To produce informative outputs, we consider prag-
matic methods that extend the base speaker mod-
els, S0, using listener models, L, which produce a
distribution L(i | o) over possible inputs given an
output. Listener models are used to derive prag-
matic speakers, S1(o | i), which produce output
that has a high probability of making a listener
model L identify the correct input. There are a
large space of possible choices for designing L
and deriving S1; we follow two lines of past work
which we categorize as reconstructor-based and
distractor-based. We tailor each of these prag-
matic methods to both our two tasks by develop-
ing reconstructor models and methods of choosing
distractors.

3.1 Reconstructor-Based Pragmatics

Pragmatic approaches in this category (Dušek and
Jurčı́ček, 2016; Fried et al., 2018) rely on a recon-
structor listener model LR defined independently
of the speaker. This listener model produces a dis-
tribution LR(i | o) over all possible input contexts
i ∈ I, given an output description o. We use
sequence-to-sequence or structured classification
models for LR (described below), and train these
models on the same data used to supervise the S0
models.

The listener model and the base speaker model
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together define a pragmatic speaker, with output
score given by:

SR1 (o | i) = LR(i | o)λ · S0(o | i)1−λ (1)

where λ is a rationality parameter that controls
how much the model optimizes for discriminative
outputs (see Monroe et al. (2017) and Fried et al.
(2018) for a discussion). We select an output text
sequence o for a given input i by choosing the
highest scoring output under Eq. 1 from a set of
candidates obtained by beam search in S0(· | i).
Meaning Representations We construct LR for
the meaning representation generation task as a
multi-task, multi-class classifier, defining a dis-
tribution over possible values for each attribute.
Each MR attribute has its own prediction layer
and attention-based aggregation layer, which con-
ditions on a basic encoding of o shared across all
attributes. See Appendix A.1 for architecture de-
tails. We then define LR(i | o) as the joint prob-
ability of predicting all input MR attributes in i
from o.

Summarization To construct LR for summa-
rization, we train an ABS model (of the type we
use for S0, Chen and Bansal (2018)) but in reverse,
i.e., taking as input a sentence in the summary and
producing a sentence in the source document. We
train LR on the same heuristically-extracted and
aligned source document sentences used to train
S0 (Chen and Bansal, 2018).

3.2 Distractor-Based Pragmatics
Pragmatic approaches in this category (Frank and
Goodman, 2012; Andreas and Klein, 2016; Vedan-
tam et al., 2017; Cohn-Gordon et al., 2018) derive
pragmatic behavior by producing outputs that dis-
tinguish the input i from an alternate distractor in-
put (or inputs). We construct a distractor ı̃ for a
given input i in a task-dependent way.1

We follow the approach of Cohn-Gordon et al.
(2018), outlined briefly here. The base speakers
we build on produce outputs incrementally, where
the probability of ot, the word output at time t, is
conditioned on the input and the previously gen-
erated words: S0(ot | i, o<t). Since the output is
generated incrementally and there is no separate

1In tasks such as contrastive captioning or referring ex-
pression generation, these distractors are given; for the condi-
tional generation task, we will show that pragmatic behavior
can be obtained by constructing or selecting a single distrac-
tor that contrasts with the input i.

listener model that needs to condition on entire
output decisions, the distractor-based approach is
able to make pragmatic decisions at each word
rather than choosing between entire output candi-
dates (as in the reconstructor approaches).

The listener LD and pragmatic speaker SD1 are
derived from the base speaker S0 and a belief dis-
tribution pt(·) maintained at each timestep t over
the possible inputs ID:

LD(i | o<t) ∝ S0(o<t | i) · pt−1(i) (2)

SD1 (ot | i, o<t) ∝ LD(i | o<t)α · S0(ot | i, o<t) (3)

pt(i) ∝ S0(ot | i, o<t) · LD(i | o<t) (4)

where α is again a rationality parameter, and the
initial belief distribution p0(·) is uniform, i.e.,
p0(i) = p0( ı̃ ) = 0.5. Eqs. 2 and 4 are normalized
over the true input i and distractor ı̃; Eq. 3 is nor-
malized over the output vocabulary. We construct
an output text sequence for the pragmatic speaker
SD1 incrementally using beam search to approxi-
mately maximize Eq. 3.

Meaning Representations A distractor MR is
automatically constructed for each input to be the
most distinctive possible against the input. We
construct this distractor by masking each present
input attribute and replacing the value of each non-
present attribute with the value that is most fre-
quent for that attribute in the training data. For ex-
ample, for the input MR in Figure 1, the distractor
is NEAR[BURGER KING].

Summarization For each extracted input sen-
tence i(p), we use the previous extracted sentence
i(p−1) from the same document as the distractor in-
put ı̃ (for the first sentence we do not use a distrac-
tor). This is intended to encourage outputs o(p) to
contain distinctive information against other sum-
maries produced within the same document.

4 Experiments

For each of our two conditional generation tasks
we evaluate on a standard benchmark dataset,
following past work by using automatic evalua-
tion against human-produced reference text. We
choose hyperparameters for our models (beam
size, and parameters α and λ) to maximize task
metrics on each dataset’s development set; see Ap-
pendix A.2 for the settings used.2

2Our code is publicly available at https://github.
com/sIncerass/prag_generation.
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System BLEU NIST METEOR R-L CIDEr

T-Gen 65.93 8.61 44.83 68.50 2.23
Best Prev. 66.19† 8.61† 45.29‡ 70.83� 2.27•

S0 66.52 8.55 44.45 69.34 2.23
S0 ×2 65.93 8.31 43.52 69.58 2.12
SR1 68.60 8.73 45.25 70.82 2.37
SD1 67.76 8.72 44.59 69.41 2.27

Table 1: Test results for the E2E generation task, in
comparison to the T-Gen baseline (Dušek and Jurčı́ček,
2016) and the best results from the E2E challenge, re-
ported by Dušek et al. (2018): †Juraska et al. (2018),
‡Puzikov and Gurevych (2018), �Zhang et al. (2018),
and •Gong (2018). We bold our highest performing
model on each metric, as well as previous work if it
outperforms all of our models.

4.1 Meaning Representations

We evaluate on the E2E task of generation from
meaning representations containing restaurant at-
tributes (Novikova et al., 2017). We report the
task’s five automatic metrics: BLEU (Papineni
et al., 2002), NIST (Doddington, 2002), METEOR

(Lavie and Agarwal, 2007), ROUGE-L (Lin, 2004)
and CIDEr (Vedantam et al., 2015).

Table 1 compares the performance of our base
S0 and pragmatic models to the baseline T-Gen
system (Dušek and Jurčı́ček, 2016) and the best
previous result from the 20 primary systems eval-
uated in the E2E challenge (Dušek et al., 2018).
The systems obtaining these results encompass a
range of approaches: a template system (Puzikov
and Gurevych, 2018), a neural model (Zhang et al.,
2018), models trained with reinforcement learning
(Gong, 2018), and systems using ensembling and
reranking (Juraska et al., 2018). To ensure that the
benefit of the reconstructor-based pragmatic ap-
proach, which uses two models, is not due solely
to a model combination effect, we also compare
to an ensemble of two base models (S0 ×2). This
ensemble uses a weighted combination of scores
of two independently-trained S0 models, follow-
ing Eq. 1 (with weights tuned on the development
data).

Both of our pragmatic systems improve over the
strong baseline S0 system on all five metrics, with
the largest improvements (2.1 BLEU, 0.2 NIST, 0.8
METEOR, 1.5 ROUGE-L, and 0.1 CIDEr) from the
SR1 model. This SR1 model outperforms the previ-
ous best results obtained by any system in the E2E
challenge on BLEU, NIST, and CIDEr, with compa-
rable performance on METEOR and ROUGE-L.

System R-1 R-2 R-L METEOR

Extractive

Lead-3 40.34 17.70 36.57 22.21
Inputs 38.93 18.23 35.90 24.66

Abstractive

Best Previous 41.69† 19.47† 39.08‡ 21.00�

S0 40.88 17.80 38.54 20.38
S0 ×2 40.76 17.88 38.46 19.88
SR1 41.23 18.07 38.76 20.57
SD1 41.39 18.30 38.78 21.70

Table 2: Test results for the non-anonymized
CNN/Daily Mail summarization task. We compare to
extractive baselines, and the best previous abstractive
results of †Celikyilmaz et al. (2018), ‡Paulus et al.
(2018) and �Chen and Bansal (2018). We bold our
highest performing model on each metric, as well as
previous work if it outperforms all of our models.

4.2 Abstractive Summarization

We evaluate on the CNN/Daily Mail summariza-
tion dataset (Hermann et al., 2015; Nallapati et al.,
2016), using See et al.’s (2017) non-anonymized
preprocessing. As in previous work (Chen and
Bansal, 2018), we evaluate using ROUGE and ME-
TEOR.

Table 2 compares our pragmatic systems to the
base S0 model (with scores taken from Chen and
Bansal (2018); we obtained comparable perfor-
mance in our reproduction3), an ensemble of two
of these base models, and the best previous ab-
stractive summarization result for each metric on
this dataset (Celikyilmaz et al., 2018; Paulus et al.,
2018; Chen and Bansal, 2018). We also report two
extractive baselines: Lead-3, which uses the first
three sentences of the document as the summary
(See et al., 2017), and Inputs, the concatenation of
the extracted sentences used as inputs to our mod-
els (i.e., i(1), . . . , i(P )).

The pragmatic methods obtain improvements of
0.2–0.5 in ROUGE scores and 0.2–1.8 METEOR

over the base S0 model, with the distractor-based
approach SD1 outperforming the reconstructor-
based approach SR1 . SD1 is strong across all met-
rics, obtaining results competitive to the best pre-
vious abstractive systems.

3We use retrained versions of Chen and Bansal (2018)’s
sentence extractor and abstractive S0 models in all our experi-
ments, as well as their n-gram reranking-based inference pro-
cedure, replacing scores from the base model S0 with scores
from SR1 or SD1 in the respective pragmatic procedures.
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(a) Coverage ratios by attribute type for the base model
S0 and pragmatic models SR1 and SD1 . The pragmatic
models typically improve coverage ratios across attribute
types when compared to the base model.

Coverage Ratio for Attribute
FF ET Food PR Area CR

S0 0.50 0.98 0.88 0.91 0.96 0.90

SD1 -FF 0.57 1.00 0.92 0.90 0.95 0.95
SD1 -ET 0.47 1.00 0.96 0.92 0.96 0.95
SD1 -Food 0.45 1.00 1.00 0.93 0.95 0.94
SD1 -PR 0.51 1.00 0.90 0.98 0.93 0.92
SD1 -Area 0.47 1.00 0.93 0.91 0.98 0.93
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SD1 -CR 0.45 1.00 0.91 0.90 0.91 0.95

(b) Coverage ratios by attribute type (columns) for the base
model S0, and for the pragmatic system SD1 when construct-
ing the distractor by masking the specified attribute (rows).
Cell colors are the degree the coverage ratio increases (green)
or decreases (red) relative to S0.

Figure 2: Coverage ratios for the E2E task by attribute type, estimating how frequently the values for each attribute
from the input meaning representations are mentioned in the output text.

5 Analysis

The base speaker S0 model is often underinfor-
mative, e.g., for the E2E task failing to mention
certain attributes of a MR, even though almost all
the training examples incorporate all of them. To
better understand the performance improvements
from the pragmatic models for E2E, we compute
a coverage ratio as a proxy measure of how well
content in the input is preserved in the generated
outputs. The coverage ratio for each attribute is the
fraction of times there is an exact match between
the text in the generated output and the attribute’s
value in the source MR (for instances where the
attribute is specified).4

Figure 2(a) shows coverage ratio by attribute
category for all models. The SR1 model increases
the coverage ratio when compared to S0 across all
attributes, showing that using the reconstruction
model score to select outputs does lead to an in-
crease in mentions for each attribute. Coverage
ratios increase for SD1 as well in four out of six
categories, but the increase is typically less than
that produced by SR1 .

While SD1 optimizes less explicitly for attribute
mentions than SR1 , it still provides a potential
method to control generated outputs by choosing
alternate distractors. Figure 2(b) shows cover-
age ratios for SD1 when masking only a single at-
tribute in the distractor. The highest coverage ratio
for each attribute is usually obtained when mask-
ing that attribute in the distractor MR (entries on
the main diagonal, underlined), in particular for
FAMILYFRIENDLY (FF), FOOD, PRICERANGE

4Note that this measure roughly provides a lower bound
on the model’s actual informativeness for each attribute, since
the measure does not assign credit for paraphrases.

(PR), and AREA. However, masking a single at-
tribute sometimes results in decreasing the cov-
erage ratio, and we also observe substantial in-
creases from masking other attributes: e.g., mask-
ing either FAMILYFRIENDLY or CUSTOMERRAT-
ING (CR) produces an equal increase in coverage
ratio for the CUSTOMERRATING attribute. This
may reflect underlying correlations in the training
data, as these two attributes have a small number
of possible values (3 and 7, respectively).

6 Conclusion

Our results show that S0 models from previous
work, while strong, still imperfectly capture the
behavior that people exhibit when generating text;
and an explicit pragmatic modeling procedure can
improve results. Both pragmatic methods eval-
uated in this paper encourage prediction of out-
puts that can be used to identify their inputs, either
by reconstructing inputs in their entirety or distin-
guishing true inputs from distractors, so it is per-
haps unsurprising that both methods produce sim-
ilar improvements in performance. Future work
might allow finer-grained modeling of the tradeoff
between under- and over-informativity within the
sequence generation pipeline (e.g., with a learned
communication cost model) or explore applica-
tions of pragmatics for content selection earlier in
the generation pipeline.
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A Supplemental Material

A.1 Reconstructor Model Details
For the reconstructor-based speaker in the E2E
task, we first follow the same data preprocessing
steps as Puzikov and Gurevych (2018), which in-
cludes a delexicalization module that deals with
sparsely occurring MR attributes (NAME, NEAR)
by mapping such values to placeholder tokens.

MRs have only a few possible values for most
attributes: six out of eight attributes have fewer
than seven unique values, and the remaining two
attributes (NAME, NEAR) are handled by our S0
and SD1 using delexicalized placeholders, follow-
ing Puzikov and Gurevych (2018). In this way, the
reconstructor only needs to predict the presence of
these two attributes with a boolean variable, and
other attributes with the corresponding categorical
variable. We use a one layer bi-directional GRU
(Cho et al., 2014) for the shared sentence encoder.
We concatenate the latent vectors from both direc-
tions to construct a bi-directional encoded vector
hi for every single word vector di as:

→
hi =

−→
GRU(di, hi−1),

←
hi =

←−
GRU(di, hi+1)

hi = [
→
hi,
←
hi], i ∈ [1, L]

Since not all words contribute equally to predict-
ing each MR attribute, we thus use an attention
mechanism (Bahdanau et al., 2014) to determine
the importance of every single word. The aggre-
gated sentence vector for task k is calculated by

a
(k)
i =

exp(W
(k)
a hi)∑L

j=1 exp(W
(k)
a hj)

, v(k) =
L∑

i=1

a
(k)
i hi,

The task-specific sentence representation is then
used as input to k layers with softmax outputs, re-
turning a probability vector Y (k) for each of the k
MR attributes.

A.2 Hyperparameters
For structured generation, we use beam size 10,
λ = 0.4, and α = 0.2, tuned to maximize the
normalized average of all five metrics on the de-
velopment set.

For abstractive summarization, we use beam
size 20, λ = 0.9, and α = 1.0, tuned to maximize
ROUGE-L on the development set.
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Abstract

The variational autoencoder (VAE) imposes
a probabilistic distribution (typically Gaus-
sian) on the latent space and penalizes the
Kullback–Leibler (KL) divergence between
the posterior and prior. In NLP, VAEs are ex-
tremely difficult to train due to the problem of
KL collapsing to zero. One has to implement
various heuristics such as KL weight anneal-
ing and word dropout in a carefully engineered
manner to successfully train a VAE for text.
In this paper, we propose to use the Wasser-
stein autoencoder (WAE) for probabilistic sen-
tence generation, where the encoder could be
either stochastic or deterministic. We show
theoretically and empirically that, in the orig-
inal WAE, the stochastically encoded Gaus-
sian distribution tends to become a Dirac-delta
function, and we propose a variant of WAE
that encourages the stochasticity of the en-
coder. Experimental results show that the la-
tent space learned by WAE exhibits proper-
ties of continuity and smoothness as in VAEs,
while simultaneously achieving much higher
BLEU scores for sentence reconstruction.1

1 Introduction

Natural language sentence generation in the deep
learning regime typically uses a recurrent neural
network (RNN) to predict the most probable next
word given previous words (Mikolov et al., 2010).
Such RNN architecture can be further conditioned
on some source information, for example, an in-
put sentence, resulting in a sequence-to-sequence
(Seq2Seq) model.

Traditionally, sentence generation is accom-
plished in a deterministic fashion, i.e., the model
uses a deterministic neural network to encode an

1Our code is availabe at https://github.com/
HareeshBahuleyan/probabilistic_nlg
A preliminary version of this paper was preprinted at
https://arxiv.org/abs/1806.08462

input sentence to some hidden representations,
from which it then decodes an output sentence us-
ing another deterministic neural network.

Bowman et al. (2016) propose to use the vari-
ational autoencoder (VAE, Kingma and Welling,
2014) to map an input sentence to a probabilistic
continuous latent space. VAE makes it possible
to generate sentences from a distribution, which
is desired in various applications. For example,
in an open-domain dialog system, the informa-
tion of an utterance and its response is not nec-
essarily a one-to-one mapping, and multiple plau-
sible responses could be suitable for a given input.
Probabilistic sentence generation makes the dia-
log system more diversified and more meaning-
ful (Serban et al., 2017; Bahuleyan et al., 2018).
Besides, probabilistic modeling of the hidden rep-
resentations serves as a way of posterior regular-
ization (Zhang et al., 2016), facilitating interpola-
tion (Bowman et al., 2016) and manipulation of
the latent representation (Hu et al., 2017).

However, training VAEs in NLP is more diffi-
cult than the image domain (Kingma and Welling,
2014). The VAE training involves a reconstruction
loss and a Kullback–Leibler (KL) divergence be-
tween the posterior and prior of the latent space.
In NLP, the KL term tends to vanish to zero dur-
ing training, leading to an ineffective latent space.
Previous work has proposed various engineering
tricks to alleviate this problem, including KL an-
nealing and word dropout (Bowman et al., 2016).

In this paper, we address the difficulty of train-
ing VAE sentence generators by using a Wasser-
stein autoencoder (WAE, Tolstikhin et al., 2018).
WAE modifies VAE in that it requires the integra-
tion of the posterior to be close to its prior, where
the closeness is measured with empirical samples
drawn from the distributions. In this way, the en-
coder could be either stochastic or deterministic,
but the model still retains probabilistic properties.
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(a)		DAE																(b)	VAE														(c)	WAE								(d)	WAE	+	aux	loss

Figure 1: The latent space of the deterministic autoen-
coder (DAE), variational autoencoder (VAE), Wasser-
stein autoencoder (WAE), as well as WAE with by our
KL penalty. Blue circles: Posterior or aggregated pos-
terior distributions of data in the latent space. Red cir-
cles: Regularizations of the posterior.

Moreover, we show both theoretically and em-
pirically that the stochastic Gaussian encoder in
the original form tends to be a Dirac-delta func-
tion. We thus propose a WAE variant that encour-
ages the encoder’s stochasticity by penalizing an
auxiliary KL term.

Experiments show that the sentences gener-
ated by WAE exhibit properties of continuity and
smoothness as in VAE, while achieving a much
higher reconstruction performance. Our proposed
variant further encourages the stochasticity of the
encoder. More importantly, WAE is robust to hy-
perparameters and much easier to train, without
the need for KL annealing or word dropout as
in VAE. In a dialog system, we demonstrate that
WAEs are capable of generating better quality and
more diverse sentences than VAE.

2 Probabilistic Sentence Generation

Base Model: Deterministic Autoencoder
(DAE). DAE encodes an input sentence with a
recurrent neural network (RNN) and then decodes
the same sentence through another RNN.

For the encoder, the hidden state of the last word
is represented as the latent space of the input sen-
tence x. The latent representation is denoted as
z. We feed z to the decoder RNN, which predicts
one word at a time using a softmax layer, given by
p(xt|z,x<t).The training objective for DAE is the
sequence-aggregated cross-entropy loss, given by

J = −
N∑

n=1

|x(n)|∑

t=1

log p(x
(n)
t |z(n),x

(n)
<t ) (1)

where superscript (n) indicates the nth data point
among 1, · · · , N .

In DAE, the latent space is encoded and then de-
coded in a deterministic way, i.e., there is no prob-
abilistic modeling of the hidden space. The hidden

representations of data may be located on an arbi-
trary manifold (Figure 1a), which is not suitable
for probabilistic generation.

Variational Autoencoder (VAE). VAE extends
DAE by imposing a prior distribution p(z) on the
latent variable z, which is typically set to the stan-
dard normalN (0, I) (Kingma and Welling, 2014).
Given an input sentence x, we would like to model
the posterior of z by another normal distribution,
q(z|x) = N (µpost, diagσ

2
post), where µpost and

σ2
post are the outputs of the encoder.
In the training of VAE, z is sampled from

q(z|x), and the training objective is to maximize a
variational lower bound of the likelihood of data.
This is equivalent to minimizing the (expected) re-
construction loss similar to (1), while being regu-
larized by the KL divergence between q(z|x) and
p(z), given by

J =
N∑

n=1

[
− E

z(n)∼q

|x(n)|∑

t=1

log p(x
(n)
t |z(n),x

(n)
<t )

+ λVAE ·KL(q(z(n)|x(n))‖p(z))
]

(2)

where in the expectation z(n) is sampled from
q(z|x(n)) and λVAE is a hyperparameter balancing
the two terms.

Since VAE penalizes the divergence of z’s pos-
terior from its prior, it serves as a way of posterior
regularization, making it possible to generate sen-
tences from the continuous latent space.

However, the two objectives in (2) are contra-
dictory to each other, as argued by Tolstikhin et al.
(2018). VAE pushes the posterior of z, given any
input x(n), to be close to its prior, i.e., every blue
ellipse in Figure 1b should be close to the red one.
This makes perfect reconstruction impossible.

Further, VAE is difficult to train in NLP due to
the problem of KL collapse, where the KL term
tends to be zero, meaning that the encoder captures
no information and the decoder learns an uncondi-
tioned language model. This phenomenon is ob-
served in variational auto-regressive decoders us-
ing RNN. To alleviate this problem, existing tricks
include KL annealing and word dropout (Bowman
et al., 2016), but both require extensive engineer-
ing.

Wasserstein Autoencoder (WAE). An alterna-
tive way of posterior regularization is to impose
a constraint that the aggregated posterior of z
should be the same as its prior (Tolstikhin et al.,
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2018), i.e., q(z) def
=
∑

x q(z|x)pD(x)
set
= p(z),

where pD is the data distribution. This is also
demonstrated in Figure 1c. By contrast, VAE re-
quires that q(z|x) should be close to p(z) for ev-
ery input sentence x.

For computational purposes, Tolstikhin et al.
(2018) relax the above constraint by penalizing the
Wasserstein distance between q(z) and p(z). In
particular, it is computed by the Maximum Mean
Discrepancy (MMD), defined as

MMD =

∥∥∥∥
∫
k(z, ·) dP (z)−

∫
k(z, ·) dQ(z)

∥∥∥∥
Hk

where P (z) and Q(z) are cumulative density
functions. Hk refers to the reproducing kernel
Hilbert space defined by the kernel k, which is
often chosen as the inverse multiquadratic kernel
k(x, y) = C

C+‖x−y‖22
for high-dimensional Gaus-

sians.
One advantage of the Wasserstein distance is

that it can be estimated by empirical samples as

M̂MD =
1

N(N − 1)

∑

n6=m
k(z(n),z(m)) (3)

+
1

N(N − 1)

∑

n 6=m
k(z̃(n), z̃(m))− 1

N2

∑

n,m

k(z(n), z̃(m))

where z̃(n) is a sample from the prior p(z), and
z(n) is a sample from the aggregated posterior
q(z), which is obtained by sampling x(n) from
the data distribution and then sampling z(n) from
q(z|x(n)). In summary, the training objective of
WAE is

JWAE = −
N∑

n=1

|x(n)|∑

t=1

log p(x
(n)
t |z(n),x

(n)
<t ) + λWAE · M̂MD

(4)

where λWAE balances the MMD penalty and the
reconstruction loss.

Alternatively, the dual form (adversarial loss)
can also be used for WAE (Zhao et al., 2018).
In our preliminary experiments, we found MMD
similar to but slightly better than the adversarial
loss. The difference between our work and Zhao
et al. (2018)—who extend the original WAE to se-
quence generation—is that we address the KL an-
nealing problem of VAE and further analyze the
stochasticity of WAE from a theoretical perspec-
tive, as follows.

WAE with Auxiliary Loss. In WAE, the aggre-
gated posterior q(z) involves an integration of data
distribution, which allows using a deterministic
function to encode z as z = fencode(x) as sug-
gested by Tolstikhin et al. (2018). This would
largely alleviate the training difficulties as in VAE,
because backpropagating gradient into the encoder
no longer involves a stochastic layer.

The stochasticity of the encoder, however, is
still a desired property in some applications, for
example, generating diverse responses in a dialog
system. We show both theoretically and empiri-
cally that a dangling Gaussian stochastic encoder
could possibly degrade to a deterministic one.

Theorem 1. Suppose we have a Gaussian family
N (µ,diagσ2), where µ and σ are parameters.
The covariance is diagonal, meaning that the vari-
ables are independent. If the gradient of σ com-
pletely comes from sample gradient and σ is small
at the beginning of training, then the Gaussian
converges to a Dirac delta function with stochas-
tic gradient descent, i.e., σ → 0. (See Appendix A
for the proof.)

To alleviate this problem, we propose a sim-
ple heuristic that encourages the stochasticity of
the encoder. In particular, we penalize, for ev-
ery data point, a KL term between the predicted
posterior q(z|x) = N (µpost, diagσ

2
post) and a

Gaussian with covariance I centered at the pre-
dicted mean, i.e., N (µpost, I). This is shown in
Figure 1d, where each posterior is encouraged to
stretch with covariance I. Formally, the loss is

J = Jrec + λWAE · M̂MD

+ λKL

∑
n
KL
(
N (µ

(n)

post , diag(σ
(n)

post )
2)
∥∥N (µ

(n)

post , I)
)

(5)

While our approach appears heuristic, the next the-
orem shows its theoretical justification.

Theorem 2. Objective (5) is a relaxed optimiza-
tion of the WAE loss (4) with a constraint on σpost.
(See Appendix B for the proof.)

We will show empirically that such auxiliary
loss enables us to generate smoother and more di-
verse sentences in WAE. It, however, does not suf-
fer from KL collapse as in VAEs. The auxiliary
KL loss that we define for stochastic WAE is com-
puted against a target distribution N (µ

(n)

post, I) for
each data sample x(n). Here, the predicted poste-
rior mean itself is used in the target distribution.

4070



BLEU↑ PPL↓ UniKL↓ Entropy AvgLen
Corpus - - - → 5.65 → 9.6
DAE 86.35 146.2 0.178 6.23 11.0
VAE (KL-annealed) 43.18 79.4 0.081 5.04 8.8
WAE-D λWAE=3 86.03 113.8 0.071 5.59 10.0
WAE-D λWAE=10 84.29 104.9 0.073 5.57 9.9
WAE-S λKL = 0.0 75.66 115.2 0.069 5.61 9.9
WAE-S λKL = 0.01 82.01 84.9 0.058 5.26 9.4
WAE-S λKL = 0.1 47.63 62.5 0.150 4.65 8.7

Table 1: Results of SNLI-style sentence generation,
where WAE is compared with DAE and VAE. D and
S refer to the deterministic and stochastic encoders, re-
spectively. ↑/↓The larger/lower, the better. For En-
tropy and AvgLen, the closer to corpus statistics, the
better (indicated by the→ arrow).

As a result, this KL term does not force the model
to learn the same posterior for all data samples (as
in VAE), and thus, the decoder does not degrade
to an unconditioned language model.

3 Experiments

We evaluate WAE in sentence generation on
the Stanford Natural Language Inference (SNLI)
dataset (Bowman et al., 2015) as well as dialog
response generation. All models use single-layer
RNN with long short term memory (LSTM) units
for both the encoder and decoder. Appendix C de-
tails our experimental settings.

VAE training. VAE is notoriously difficult to
train in the RNN setting. While different re-
searchers have their own practice of training VAE,
we follow our previous experience (Bahuleyan
et al., 2018) and adopt the following tricks to
stabilize the training: (1) λVAE was annealed in
a sigmoid manner. We monitored the value of
λ ·KL and stop annealing once it reached its peak
value, known as peaking annealing. (2) For word
dropout, we started with no dropout, and gradually
increased the dropout rate by 0.05 every epoch un-
til it reached a value of 0.5. The effect of KL an-
nealing is further analyzed in Appendix D.

3.1 SNLI Generation

The SNLI sentences are written by crowd-
sourcing human workers in an image captioning
task. It is a massive corpus but with compara-
tively simple sentences (examples shown in Ta-
ble 4). This task could be thought of as domain-
specific sentence generation, analogous to hand
written digit generation in computer vision.

In Table 1, we compare all methods in two as-
pects. (1) We evaluate by BLEU (Papineni et al.,

2002) how an autoencoder preserves input infor-
mation in a reconstruction task. (2) We also evalu-
ate the quality of probabilistic sentence generation
from the latent space. Although there is no proba-
bilistic modeling of the latent space in DAE, we
nevertheless draw samples from N (0, I), which
could serve as a non-informative prior. Perplex-
ity (PPL) evaluates how fluent the generated sen-
tences are. This is given by a third-party n-gram
language model trained on the Wikipedia dataset.
The unigram-KL (UniKL) evaluates if the word
distribution of the generated sentences is close to
that of the training corpus. Other surface metrics
(entropy of the word distribution and average sen-
tence length) also measure the similarity of the la-
tent space generated sentence set to that of the cor-
pus.

We see that DAE achieves the best BLEU score,
which is not surprising because DAE directly opti-
mizes the maximum likelihood of data as a surro-
gate of word prediction accuracy. Consequently,
DAE performs poorly for probabilistic sentence
generation as indicated by the other metrics.

VAE and WAE have additional penalties that
depart from the goal of reconstruction. However,
we see that WAEs, when trained with appropri-
ate hyperparameters (λWAE, λKL), achieve close
performance to DAE, outperforming VAE by 40
BLEU points. This is because VAE encodes each
input’s posterior to be close to the prior, from
which it is impossible to perfectly reconstruct the
data.

Comparing the deterministic and stochastic en-
coders in WAE, we observe the same trade-off be-
tween reconstruction and sampling. However, our
proposed stochastic encoder, with λKL = 0.1 for
WAE, consistently outperforms VAE in the con-
tradictory metrics BLEU and PPL. The hyperpa-
rameters λWAE = 10.0 and λKL = 0.01 appear to
have the best balance between reconstruction, sen-
tence fluency, as well as similarity to the original
corpus.

Moreover, all our WAEs are trained without an-
nealing or word dropout. It is significantly simpler
than training a VAE, whose KL annealing typi-
cally involves a number of engineering tricks, such
as the time step when KL is included, the slope of
annealing, and the stopping criterion for anneal-
ing.
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BLEU-2 BLEU-4 Entropy Dist-1 Dist-2
Test Set - - 6.15 0.077 0.414
DED 3.96 0.85 5.55 0.044 0.275
VED 3.26 0.59 5.45 0.053 0.204
WED-D 4.05 0.98 5.53 0.042 0.272
WED-S 3.72 0.69 5.59 0.066 0.309

Table 2: Results on dialog generation, where
VED/WED hyperparameters for each model were cho-
sen by Table 1.

3.2 Dialog Generation
We extend WAE to an encoder-decoder framework
(denoted by WED) and evaluate it on the DailyDi-
alog corpus (Li et al., 2017).2 We follow Bahu-
leyan et al. (2018), using the encoder to capture an
utterance and the decoder to generate a reply.

Table 2 shows that WED with a deterministic
encoder (WED-D) is better than the variational
encoder-decoder (VED) in BLEU scores, but the
generated sentences lack variety, which is mea-
sured by output entropy and the percentage of
distinct unigrams and bigrams (Dist-1/Dist-2, Li
et al., 2016), evaluated on the generated test set
responses.

We then applied our stochastic encoder for
WED and see that, equipped with our KL-
penalized stochastic encoder, WED-S outperforms
DED, VED, and WED-D in all diversity measures.
WED-S also outperforms VED in generation qual-
ity, consistent with the results in Table 1.

4 Conclusion

In this paper, we address the difficulty of training
VAE by using a Wasserstein autoencoder (WAE)
for probabilistic sentence generation. WAE im-
plementation can be carried out with either a de-
terministic encoder or a stochastic one. The deter-
ministic version achieves high reconstruction per-
formance, but lacks diversity for generation. The
stochastic encoder in the original form may col-
lapse to a Dirac delta function, shown by both a
theorem and empirical results. We thus propose to
encourage stochasticity by penalizing a heuristic

2In our pilot experiment, we obtained a BLEU-4 score of
6 by training a pure Seq2Seq model with LSTM units for 200
epochs, whereas Li et al. (2017) report 0.009 BLEU-4 and
Luo et al. (2018) report 2.84 BLEU-4. Due to our unrea-
sonably high performance, we investigated this in depth and
found that the training and test sets of the DailyDialog corpus
have overlaps. For the results reported in our paper, we have
removed duplicate data in the test set, which is also available
on our website (Footnote 1). To the best of our knowledge,
we are the first to figure out the problem, which, unfortu-
nately, makes comparison with previous work impossible.

KL loss for WAE, which turns out to be a relaxed
optimization of the Wasserstein distance with a
constraint on the posterior family.

We evaluated our model on both SNLI sentence
generation and dialog systems. We see that WAE
achieves high reconstruction performance as DAE,
while retaining the probabilistic property as VAE.
Our KL-penalty further improves the stochasticity
of WAE, as we achieve the highest performance in
all diversity measures.
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A Proof of Theorem 1

Theorem 1. Suppose we have a Gaussian family
N (µ,diagσ2), where µ and σ are parameters.
The covariance is diagonal, meaning that the vari-
ables are independent. If the gradient of σ com-
pletely comes from sample gradient and σ is small
at the beginning of training, then the Gaussian
converges to a Dirac delta function with stochastic
gradient descent, i.e., σ → 0.

Proof. For the predicted posterior N (µ, diagσ2)
where all dimensions are independent, we con-
sider a certain dimension, where the sample is
zi ∼ N (µi, σ

2
i ).

We denote the gradient of J wrt to zi at zi = µi

by gi
∆
= ∂J

∂zi

∣∣
zi=µi

. At a particular sample z(j)
i

around µi, the gradient g(j)
i is

g
(j)
i

∆
=
∂J

∂zi

∣∣∣∣
zi=z

(j)
i

(6)

≈ gi +
∂2J

∂µ2
i

(z
(j)
i − µi) (7)

∆
= gi + k(z

(j)
i − µi) (8)

= gi + k(µi + ε(j)σi − µi) (9)

= gi + kσiε
(j) (10)

where (7) is due to Taylor series approximation, if
we assume σ2

i is small and thus z(j)
i is near µi. k

denotes ∂2J
∂µ2i

.
We compute the expected gradient wrt to σi for

ε ∼ N (0, 1). The assumption of this theorem is
that the gradient of µi and σi completely comes
from the sample zi. By the chain rule, we have
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E
ε(j)∼N (0,1)

[
∂J

∂σi

]
(11)

= E
ε(j)∼N (0,1)

[
∂J

∂z
(j)
i

· ∂z
(j)
i

∂σi

]
(12)

= E
ε(j)∼N (0,1)

[
(gi + kσiε

(j)) · ε(j)
]

(13)

= E
ε(j)∼N (0,1)

[
giε

(j)
i + kσi(ε

(j))2
]

(14)

=kσi (15)

Notice that k > 0 if we are near a local optimum
(locally convex).

In other words, the expected gradient of σi is
proportional to σi. According to stochastic gradi-
ent descent (SGD), σi will converge to zero.

The theorem assumes σ2 is small, compared
with how J changes in the latent space. In prac-
tice, the encoded vectors of different samples may
vary a lot, whereas if we sample different vec-
tors from a certain predicted multi-variate Gaus-
sian, we would generally obtain the same sen-
tence. Therefore, J is kind of smooth in the la-
tent space. The phenomenon can also be verified
empirically by plotting the histogram of σ in WAE
with a stochastic Gaussian encoder (Figure 2). We
see that if the KL coefficient λKL is 0, meaning
that the gradient of σ comes only from the sam-
ples, then most σ’s collapse to 0.

Notice, however, that the theorem does not sug-
gest a stochastic WAE and a deterministic WAE
will yield exactly the same result, as their trajecto-
ries may be different.

B Proof of Theorem 2

Theorem 2. Objective (5) is a relaxed optimiza-
tion of the WAE loss (4) with a constraint on σpost.

Proof. Objective (5) optimizes

J = Jrec + λWAE · M̂MD

+ λKL

∑
n
KL
(
N (µ

(n)

post , diag(σ
(n)

post )
2)
∥∥N (µ

(n)

post , I)
)

The first two terms are the WAE loss, whereas
the last penalty relaxes the following optimization
problem

(a) λKL = 0

(b) λKL = 0.01

(c) λKL = 0.1

Figure 2: The histograms of σ in the posterior of the
WAE in the SNLI experiment. In the plot, there are
200 buckets in the range of (0, 1).

minimize Jrec + λWAE · M̂MD

subject to
∑

n
KL
(
N (µ

(n)

post , diag(σ
(n)

post
2))
∥∥N (µ

(n)

post , I)
)
< C

(16)

for some constant C.

As known, the KL divergence between two
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SNLI Experiment
LSTM Hidden Dimension 100d, single layer
Word Embeddings 300d, pretrained on SNLI Corpus
Latent Dimension 100d
Epochs 20
Learning Rate Fixed rate of 0.001
Batch Size 128
Max Sequence Length 20
Vocab Size 30000

Dialog Experiment
LSTM Hidden Dimension 500d, single layer
Word Embeddings 300d, pretrained on DialyDialog Cor-

pus
Latent Dimension 300d
Epochs 200
Learning Rate Initial rate of 0.001, multiplicative de-

cay of 0.98 until a minimum of 0.00001
Batch Size 128
Max Sequence Length 20
Vocab Size 20000

Table 3: Experimental settings.

(univariant) Gaussian distributions is

KL(N (µ1, σ1)‖(N (µ2, σ2)))

= log
σ2

σ1
+
σ2

1 + (µ1 − µ2)
2

2σ2
2

− 1

2
(17)

The constraint in (16) is equivalent to

∑

n

∑

i

[
− log σ

(n)
i +

1

2
(σ

(n)
i )2

]
< C (18)

In other words, our seemingly heuristic KL
penalty optimizes the Wasserstein loss, while re-
stricting the posterior family.

C Implementation Details

All models were trained with the Adam optimizer
(Kingma and Ba, 2015) with β1 = 0.9 and β2 =
0.999. In all our experiments, we feed the sampled
latent vector z to each time step of the decoder.
Task-specific settings are listed in Table 3.

D VAE Training Difficulties

It is a common practice that training VAEs in-
volves KL annealing and word dropout, which
further consists of hacks for tuning hyperparame-
ters. We conducted an experiment of training VAE
without KL annealing. In Figure 3, we present the
KL loss (weighted by λVAE) during the training
process for different values of λVAE. The KL loss
is believed to be an important diagnostic measure
to indicate if the latent space is “variational” (Yang
et al., 2017; Higgins et al., 2017; Burgess et al.,
2017). We see that if the penalty is too large, KL

Figure 3: Learning curves of the KL term in the VAE
loss function (λ ·KL) for different values of λ, and the
variant where λ is annealed.

simply collapses to zero ignoring the entire input,
in the case of which, the decoder becomes an un-
conditioned language model. On the other hand, if
the KL penalty is too small, the model tends to be-
come more deterministic and the KL term does not
play a role in the training. This is expected since in
the limit of λVAE to 0, the model would probably
ignore the KL term and becomes a deterministic
autoencoder (shown also by Theorem 1).

The VAE with collapsed KL does not exhibit in-
teresting properties such as random sampling for
probabilistic sequence generation (Bowman et al.,
2016). As seen in Table 4, the generated sen-
tences by VAE without annealing are very close
to each other. This is because VAE’s encoder
does not capture useful information in the latent
space, which is simply ignored during the decod-
ing phase. By sampling the latent space, we do not
obtain varying sentences. The empirical evidence
verifies our intuition.

A recent study (Xu and Durrett, 2018) propose
to get rid of KL annealing by using the von Mises–
Fisher (vMF) family of posterior and prior. In
particular, they set the prior to the uniform distri-
bution on a unit hypersphere, whereas the poste-
rior family is normal distribution on the surface of
the same sphere. They fix the standard deviation
(parametrized by κ) of the posterior, so that their
KL is a constant and annealing is not required.
This, unfortunately, loses the privilege of learning
uncertainty in the probabilistic modeling. Exam-
ples in Table 4 show that, while we have repro-
duced the reconstruction negative log-likelihood
with vMF-VAE (the metric used in their paper),
the generated sentences are of poor quality. As
also suggested by Xu and Durrett (2018), if the
posterior uncertainty in vMF is made learnable, it
re-introduces the KL collapse problem, in which
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Training Samples
a mother and her child are outdoors.
the people are opening presents.
the girls are looking toward the water.
a small boy walks down a wooden path in the woods.
a person in a green jacket it surfing while holding on to a line.
DAE
two families walking in a towel down alaska sands a cot .
a blade is rolling its nose furiously paper .
a woman in blue shirts is passing by a some beach
transporting his child are wearing overalls .
a guys are blowing on professional thinks the horse .
VAE without Annealing
a man is playing a guitar .
a man is playing with a dog .
a man is playing with a dog .
a man is playing a guitar .
a man is playing with a dog .
VAE with Annealing
the band is sitting on the main street .
couple dance on stage in a crowded room .
two people run alone in an empty field .
the group of people have gathered in a picture .
a cruise ship is docking a boat ship .
VAE vMF (κ fixed)
a car is a and and a blue shirt top is .
two children are playing on the group in are the the . the
a child and a adult and
the young is playing for a picture a are playing to
a little is playing a background . .
WAE-D (λWAE = 10)
the lone man is working .
the group of men is using ice at the sunset .
a family is outside in the background .
two women are standing on a busy street outside a fair
a tourists is having fun on a sunny day
WAE-S (λWAE = 10, λKL = 0.01)
an asian man is dancing in a highland house .
a person wearing a purple snowsuit jumps over the tree .
the vocalist is at the music and dancing with a microphone .
a young man is dressed in a white shirt cleaning clothes .
three children lie together and a woman falls in a plane .

Table 4: Sentences generated by randomly sampling
from the prior for different models.

case, the KL annealing is still needed.
By contrast, WAEs for sequence-to-sequence

models are trained without any additional opti-
mization strategies such as annealing. Even in our
stochastic encoder, the KL penalty does not make
WAE an unconditioned language model, because
it does not force the encoded posterior to be the
same for different input sentences.

E Qualitative Samples

Table 4 shows sentences generated by randomly
sampling points in the latent space for different
models, along with sample sentences from the
training set. They provide a qualitative under-
standing of each model’s performance.
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Abstract

Understanding procedural language requires
reasoning about both hierarchical and tempo-
ral relations between events. For example,
“boiling pasta” is a sub-event of “making a
pasta dish”, typically happens before “draining
pasta,” and requires the use of omitted tools
(e.g. a strainer, sink...). While people are able
to choose when and how to use abstract ver-
sus concrete instructions, the NLP community
lacks corpora and tasks for evaluating if our
models can do the same. In this paper, we in-
troduce KIDSCOOK, a parallel script corpus,
as well as a cloze task which matches video
captions with missing procedural details. Ex-
perimental results show that state-of-the-art
models struggle at this task, which requires
inducing functional commonsense knowledge
not explicitly stated in text.

1 Introduction

The level of detail used in natural language com-
munication varies: descriptive or instructive text
for experts may elide over details the reader can
seamlessly infer, while text for more novice audi-
ences may be more verbose. A given document
typically adheres to a single level of verbosity
suited to its presumed audience (Grice, 1975),
so learning correspondences between abstract and
detailed descriptions of similar concepts from text
is a challenging problem.

Commonsense knowledge of how complex
events decompose into stereotypical sequences of
simpler events is a necessary component of a sys-
tem that can automatically understand and rea-
son about different types of discourse. Hierarchi-
cal correspondences between abstract and detailed
representations of concepts and events were an im-
portant aspect of the original formulation of scripts
for natural language understanding (Schank and

∗Author now at Google. Work done while unaffiliated.

1. Take the strainer with the 
pasta and pour the pasta 
into the sauce.

2. Stir the pasta into sauce while it is in the 
pan.

3. Let the pasta and sauce simmer for a few minutes.

Add pasta to the sauce t2<latexit sha1_base64="P4+gfywhwn2dG1TBnMWEEbekCJE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKDzioDcoVt+ouQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+1a1XOr3v1VpXGTx1GEMziHS/CgDg24gya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nDwccjZ0=</latexit><latexit sha1_base64="P4+gfywhwn2dG1TBnMWEEbekCJE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKDzioDcoVt+ouQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+1a1XOr3v1VpXGTx1GEMziHS/CgDg24gya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nDwccjZ0=</latexit><latexit sha1_base64="P4+gfywhwn2dG1TBnMWEEbekCJE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKDzioDcoVt+ouQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+1a1XOr3v1VpXGTx1GEMziHS/CgDg24gya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nDwccjZ0=</latexit><latexit sha1_base64="P4+gfywhwn2dG1TBnMWEEbekCJE=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKDzioDcoVt+ouQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+1a1XOr3v1VpXGTx1GEMziHS/CgDg24gya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nDwccjZ0=</latexit>

1. Put a large pot half full 
of water on the stove.

2. Turn the heat on under the pot 
and wait for the water to boil hard.

3. Pour the pasta into the boiling water.

Cook the pastat0<latexit sha1_base64="apCCl0QQ/pUAKLQ3uBGKSWYytus=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpAfte3616NW8Oskr8glShQKPvfvUGCctirpBJakzX91IMcqpRMMmnlV5meErZmA5511JFY26CfH7qlJxZZUCiRNtSSObq74mcxsZM4tB2xhRHZtmbif953Qyj6yAXKs2QK7ZYFGWSYEJmf5OB0JyhnFhCmRb2VsJGVFOGNp2KDcFffnmVtC5qvlfz7y+r9ZsijjKcwCmcgw9XUIc7aEATGAzhGV7hzZHOi/PufCxaS04xcwx/4Hz+AAQUjZs=</latexit><latexit sha1_base64="apCCl0QQ/pUAKLQ3uBGKSWYytus=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpAfte3616NW8Oskr8glShQKPvfvUGCctirpBJakzX91IMcqpRMMmnlV5meErZmA5511JFY26CfH7qlJxZZUCiRNtSSObq74mcxsZM4tB2xhRHZtmbif953Qyj6yAXKs2QK7ZYFGWSYEJmf5OB0JyhnFhCmRb2VsJGVFOGNp2KDcFffnmVtC5qvlfz7y+r9ZsijjKcwCmcgw9XUIc7aEATGAzhGV7hzZHOi/PufCxaS04xcwx/4Hz+AAQUjZs=</latexit><latexit sha1_base64="apCCl0QQ/pUAKLQ3uBGKSWYytus=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpAfte3616NW8Oskr8glShQKPvfvUGCctirpBJakzX91IMcqpRMMmnlV5meErZmA5511JFY26CfH7qlJxZZUCiRNtSSObq74mcxsZM4tB2xhRHZtmbif953Qyj6yAXKs2QK7ZYFGWSYEJmf5OB0JyhnFhCmRb2VsJGVFOGNp2KDcFffnmVtC5qvlfz7y+r9ZsijjKcwCmcgw9XUIc7aEATGAzhGV7hzZHOi/PufCxaS04xcwx/4Hz+AAQUjZs=</latexit><latexit sha1_base64="apCCl0QQ/pUAKLQ3uBGKSWYytus=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpAfte3616NW8Oskr8glShQKPvfvUGCctirpBJakzX91IMcqpRMMmnlV5meErZmA5511JFY26CfH7qlJxZZUCiRNtSSObq74mcxsZM4tB2xhRHZtmbif953Qyj6yAXKs2QK7ZYFGWSYEJmf5OB0JyhnFhCmRb2VsJGVFOGNp2KDcFffnmVtC5qvlfz7y+r9ZsijjKcwCmcgw9XUIc7aEATGAzhGV7hzZHOi/PufCxaS04xcwx/4Hz+AAQUjZs=</latexit>

… …

Drain the pasta

1. Put the strainer in the sink. 
2. Once the pot with pasta is cool 

enough, grab it by the handles. 
3. Pour the pasta and water into the strainer 

in the sink.
4. Pick up the strainer and shake it a little bit so 

more water comes out.
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Figure 1: An example KIDSCOOK sequence with mul-
tiple types of hierarchy and abstraction: the example
contains sequences of complex instructions, given both
as sentences and sequences of simpler instructions.

Abelson, 1977; DeJong, 1981) but required hand-
written data structures encoding world knowledge.
However, the automatic induction of such com-
monsense knowledge from open-domain noisy
text corpora remains an open problem (Chambers,
2013; Weber et al., 2018; Zellers et al., 2018). As a
step towards solving this problem we consider tex-
tual descriptions of actions in a cooking domain.

We introduce a dataset, KIDSCOOK, targeted at
exploring the automatic acquisition of correspon-
dences between abstract and concrete descriptions
of actions. The dataset consists of higher-level
single-sentence imperative descriptions paired
with lower-level descriptions with elided details
included. Descriptions come from real grounded
actions, built on top of the YouCookII video cap-
tion dataset (Zhou et al., 2017).

Figure 1 gives an example annotation from the
dataset: the phrase “drain the pasta,” presented
to an annotator with its corresponding video clip,
was annotated as corresponding to four constituent
steps appropriate as instruction for a child. The
constituent steps are “simpler” in the sense that
they correspond to more atomic actions, but not
necessarily in their linguistic complexity. We
identify over 1,500 procedures and tools which
KIDSCOOK makes explicit but are assumed as
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commonsense world knowledge by YouCookII.
The KIDSCOOK dataset allows us to learn

mappings between abstract and concrete descrip-
tions via sequence-to-sequence prediction. We ap-
ply several standard neural sequence-to-sequence
models; however, since these models do not ex-
pose explicit, interpretable correspondences be-
tween abstract and concrete descriptions, we also
propose the application of neural transduction
models which capture correspondences with latent
hard alignment variables. We define a cloze-style
evaluation to complement our dataset, in which
models must predict the values of held-out tokens
which target knowledge of tool usage, temporal
ordering, and kitchen commonsense. We find that
our neural transduction models are able to match
the predictive power of traditional neural sequence
models while providing interpretable alignments
between abstract and concrete subsequences use-
ful for our primary goal of analysis of implicit hi-
erarchical script knowledge.

2 Data & Task

Our approach situates script learning as a case
of grounding. For simplicity of exposition, let
us assume there are three levels of abstraction to
grounding: abstract → concrete → motor con-
trol. Most prior work in grounding treats language
monolithically1 and ignores the issue of audience.
In practice, this means the task formulation or ex-
posed API may implicitly bias the language to be
more concrete. By viewing the task as purely lin-
guistic, we have no API or robot that constrains
our language; instead, we define our audience as
children. By eliciting child-directed instructions,
we collect concrete language capturing otherwise
implicit world knowledge that a child would not
know. Because annotators assume a smart and ca-
pable but uninformed listener, we posit this lan-
guage corresponds closely to the most “concrete”
form in which language naturally occurs.

2.1 Data Collection
We construct a task on Amazon’s Mechanical
Turk, where workers are asked to explain a video
action caption to a child.2 Every instruction
is paired with the original YouTube video and
YouCook caption so the annotator could see how

1Notable exceptions include the hierarchical instructions
of (Regneri et al., 2013) and (Bisk et al., 2016).

2Pay was calculated based on $15/hr and assuming work-
ers took 1.5x as long to complete a task as the experimenters.

Avg Len
Seqs Tokens Vocab YC KC

Train 8,125 307,573 3,573 10.0 37.9
Valid 1,014 36,830 1,479 8.8 36.3
Test 1,020 37,156 1,489 8.8 36.4

Table 1: KIDSCOOK corpus statistics

the action was performed, rather than hallucinat-
ing additional details. All captions received three
simplifications. The instructions ask users to fo-
cus on missing information and allow them up to
five steps. Finally, we explicitly asked annotators
to simplify complex actions (e.g. dice) that can be
defined by a series of more basic actions (e.g. cut).

Our KIDSCOOK corpus statistics are shown in
Table 1. In total we collected over 10K action se-
quences (∼400K tokens). The average caption is
approximately 4x longer than a YouCook caption.
Most importantly 1,536 lemmas and 2,316 lexical
types from KIDSCOOK’s vocabulary do not ap-
pear in any of the original captions. This indicates
that there are over 1,500 new concepts, tools, and
procedures that were assumed by YouCookII but
are now explicit in KIDSCOOK.

2.2 Cloze Task

To investigate what new knowledge is being in-
troduced and whether a model has captured it,
we construct a cloze-style slot-filling task (Cham-
bers, 2017; Hermann et al., 2015). We drop key
content words from the concrete realization of an
abstract instruction and ask the model to predict
them. Several examples from the validation set are
shown in Table 2. Correctly predicting the missing
words requires knowledge of the manner of exe-
cuting a task and the tools required.

To choose candidate words to drop, we only
allow words that occur primarily in the concrete
instructions. Additionally, we do not drop stop
words, numbers, or words occurring fewer than
five times. We do, however, drop units of mea-
sure (cup, minute, etc.). This ensures we create
blanks whose answers are previously omitted con-
crete details. Relatedly, under this filter the answer
to a blank is very rarely an ingredient, as our goal
is not to memorize recipes, but to infer the tool
knowledge necessary to execute them. In total, we
whitelist∼1,000 words that can be dropped to cre-
ate blanks. We prefer longer blanks when avail-
able to give preference to compound nouns (e.g.
wire whisk). Finally, we do not drop any words
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ABS chop garlic into small pieces .
CON put garlic on cutting board. press on back of knife with hand, cutting into small pieces.

ABS add some parmesan cheese into the bowl and mix them well.
CON use a grater to grate some parmesan cheese into the bowl. use a wire whisk to stir the cheese in.

ABS add the tofu to the wok.
CON drain the water from the tofu using a strainer. add the tofu into the pan. use a spoon to stir the tofu in the mixture.

Table 2: Example abstract/concrete pairs with blanks (red) where predictions and surprisal are computed.

from the concrete sentence if they occur in the ab-
stract description. This restriction eliminates any
benefits that might have been achieved via mod-
els with copy mechanisms. Examples that do not
meet our criteria are removed from the corpus.

3 Models

We investigate the utility of sequence-to-sequence
models with attention (Bahdanau et al., 2015) to
generate concrete realizations of abstract task de-
scriptions. We hypothesize that models that learn
explicit alignments are particularly amenable to
interpretable analysis on the task. Therefore, in
addition to using the global attention model of
(Luong et al., 2015), we adapt the transducer
model proposed by Yu et al. (2016), which uses
learned latent discrete variables to model phrase-
to-phrase alignments. In contrast to many standard
neural models, this approach enables us to incor-
porate prior knowledge about the alignment struc-
ture, and to extract interpretable alignments be-
tween task phrases. Closely related architectures
have been proposed for segmental sequence mod-
eling (Wang et al., 2017) and phrase-based neural
machine translation (Huang et al., 2018).

We train the transducer models using Viterbi
EM (after doing marginal likelihood training for
the initial iterations), as we found it gave higher
predictive accuracy than marginal likelihood train-
ing only. Following Yu et al. (2016) we experi-
ment with both a fixed alignment transition prob-
ability model and a transition model with a neu-
ral parameterization. Cloze task prediction is per-
formed greedily.3 At each slot the Viterbi align-
ment of the prefix of the sequence up to that slot
is computed. See appendix 7 for model details.4

We also evaluate the performance of a language
modelling baseline and a seq2seq model without
attention (Sutskever et al., 2014), to compare the

3During preliminary experiments beam search did not im-
prove performance.

4All code and data is available at https://github.
com/janmbuys/ScriptTransduction.

effect of not modeling alignment at all.
We expect all the models to implicitly capture

aspects of world knowledge. However, the dis-
crete latent variable models provide Viterbi align-
ments over the training data, from which we can
compile a look-up table with the extracted knowl-
edge. In neural attention models, this knowledge
is only weakly recoverable: extracting information
requires hand tuning attention thresholds and there
is no direct way to extract contiguous alignments
for multi-word phrases.

4 Results

4.1 Evaluation Metrics
During generation, we provide the model with the
number of words in each blank to be predicted. We
consider two setups for evaluating examples with
multiple blanks, both assuming that predictions
are made left-to-right: Oracle, where the gold pre-
diction of each blank is fed into the model to con-
dition on for future predictions, and Greedy, where
the model prediction is used for future predictions.
We compute the proportion of exact word matches
over each blank and the precision of the top k = 5
predictions for both setups. Additionally we com-
pute the average surprisal of the gold prediction
(conditioning on oracle predictions). The sur-
prisal of a word (Attneave, 1959; Hale, 2001)
is its negative log probability under the model:
−log(P (wi|w1:i−1)). The higher the probability
of the ground truth, the lower the model’s “sur-
prise” at seeing it in that context.

Finally, as a quantitative proxy for interpretabil-
ity, we report the length of the transducer mod-
els’ average Viterbi alignment span: our goal is
a model which balances low average alignment
lengths and high matching or ranking scores.

4.2 Cloze Task Results
We report results on the prediction task in Table
4. First we consider models trained only on our
dataset: All the models that incorporate a notion of
alignment do substantially better than those who
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abstract→ concrete concrete→ abstract

parmesan sprinkle grated, grate, hold a grater, ... whisk eggs, mayonnaise, milk, combine, pour, stir, ...
macaroni stove on high heat, large pot, bowl, ... spatula colors, thickens, coated, simmer, grill, ...
egg place the boiled, gently crack the, crack, ... tongs shrimp, bratwurst, turn, bun, marinate, ...
sauce stir hot, pour gravy, lower setting, find a spoon, ... cutting board onions, bell pepper, meat, bok choy, ...
oil spray cooking, splashing, slowly pour, ... preheat oven, broil, medium, degrees, ...

Table 3: Example Viterbi Alignments. For concrete to abstract, we match any phrase containing the word(s).

Oracle Greedy

Model Match Top-5 Match Top-5 Surp

Language Model 21.59 52.32 21.72 43.33 3.970
Seq2seq 23.57 53.38 23.44 45.76 3.755
+Att 24.52 53.98 24.57 47.34 3.780

Transducer 24.72 55.09 24.91 47.80 4.780
+ParamTran 23.81 53.98 24.00 46.19 3.547

OpenAI GPT 23.19 42.43 15.55 32.86 4.781
+ fine-tuning 38.01 63.69 31.05 57.05 3.151

Table 4: Results on the Cloze prediction task (Match
= Exact Match, Top-5 = Precision of Top 5 predic-
tions, Surp = Surprisal). Transducer results are re-
ported for models with unparameterized and parame-
terized (+ParamTran) alignment transition models. The
best and second best results are emphasized.

do not. We see that our transducer model with
fixed alignment transition probabilities performs
best in terms of predictive accuracy (exact match
and top-5 precision), while the seqseq model with
attention is the next best in most comparisons. The
model with parameterized transitions has the low-
est surprisal though, as it is more confident about
the alignment predictions it is making.

Using average alignment length to quantify
whether the phrase alignments exhibit desirable
structure, we see that the alignments found by the
unparameterized transition model (average length
6.18) are significantly shorter than those of the
parameterized model (average length 16.61). In-
vestigation shows that the paramaterized model
mostly learns degenerate alignments, aligning
most of the concrete sequence to either the start
or end of the abstract sentence. In contrast, qual-
itative analysis of the unparameterized transition
model show that its alignments learn desirable cor-
respondences (see Figure 2). Therefore among
our proposed models (trained on in-domain data
only) the transducer with unparameterized tran-
sitions satisfies our desiderata of displaying both
good predictive power for word generation, and
learning interpretable alignments.

Given the recent success of massively pre-
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<latexit sha1_base64="12MfjmJDqM21J4rd2GarPcwFAso=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0gP1av1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vktZF1XOr3v1lpX6Tx1GEEziFc/DgCupwBw1oAoMhPMMrvDnCeXHenY9Fa8HJZ47hD5zPH/ZDjZI=</latexit><latexit sha1_base64="12MfjmJDqM21J4rd2GarPcwFAso=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0gP1av1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vktZF1XOr3v1lpX6Tx1GEEziFc/DgCupwBw1oAoMhPMMrvDnCeXHenY9Fa8HJZ47hD5zPH/ZDjZI=</latexit><latexit sha1_base64="12MfjmJDqM21J4rd2GarPcwFAso=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0gP1av1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vktZF1XOr3v1lpX6Tx1GEEziFc/DgCupwBw1oAoMhPMMrvDnCeXHenY9Fa8HJZ47hD5zPH/ZDjZI=</latexit><latexit sha1_base64="12MfjmJDqM21J4rd2GarPcwFAso=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0gP1av1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vktZF1XOr3v1lpX6Tx1GEEziFc/DgCupwBw1oAoMhPMMrvDnCeXHenY9Fa8HJZ47hD5zPH/ZDjZI=</latexit>

...<latexit sha1_base64="Ul1zjHMk9xZA8oyRXJLJOxn4TQw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj25nffuLaiEQ94iTlQUyHSkSCUbTSg+u6/WrNc705yCrxC1KDAo1+9as3SFgWc4VMUmO6vpdikFONgkk+rfQyw1PKxnTIu5YqGnMT5PNTp+TMKgMSJdqWQjJXf0/kNDZmEoe2M6Y4MsveTPzP62YYXQe5UGmGXLHFoiiTBBMy+5sMhOYM5cQSyrSwtxI2opoytOlUbAj+8surpHXh+p7r31/W6jdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AUvkjSI=</latexit><latexit sha1_base64="Ul1zjHMk9xZA8oyRXJLJOxn4TQw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj25nffuLaiEQ94iTlQUyHSkSCUbTSg+u6/WrNc705yCrxC1KDAo1+9as3SFgWc4VMUmO6vpdikFONgkk+rfQyw1PKxnTIu5YqGnMT5PNTp+TMKgMSJdqWQjJXf0/kNDZmEoe2M6Y4MsveTPzP62YYXQe5UGmGXLHFoiiTBBMy+5sMhOYM5cQSyrSwtxI2opoytOlUbAj+8surpHXh+p7r31/W6jdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AUvkjSI=</latexit><latexit sha1_base64="Ul1zjHMk9xZA8oyRXJLJOxn4TQw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj25nffuLaiEQ94iTlQUyHSkSCUbTSg+u6/WrNc705yCrxC1KDAo1+9as3SFgWc4VMUmO6vpdikFONgkk+rfQyw1PKxnTIu5YqGnMT5PNTp+TMKgMSJdqWQjJXf0/kNDZmEoe2M6Y4MsveTPzP62YYXQe5UGmGXLHFoiiTBBMy+5sMhOYM5cQSyrSwtxI2opoytOlUbAj+8surpHXh+p7r31/W6jdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AUvkjSI=</latexit><latexit sha1_base64="Ul1zjHMk9xZA8oyRXJLJOxn4TQw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0hE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKRRvokDJO6nmNA4lb4fj25nffuLaiEQ94iTlQUyHSkSCUbTSg+u6/WrNc705yCrxC1KDAo1+9as3SFgWc4VMUmO6vpdikFONgkk+rfQyw1PKxnTIu5YqGnMT5PNTp+TMKgMSJdqWQjJXf0/kNDZmEoe2M6Y4MsveTPzP62YYXQe5UGmGXLHFoiiTBBMy+5sMhOYM5cQSyrSwtxI2opoytOlUbAj+8surpHXh+p7r31/W6jdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOdF+fd+Vi0lpxi5hj+wPn8AUvkjSI=</latexit>

e0
<latexit sha1_base64="1NSVA7XC5wla7NGfXitfHcXtZN8=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9YN/ru1Wv5s1BVolfkCoUaPTdr94gYVmM0jBBte76XmqCnCrDmcBppZdpTCkb0yF2LZU0Rh3k81On5MwqAxIlypY0ZK7+nshprPUkDm1nTM1IL3sz8T+vm5noOsi5TDODki0WRZkgJiGzv8mAK2RGTCyhTHF7K2EjqigzNp2KDcFffnmVtC5qvlfz7y+r9ZsijjKcwCmcgw9XUIc7aEATGAzhGV7hzRHOi/PufCxaS04xcwx/4Hz+AO0rjYw=</latexit><latexit sha1_base64="1NSVA7XC5wla7NGfXitfHcXtZN8=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9YN/ru1Wv5s1BVolfkCoUaPTdr94gYVmM0jBBte76XmqCnCrDmcBppZdpTCkb0yF2LZU0Rh3k81On5MwqAxIlypY0ZK7+nshprPUkDm1nTM1IL3sz8T+vm5noOsi5TDODki0WRZkgJiGzv8mAK2RGTCyhTHF7K2EjqigzNp2KDcFffnmVtC5qvlfz7y+r9ZsijjKcwCmcgw9XUIc7aEATGAzhGV7hzRHOi/PufCxaS04xcwx/4Hz+AO0rjYw=</latexit><latexit sha1_base64="1NSVA7XC5wla7NGfXitfHcXtZN8=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9YN/ru1Wv5s1BVolfkCoUaPTdr94gYVmM0jBBte76XmqCnCrDmcBppZdpTCkb0yF2LZU0Rh3k81On5MwqAxIlypY0ZK7+nshprPUkDm1nTM1IL3sz8T+vm5noOsi5TDODki0WRZkgJiGzv8mAK2RGTCyhTHF7K2EjqigzNp2KDcFffnmVtC5qvlfz7y+r9ZsijjKcwCmcgw9XUIc7aEATGAzhGV7hzRHOi/PufCxaS04xcwx/4Hz+AO0rjYw=</latexit><latexit sha1_base64="1NSVA7XC5wla7NGfXitfHcXtZN8=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9YN/ru1Wv5s1BVolfkCoUaPTdr94gYVmM0jBBte76XmqCnCrDmcBppZdpTCkb0yF2LZU0Rh3k81On5MwqAxIlypY0ZK7+nshprPUkDm1nTM1IL3sz8T+vm5noOsi5TDODki0WRZkgJiGzv8mAK2RGTCyhTHF7K2EjqigzNp2KDcFffnmVtC5qvlfz7y+r9ZsijjKcwCmcgw9XUIc7aEATGAzhGV7hzRHOi/PufCxaS04xcwx/4Hz+AO0rjYw=</latexit>

e6
<latexit sha1_base64="12MfjmJDqM21J4rd2GarPcwFAso=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0gP1av1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vktZF1XOr3v1lpX6Tx1GEEziFc/DgCupwBw1oAoMhPMMrvDnCeXHenY9Fa8HJZ47hD5zPH/ZDjZI=</latexit><latexit sha1_base64="12MfjmJDqM21J4rd2GarPcwFAso=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0gP1av1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vktZF1XOr3v1lpX6Tx1GEEziFc/DgCupwBw1oAoMhPMMrvDnCeXHenY9Fa8HJZ47hD5zPH/ZDjZI=</latexit><latexit sha1_base64="12MfjmJDqM21J4rd2GarPcwFAso=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0gP1av1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vktZF1XOr3v1lpX6Tx1GEEziFc/DgCupwBw1oAoMhPMMrvDnCeXHenY9Fa8HJZ47hD5zPH/ZDjZI=</latexit><latexit sha1_base64="12MfjmJDqM21J4rd2GarPcwFAso=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0gP1av1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vktZF1XOr3v1lpX6Tx1GEEziFc/DgCupwBw1oAoMhPMMrvDnCeXHenY9Fa8HJZ47hD5zPH/ZDjZI=</latexit>

Figure 2: Example Viterbi alignments

trained language models (Peters et al., 2018), we
are interested if these approaches transfer to our
cloze task. We evaluate the OpenAI GPT trans-
former language model (Radford et al., 2018) with
and without fine-tuning.Without fine-tuning this
model does slightly worse than our best domain-
specific model. With fine-tuning, its accuracy is
substantially higher, but it still suffers from the
same fundamental limitations as our other mod-
els (see Table 5). The transformer (Vaswani et al.,
2017) attention is multi-headed and multi-layered
which prohibits direct interpretability.

5 Qualitative Analysis

We visualize alignments of our transduction model
over two partial sequences in Fig. 2. This shows
which hidden vector of the abstract sentence
aligned to every region of the concrete sequence.
Specifically, we see how tools like the big bowl,
spoon, and tongs are introduced to facilitate the
actions. There are also implications, e.g. that high
indicates grill. For further analysis we extract
alignments over the training corpus, linking each
decoded phrase with the word from the encoding it
used during generation. We then aggregate these
tuples into a table which we can filter (based on
our whitelist) and sort (with PMI). This process is
imprecise as it discards the context in which the
alignment occurs, but it nonetheless extracts many
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Abs shape each dough ball into a circle and add tomato sauce .
Pred flatten out your dough into a flat circle using your hands. take a knife to add tomato sauce to the center of your dough.

use the back side of the knife to cut the sauce out. make sure you keep the sauce about an inch from the edges.
Gold flatten out your dough into a flat circle using your hands. take a spoon to add tomato sauce to the center of your dough.

use the back side of the spoon to spread the sauce out. make sure you keep the sauce about an inch from the edges.

Abs place the kale cucumber bell peppers carrots and radishes on the wrapper .
Pred put the cut on a cutting . put a cutting amount of kale on the cutting . add a cut amount of cucumber ...
Gold put the wrap on a plate . put a small amount of kale on the wrap . add a small amount of cucumber ...

Abs wrap the pizza .
Pred find a large piece to put the pizza om . place the pizza in the center for it not to stick around . grab the plastic wrap and

start wrapping the entire thing and pizza . wrap all around until completely covered on all corners . put in freezer
on a cold water and freeze overnight

Gold find a hard surface to put the pizza om . place the pizza in the center for it not to slide around . grab the plastic wrap
and start wrapping the hard surface and pizza . wrap all around until fully covered on all corners . put in freezer on
a flat surface and freeze overnight

Table 5: Above is the output of OpenAI GPT when forced to greedily decode answers to blanks in validation.

of the phenomena we would hope to see (Table 3).
The left-hand side of the table shows words

from the abstract YouCook annotations and corre-
sponding phrases in the concrete annotation. For
the righthand side we searched for common con-
crete terms that may be preceded or followed by
other terms, and present the abstract terms they
were most often generated by.

Finally, Table 5 shows three randomly chosen
examples (from the validation set) of greedy de-
codings for slot filling with GPT fine-tuned on our
dataset. These examples demonstrate that, first,
there are cases where GPT is successful or pro-
duces a semantically valid answer (e.g. fully vs
completely). Second, as is common with greedy
decoding, the model can get stuck in a loop (e.g.
cut, cutting, cutting, ...). Finally, note there are
nonsensical cases where the model appears to have
discarded the abstract context (e.g. knife to add
tomato sauce or freezer on a cold water).

6 Related Work

Many script learning systems are based on event
co-occurrence and language modeling in large text
corpora, and can infer implicit events without cre-
ating explicit situation-specific frame structures
(Chambers and Jurafsky, 2008; Rudinger et al.,
2015; Pichotta and Mooney, 2016). Other systems
induce situation-specific frames from text (Che-
ung et al., 2013; Balasubramanian et al., 2013).
However, these methods do not explicitly target
the commonsense correspondence between differ-
ing levels of detail of complex events.

Most relevant to this paper is the pioneering
work of Regneri et al. (2013) as extended by
Senina et al. (2014) and Rohrbach et al. (2014).

These papers present the TACOS corpus, consist-
ing of natural language descriptions of activities in
videos paired with low-level activity labels. Sen-
ina et al. (2014) collect an additional level of
multi-sentence annotations on the corpus, which
allowing for video caption generation at multiple
levels of detail. Rohrbach et al. (2014) describe
a similar corpus of natural descriptions of com-
posite actions, useful for activity recognition in
video. These corpora differ in a number of impor-
tant ways from KIDSCOOK; in particular, the lan-
guage has somewhat limited complexity and “nat-
uralness” when describing complex scenarios, a
phenomenon also observed in the robotics litera-
ture (Scalise et al., 2018). Our data collection pro-
cess avoids more formulaic language by eliciting
“child-directed” descriptions.

7 Conclusion

We introduce a new hierarchical script learning
dataset and cloze task in which models must learn
commonsense world knowledge about tools, pro-
cedures and even basic physics to perform well.
Our aim is to begin a conversation about abstrac-
tion in language, how it is modeled, and what is
implicitly hidden. Our abstract and concrete in-
structions are grounded in the same videos yet dif-
fer dramatically due to their assumed audiences.
We show that a neural transduction model pro-
duces interpretable alignments for analyzing these
otherwise latent correlations and phenomena.

Acknowledgements

This work was supported in part by NSF (IIS-
1524371 & 1703166) and through DARPA’s CwC
program through ARO (W911NF-15-1-0543).

4081



References
Fred Attneave. 1959. Applications of information the-

ory to psychology: A summary of basic concepts,
methods, and results. Henry Holt.

Dzmitry Bahdanau, KyungHyun Cho, and Yoshua
Bengio. 2015. Neural machine translation by jointly
learning to align and translate. In ICLR.

Niranjan Balasubramanian, Stephen Soderland,
Mausam, and Oren Etzioni. 2013. Generating
coherent event schemas at scale. In EMNLP.

Yonatan Bisk, Daniel Marcu, and William Wong. 2016.
Towards a dataset for human computer communica-
tion via grounded language acquisition. In Proceed-
ings of the AAAI 2016 Workshop on Symbiotic Cog-
nitive Systems, pages 729–732, Phoenix, AZ.

Peter F Brown, Vincent J Della Pietra, Stephen A Della
Pietra, and Robert L Mercer. 1993. The mathemat-
ics of statistical machine translation: Parameter esti-
mation. CL, 19(2):263–311.

Nathanael Chambers. 2013. Event schema induction
with a probabilistic entity-driven model. In EMNLP.

Nathanael Chambers. 2017. Behind the scenes of an
evolving event cloze test. In LSDSem.

Nathanael Chambers and Dan Jurafsky. 2008. Unsu-
pervised learning of narrative event chains. In ACL.

Jackie Chi Kit Cheung, Hoifung Poon, and Lucy Van-
derwende. 2013. Probabilistic frame induction. In
NAACL.

Gerald F. DeJong. 1981. Generalizations based on ex-
planations. In IJCAI.

Arthur P Dempster, Nan M Laird, and Donald B Rubin.
1977. Maximum likelihood from incomplete data
via the em algorithm. Journal of the royal statistical
society., pages 1–38.

Jason Eisner. 2016. Inside-outside and forward-
backward algorithms are just backprop (tutorial pa-
per). In Workshop on Structured Prediction for NLP.

H. Paul Grice. 1975. Logic and conversation. Syntax
and Semantics 3: Speech Acts, pages 41–58.

John Hale. 2001. A probabilistic earley parser as a psy-
cholinguistic model. In Proceedings of the second
meeting of the North American Chapter of the Asso-
ciation for Computational Linguistics on Language
technologies, pages 1–8. Association for Computa-
tional Linguistics.

Karl Moritz Hermann, Tomas Kocisky, Edward
Grefenstette, Lasse Espeholt, Will Kay, Mustafa Su-
leyman, and Phil Blunsom. 2015. Teaching ma-
chines to read and comprehend. In NIPS.

Sepp Hochreiter and Jürgen Schmidhuber. 1997.
Long short-term memory. Neural Computation,
9(8):1735–1780.

Po-Sen Huang, Chong Wang, Sitao Huang, Dengyong
Zhou, and Li Deng. 2018. Towards neural phrase-
based machine translation. In ICLR.

Thang Luong, Hieu Pham, and Christopher D Man-
ning. 2015. Effective approaches to attention-based
neural machine translation. In EMNLP.

Jeffrey Pennington, Richard Socher, and Christopher
Manning. 2014. GloVe: Global vectors for word
representation. In EMNLP.

Matthew Peters, Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 2018. Deep contextualized word rep-
resentations. In NAACL.

Karl Pichotta and Raymond J Mooney. 2016. Learning
statistical scripts with LSTM recurrent neural net-
works. In AAAI.

Alex Radford, Karthik Narasimhan, Tim Salimans, and
Ilya Sutskever. 2018. Improving language under-
standing by generative pre-training. Technical re-
port, OpenAI.

Mechaela Regneri, Marcus Rohrbach, Dominikus Wet-
zel, Stefan Thater, Bernt Schiele, and Manfred
Pinkal. 2013. Grounding action descriptions in
videos. TACL, 1.

Anna Rohrbach, Marcus Rohrbach, Wei Qiu, An-
nemarie Friedrich, Manfred Pinkal, and Bernt
Schiele. 2014. Coherent multi-sentence video de-
scription with variable level of detail. In GCPR.

Rachel Rudinger, Vera Demberg, Ashutosh Modi,
Benjamin Van Durme, and Manfred Pinkal. 2015.
Learning to predict script events from domain-
specific text. In *Sem.

Rosario Scalise, Yonatan Bisk, Maxwell Forbes,
Daqing Yi, Yejin Choi, and Siddhartha Srini-
vasa. 2018. Balancing shared autonomy with
human-robot communication. arXiv preprint
arXiv:1805.07719.

Roger C. Schank and Robert P. Abelson. 1977. Scripts,
Plans, Goals and Understanding: An Inquiry into
Human Knowledge Structures. LEA.

Anna Senina, Marcus Rohrbach, Wei Qiu, Annemarie
Friedrich, Sikandar Amin, Mykhaylo Andriluka,
Manfred Pinkal, and Bernt Schiele. 2014. Coherent
multi-sentence video description with variable level
of detail. arXiv preprint arXiv:1403.6173.

Valentin I Spitkovsky, Hiyan Alshawi, and Daniel
Jurafsky. 2011. Lateen EM: Unsupervised train-
ing with multiple objectives, applied to dependency
grammar induction. In EMNLP.

Valentin I Spitkovsky, Hiyan Alshawi, Daniel Jurafsky,
and Christopher D Manning. 2010. Viterbi train-
ing improves unsupervised dependency parsing. In
CoNLL.

4082



Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. 2014.
Sequence to sequence learning with neural net-
works. In NIPS.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in Neural Information Pro-
cessing Systems, pages 5998–6008.

Chong Wang, Yining Wang, Po-Sen Huang, Abdel-
rahman Mohamed, Dengyong Zhou, and Li Deng.
2017. Sequence modeling via segmentations. In
ICML.

Noah Weber, Leena Shekhar, Niranjan Balasubrama-
nian, and Nathanael Chambers. 2018. Hierarchical
quantized representations for script generation. In
EMNLP.

Lei Yu, Phil Blunsom, Chris Dyer, Edward Grefen-
stette, and Tomas Kocisky. 2017. The neural noisy
channel. In ICLR.

Lei Yu, Jan Buys, and Phil Blunsom. 2016. Online
segment to segment neural transduction. In EMNLP.

Rowan Zellers, Yonatan Bisk, Roy Schwartz, and Yejin
Choi. 2018. Swag: A large-scale adversarial dataset
for grounded commonsense inference. In Proceed-
ings of the 2018 Conference on Empirical Methods
in Natural Language Processing (EMNLP).

Luowei Zhou, Chenliang Xu, and Jason J Corso.
2017. Towards automatic learning of procedures
from web instructional videos. arXiv preprint
arXiv:1703.09788.

4083



A Transducer Model

We briefly describe the model of Yu, Buys, and
Blunsom (2016) and our minor modifications
thereto.

A.1 Alignment with Latent Variables
We model the conditional probability of a concrete
sequence y given abstract sequence x through a la-
tent alignment variable a between x and y, which
is a sequence of variables aj , with aj = i signify-
ing that yj is aligned to xi. The marginal probabil-
ity of y given x is

p(y|x) =
∑

a

p(y, a|x). (1)

In the following, we use m to denote the length
of x and n to denote the length of y. The model
formulation restricts alignments to be monotonic,
i.e. aj+1 ≥ aj for all j.

The model factorizes over timesteps into align-
ment and word prediction probabilities, such that
the word prediction at each timestep is informed
by its alignment:

p(y, a|x) =
∏

j

p(aj |aj−1, x1:aj−1 , y1:j−1)

× p(yj |aj , x1:aj , y1:j−1) (2)

The abstract and concrete sequences are both en-
coded with LSTM Recurrent Neural Networks
(Hochreiter and Schmidhuber, 1997). In contrast
to standard attention-based models, the aligned
encoder representation is not fed into the decoder
RNN state, but only used to make next word pre-
dictions. Due to the small size of the training data,
words in both sequences are embedded using fixed
GloVe embeddings (Pennington et al., 2014). The
word emission probability is then defined as

p(yj |aj , x1:aj , y1:j−1) = softmax(MLP(eaj , dj)) (3)

with e the encoder hidden states and d the decoder
hidden states.

The alignment probability factorizes into shift
and emit probabilities, where a shift action incre-
ments the alignment to the next word in the input
sequence, and an emit action generates the next
output word. We refer to these as transition prob-
abilities. This formulation enables us to restrict
the hard alignment to be monotonic.

We consider two parameterizations of this dis-
tribution. In the first, the probabilities are param-
eterized by the neural network, using the encoder

and decoder hidden state in a similar manner to
how the word emission probability was computed.
The alignment probability at a given timestep is
therefore parameterized as

p(aj |aj−1, x1:aj−1 ,y1:j−1) = p(emit|aj , x1:aj , y1:j−1)

×
aj−1∏

i=aj−1

p(shift|i, x1:i, y1:j−1), (4)

where

p(shift|i, x1:i, y1:j−1) = σ(MLP (ei, dj)), (5)
p(emit|i, x1:i, y1:j−1) = 1− p(shift|i, x1:i, y1:j−1). (6)

We also consider using the simpler, fixed align-
ment parameterization in Yu, Buys, and Blunsom
(2016), where the transition probability is condi-
tioned only on sequence length, not on x or y, and
can therefore be estimated using the ratio between
input and output sentence lengths. The alignment
probabilities are not updated during training, and
consequently the posterior distribution over the
alignments is biased towards this prior, favoring
alignments close to the diagonal.

The parameterized alignment model contains
as special cases two degenerate solutions: (1) an
unconditional language model and (2) a seq2seq
model. These occur if the model performs all
emits before shifting or all shifts before emitting,
respectively. To prevent the creation of a language
model we force the last output word to be aligned
to the last word in the abstract sequence, similar to
Yu et al. (2017). However, the parameterized tran-
sition model could still in practice revert to a pure
sequence-to-sequence model.

A.2 Marginalization
Next we briefly describe the dynamic program
used to marginalize over alignments during train-
ing and to find the most likely alignments of a
given alignment during inference; we refer the
reader to Yu, Buys, and Blunsom (2016) for a
more thorough treatment.

The forward variable αi(j) representing
p(y1:j , aj = i|x1:i) is recursively as

αi(j) = p(yj |i, x1:i, y1:j−1)

×
i∑

k=1

αk(j − 1)p(aj = i|k, x1:k, y1:j−1). (7)

The marginal likelihood objective is to train
the model to optimize αm(n) = p(y1:n, an =
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m|x1:m). The gradients are computed with au-
tomatic differentiation; as this is is equivalent to
using the forward-backward algorithm to estimate
the gradients (Eisner, 2016), only the forward al-
gorithm has to be implemented.

To make the implementation GPU-efficient, we
vectorize the computation of α. The computa-
tion iterates through decoding steps, each of which
can be generated from an alignment to any of the
encoder tokens. We can efficiently construct a
transition matrix T , corresponding to all possible
encoder states performing all possible shifts, and
emission matrix Ej which is a gather by word in-
dex j.

To compute the forward probabilities at each
timestep, the current forward probabilities are first
multiplied by all possible transitions. A sum
in logspace collapses all paths, and the emis-
sion (word generation) probabilities are multiplied
to obtain the new forward probabilities. When
fixed transition probabilities are used, T is pre-
computed.

A.3 Viterbi EM Training

Latent variable models can be trained either
through directly optimizing the likelihood objec-
tive through gradient descent (as described above),
or with the Expectation Maximization (EM) algo-
rithm (Dempster et al., 1977), which alternates be-
tween calculating expectations over the values of
the latent variables given the current parameters,
and maximizing the expected complete data log
likelihood given those expectations. We consider
training our alignment model with Viterbi EM
(Brown et al., 1993), also known as “hard” EM,
where at each iteration the most likely assignment
of the hidden variables (alignments) are found and
the parameters are updated to optimize the log
likelihood given those alignments. Viterbi EM
has been shown to give superior performance to
standard EM on unsupervised parsing (Spitkovsky
et al., 2010), due to better convergence proper-
ties in practice by making the distribution more
peaked.

We perform batched Viterbi EM training by
computing the Viterbi alignments for a batch, and
then performing a gradient step based on treating
those alignments as observations.

We follow a two-stage training procedure: we
first directly optimize the marginal likelihood with
batched SGD to find a reasonable initial distribu-

tion over alignments, before switching to Viterbi
EM training. Such a strategy has been shown to
reduce the chance that the model will get stuck in
local optima (Spitkovsky et al., 2011).

A.4 Inference
We apply the trained models to multiple inference
problems to evaluate how well they are capturing
script knowledge. The first is finding the most
likely alignment given a pair of abstract and con-
crete sequences. We use the standard Viterbi al-
gorithm, in which we replace the sum in equation
(7) with max, and keep track of the index corre-
sponding to each value of α during the forward
computation. The most likely alignment can then
be traced back from an = m.

The second inference problem is slot-filling, for
application to the cloze task. Given an abstract
sentence and a partially-filled concrete sequence,
we want to use the model to predict words to fill
the given blanks. To make the prediction, we sam-
ple 5 candidate sequences by predicting words for
each slot, in left-to-right order, and then choosing
the sequence with the highest overall probability.
Words are predicted by sampling with temperature
0.1, in order to peak the distribution while still al-
lowing some diversity in the samples. The moti-
vation for selecting the final output from multiple
samples is that the original samples are biased, as
they are only conditioned on the left context.

At the start of the prediction for each slot, the
Viterbi alignment of the prefix of the sequence up
to the start of that slot is re-predicted, indepen-
dent of previous alignment predictions. Conse-
quently alignment decisions can be revised, and
the slot alignments are no longer constrained to
be monotonic, which makes the slot prediction
model more flexible. For the parameterized transi-
tion model, the slot alignment is predicted greedily
by incrementing the last predicted alignment while
the shift probability is greater than 0.5. The fixed
transition model assumes that the alignment of the
word preceding the slot is shared across the slot.
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Abstract

A number of psycholinguistic studies have fac-
torially manipulated words’ contextual pre-
dictabilities and corpus frequencies and shown
separable effects of each on measures of hu-
man sentence processing, a pattern which has
been used to support distinct mechanisms un-
derlying prediction on the one hand and lex-
ical retrieval on the other. This paper exam-
ines the generalizability of this finding to more
realistic conditions of sentence processing by
studying effects of frequency and predictabil-
ity in three large-scale naturalistic reading cor-
pora. Results show significant effects of word
frequency and predictability in isolation but no
effect of frequency over and above predictabil-
ity, and thus do not provide evidence of dis-
tinct mechanisms. The non-replication of sep-
arable effects in a naturalistic setting raises
doubts about the existence of such a distinc-
tion in everyday sentence comprehension. In-
stead, these results are consistent with previ-
ous claims that apparent effects of frequency
are underlyingly effects of predictability.

1 Introduction

Are there distinct effects of a word’s frequency
versus predictability in human sentence compre-
hension? Recent evidence implicates prediction as
a major organizing principle in cognition (Bubic
et al., 2010; Singer et al., 2018; Keller and Mrsic-
Flogel, 2018), and psycholinguists have long stud-
ied the role of prediction in human sentence pro-
cessing and its relation to other comprehension
mechanisms (Marslen-Wilson, 1975; Kutas and
Hillyard, 1984; MacDonald et al., 1994; Tanen-
haus et al., 1995; Hale, 2001; Norris, 2006; Levy,
2008; Frank and Bod, 2011). Some prominent
theories of word recognition claim that ease of
lexical access is modulated by the strength of a
word’s representation in memory, independently

of contextual factors that guide prediction (Seiden-
berg and McClelland, 1989; Coltheart et al., 2001;
Harm and Seidenberg, 2004). Other theories hold
that apparent effects of frequency are underlyingly
effects of predictability (Norris, 2006; Levy, 2008;
Rasmussen and Schuler, 2018).

A number of studies using constructed stim-
uli that factorially manipulate word frequency and
predictability have found separable additive ef-
fects of each, suggesting distinct influences on
lexical processing (see Staub, 2015 for a re-
view). This paper examines the generalizability of
these findings to typical sentence comprehension
by searching for separable effects of frequency
and n-gram predictability using deconvolutional
time series regression (DTSR) models (Shain and
Schuler, 2018) fitted to three large naturalistic
reading corpora: Natural Stories (Futrell et al.,
2018), Dundee (Kennedy et al., 2003), and UCL
(Frank et al., 2013). While results show evidence
of both frequency and predictability effects in iso-
lation, they show no effect of frequency over pre-
dictability and thus do not support the existence
of separable effects. They are instead consistent
with either (1) an account of apparent frequency
effects as epiphenomena of predictive processing
(Norris, 2006; Levy, 2008) or (2) a more circum-
scribed role for frequency effects in naturalistic
reading than constructed experiments suggest.

2 Background and Related Work

2.1 Frequency and Predictability in Human
Sentence Processing

It has long been recognized that low-frequency
words are harder to process (Inhoff and Rayner,
1986). For example, in a neutral context, the
more frequent bottle should on average be pro-
cessed more quickly than the less frequent kettle:

4086



(1) a. I have a bottle.
b. I have a kettle.

However, context can dramatically alter these pat-
terns by changing words’ predictability (Ehrlich
and Rayner, 1981):

(2) a. the pot calling the bottle black

b. the pot calling the kettle black

Some models of word recognition (Seidenberg
and McClelland, 1989; Coltheart et al., 2001;
Harm and Seidenberg, 2004) posit a context-
independent lexical retrieval mechanism, distinct
from any mechanisms for predictive coding, with
processing cost proportional to the strength of a
word’s representation in memory (a function of
lexical frequency). Such a view predicts separable
effects of frequency and predictability in human
language comprehension. Other models (Hale,
2001; Norris, 2006; Levy, 2008; Rasmussen and
Schuler, 2018) posit no such context-independent
retrieval mechanism, and instead propose a uni-
fied comprehension mechanism that incrementally
reallocates resources between possible interpreta-
tions of the unfolding sentence, with processing
cost proportional to the amount of information
(resource reallocation) contributed by each new
word. Such a view predicts no separable effects of
frequency and predictability because lexical fre-
quencies are subsumed into the incremental prob-
ability model.

Consistently with the first hypothesis, previous
studies have shown separable additive effects of
frequency and predictability by factorially manip-
ulating corpus frequency and cloze predictability
(Rayner et al., 2004; Ashby et al., 2005; Gollan
et al., 2011; Staub and Benatar, 2013, see Staub,
2015 for a review). However, cloze estimates
poorly distinguish degrees of low contextual prob-
ability (Smith and Levy, 2013), and constructed
stimuli, while affording direct control over lin-
guistic variables, may fail to reflect the typical
distributional characteristics of the language, lack
context, and/or inadvertently trigger suspension of
the usual processes of pragmatic inference due to
the absence of an overarching discourse (Demberg
and Keller, 2008; Hasson and Honey, 2012; Shain
et al., 2018). It is therefore not yet clear whether
frequency and predictability effects can be sepa-
rated in a more realistic setting.

2.2 The Naturalistic Experimental Paradigm

Concerns about the ecological validity of con-
structed stimuli can be addressed by the use of
naturalistic stimuli (e.g. stories, newspaper arti-
cles, persuasive pieces, etc.). Naturalistic exper-
iments are therefore an important complement to
constructed experiments in the study of cognitive
processes (Hasson and Honey, 2012).

However, naturalistic experiments introduce
their own challenges. Without the ability to
factorially manipulate frequency and predictabil-
ity, naturalistic studies must confront the natural
collinearity between these two variables in ordi-
nary language (Demberg and Keller, 2008). Fur-
thermore, because naturalistic stimuli do not de-
fine a critical region of the stimulus, responses
are generally modeled word-by-word (Demberg
and Keller, 2008; Frank and Bod, 2011; Smith
and Levy, 2013; van Schijndel and Schuler, 2015).
It is standard psycholinguistic practice to do so
through ablative likelihood ratio testing (LRT) of
linear mixed effects regression (LMER) models
(Bates et al., 2015) fitted to the dependent vari-
able of interest (e.g. fixation duration) (Demberg
and Keller, 2008; Frank and Bod, 2011; van Schi-
jndel and Schuler, 2015; Shain et al., 2016). How-
ever, this approach has important disadvantages.
First, naturalistic data constitute time series that
may violate the independence assumptions of lin-
ear regression and therefore confound model in-
terpretation and hypothesis testing (Baayen et al.,
2017, 2018; Shain and Schuler, 2018). One ma-
jor such confound is temporal diffusion (i.e. a lin-
gering response to stimuli), which can be brought
under statistical control through deconvolutional
time series regression (DTSR) models that directly
estimate temporal structure in the relationships be-
tween predictors and response (Shain and Schuler,
2018). Second, LRT implicitly evaluates on in-
sample data, making it challenging to diagnose
overfitting and to assess external validity (Vasishth
et al., 2018). This can be addressed through out-
of-sample non-parametric tests, such as the paired
permutation test widely used in machine learning
(Demšar, 2006).

3 Experimental Setup

This paper seeks to complement constructed stim-
ulus experiments by searching for separable ef-
fects of frequency and predictability during nat-
uralistic reading, using methods designed to ad-
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Effect estimate (log-ms)
Corpus SentPos Trial Rate WordLen SaccLen PrevFix Unigram 5-gram

Natural Stories 0.0098 -0.0216 -0.3069 — — 0.0158 -0.0018 0.0174
Dundee -0.0085 -0.0052 -0.0277 0.0068 -0.0021 -0.0178 -0.0067 0.0117

UCL 0.0524 -0.1330 0.0023 0.0221 0.0778 0.0005 0.0184

Table 1: Effect estimates in log-ms by corpus, computed as the IRF integral over the longest time offset seen in
training. Following psycholinguistic convention, unigrams and 5-grams have opposite sign (log prob vs. surprisal).
In UCL, sentence position and trial are identical (sentences were shuffled).

Corpus ρ
Natural Stories -0.78

Dundee -0.73
UCL -0.74

Table 2: Pearson’s correlation between 5-gram sur-
prisal and unigram log probability by corpus.

dress the challenges of Section 2.2. The prob-
lem of temporal diffusion is addressed by us-
ing DTSR models rather than LMER (see Ap-
pendix A for implementation details). The prob-
lem of external validity is addressed by using held-
out paired permutation testing rather than LRT,
thus basing the hypothesis test directly on gener-
alization error. The possibility that cloze probabil-
ities are poor estimates of predictability for low-
frequency words is addressed by operationalizing
predictability as 5-gram surprisal generated by a
large-vocabulary statistical language model. The
natural collinearity of frequency and predictabil-
ity is addressed through the use of large-scale
data that should permit subtle differentiation of
collinear effects. Taken together, the corpora ex-
amined in this study contain over one million fixa-
tions generated by 243 human subjects. Although
there is a large-magnitude correlation between un-
igram log probability (frequency) and 5-gram sur-
prisal (predictability) in these corpora, as shown
in Table 2, synthetic experiments show that DTSR
can faithfully identify models from much smaller
data than that used here, even when all predic-
tors are correlated at the 0.75 level (Shain, 2018).
Given the size of the data, failure to distinguish
effects of frequency and predictability would raise
doubts about the existence of such a separation in
naturalistic reading.

3.1 Statistical Procedure

DTSR models are fitted separately to each of
the Natural Stories (Futrell et al., 2018), Dundee
(Kennedy et al., 2003), and UCL (Frank et al.,

2013) corpora.1 Following previous investigations
of this question (Rayner et al., 2004; Ashby et al.,
2005; Gollan et al., 2011, inter alia), frequency
is estimated from corpus statistics — in this case,
KenLM (Heafield et al., 2013) unigram models
trained on the Gigaword 3 corpus (Graff and Cieri,
2003). Unlike previous studies using close esti-
mates of predictability (Rayner et al., 2004; Ashby
et al., 2005; Gollan et al., 2011, inter alia), pre-
dictability is statistically estimated, again using
KenLM models (5-gram) trained on Gigaword 3.
This is both because (1) cloze norming all words
contained in thousands of naturalistic sentences
is prohibitive and (2) statistical language mod-
els trained on large data can more reliably differ-
entiate low probability continuations (Smith and
Levy, 2013). Following recent work on predic-
tion effects in naturalistic sentence comprehension
(Demberg and Keller, 2008; Frank and Bod, 2011;
Smith and Levy, 2013), predictability estimates
are encoded as surprisal by negating the 5-gram
log probabilities.

The models assume ShiftedGamma impulse re-
sponse functions (Shain and Schuler, 2018, see
Appendix A) for each of these variables, as well
as for the nuisance variables word length, saccade
length and an indicator variable for whether the
previous word was fixated.2 To capture trends
in the response at different timescales, the mod-

1 Natural Stories is a self-paced reading corpus containing
848,768 word fixations from 181 subjects reading narrative
and informational texts. Dundee is an eye-tracking corpus
containing 260,065 word fixations from 10 subjects reading
newspaper editorials. UCL is an eye-tracking corpus contain-
ing 53,070 fixations from 42 subjects reading sentences taken
from novels by amateur authors.

Although the sentences in UCL were randomized and pre-
sented in isolation — and therefore subject to some of the
concerns about constructed stimuli raised in Section 2 — they
are included here because the stimuli are naturally occurring
rather than constructed for a particular experimental purpose.
The UCL results replicate the overall pattern of significance
(Table 3), and excluding them has no impact on the overall
results.

2The variables saccade length and previous was fixated
are only used for eye-tracking since they are not relevant to
self-paced reading.

4088



Corpus
Comparison Pooled Natural Stories Dundee UCL

5-gram only vs. baseline 0.0001*** 0.0001*** 0.0001*** 0.0001***
Unigram only vs. baseline 0.0001*** 0.0001*** 0.0001*** 0.0001***

5-gram + Unigram vs. Unigram-only 0.0001*** 0.0001*** 0.0626 0.0006***
5-gram + Unigram vs. 5-gram-only 0.1515 0.1831 0.0105 0.1491

Table 3: Held-out paired permutation testing results, both pooled (left) and by corpus (right).

els also include linear effects for the word’s in-
dex in the sentence (sentence position) and docu-
ment (trial). Following Shain and Schuler (2018),
in addition to the intercept, the models contain a
convolved intercept (rate) designed to capture ef-
fects of stimulus timing. The response used in
all corpora is log fixation duration (go-past for
eye-tracking).3 Outlier filtering is performed in
each corpus following the procedures described in
Shain and Schuler (2018).

Approximately half the data in each corpus
is used for training, with the remaining half
reserved for held-out evaluation. Models in-
clude by-subject random intercepts as well as
by-subject random slopes and impulse response
parameters for each predictor.4 Held-out hy-
pothesis testing uses a “diamond” ablative struc-
ture first ablating fixed effects for 5-gram sur-
prisal and unigram log probability individually
and then ablating both. All random effects
are retained in all models. Comparisons use
paired permutation tests of the by-item losses
on the evaluation set, pooling across all cor-
pora.5 Note that the non-parametric permuta-
tion test permits this pooling procedure to unify
the models from all three corpora into a single
test, since (unlike LRT) permutation testing sup-
ports out-of-sample comparison. Data processing
was performed using the ModelBlocks toolchain
(van Schijndel and Schuler, 2013), available
at https://github.com/modelblocks/
modelblocks-release. Model fitting was
performed using the DTSR software library (Shain
and Schuler, 2018), available at https://
github.com/coryshain/dtsr. See the ci-
tations above for data access instructions.

3The overall pattern of significance does not change when
first-pass durations are used.

4By-word random intercepts are not included because of
their potential to subsume frequency effects.

5To correct for different error variances, errors are
rescaled by the joint standard deviation of the errors from the
full and ablated models by corpus.

4 Results

Effect estimates6 from the full models are pre-
sented in Table 1 and pooled statistical compar-
isons are presented in the Pooled column of Ta-
ble 3. If predictability and frequency effects are
additive, all four comparisons in Table 3 should be
significant. As shown, this is not the case. There is
evidence that both frequency (unigram log prob-
ability) and predictability (5-gram surprisal) in
isolation reliably index processing difficulty, as
shown by the significance of both effects over the
baseline. However, when the effects are compared
to each other, predictability explains significantly
more variance than frequency but not vice versa.

This general pattern of results further obtains
for each corpus individually, as shown by the Cor-
pus column breakdown in Table 3. One minor ex-
ception is that neither predictability nor frequency
improves significantly over the other in Dundee.7

The Dundee results are nevertheless consistent
with an interpretation in which frequency and pre-
dictability do not index distinct processing phe-
nomena and inconsistent with an interpretation in
which they do. These results thus provide no evi-
dence of separable frequency and predictability ef-
fects, whether the corpora are considered together
or individually.

5 Discussion

As described in Section 4, results show no evi-
dence of separable effects of frequency and pre-
dictability in naturalistic reading. One possible
explanation for this outcome is that 5-gram sur-
prisal tracks human prediction effort better than
cloze probabilities, in part because cloze proba-
bilities are less reliable for infrequent words. Al-
though countervailing evidence exists in the liter-
ature (e.g. Smith and Levy, 2011 found effects of
cloze but not n-gram probabilities in human read-

6 The estimated impulse response functions that underlie
these effect sizes are plotted in Appendix B.

7The p-value of 0.0105 observed for frequency over pre-
dictability does not achieve significance at the 0.05 level un-
der 6-way Bonferroni correction (2 variables × 3 corpora).

4089



ing times), in general this evidence is based on
weak statistical competitors to cloze (e.g. Smith
and Levy, 2011 used tri-grams). By contrast, re-
cent trends in cognitive modeling point toward a
correlation between the linguistic and psycholin-
guistic performance of language models, such that
more powerful models with lower perplexity also
tend to correlate more strongly with measures of
cognitive effort (Goodkind and Bicknell, 2018;
van Schijndel and Linzen, 2018). This suggests
that apparent frequency effects may arise in part
from poor estimates of predictability. Note that by
using 5-gram surprisal rather than more powerful
neural language models (Jozefowicz et al., 2016),
the analysis described in this paper is conserva-
tive in its attribution of variance to predictabil-
ity. The failure of frequency is thus all the more
compelling, since replacing 5-gram surprisal with
surprisals obtained from more powerful language
models would be unlikely to increase the explana-
tory power of frequency.

Another potential explanation for the lack of
separable effects of frequency and predictability is
the use of naturalistic rather than constructed stim-
uli. Neuroscientific evidence shows that domain-
general executive control regions activate during
the processing of some artificially constructed lan-
guage stimuli (Kaan and Swaab, 2002; Kuperberg
et al., 2003; Novick et al., 2005; January et al.,
2009) but fail to activate during the processing of
naturalistic stimuli (Blank and Fedorenko, 2017).
Such results have led some to argue that artifi-
cially constructed experimental stimuli may in-
crease general cognitive load by coercing compre-
hension into problem solving, thereby engaging
mechanisms that play little role in everyday sen-
tence processing (Campbell and Tyler, 2018, We-
hbe et al., in prep; Diashek et al., in prep). It is
possible that the language comprehension mecha-
nisms that implement linguistic prediction (Shain
et al., under review) are relatively less engaged
while domain general executive control mecha-
nisms are relatively more engaged during the pro-
cessing of constructed stimuli presented without
context, perhaps suppressing the influence of pre-
ceding words on participants’ reading behavior.
Further investigation is needed in order to explore
this hypothesis.

In any case, it is a statistical truism that nega-
tive results do not motivate acceptance of the null
hypothesis. Thus, it is possible that frequency ef-

fects exist in naturalistic reading but are too small
to be detected here. Nevertheless, the failure to
find frequency effects in large naturalistic data in-
dicates that any such effects are greatly attenuated
in the processing of naturalistic texts in compari-
son to the processing of constructed stimuli, which
circumscribes the importance that any such effects
might have in driving comprehension effort during
typical reading.

6 Conclusion

This paper explored whether effects of word fre-
quency and predictability are distinguishable in
naturalistic sentence processing. Despite the size
of the combined dataset, results showed no ev-
idence of separable effects in naturalistic read-
ing, contrary to previous findings of separable ef-
fects in studies using constructed stimuli. This
investigation thus shows no evidence of a dis-
tinct, context-independent lexical retrieval mecha-
nism modulated by strength of memory represen-
tation (Seidenberg and McClelland, 1989; Colt-
heart et al., 2001; Harm and Seidenberg, 2004),
and instead favors a view in which sentence pro-
cessing effort is driven by a mechanism that in-
crementally reallocates resources between com-
peting interpretations, subsuming any effects of
raw lexical frequency (Norris, 2006; Levy, 2008;
Rasmussen and Schuler, 2018). The discrep-
ancy between constructed and naturalistic exper-
imental settings presents a puzzle for our un-
derstanding of the mental processes that under-
lie human language comprehension, and is per-
haps linked to recent evidence that artificially con-
structed linguistic stimuli can spuriously engage
non-linguistic executive mechanisms by increas-
ing general cognitive load as compared to natural-
istic settings (Blank and Fedorenko, 2017; Camp-
bell and Tyler, 2018). Further investigation into
the precise sources of the discrepancy may shed
new light on the interplay between prediction and
memory in human sentence processing.
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Figure 3: UCL IRFs

A DTSR Implementation

The deconvolutional time series regression
(DTSR) models used in this paper were fitted
using the code repository released by Shain
and Schuler (2018), available at: https:
//github.com/coryshain/dtsr. Models
used variational inference to fit the means and
variances of independent normal posterior distri-
butions over all model parameters assuming an
improper uniform prior. Convolved predictors
used the three-parameter ShiftedGamma impulse
response function (IRF) kernel:

f(x;α, β, δ) =
βα(x− δ)α−1e−β(x−δ)

Γ(α)
(1)

Posterior means for the IRF parameters were ini-
tialized at α = 2, β = 5, and δ = −0.2, which de-
fines a decreasing IRF with peak centered at t = 0
that decays to near-zero within about 1s. Mod-
els were fitted using the Adam optimizer (Kingma
and Ba, 2014) with Nesterov momentum (Nes-
terov, 1983; Dozat, 2016), a constant learning rate
of 0.01, and minibatches of size 1024. For compu-
tational efficiency, histories were truncated at 128
timesteps. Prediction from the network used an
exponential moving average of parameter iterates
with a decay rate of 0.999, and models were eval-
uated using maximum a posteriori estimates ob-
tained by setting all parameters to their posterior
means.8 Convergence was visually diagnosed.

8Since all parameters have independent normal distribu-
tions in the variational posterior, the law of large numbers
guarantees that samples from the posterior converge in prob-
ability to the posterior mean.
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B Impulse response shapes

For reference, estimated impulse response shapes
by corpus are plotted in Figures 1–3. Plotted
curves describe the estimated change in the re-
sponse t seconds after having observed a unit
impulse of each predictor. For example, in the
Dundee estimates, observing a word with one
standard deviation of 5-gram surprisal (red curve)
is expected to increase reading time by about 0.04
log-ms instantaneously, and by about 0.01 log-ms
at a subsequent word observed 0.5s later. Posi-
tive IRFs (curves above 0) mean that predictors
are estimated to increase reading time (and, by as-
sumption, comprehension difficulty), and negative
IRFs (curves below 0) mean that predictors are es-
timated to decrease reading time. For more de-
tailed psycholinguistic interpretation of IRF esti-
mates like these, see Shain and Schuler (2018).
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Abstract

This paper presents three hybrid models that
directly combine latent Dirichlet allocation
and word embedding for distinguishing be-
tween speakers with and without Alzheimer’s
disease from transcripts of picture descrip-
tions. Two of our models get F-scores over the
current state-of-the-art using automatic meth-
ods on the DementiaBank dataset.

1 Introduction

Word embedding projects words into a lower-
dimensional latent space that captures semantic
and morphological information. Separately but re-
lated, the task of topic modelling also discovers la-
tent semantic structures or topics in a corpus. La-
tent Dirichlet allocation (LDA) uses bag-of-words
statistics to infer topics in an unsupervised man-
ner. LDA considers each document to be a prob-
ability distribution over hidden topics, and each
topic is a probability distribution over all words
in the vocabulary, both with Dirichlet priors.

The inferred probabilities over learned latent
topics of a given document (i.e., topic vectors) can
be used along with a discriminative classifier, as
in the work by Luo and Li (2014), but other ap-
proaches such as TF-IDF (Lan et al., 2005) eas-
ily outperform this model, like in the case of the
Reuters-21578 corpus (Lewis et al., 1987). Here,
we hypothesize that creating a hybrid of LDA and
word2vec (Mikolov et al., 2013b) models will pro-
duce discriminative features. We introduce three
new variants of hybrid LDA-word2vec models,
and investigate the effect of dropping the first com-
ponent after principal component analysis (PCA).
These models can be thought of as extending the
conglomeration of topical embedding models. We
incorporate topical information into our word2vec
models by using the final state of the topic-word
distribution in the LDA model during training.

1.1 Motivation and Related Work

Alzheimer’s disease (AD) is a neurodegenera-
tive disease that affects approximately 5.5 million
Americans with annual costs of care up to $259B
in the US, in 2017, alone (Alzheimer’s Association
et al., 2017). The existing state-of-the-art methods
for detecting AD from speech used extensive fea-
ture engineering, some of which involved experi-
enced clinicians. Fraser et al. (2016) investigated
multiple linguistic and acoustic characteristics and
obtained accuracies up to 81% with aggressive
feature selection. Yancheva and Rudzicz (2016)
use vector-space topic models, and achieved F-
scores up to 74%. It is generally expensive to
get sufficient labeled data for arbitrary patholog-
ical conditions.

In our experiments, we train our hybrid models
on a normative dataset and apply them for classifi-
cation on a clinical dataset. The goal of this project
is to i) effectively augment word2vec with LDA
for classification, and ii) to improve the accuracy
of dementia detection using automatic methods.

2 Datasets

The Wisconsin Longitudinal Study (WLS) is a
normative dataset where residents of Wisconsin
perform the Cookie Theft picture description task
(Goodglass and Barresi, 2000). The audio ex-
cerpts from the 2011 survey (N = 1,366) were
converted to text using the Kaldi open source au-
tomatic speech recognition (ASR) engine (Povey
et al., 2011), specifically using a bi-directional
LSTM trained to the Fisher data set (Cieri et al.,
2004).

DementiaBank (DB) is part of the TalkBank
project (MacWhinney et al., 2011). Each partic-
ipant was assigned to either the ‘Dementia’ group
(N = 167) or the ‘Control’ group (N = 97).
We use 240 samples from those in the ‘Dementia’
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Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Total
CT 55 56 40 40 50 241
AD 56 54 70 70 60 310

Table 1: DB test-data distribution

group, and 233 from those in the ‘Control’ group.
Each speech sample was recorded and manually
transcribed at the word level following the CHAT
protocol (MacWhinney, 1992). We use a 5−fold
group cross-validation (CV) to split this dataset
while ensuring that a particular participant does
not occur in both the train and test splits. Table
1 presents the distribution of Control and Demen-
tia groups in the test split for each fold.

WLS is used to train our LDA, word2vec and
hybrid models that are then used to generate fea-
ture vectors on the DB dataset. The feature vec-
tors on the train set are used to train a discrimi-
native classifier (e.g., SVM), that is then used to
do the AD/CT binary classification on the feature
vectors of the test set. During training we filter out
spaCy’s (Honnibal and Montani, 2017) list of stop
words from our datasets. For our LDA models
trained on ASR transcripts, we remove the [UNK]
and [NOISE] tokens generated by Kaldi, as well
as the um and uh tokens, as this improved down-
stream model performance.

3 Methods

3.1 Baselines

Once an LDA model is trained, it can be used to
infer the topic distribution on a given document.
We set the number of topics empirically to K=5
and K=25.

We use a pre-trained word2vec model trained
on the Google News Dataset (Mikolov et al.,
2013a). We also train our own word vectors with
300 dimensions and window size of 2 to be con-
sistent with the pre-trained variant. We represent a
document by averaging the word embeddings for
all the words in that document.

Third, TF-IDF is a common numerical statistic
in information retrieval that measures the number
of times a word occurs in a document, and through
the entire corpus. We use a TF-IDF vector rep-
resentation for each transcript for the top 1,000
words after preprocessing, learned on the train set.

Finally, since the goal of this paper is to cre-
ate a hybrid of LDA and word2vec models, one of
the simpler hybrid models – i.e., concatenating

Figure 1: Neural representation of topical word2vec

LDA probabilities with average word2vec repre-
sentations – is the fourth baseline model.

3.2 Topic Vectors

We represent a topic vector as the weighted combi-
nation of the word2vec vectors of the words in the
vocabulary. This represents every inferred topic as
a real-valued vector, with the same dimensions as
the word embedding. A topic vector for a given
topic is defined as:

topic vectorD =

V∑
i=1

piWi

V
(1)

where V is the vocabulary size of our corpus, pi
is the probability that a given word appears in the
topic, from LDA, and Wi is the word2vec embed-
ding of that word.

A document vector is given by:

avg topic vectorD =

K∑
i=1

piTi

K
(2)

where Ti is the topic vector defined in Equation 1,
K is the number of topics of the LDA model, and
pi is the inferred probability that a given document
contains topic i.

3.3 Topical Embedding

To generate topical embeddings, we use the
P (word | topic) from LDA training as the ground
truth of how words and topics are related to each
other. We normalize that distribution, so that∑
topics

P (topic |word) = 1. This gives a topical

representation for every word in the vocabulary.
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Figure 2: Example topic induction in the WLS corpus.

We concatenate this representation to the one-
hot encoding of a given word to train a skip-gram
word2vec model. Figure 1 shows a single pass of
the word2vec training with this added information.
There, X and Y are the concatenated representa-
tions of the input-output words determined by a
context window, and h is an N -dimensional hid-
den layer. All the words and the topics are mapped
to an N -dimensional embedding during inference.
Our algorithm also skips the softmax layer at the
output of a standard word2vec model, as our vec-
tors are now a combination of one-hot encoding
and dense probability matrices.

To get document representations, we use the av-
erage these modified word2vec embeddings. We
also propose a new way of representing documents
as seen in Figure 3 where we concatenate the aver-
age word2vec with the word2vec representation of
the most prevalent topic in the document following
LDA inference.

3.4 Topic-induced word2vec
Our final model involves inducing topics into the
corpus itself. We represent every topic with the
string topic i where i is its topic number; e.g.,
topic 1 is topic 1, and topic 25 is topic 25. We also
create a sunk topic character (analogous to UNK in
vocabulary space) and set it to topic (K+1), where
K is the number of topics in the LDA model.

We normalize P (word | topic) to get
P (topic |word) (Section 3.3). With a probability
of 0.5, set empirically, we replace a given word
with the topic string for max(P (topic |word)),
provided the max value is≥ 0.2. If this max value
is < 0.2, the word is replaced with the sunk topic
for that model.

Figure 2 shows an example of topic induction
on a snapshot of an ASR transcript of WLS. This

Figure 3: Setup for classification using hybrid mod-
els. The PCA step exists for models applying work de-
scribed in Section 3.4.1.

process is repeated N = 10 times and this aug-
mented corpus is now run through a standard skip-
gram word2vec model with dimensions set to 400
to accommodate the bigger corpus. The intuition
behind this approach is that it allows words to
learn how they occur around topics in a corpus
and vice versa. Document representations follow
the same format as in Section 3.3 and in Figure 3.

3.4.1 PCA Update

Inspired by the work of Arora et al. (2016), we
transform the features of our models with PCA,
drop the first component, and input the result to
the classifier, as it improves accuracy empirically.

Apart from the ablation study, all experiments
use an SVM classifier with a linear kernel and tol-
erance set to 10−5.

4 Results

4.1 DB Classification

We report the average of the F1 micro and F1
macro scores for the 5-folds for all baseline and
proposed models. These results are presented in
two parts in Tables 2 and 3.

The TF-IDF model sets a very strong baseline
with an accuracy of 74.95%, which is already bet-
ter than the automatic models of Yancheva and
Rudzicz (2016) on the same data.

The 25-topic topical embedding model outper-
forms the TF-IDF baseline and gives accuracies
of 75.32% when using the average word2vec ap-
proach. All topic-induced models beat the topical
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LDA Pre-trained word2vec Trained word2vec TF-IDF Concatenation Topic Vectors

5 Topics 25 Topics PCA Update PCA Update

F1 micro 55.70% 62.78% 66.97% 67.34% 71.50% 72.60% 74.95% 74.22% 56.27%

F1 macro 54.44% 62.46% 64.78% 65.10% 71.33% 72.25% 74.49% 73.90% 35.90%

Table 2: DB Classification results (Average 5-Fold F-scores): Part 1

Topical
word2vec

Topical
word2vec
+ topic

Topical
word2vec

Topical
word2vec
+ topic

Topic-
Induced
word2vec

Topic-
Induced
word2vec
+ topic

Topic-
Induced
word2vec

Topic-
Induced
word2vec
+ topic

Topic-
Induced
word2vec

Topic-
Induced
word2vec
+ topic

Topic-
Induced
word2vec

Topic-
Induced
word2vec
+ topic

25 topics 25 topics and PCA 5 topics 25 topics 5 topics and PCA 25 topics and PCA

F1 micro 75.32% 75.32% 73.69% 71.14% 75.32% 75.68% 77.50% 76.40% 77.10% 74.59% 76.77% 75.31%

F1 macro 74.97% 75.01% 73.32% 70.70% 74.98% 75.36% 77.19% 76.09% 76.86% 72.27% 76.48% 75%

Table 3: DB Classification results (Average 5-Fold F-scores): Part 2

embedding model, with the 25-topics variant giv-
ing an average accuracy of 77.5%.

To check if accuracies are statistically signifi-
cant, we calculate our test statistic (Z) as follows:

Z =
p1 − p2√

2p̄(1− p̄)/n (3)

where (p1, p2) are the proportions of samples
correctly classified by the two classifiers respec-
tively, n is the number of samples (which in our
case is 551) and p̄ = p1+p2

2 .
Augmenting word2vec models with topic in-

formation significantly improves accuracy in the
topic-induced word2vec model (p = 0.0227)
when compared to the vanilla-trained word2vec
model. This change is not significant in the top-
ical embedding model (p = 0.152).

4.2 Evaluation of Different Classifiers
Using the the 25-topic topic-induced word2vec,
we consider other discriminative classifiers. As
seen in Table 4, the linear SVM model gives the
best accuracy of 77.5%, though all other mod-
els perform similarly, with accuracies upwards of
70%. There is no statistically significant differ-
ence between using an SVM vs. a LR (p = 0.569)
or a gradient boosting classifier (p = 0.094).

Discriminative Classifier F1 micro F1 macro
SVM w/ linear kernel 77.50% 77.19%
Logistic Regression (LR) 76.05% 75.51%
Random Forest 71.13% 69.97%
Gradient Boosting Classifier 73.14% 72.39%

Table 4: DB: Discriminative Classifiers on Topic-
induced LDA-25 model

5 Discussions

Although the topic distributions of the LDA mod-
els were not distinctive enough in themselves, they
capture subtle differences between the AD and
CT patients missed by the vanilla word2vec mod-
els. Simple concatenation of this distribution to
the document increases the accuracy by 2.72%
(p = 0.31).

Topic vectors on their own do not provide much
generative potential for this clinical data set, as
representing a document as a single point in space,
after going through two layers of contraction, re-
moves information relevant to classification.

Our novel topic-induced model performs the
best among our proposed models, with an accu-
racy of 77.5% on a 5-fold split of the DB dataset.
To put this in perspective, Yancheva and Rudz-
icz (2016)’s automatic vector-space topic models
achieved 74% on the same data set, albeit with a
slightly different setup. Applying PCA to the fea-
tures does not have a significant trend.

6 Limitations and Future Work

Both of our proposed topic-induced and topi-
cal embedding models could benefit from using
corpus-level word probability priors during nor-
malization, and we intend on experimenting with
those in the future. Work needs to be done to di-
rectly compare the performance of our models to
the topical models proposed by (Liu et al., 2015),
given that both kinds of models fall in the same
universe. Finally, while we get promising results
on a clinical application, the generalizability of
these methods needs to be studied on other text
classification tasks.
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7 Conclusions

In this paper, we show the utility of augmenting
word2vec with LDA-induced topics. We present
three models, two of which outperform vanilla
word2vec and LDA models for a clinical binary
text classification task. Going forward, we will
test this model on other tasks, diagnostic and oth-
erwise, to see its generalizability. This can provide
a starting point for clinical classification problems
where labeled data may be scarce.
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Abstract

While idiosyncrasies of the Chinese classi-
fier system have been a richly studied topic
among linguists (Adams and Conklin, 1973;
Erbaugh, 1986; Lakoff, 1986), not much work
has been done to quantify them with statisti-
cal methods. In this paper, we introduce an
information-theoretic approach to measuring
idiosyncrasy; we examine how much the un-
certainty in Mandarin Chinese classifiers can
be reduced by knowing semantic information
about the nouns that the classifiers modify.
Using the empirical distribution of classifiers
from the parsed Chinese Gigaword corpus
(Graff et al., 2005), we compute the mutual
information (in bits) between the distribution
over classifiers and distributions over other lin-
guistic quantities. We investigate whether se-
mantic classes of nouns and adjectives differ
in how much they reduce uncertainty in classi-
fier choice, and find that it is not fully idiosyn-
cratic; while there are no obvious trends for the
majority of semantic classes, shape nouns re-
duce uncertainty in classifier choice the most.

1 Introduction

Many of the world’s languages make use of nu-
meral classifiers (Aikhenvald, 2000). While theo-
retical debate still rages on the function of numeral
classifiers (Krifka, 1995; Ahrens and Huang, 1996;
Cheng et al., 1998; Chierchia, 1998; Li, 2000; Nis-
bett, 2004; Bale and Coon, 2014), it is generally ac-
cepted that they need to be present for nouns to be
modified by numerals, quantifiers, demonstratives,
or other qualifiers (Li and Thompson, 1981, 104).
In Mandarin Chinese, for instance, the phrase one
person translates as一个人 (yı̄ gè rén); the classi-
fier个 (gè) has no clear translation in English, yet,
nevertheless, it is necessary to place it between the
numeral一 (yı̄) and the word for person人 (rén).

There are hundreds of numeral classifiers in
the Mandarin lexicon (Po-Ching and Rimmington,

Classifier Pı̄nyı̄n Semantic Class

个 gè objects, general-purpose
件 jiàn matters
头 tóu domesticated animals
只 zhı̄ general animals
张 zhāng flat objects
条 tiáo long, narrow objects
项 xiàng items, projects
道 dào orders, roads, projections
匹 pı̌ horses, cloth
顿 dùn meals

Table 1: Examples of Mandarin classifiers. Classi-
fiers’ simplified Mandarin Chinese characters (1st col-
umn), pı̄nyı̄n pronunciations (2nd column), and com-
monly modified noun types (3rd column) are listed.

2015, Table 1 gives some canonical examples), and
classifier choices are often argued to be based on
inherent, possibly universal, semantic properties
associated with the noun, such as shape (Kuo and
Sera, 2009; Zhang and Jiang, 2016). Indeed, in
a summary article, Tai (1994) writes: “Chinese
classifier systems are cognitively based, rather than
arbitrary systems of classification.” If classifier
choice were solely based on conceptual features of
a given noun, then we might expect it to be nearly
determinate—like gender-marking on nouns in
German, Slavic, or Romance languages (Erbaugh,
1986, 400)—and perhaps even fixed for all of a
given noun’s synonyms.

However, selecting which classifers go with
nouns in practice is an idiosyncratic process, often
with several grammatical options (see Table 2
for two examples). Moreover, knowing what a
noun means doesn’t always mean you can guess
the classifier. For example, most nouns referring
to animals, such as 驴 (lú̈u, donkey) or 羊 (yáng,
goat), use the classifier只 (zhı̄). However, horses
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Classifier p(C | N =人人人士士士) p(C | N =工工工程程程)

位 (wèi) 0.4838 0.0058
名 (mı́ng) 0.3586 0.0088
个 (gè) 0.0205 0.0486
批 (pı̄) 0.0128 0.0060
项 (xiàng) 0.0063 0.4077
期 (qı̄) 0.0002 0.2570
Everything else 0.1178 0.2661

Table 2: Empirical distribution of selected classifiers
over two nouns: 人士 (rén shı̀, people) and工程 (gōng
chéng, project). Most of the probability mass is allo-
cated to only a few classifiers for both nouns (bolded).

cannot use 只 (zhı̄), despite being semantically
similar to goats and donkeys, and instead must
appear with匹 (pı̌). Conversely, knowing which
particular subset of noun meaning is reflected in
the classifer also doesn’t mean that you can use
that classifier with any noun that seems to have
the right semantics. For example, classifier 条
(tiáo) can be used with nouns referring to long and
narrow objects, like rivers, snakes, fish, pants, and
certain breeds of dogs—but never cats, regardless
of how long and narrow they might be! In general,
classifiers carve up the semantic space in a very
idiosyncratic manner that is neither fully arbitrary,
nor fully predictable from semantic features.

Given this, we can ask: precisely how idiosyn-
cratic is the Mandarin Chinese classifier system?
For a given noun, how predictable is the set of
classifiers that can be grammatically employed?
For instance, had we not known that the Mandarin
word for horse 马 (mǎ) predominantly takes the
classifier匹 (pı̌), how likely would we have been
to guess it over the much more common animal
classifier 只 (zhı̄)? Is it more important to know
that a noun is马 (mǎ) or simply that the noun is
an animal noun? We address these questions by
computing how much the uncertainty in the distri-
bution over classifiers can be reduced by knowing
information about nouns and noun semantics. We
quantify this notion of classifier idiosyncrasy by
calculating the mutual information between clas-
sifiers and nouns, and also between classifiers and
several sets that are relevant to noun meaning (i.e.,
categories of noun senses, sets of noun synonyms,
adjectives, and categories of adjective senses). Our
results yield concrete, quantitative measures of
idiosyncrasy in bits, that can supplement existing
hand-annotated, intuition-based approaches that
organize Mandarin classifiers into an ontology.

Why investigate the idiosyncrasy of the Man-
darin Chinese classifier system? How idiosyncratic
or predictable natural language is has captivated
researchers since Shannon (1951) originally pro-
posed the question in the context of printed En-
glish text. Indeed, looking at predictability directly
relates to the complexity of language—a funda-
mental question in linguistics (Newmeyer and Pre-
ston, 2014; Dingemanse et al., 2015)—which has
also been claimed to have consequences learnabil-
ity and processing. For example, how hard it is
for a learner to master irregularity, say, in the En-
glish past tense (Rumelhart and McClelland, 1987;
Pinker and Prince, 1994; Pinker and Ullman, 2002;
Kirov and Cotterell, 2018) might be affected by pre-
dictability, and highly predictable noun-adjacent
words, such as gender affixes in German and pre-
nominal adjectives in English, are also shown to
confer online processing advantages (Dye et al.,
2016, 2017, 2018). Within the Chinese classifier
system itself, the very common, general-purpose
classifier个 (gè) is acquired by children earlier than
rarer, more semantically rich ones (Hu, 1993). Gen-
eral classifiers are also found to occur more often
in corpora with nouns that are less predictable in
context (i.e., nouns with high surprisal; Hale 2001)
(Zhan and Levy, 2018), providing initial evidence
that predictability likely plays a role in classifier-
noun pairing more generally. Furthermore, pro-
viding classifiers improves participants’ recall
of nouns in laboratory experiments (Zhang and
Schmitt, 1998; Gao and Malt, 2009) (but see Huang
and Chen 2014)—but, it isn’t known whether clas-
sifiers do so by modulating noun predictability.

2 Quantifying Classifier Idiosyncrasy

We take an information-theoretic approach to
statistically quantify the idiosyncrasy of the Man-
darin Chinese classifier system, and measure the
uncertainty (entropy) reduction—or mutual infor-
mation (MI) (Cover and Thomas, 2012)—between
classifiers and other linguistic quantities, like
nouns or adjectives. Intuitively, MI lets us directly
measure classifier “idiosyncrasy”, because it tells
us how much information (in bits) about a classifier
we can get by observing another linguistic quantity.
If classifiers were completely independent from
other quantities, knowing them would give us no
information about classifier choice.

Notation. Let C be a classifier-valued random
variable with range C, the set of Mandarin Chinese
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classifiers. Let X be a second random variable,
which models a second linguistic quantity, with
range X . Mutual information (MI) is defined as

I(C;X) ≡ H(C)−H(C | X) (1a)

=
∑

c∈C,x∈X
p(c, x) log

p(c, x)

p(c)p(x)
(1b)

LetN and A denote the sets of nouns and adjec-
tives, respectively, with N and A be noun- and
adjective-valued random variables, respectively.
Let Ni and Ai denote the sets of nouns and adjec-
tives in ith SemCor supersense category for nouns
(Tsvetkov et al., 2015) and adjectives (Tsvetkov
et al., 2014), respectively, with their random vari-
ables being Ni and Ai, respectively. Let S be the
set of all English WordNet (Miller, 1998) senses
of nouns, with S be the WordNet sense-valued ran-
dom variable. Given the formula above and any
choice for X ∈ {N,A,Ni, Ai, S}, we can calcu-
late the mutual information between classifiers and
other relevant linguistic quantities.

2.1 MI between Classifiers and Nouns
Mutual information between classifiers and nouns
(I(C;N)) shows how much uncertainty (i.e., en-
tropy) in classifiers can be reduced once we know
the noun, and vice versa. Because only a few classi-
fiers are suitable to modify a given noun (again, see
Table 2) and the entropy of classifiers for a given
noun is predicted to be close to zero, MI between
classifiers and nouns is expected to be high.

2.2 MI Between Classifiers and Adjectives
The distribution over adjectives that modify a noun
in a large corpus give us a language-internal peek
into a word’s lexical semantics. Moreover, adjec-
tives have been found to increase the predictability
of nouns (Dye et al., 2018), so we ask whether
they might affect classifier predictability too. We
compute MI between classifiers and adjectives
(I(C;A)) that modify the same nouns to inves-
tigate their relationship. If both adjectives and
classifiers track comparable portions of the noun’s
semantics, we expect I(C;A) to be significantly
greater than zero, which implies mutual depen-
dence between classifier C and adjective A.

2.3 MI between Classifiers and Noun
Supersenses

To uncover which nouns are able to reduce the
uncertainty in classifiers more, we divide them

into 26 SemCor supersense categories (Tsvetkov
et al., 2015), and then compute I(C;Ni) (i ∈
{1, 2, ..., 26}) for each supersense category. The
supersense categories (e.g., animal, plant, person,
artifact, etc.) provide a semantic classification sys-
tem for English nouns. Since there are no known
supersense categories for Mandarin, we need to
translate Chinese nouns into English to perform our
analysis. We use SemCor supersense categories
instead of WordNet hypernyms because different
“basic levels” for each noun make it difficult to
determine the “correct” category for each noun.

2.4 MI between Classifiers and Adjective
Supersenses

We translated and divided the adjectives into 12
supersense categories (Tsvetkov et al., 2014),
and compute mutual information I(C;Ai) (i ∈
{1, 2, ..., 12}) for each category separately to de-
termine which categories have more mutual depen-
dence on classifiers. Adjective supersenses are de-
fined as categories describing certain properties of
nouns. For example, adjectives in MIND category
describe intelligence and awareness, while those
in the PERCEPTION category focus on, e.g., color,
brightness, and taste. Examining the distribution
over adjectives is a language-specific measure of
noun meaning, albeit an imperfect one, because
only certain adjectives modify any given noun.

2.5 MI between Classifiers and Noun Synsets

We also compute the mutual information I(C;S)
between classifiers and nouns’ WordNet (Miller,
1998) synonym sets (synsets), assuming that each
synset is independent. For nouns with multiple
synsets, we assume that all synsets are equally prob-
able for simplicity. If classifiers are fully semanti-
cally determined, then knowing a noun’s synsets
should enable one to know the appropriate classi-
fier(s), resulting in high MI. If classifiers are largely
idiosyncratic, then noun synsets should have lower
MI with classifiers. We do not use WordNet to
attempt to capture word polysemy here.

3 Data and Experiments

Data Provenance. We apply an existing neural
Mandarin word segmenter (Cai et al., 2017) to the
Chinese Gigaword corpus (Graff et al., 2005), and
then feed the segmented corpus to a neural depen-
dency parser, using Google’s pretrained Parsey Uni-
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H(C) H(C | N) I(C;N) H(C | S) I(C;S) H(C | A) I(C;A)

5.61 0.66 4.95 4.14 1.47 3.53 2.08

Table 3: Mutual information between classifiers and nouns I(C;N), noun senses I(C;S), and adjectives I(C;A),
is compared to their entropies.

versal model on Mandarin.1 The model is trained
on Universal Dependencies datasets v1.3.2 We ex-
tract classifier-noun pairs and adjective-classifier-
noun triples from sentences, where the adjective
and the classifier modify the same noun—this is
easily determined from the parse. We also record
the tuple counts, and use them to compute an empir-
ical distribution over classifiers that modify nouns,
and noun-adjective pairs, respectively.

Data Preprocessing. Since no annotated super-
sense list exists for Mandarin, we first use CC-
CEDICT3 as a Mandarin Chinese-to-English dic-
tionary to translate nouns and adjectives into En-
glish. Acknowledging that translating might intro-
duce noise, we subsequently categorize our words
into different senses using the SemCor supersense
data for nouns (Miller et al., 1993; Tsvetkov et al.,
2015), and adjectives (Tsvetkov et al., 2014). Af-
ter that, we calculate the mutual information under
each noun, and adjective supersense.

Modeling Assumptions. As this contribution is
the first to investigate classifier predictability, we
make several simplifying assumptions. Extracting
distributions over classifiers from a large corpus,
as we do, ignores sentential context, which means
we ignore the fact that some nouns (i.e., relational
nouns, like māmā, Mom) are more likely to be
found in verb frames or other constructions where
classifiers are not needed. We also ignore singular-
plural, which might affect classifier choice, and the
mass-count distinction (Cheng et al., 1998; Bale
and Coon, 2014), to the extent that it is not en-
coded in noun superset categories (e.g., substance
includes mass nouns).

We also assume that every classifier-noun or
classifier-adjective pairing we extract is equally ac-
ceptable to native speakers. However, it’s possible
that native speakers differ in either their knowl-
edge of classifier-noun distributions or confidence

1https://github.com/tensorflow/models/
blob/master/research/syntaxnet/g3doc/
universal.md

2https://universaldependencies.org/
3www.mdbg.net/chinese/dictionary

in particular combinations. Whether and how such
human knowledge interacts with our calculations
would be an interesting future avenue.

4 Results and Analysis

4.1 MI between Classifiers and Nouns, Noun
Synsets, and Adjectives

Table 3 shows MI between classifiers and other
linguistic quantities. As we can see, I(C;N) >
I(C;A) > I(C;S). As expected, knowing the
noun greatly reduces classifier uncertainty; the
noun and classifier have high MI (4.95 bits). Clas-
sifier MI with noun synsets (1.47 bits) is not com-
parable to with nouns (4.95 bits), suggesting that
knowing a synset does not greatly reduce classi-
fier uncertainty, leaving >3/5 of the entropy unac-
counted for. We also see that adjectives (2.08 bits)
reduce the uncertainty in classifiers more than noun
synsets (1.47 bits), but less than nouns (4.95 bits).

4.2 MI between Classifiers and Noun
Supersenses

Noun supersense results are in Figure 1. Natural
categories are helpful, but are far from completely
predictive of the classifier distribution: knowing
that a noun is a plant helps, but cannot account
for about 1/3 of the original entropy for the
distribution over classifiers, and knowing that a
noun is a location leaves >1/2 unexplained. The
three supersenses with highest I(C;N) are body,
artifact, and shape. Of particular interest is the
shape category. Knowing that a noun refers to a
shape (e.g.,角度; jiǎo dù, angle), makes the choice
of classifier relatively predictable. This result sheds
new light on psychological findings that Mandarin
speakers are more likely to classify words as
similar based on shape than English speakers (Kuo
and Sera, 2009), by uncovering a possible role for
information structure in shape-based choice. It
also accords with Chien et al. (2003) and Li et al.
(2010, 216) that show that children as young as
three know classifiers often delineate categories
of objects with similar shapes.
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Figure 1: Mutual information between classifiers and
nouns (dark blue), and classifier entropy (light & dark
blue) plotted with H(C | N) = H(C) − I(C;N)
(light blue) decreasing from left. Error bars denote
bootstrapped 95% confidence interval of I(C;N).

4.3 MI between Classifiers and Adjectives
Supersenses

Adjective supersense results are in Figure 2.
Interestingly, the top three senses that have the
highest mutual information between their adjec-
tives and classifiers—MIND, BODY (constitution,
appearance) and PERCEPTION—are all involved
with people’s subjective views. With respect
to Kuo and Sera (2009), adjectives from the
SPATIAL sense pick out shape nouns in our results.
Although it does not make it into the top three, MI
for the SPATIAL sense is still significant.

5 Conclusion

While classifier choice is known to be idiosyncratic,
no extant study has precisely quantified this. To
do so, we measure the mutual information between
classifiers and other linguistic quantities, and find
that classifiers are highly mutually dependent on
nouns, but are less mutually dependent on adjec-
tives and noun synsets. Furthermore, knowing
which noun or adjective supersense a word comes
from helps, often significantly, but still leaves much
of the original entropy in the classifier distribu-
tion unexplained, providing quantitative support
for the notion that classifier choice is largely id-
iosyncratic. Although the amount of mutual de-
pendence is highly variable across the semantic

Figure 2: Mutual information between classifiers and
adjectives (dark blue), and classifier entropy (light &
dark blue) plotted with H(C | A) = H(C) − I(C;A)
(light blue) decreasing from left. Error bars denote
bootstrapped 95% confidence interval of I(C;A).

classes we investigate, we find that knowing a noun
refers to a shape reduces uncertainty in classifier
choice more than knowing it falls into any other
semantic class, arguing for a role for information
structure in Mandarin speakers’ reliance on shape
(Kuo and Sera, 2009). This result might have im-
plications for second language pedagogy, adducing
additional, tentative evidence in favor of colloca-
tional approaches to teaching classifiers (Zhang and
Lu, 2013) that encourages memorizing classifiers
and nouns together. Investigating classifiers might
also provide cognitive scientific insights into con-
ceptual categorization (Lakoff, 1986)—often con-
sidered crucial for language use (Ungerer, 1996;
Taylor, 2002; Croft and Cruse, 2004). Studies like
this one opens up avenues for comparisons with
other phenomena long argued to be idiosyncratic,
such as grammatical gender, or declension class.
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Abstract

Fine-tuning neural networks is widely used
to transfer valuable knowledge from high-
resource to low-resource domains. In a stan-
dard fine-tuning scheme, source and target
problems are trained using the same architec-
ture. Although capable of adapting to new do-
mains, pre-trained units struggle with learning
uncommon target-specific patterns. In this pa-
per, we propose to augment the target-network
with normalised, weighted and randomly ini-
tialised units that beget a better adaptation
while maintaining the valuable source knowl-
edge. Our experiments on POS tagging of so-
cial media texts (Tweets domain) demonstrate
that our method achieves state-of-the-art per-
formances on 3 commonly used datasets.

1 Introduction
POS tagging is a sequence labelling problem, that
consists on assigning to each sentence’ word, its
disambiguated POS tag (e.g., Pronoun, Noun) in
the phrasal context in which the word is used.
Such information is useful for higher-level ap-
plications, such as machine-translation (Niehues
and Cho, 2017) or cross-lingual information re-
trieval (Semmar et al., 2006, 2008).

One of the best approaches for POS tag-
ging of social media text (Meftah et al., 2018a),
is transfer-learning, which relies on a neural-
network learned on a source-dataset with suffi-
cient annotated data, then further adapted to the
problem of interest (target-dataset). While this
approach is known to be very effective (Zen-
naki et al., 2019), because it takes benefit from
pre-trained neurons, it has one main drawback by
design. Indeed, it has been shown in computer-
vision (Zhou et al., 2018a) that, when fine-tuning
on scenes a model pre-trained on objects, it is the
neuron firing on the white dog object that became
highly sensitive to the white waterfall scene. Sim-
ply said, pre-trained neurons are biased by what
they have learned in the source-dataset. This is

Figure 1: Given a word representation xi, a BiLSTM
(Φ) models the sequence, and a FC layer (Ψ) performs
classification. In standard fine-tuning, the units are
pre-trained on a large source-dataset then adapted to
the target one. In this work, we propose to add ran-
domly initialised units (green branch) and jointly adapt
them with pre-trained ones (gray branch). An element-
wise sum is further applied to merge the two branches.
Before merging, we balance the different behaviours
of pre-trained and random units, using an independent
normalisation (N ). Finally we let the network learn
which of pre-trained or random neurons are more suited
for every class, by adding learnable weighting vectors
(u and v initialised with 1-values) on the FC layers.

also the case on NLP (see experiments). Con-
sequently, pre-trained units struggle with learn-
ing patterns specific to the target-dataset (e.g.,
“wanna” or “gonna” in the Tweets domain). This
last is non-desirable, since it has been shown re-
cently (Zhou et al., 2018b) that such specific units
are important for performance. To overcome this
drawback, one can propose to take benefit from
randomly initialised units, that are by design non-
biased. However, it is common to face small
target-datasets that contain too few data to learn
such neurons from scratch. Hence, in such setting,
it is hard to learn random units that fire on specific
patterns and generalise well.

In this article, we propose a hybrid method
that takes benefit from both worlds, without their
drawbacks. It consists in augmenting the source-
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network (set of pre-trained units) with randomly
initialised units and jointly learn them. We call
our method PretRand (Pretrained and Random
units) and illustrate it in Fig. 1. The main difficulty
is forcing the network to consider random units,
because they have different behaviours than pre-
trained ones. Indeed, while these last strongly fire
discriminatively on many words, these first do not
fire on any word at the initial stage of fine-tuning.
Therefore, random units do not significantly con-
tribute to the computation of gradients and are thus
slowly updated. To overcome this problem, we
proposed to independently normalise pre-trained
and random layers. This last balances their range
of activations and thus forces the network to con-
sider them, both. Last but not least, we do not
know which of pre-trained and random units are
the best for every class-predictor, thus we propose
to learn weighting vectors on top of each branch.

Evaluation was carried on 3 POS tagging
Tweets datasets in a transfer-learning setting. Our
method outperforms SOTA methods and signifi-
cantly surpasses fairly comparable baselines.

2 Proposed Method: PretRand
2.1 Base Model
Given an input sentence S = [w1, . . . , wn] of
n successive tokens wi, the goal of a POS tag-
ger is to predict the POS-tag ci ∈ C of every
wi, with C ∈ RC being the tag-set. Hence, for
our base model, we used a common sequence la-
belling model which first, computes for each token
wi, a word-level embedding (denoted Υw) and
character-level embedding using biLSTM encoder
(Υc), and concatenates them to get a final repre-
sentation xi. Second, it feeds the later representa-
tion into a biLSTM features extractor (denoted Φ)
that outputs a hidden representation, that is itself
fed into a fully-connected (FC) layer (denoted Ψ)
for classification. Formally, given wi, the logits
are obtained using: ŷwi = Ψ ◦ Φ ◦ Υ(wi), with
Υ being the concatenation of the output of Υc

and Υw for wi. In a standard fine-tuning scheme
(Meftah et al., 2018b), Υ and Φ are pre-trained
on the source-task and Ψ is randomly initialised.
Then, the three modules are further jointly trained
on the target-task by minimising a Softmax Cross-
Entropy (SCE) loss using the SGD algorithm.

2.2 Adding Random Branch
As mentioned in the introduction, pre-trained neu-
rons are biased by design, thus limited. This mo-

tivated our proposal to augment the pre-trained
branch with additional random units (as illustrated
in Fig. 1). To do so, theoretically one can add the
new units in any layer of the base model. How-
ever in practice, we have to make a trade-off be-
tween performances and the number of parameters
(model complexity). Thus, given that deep layers
are more task-specific than shallow ones (Peters
et al., 2018; Mou et al., 2016), and that word em-
beddings (shallow layers) contain the majority of
parameters, we choose to expand only the top lay-
ers. With this choice, we desirably increase the
complexity of the model only by 1.02× compared
to the base one. In terms of the layers expanded,
we specifically add k units to Φ resulting in an ex-
tra biLSTM layer: Φr (r for rand); and C units in
Ψ resulting in an extra FC layer: Ψr. Hence, for
every wi, the additional random branch predicts
class-probabilities following: ŷrwi = Ψr ◦Φr(xi)
(with xi = Υ(wi)). Note that, having two FC
layers obviously outputs two predictions per class
(one from the pre-trained FC ŷpwi and one from
the random ŷrwi), that thus need to be merged.
Hence, to get the final predictions, we simply ap-
ply an element-wise sum between the output of
both branches: ŷwi = ŷpwi⊕ŷrwi . As in the classical
scheme, SCE is minimised but here, both branches
are trained jointly.

2.3 Independent Normalisation
Nevertheless, while at the initial stage of fine-
tuning, the pre-trained units are strongly fir-
ing on many words, the random ones are fir-
ing very weakly. As stated in some computer-
vision works (Liu et al., 2015; Tamaazousti et al.,
2018), the later setting causes an absorption of
the weights, outputs and thus gradients of the ran-
dom units by the pre-trained ones, which thus
makes them useless at the end. We encountered
the same problem with textual data on the POS-
tagging problem. Indeed, as illustrated in the left
plot of Fig.2, at the end of training, the distribu-
tion of the random units’ weights is still absorbed
(closer to zero) by that of the pre-trained ones.

To prompt the two classifiers to work cooper-
atively, we normalise (using an `p-norm) both of
them independently before merging them. For-
mally, we apply Np(x) =

x
||x||p on ŷpwi and ŷrwi .

The normalisation is desirably solving the weights
absorption problem since at the end of the train-
ing, the distributions of the pre-trained and ran-
dom weights become very similar (right of Fig. 2).
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Figure 2: Distributions of learned weight-values for
the randomly initialised (green) and pre-trained (gray)
fully-connected layers after joint training. Left: with-
out normalisation, right: with normalisation.

Furthermore, we have observed that despite the
normalisation, the performances of the pre-trained
classifiers were still much better than the randomly
initialised ones. Thus, to make them more compet-
itive, we propose to start with optimising only the
randomly initialised units while freezing the pre-
trained ones, then, launch the joint training. This
is called random++ in the following.

2.4 Learnable Weighting Vectors
Back to the extra predictor (FC layer of random
branch), it is important to note that both branches
are equally important for making a decision for
every class, i.e., no weight is applied on the di-
mensions of ŷpwi and ŷrwi . However, this latter
is sub-optimal since we, a priori, do not know
which kind of units (random or pre-trained) is bet-
ter for making a decision. Consequently, we pro-
pose to weight the contribution of the predictions
for each class. For this end, instead of simply per-
forming an element-wise sum between the random
and pre-trained predictions, we first weight each
of them with learnable weighting vectors, then
compute a Hadamard product with their associ-
ated normalised predictions; the learnable vectors
u ∈ RC and v ∈ RC , respectively correspond-
ing to the pre-trained and random branch, are ini-
tialised with 1-values and are learned by SGD.
Formally, the final predictions are computed fol-
lowing: ŷwi = u�Np(ŷ

p
wi)⊕ v �Np(ŷ

r
wi).

3 Experiments
3.1 Implementation Details
In the word-level embeddings, tokens are lower-
cased while the character-level component still re-
tains access to the capitalisation information. We
set the character embedding dimension at 50, the
dimension of hidden states of the character-level
biLSTM at 100 and used 300-dimensional word-
level embeddings. The latter were pre-loaded from
publicly available Glove pre-trained vectors on 42
billions words from a web crawling and contain-

Corpus TPoS Ark TweeBank
Train 10,652 26,594 24,753
Dev 2,242 n/a 11,742
Test 2,291 7,707 19,112

Table 1: Number of tokens in every used dataset.

ing 1.9M words (Pennington et al., 2014). Note
that, these embeddings are also updated during
fine-tuning. For biLSTM (token-level feature ex-
tractor), we set the number of units of the pre-
trained branch to 200 and experimented our ap-
proach with k added random-units, with k ∈
{50, 100, 150, 200}. For the normalisation, we
used `2-norm. Finally, in all experiments, training
was performed using SGD with momentum and
mini-batches of 8 sentences. Evidently, all the hy-
perparameters have been cross-validated.

3.2 Datasets
For the source-dataset, we used the Wall Street
Journal (WSJ) part of Penn-Tree-Bank (PTB),
a large English dataset containing 1.2M+ tokens
from the newswire domain annotated with the
PTB tag-set. Regarding the target-datasets, we
used three Tweets datasets: TPoS (Ritter et al.,
2011), annotated with 40 tags ; ARK (Owoputi
et al., 2013) containing 25 coarse tags; and the re-
cent TweeBank (Liu et al., 2018) containing 17
tags (PTB universal tag-set). The number of to-
kens in the datasets are given in Table 1.

3.3 Comparison Methods
To assess the POS tagging performances of our
PretRand model, we compared it to 5 baselines:
Random-200 and Random-400: randomly ini-
tialised neural model with 200 and 400 biLSTM’s
units; Fine-tuning: pre-trained neural model,
fine-tuned with the standard scheme; Ensemble (2
rand): averaging the predictions of two base mod-
els randomly initialised and learned independently
(with different random initialisation) on Tweets
datasets; and Ensemble (1 pret + 1 rand): same
as the previous but with one pre-trained on WSJ
and the other randomly initialised.

We also compared it to the 3 best SOTA
methods: Derczynski et al. (2013) (GATE) is a
model based on HMMs with a set of normalisa-
tion rules, external dictionaries and lexical fea-
tures. They experiment it on TPoS, with WSJ
and 32K tokens from the NPS IRC corpus. They
also used 1.5M additional training tokens anno-
tated by vote-constrained bootstrapping (GATE-
bootstrap). Owoputi et al. (2013) proposed a
model based on first-order Maximum Entropy
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Method #params TPoS ArK TweeBank
Dev Test Test Dev Test Avg

GATE (Derczynski et al., 2013) n/a 89.37 88.69 n/a n/a n/a n/a
GATE-bootstrap (Derczynski et al., 2013) n/a n/a 90.54 n/a n/a n/a n/a
ARK (Owoputi et al., 2013) n/a n/a 90.40 93.2 n/a 94.6 n/a
TPANN (Gui et al., 2017) n/a 91.08 90.92 92.8 n/a n/a n/a
Random-200 1× 88.32 87.76 90.67 91.20 91.56 89.90
Random-400 1.03× 89.01 88.89 90.99 91.38 91.63 90.38
Standard fine-tuning 1× 90.96 90.7 91.72 92.59 92.99 91.79
Ensemble Model (2 rand) 2× 89.20 88.8 91.36 91.73 92.05 90.62
Ensemble Model (1 pret + 1 rand) 2× 89.77 88.61 91.41 92.57 92.85 91.04
PretRand (Ours) 1.02× 91.56 91.46 93.77 94.51 94.95 93.24

Table 2: Comparison of our method to state-of-the-art (top) and baselines (bottom) in terms of token-level accuracy
(in %) on 3 Tweets datasets. Note that, baselines are more fairly comparable to our method. In the second and last
columns, we respectively highlighted the number of parameters and the average performance on the 3 datasets.

Figure 3: Performances (on dev-set of TweeBank)
according different training-set sizes for the target-
dataset. Transparent green highlights the difference be-
tween our PretRand and standard fine-tuning.

Method TPoS ArK TweeBank Avg
PretRand 91.46 93.77 94.95 93.39
-learnVect 91.25 93.46 94.59 93.10
-random++ 90.97 93.11 94.13 92.73
-l2 norm 90.76 92.11 93.38 92.08

Table 3: Ablation study. Token level accuracy (in %)
when progressively ablating PretRand components.

Markov Model (MEMM) with greedy decoding
and using brown clustering and careful hand-
engineered features. Recently, Gui et al. (2017)
proposed TPANN that uses adversarial training to
leverage huge amounts of unlabelled Tweets.

3.4 Results
From the results given in Table 2, one can first see
that our approach outperforms the SOTA and base-
line methods on all the datasets. More interest-
ingly, PretRand significantly outperforms the pop-
ular fine-tuning baseline by +1.4% absolute point
on average and is better on all classes (see per-
class improvement on Fig. 4). PretRand also out-
performs the challenging Ensemble Model by a
large margin (+2.2%), while using much less pa-
rameters. This clearly highlights the difference of

Figure 4: Sorted class-accuracy improvement (%) on
TweeBank of PretRand compared to fine-tuning.

our method with ensemble methods and the im-
portance of having a shared word representation
as well as our normalisation and weighting learn-
able vectors during training. A key asset of Pre-
tRand, is that it uses only 0.02% more parameters
compared to the fine-tuning baseline.

An interesting experiment is to evaluate the gain
of performance of PretRand compared to fine-
tuning, according different target-datasets’ sizes.
From the results in Fig. 3, PretRand has desirably a
bigger gain with bigger target-task datasets, which
clearly means that the more target training-data,
the more interesting our method will be.

To assess the contribution of different com-
ponents of PretRand, we performed an ablation
study. Specifically, we successively ablated the
main components of PretRand, namely, the learn-
able vectors (learnVect), the longer training for
random units (random++) and the normalisation
(`2-norm). From the results in Table 3, we can
observe that the performances are only marginally
better than standard fine-tuning when ablating the
three components from PretRand. More impor-
tantly, adding each of them successively, makes
the performances significantly better, which high-
lights the importance of every component.

4 Analysis
Bias when fine-tuning pre-trained units
Here our goal is to highlight that as in (Zhou
et al., 2018a), pre-trained units can be biased in
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Figure 5: Correlation between units’ activations before
fine-tuning (columns) and after fine-tuning (rows).

the standard fine-tuning scheme. To do so, we
follow (Tamaazousti et al., 2017) and analyse the
units of Φ (biLSTM layer) before and after fine-
tuning. Specifically, we compute the Pearson’s
correlation between all the units of the layer before
and after fine-tuning. Here, a unit is represented
by the random variable being the concatenation of
its output activations from all the validation sam-
ples of the TweeBank dataset. From the result-
ing correlation matrix illustrated in Fig. 5, one can
clearly observe the white diagonal, highlighting
the fact that, every unit after fine-tuning is more
correlated with itself before fine-tuning than with
any other unit. This clearly confirms our initial
motivation that pre-trained units are highly biased
to what they have learned in the source-dataset,
making them limited to learn patterns specific to
the target-dataset.

Additionally, we visualise in Fig. 6 a concrete
example of a biased neuron when transferring
from newswire to Tweets domain. Specifically,
we show the top-10 words activating unit-169 of
Φ (from the standard fine-tuning baseline), before
fine-tuning (at this stage, the model is trained on
the source-dataset WSJ) and during fine-tuning
on the TweeBank dataset. We can observe that
this unit is highly sensitive to proper nouns (e.g.,
George and Washington) before fine-tuning, and
to words with capitalised first-letter whether
the word is a proper noun or not (e.g., Man
and Father) during fine-tuning on TweeBank
dataset. Indeed, we found that most of tokens
with upper-cased first letter are mistakenly pre-
dicted as proper nouns (PROPN) in the standard
fine-tuning scheme. In fact, in standard English,
inside sentences, only proper nouns start with
upper-cased letter thus fine-tuning the pre-trained
model fails to slough this pattern which is not
always respected in Tweets.

Figure 6: Top-10 words activating unit-169 of stan-
dard fine-tuning scheme, before fine-tuning (Final-
WSJ) and during fine-tuning on TweeBank.

Figure 7: Top-10 words activating unit-99 of the ran-
dom branch of PretRand, before and during training.

Unique units emerge in random branch
Finally, we highlight the ability of randomly ini-
tialised units to learn patterns specific to the target-
dataset and not learned by the pre-trained ones be-
cause of their bias problem. To do so, we visu-
alise unique units – i.e., random units having a
correlation lower than 0.4 with pre-trained ones
– emerging in the random branch. While only
one shown in Fig. 7, many unique units have been
learned by the random branch of our PretRand
model: 37.5% of the 200 random units have cor-
relation lower than 0.4 with the pre-trained ones.
Regarding unit-99, it is highly discriminative to to-
kens ”na”, ”ta” and ”n’t”. Indeed, in TweeBank,
words like ”gonna” (going to) are tokenized into
two tokens: ”gon” and ”na”, with the later an-
notated as a particle and the former as a verb. Im-
portantly, not even one unit from the standard fine-
tuning scheme has been found firing on the same
important and target-dataset specific pattern.

5 Conclusion
In this paper, we introduced a method to improve
fine-tuning using 3 main ideas: adding random
units and jointly learn them with pre-trained ones;
normalising the activations of both to balance their
different behaviours; applying learnable weights
on both predictors to let the network learn which
of random or pre-trained one is better for every
class. We have demonstrated its effectiveness on
domain adaptation from newswire domain to three
commonly used Tweets-datasets for POS tagging.
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Abstract
In recent years neural language models (LMs)
have set state-of-the-art performance for sev-
eral benchmarking datasets. While the reasons
for their success and their computational de-
mand are well-documented, a comparison be-
tween neural models and more recent devel-
opments in n-gram models is neglected. In
this paper, we examine the recent progress
in n-gram literature, running experiments on
50 languages covering all morphological lan-
guage families. Experimental results illustrate
that a simple extension of Modified Kneser-
Ney outperforms an LSTM language model on
42 languages while a word-level Bayesian n-
gram LM (Shareghi et al., 2017) outperforms
the character-aware neural model (Kim et al.,
2016) on average across all languages, and
its extension which explicitly injects linguis-
tic knowledge (Gerz et al., 2018a) on 8 lan-
guages. Further experiments on larger Eu-
roparl datasets for 3 languages indicate that
neural architectures are able to outperform
computationally much cheaper n-grammodels:
n-gram training is up to 15, 000× quicker. Our
experiments illustrate that standalone n-gram
models lend themselves as natural choices
for resource-lean or morphologically rich lan-
guages, while the recent progress has signifi-
cantly improved their accuracy.

1 Introduction
Statistical language models (LMs) are the pivot for
several natural language processing tasks where a
model trained on a text corpus is required to assign
a probability to a given sequence w1w2...wN (de-
noted bywN

1 ). This probability indicates how likely
is forwN

1 to belong to the corpus and is decomposed
into conditional probabilities of words given their
preceding contexts as P (wN

1 ) =
∏N

i=1 P (wi|wi−1
1 ).

In n-gram LMs the unbounded conditional prob-
abilities P (wi|wi−1

1 ) are approximated by imposing

a finite-order Markov assumption, P (wi|wi−1
1 ) ≈

P (wi|wi−1
i−n+1). Several smoothing techniques ad-

dress the statistical sparsity issue for computing the
conditional probabilities (Kneser and Ney, 1995;
Chen and Goodman, 1999; Teh, 2006; Shareghi
et al., 2016a), while others avoided the above ap-
proximation with unbounded hierarchical nonpara-
metric Bayesian frameworks (Wood et al., 2011;
Shareghi et al., 2017).
Alternatively, neural LMs compute P (wi|wi−1

1 )
via recurrent neural units which, in theory, are ca-
pable of encoding an unbounded context wi−1

1 . In
recent years, neural LMs have become the promi-
nent class of language modeling and have estab-
lished state-of-the-art results on almost all suffi-
ciently large benchmarks (Melis et al., 2018; Yang
et al., 2018). While outperforming n-grams in terms
of predictive accuracy, the computational shortcom-
ings of neural LMs are well-documented: Training
neural LMs is computationally expensive to the
point that running experiments on large data (≥ a
few GiBs) is beyond the reach of academic research
to this date (Chen et al., 2016; Patwary et al., 2018;
Puri et al., 2018). 1 Similarly, querying is slower
for neural LMs due to the required matrix-based op-
erations, whereas most of the widely used n-gram
LM toolkits rely on a few hash lookups and much
cheaper scalar-based operations (Liu et al., 2018;
Tang and Lin, 2018).

Nonetheless, it has been shown that the best pre-
dictive performance is still achieved by combining
the twomodels via a basic interpolation or amixture
model (Jozefowicz et al., 2016; Neubig and Dyer,
2016): this indicates that the progress in n-gram
LM should eventually be reflected in improving the

1For instance, n-gram LMs could be trained on 32GiB
of data on a single CPU with ∼32GiB of RAM in half a
day (Shareghi et al., 2016b). A ballpark estimate for neu-
ral LMs, based on Puri et al. (2018), requires 26 Tesla V100
16GB GPUs to finish within the same amount of time while
its financial cost is at least 100× higher.
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state-of-the-art performance. Inspired by this, in
this paper we shed new light on the most notable
recent progress in n-gram statistical LMs which
improves their predictive accuracy.
We demonstrate that under a recent massively

multilingual experimental setup of Gerz et al.
(2018a), more recent extensions of Kneser-Ney fam-
ily of n-gram LMs (Shareghi et al., 2016a, 2017) are
highly competitive with neural LMs. More specifi-
cally, we experiment on 50 languages from different
morphological families, and illustrate that a word-
level Bayesian n-gram LM (Shareghi et al., 2017)
outperforms the character-level informed neural
counterpart (Kim et al., 2016) on average, and its
linguistically informed variant (Gerz et al., 2018a)
on 8 languages. On larger Europarl datasets we
find that n-gram models cannot reach the perfor-
mance peaks of computationally much more expen-
sive neural models, but a 2× decrease in perplexity
comes at the cost of 15, 000× longer training time.
Our work reveals that recent n-gram LMs should be
used as strong baselines, especially in resource-lean
LM data and for morphologically rich languages.
Additionally, n-gram LMs offer a stringent way

of dealing with Out-of-Vocabulary (OOVs) and rare
words in a full vocabulary setting without relying
on any pruning (Heafield, 2013). However, in neu-
ral LMs this remains an open question (Kawakami
et al., 2017; Kim et al., 2016; Cotterell et al., 2018),
while a common practice is pruning the training
corpus and imposing closed vocabulary assump-
tion (Mikolov et al., 2010) where rare words at
training and unseen words at test are treated as an
UNK token. We provide the mathematical under-
pinnings of n-gram models and highlight how this
popular treatment works in favor of neural LMs (in
comparative studies), and enforces n-gram LMs to
perform much worse than their full potential.
2 n-gram Language Models: Smoothing
We now provide an overview of established smooth-
ing techniques for n-gram LMs and their recent
extensions. Smoothing is typically achieved by
interpolation, where the probability of seeing a
word wi after a context wi−1

i−n+1 P (wi|wi−1
i−n+1,Θ) issmoothed by its probability after a shorter context,

wi−1
i−n+2, and follows the following general form:

�(wi|wi−1
i−n+1,Θ)+
(w

i−1
i−n+1,Θ)P (wi|wi−1

i−n+2,Θ). (1)

The term �(⋅) represents the existing mass for the
n-gram (e.g. via maximum likelihood estimation),

�(wi|wi−1
i−n+1,Θ) Θ

KN
[
c(wii−n+1)−Dn

]+

c(wi−1i−n+1)
Dn

MKN

[
c(wii−n+1)−D

c(wii−n+1)
n

]+

c(wi−1i−n+1)
Di∈{1,2,3+}
n

GKN

[
c(wii−n+1)−D

c(wii−n+1)
n

]+

c(wi−1i−n+1)
Di∈{1,...,10+}
n

BKN
[
c(wii−n+1)−Dwi−n+1 t

wi
wi−n+1

]+

c(wi−1i−n+1)+�wi−n+1
Dwi−n+1 , �wi−n+1 , t

wi
wi−n+1

Table 1: Top-level interpolation for n-gram LMs
smoothings and its parameters, and [x]+ def

= max{x, 0}.


 is the weight used for redistributing the preserved
mass (e.g. via discounting), and Θ are the param-
eters of the smoothing technique. The recursion
stops at the unigram level where the conditioning
context is empty. The recursion at lower levels re-
lies on different quantities (e.g. pseudo-counts) but
for brevity we focus on the top level of recursion and
only the first term, �(wi|wi−1

i−n+1,Θ), which suffices
to highlight the key differences between smoothing
techniques (see Table 1).
Kneser-Ney (KN). The key parameters of
KN (Kneser and Ney, 1995) are the k-gram
specific discounts Dk which control the amount
of preserved and redistributed mass at kth level
of recursion. While learning the discounts (on
held-out data) is a possibility, the following
estimation is shown to work well in practice:

Dk = 1 − 2
n2(k)
n1(k)

.
n1(k)

n1(k) + 2n2(k)
. (2)

It captures the characteristics of different k-gram
orders by looking at the number of unique k-grams
which occurred once, n1(k), or twice, n2(k) in the
training data, defined as follows:

nj(k) =

{|{� s.t. |�|=k, c(�)=j}| , if k=n|||
{
� s.t. |�|=k,N1+(⋅�)=j}||| , if k< n (3)

where N1+(⋅�) = |{w ∶ c(w�) > 0}|, and is re-
ferred to as a form of pseudo-count, and c(�) de-
notes the frequency of sequence �. KN considers
one discount value at each level of recursion and
the discounts are bounded, 0 ≤ Dk < 1.
Modified Kneser-Ney (MKN). Similarly, Mod-
ified Kneser-Ney (Chen and Goodman, 1999) is
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defined with modifications applied to the discount-
ing mechanism in order to make them sensitive to
the existing mass j. The discounts are estimated as:

Dj
k=

⎧
⎪⎨⎪⎩

0, if j = 0
j−(j+1) nj+1(k)

nj (k)
n1(k)

n1(k)+2n2(k)
, if j <

−(+1) n4(k)
n3(k)

. n1(k)
n1(k)+2n2(k)

, if j≥
(4)

where nj(k) is defined in Eq. (3), and  = 3. This
leads to three discount parameters {D1

k, D
2
k, D

3+
k }for each recursion level, and allows for discount

values to be as large as c(wi
i−n+1). MKN is widely

accepted as the state-of-the-art n-gram LM and is
very frequently confused with KN in the literature.
Generalized Modified Kneser-Ney (GKN). In
conditions where statistical sparsity is more severe
a more refined approach to model the distributions
is necessary. Motivated by this, Shareghi et al.
(2016a) provided the mathematical proof (based
on leave-one-out log-likelihood) of the discount
bounds used in MKN and proposed a natural exten-
sion of its discount binning to  = 10. This was
shown to be effective for further perplexity reduc-
tion in out-of-domain setting where OOV ratio is
naturally high.
Bayesian Kneser-Ney (BKN). The Bayesian gen-
eralization of KN is the Hierarchical Pitman-Yor
Process (HPYP) language model (Teh, 2006). This
can be interpreted as a richer parameterization of
KN and MKN, where the additional parameters (in-
troduced shortly) allow the model to have more
flexibility in capturing the desired distribution.
The Pitman-Yor Process (Pitman et al.,

1997), PYP(D, �,H), is a distribution defined over
probability vectors (each draw from a PYP is a
multinomial distribution) and has three parameters:
a base probability vectorH which is the expected
value of a draw from a PYP, the concentration
parameter −D < � which controls the variation
of draws from a PYP around H , and the discount
parameter 0 ≤ D < 1 which allows the drawn
vectors to capture the power-law behavior.

In the LM context, given a sequence of words
wi−n+1, a draw from a PYP is a multinomial distri-
bution over the words following this sequence, de-
noted by Gwi−n+1 . This distribution can be captured
by a vector of two counts {twiwi−n+1 , nwiwi−n+1}wi∈�which defines a partitioning arrangement ofGwi−n+1 ,while different partitioning correspond to different
multinomial draws from PYP. Here, nwii−n+1 is the

total number of evidence 2 for wordwi after the con-
text wi−n+1, twii−n+1 is the total number of partitions
dedicated towi constrained by 0 ≤ twii−n+1 ≤ nwii−n+1,and � is the vocabulary.
The HPYP ties PYP distributions through their

base and offers the statistical mean to smooth over
infinitely long contexts (Wood et al., 2011). For
instance, PYP(Du, �u, PYP(D�(u), ��(u),H)) is a two-
level HPYP where a draw from a child distribution u,
is smoothed by a draw from its parent �(u). Here,
�(u) is u with its most earliest word dropped (e.g.,
u = abc, �(u) = bc).

KN can be seen as a special case for BKN, when
the concentration is 0, and {twiwi−n+1=1}wi∈� . BKN
can be considered as a richer parameterization of
MKN: The product Dwi−n+1t

wi
wi−n+1 (see Table 1) al-lows≥ 1 discounting, simulating the discount range

of MKN, while an additional parameter �wi−n+1 per-mits further adjustments of the distribution. BKN is
shown to outperform MKN (Shareghi et al., 2017)
but relies on expensive parameter sampling.

Out-of-Vocabulary (OOV). To complete the def-
initions we now explain how unseen words or con-
texts are handled during the computation without
resorting to pruning or closed vocabulary setting.
This treatment is the same for both non-Bayesian
and Bayesian methods described in this paper. Let
us consider the generic interpolation form of Eq. (1)
and the maximum likelihood estimation of the �(.)
term (hence Θ is dropped) in the top level of the in-
terpolation, �(wi|wi−1

i−n+1) =
c(wii−n+1)
c(wi−1i−n+1)

. Regardless
of the level of interpolation and the paradigm used
for computing the �(.) term, �(.) and 
(.) always
share the same denominator (normalizing factor).
An unseen word can appear as the target word

wi, which results in �(.) = 0 as c(wi
i−n+1) = 0. Itcan also appear as a part of the prediction context

wi−1
i−n+1 in which case both the �(.) and 
(.) terms

will be undefined (and ignored) as the denominator
c(wi−1

i−n+1) = 0. This procedure is applied to all lev-
els of interpolationwithout loss of generality, and as
can be seen it only relies on the basic mathematical
property of the involved computations rather than
any other presumptions about data preprocessing
or vocabulary. 3

2This is equal to c(wi
i−n+1) at the top level of recursion,

hence not mentioned as a part of Θ in Table 1.
3See Shareghi (2017) for a comprehensive explanation of

the models covered in this section.
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3 Experiments and Results
As our main large-scale experiment we use a typo-
logically diverse set of 50 languages. These LM
datasets cover many languages which are challeng-
ing in terms of data size, as well as the type-token
ratio. In a less challenging setup, we experiment
on 3 languages with larger training data from the
Europarl (Koehn, 2005) to compare the two classes
of LMs based on perplexity reduction and training
time. For full data statistics, actual sampling of lan-
guages and data curation see Gerz et al. (2018a,b).
The common practice of setting a frequency

threshold andmapping training data unigrams ((k =
1)-gram) to an UNK token degrades the perfor-
mance of n-gram LMs by discarding a range of
discount parameters: e.g., using threshold (< 3)
results in n1(1), n2(1) = 0, both included in Eq. (2)
and Eq. (4), increases the average perplexity score
of 5-gram KN in our experiments by 11%. Moti-
vated by its significance, we base our comparison
on reported results by Gerz et al. (2018a): they deal
with the task in the full vocabulary setting (Adams
et al., 2017) with word-level predictions, and follow
a relatively comparable treatment of unseen words
with both n-gram and neural LM families (although
not identical) at test time without enforcing any
threshold over the training data.
The benchmarked neural LMs include three

models with word-level predictions: a standard
LSTM (Zaremba et al., 2014), a Char-CNN-LSTM
(denoted as CNN) (Kim et al., 2016) which incorpo-
rates character-level information in the input, and
the Attract-Preserve model (denoted as AP) (Gerz
et al., 2018a) which injects further subword-level
information. All benchmarked n-gram LMs are
5-grams, with the exception of BKN which is an
∞-gram model trained via 5 samples4 following
the recipe of Shareghi et al. (2017). GKN results are
based on  = 5, tuned on a development set.
Results and Discussion. The main results on the
50-languages benchmark are summarized in Ta-
ble 2. The results for the more recent n-gram
LMs indicate that these n-gram models are highly
competitive with neural LMs in this challenging
resource-lean setup.5 For instance, for 26/50 lan-
guages all n-gram models outperform a regular
LSTM, while GKN and BKN extend the lead to 42/50

4Marginal improvements achieved with more sampling.
5The size of each dataset is ≈ 40K sentences, which is at

the level of the standard Penn Treebank dataset often used for
LM evaluation in English (Marcus et al., 1993).

n-gram LMs pplx neural LMs pplx
Lang OOV

%
KN MKN GKN BKN LSTM CNN AP

♣ am 15.2 1289 1252 1101 941† 1535 981 817
♣ ar 11.1 2241 2156 1871 1746 2587 1659 1604
♡ bg 9.9 636 610 524 470 651 415 409
♡ ca 5.2 369‡ 358‡ 307 280 318 241 238
♡ cs 11 1724 1658 1433 1331 2200 1252 1131
♡ da 9.6 690 668 582 526 710 466 442
♡ de 10.6 964‡ 930‡ 814 721 903 602 551
♡ el 8.2 627‡ 607‡ 526 499 538 405 389
♡ en 6.1 553‡ 533‡ 454 391 494 371 349
♡ es 5.9 430‡ 415‡ 356 319 366 275 270
♠ et 12.9 1655 1609 1422† 1223† 2564 1478 1388
♠ eu 9.1 571‡ 560‡ 496 456 533 347 309
♡ fa 4.7 362‡ 355‡ 308‡ 283‡ 263 208 205
♠ fi 17.6 2709 2611 2318 2143† 4263 2236 1858
♡ fr 6.1 361‡ 350‡ 298‡ 268 294 231 220
♣ he 8.9 1870 1797 1531 1373§ 2189 1519 1375
♡ hi 7.1 488‡ 473‡ 408 378 426 326 299
♡ hr 10.6 1345 1294 1124 972† 1665 1014 906
♠ hu 12 1188 1151 1011 877† 1595 929 819
♢ id 6 469‡ 454‡ 388‡ 358 359 286 263
♡ it 6 582‡ 567‡ 489 465 493 349 350
♠ ja 4.7 174‡ 169‡ 142 129† 156 136 125
♠ jv 12.2 1462‡ 1387 1217 1138† 1443 1158 1003
♠ ka 11.7 1422 1370 1198 1115 1827 1097 939
♢ km 4.8 608 586 501§ 451§ 637 522 535
♠ kn 17.7 2378 2315 2051§ 1914§ 5310 2558 2265
♠ ko 19.3 5332 5146 4492† 4019† 10063 4778 3821
♡ lt 11 1187 1155 1001 891 1415 854 827
♡ lv 12.7 1518 1452 1255 1144 1967 1129 969
♠mng 10.8 1441 1392 1215 1055§ 1716 1165 1091
♢ ms 7.2 807‡ 776‡ 659 572 725 525 513
♢ my 2 216‡ 209 178§ 168§ 212 182 180
♢ nan 3.8 63‡ 61‡ 52‡ 45‡ 43 39 38
♡ nl 5.6 407‡ 397‡ 347‡ 305 340 267 248
♡ no 9 551‡ 534‡ 465 435 513 379 346
♡ pl 12 1810 1741 1514 1363† 2641 1491 1328
♡ pt 5 351‡ 342‡ 290‡ 261 272 214 202
♡ ro 7 395‡ 384‡ 330 290 359 256 247
♡ ru 10.1 1160 1128 977 906 1309 812 715
♡ sk 13.1 1633 1560 1352 1234† 2062 1275 1151
♡ sl 10.9 1160 1114 969 856 1308 776 733
♡ sr 9.3 812 790 683 637 961 582 547
♡ sv 10 873‡ 843‡ 734 634 832 583 543
♠ ta 18.2 3469† 3342† 2920† 2635§ 6234 3496 2768
♢ th 3.3 238 233 199§ 181§ 241 206 199
♢ tl 7.7 393‡ 379‡ 321‡ 293 298 219 211
♠ tr 12.3 1784 1724 1497 1416 2267 1350 1290
♡ uk 12.8 1707 1639 1418 1338 1893 1283 1091
♢ vi 2.7 202‡ 197‡ 170 145§ 190 158 165
♢ zh 3.8 1110‡ 1064‡ 899‡ 777† 826 797 762
♢ avg 4.6 456‡ 440‡ 374 332 392 326 318
♡ avg 8.8 873 842 729 661 969 618 566
♠ avg 13.2 1965 1898 1665† 1510† 3164 1727 1473
♣ avg 11.7 1800 1735 1501 1354† 2104 1386 1265
+ avg 9.3 1116 1077 936 847† 1460 878 781

Table 2: Data Statistics and Perplexity scores. OOV de-
notes the percentage of unseen words at test time. For
detailed data stats see (Gerz et al., 2018a). Suit symbols
denote morphological types: ♢ Isolating, ♡ Fusional,
♠Agglutinative, ♣ Introflexive. Color coded shapes de-
note comparative performance: ‡ is outperformed by
LSTM, † outperforms CNN, § outperforms AP.
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Figure 1: Time-Perplexity for n-gram and neural LMs
across 3 languages fi, cs, nl. Timings done on a sin-
gle core of AMD Ryzen 1900X for n-grams, and on a
Nvidia TITAN X Pascal GPU for neural models.

and 48/50 languages, respectively. For certain mor-
phologically rich languages (e.g., Tamil, Mongo-
lian, Hebrew), the n-gram LMs are able to outscore
even character-aware neural LMs. On average
we observe n-grams succeed, especially the BKN
model, for introflexive and agglutinative languages
which are known to have productive morphological
systems: as reported in Table 2, they have the higher
OOV ratio compared to the other language fami-
lies. Overall, the best performing n-gram model,
BKN, outperforms both the LSTM (42% reduction
in perplexity) and CNN models (3% reduction in
perplexity), while falling behind AP by 8%.
These results highlight that n-gram models can

serve as strong baselines for such morphologically
rich languages with high OOV rates and type-to-
token ratios, which are especially problematic in
scarce data setups. Additionally, they suggest that
more sophisticated n-gram variants such as GKN or
BKN should be used to provide adequate compar-
ison points with n-gram LMs than the commonly
used KN or MKN.

As expected, experiments on 10× larger Europarl
datasets for 3 languages show that neural mod-
els outperform n-gram models in less challeng-
ing data-intensive scenarios. However, training on
large datasets comes at the expense of training effi-
ciency for neural models: e.g., according to Figure 1
training non-Bayesian n-grams is around 15,000×
quicker than training neural models. We leave a
full-fledged investigation on the relation of training
corpus size and efficacy of n-gram vs. neural LM
training for future work. In addition, motivated by
these preliminary insights, we advocate investing
further efforts in future work into coupling the ideas
behind n-gram and neural LMs towards improved
language modeling.

4 Conclusion
We provided an overview of previous work and very
recent progress in n-gram LMs. The recent devel-
opments, when tested on a challenging set of 50
languages, demonstrated superior or highly com-
petitive performance compared with neural LMs,
while being substantially cheaper to train. We also
shed light on a common issue in the experimental
setups, concerning OOV or rare words handling,
when comparing n-grams and neural LMs.

While being non-trivial, investigating any corre-
lation between cheap-to-compute heuristics (e.g.,
basic data statistics) and the choice of the most suit-
able model for a given dataset is worth exploring.
Also, motivated by our findings, we will work on
utilizing continuous space representations as side
information in sampling the parameters of BKN, i.e.
similar to Zhao et al. (2018), which potentially can
reduce the gap between BKN and neural models.
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Abstract

Lemmatization aims to reduce the sparse data
problem by relating the inflected forms of a
word to its dictionary form. Using context can
help, both for unseen and ambiguous words.
Yet most context-sensitive approaches require
full lemma-annotated sentences for training,
which may be scarce or unavailable in low-
resource languages. In addition (as shown
here), in a low-resource setting, a lemmatizer
can learn more from n labeled examples of
distinct words (types) than from n (contigu-
ous) labeled tokens, since the latter contain
far fewer distinct types. To combine the ef-
ficiency of type-based learning with the ben-
efits of context, we propose a way to train
a context-sensitive lemmatizer with little or
no labeled corpus data, using inflection tables
from the UniMorph project and raw text exam-
ples from Wikipedia that provide sentence con-
texts for the unambiguous UniMorph exam-
ples. Despite these being unambiguous exam-
ples, the model successfully generalizes from
them, leading to improved results (both over-
all, and especially on unseen words) in com-
parison to a baseline that does not use context.

1 Introduction

Many lemmatizers work on isolated wordforms
(Wicentowski, 2002; Dreyer et al., 2008; Rastogi
et al., 2016; Makarov and Clematide, 2018b,a).
Lemmatizing in context can improve accuracy
on ambiguous and unseen words (Bergmanis and
Goldwater, 2018), but most systems for context-
sensitive lemmatization must train on complete sen-
tences labeled with POS and/or morphological tags
as well as lemmas, and have only been tested with
20k-300k training tokens (Chrupała et al., 2008;
Müller et al., 2015; Chakrabarty et al., 2017).1

1The smallest of these corpora contains 20k tokens of
Bengali annotated only with lemmas, which Chakrabarty et al.
(2017) reported took around two person months to create.

Intuitively, though, sentence-annotated data is
inefficient for training a lemmatizer, especially in
low-resource settings. Training on (say) 1000 word
types will provide far more information about a
language’s morphology than training on 1000 con-
tiguous tokens, where fewer types are represented.
As noted above, sentence data can help with am-
biguous and unseen words, but we show here that
when data is scarce, this effect is small relative
to the benefit of seeing more word types.2 Mo-
tivated by this result, we propose a training data
augmentation method that combines the efficiency
of type-based learning and the expressive power
of a context-sensitive model.3 We use Lematus
(Bergmanis and Goldwater, 2018), a state-of-the-
art lemmatizer that learns from lemma-annotated
words in their N -character contexts. No predic-
tions about surrounding words are used, so fully
annotated training sentences are not needed. We
exploit this fact by combining two sources of train-
ing data: 1k lemma-annotated types (with con-
texts) from the Universal Dependency Treebank
(UDT) v2.24 (Nivre et al., 2017), plus examples ob-
tained by finding unambiguous word-lemma pairs
in inflection tables from the Universal Morphology
(UM) project5 and collecting sentence contexts for
them from Wikipedia. Although these examples
are noisy and biased, we show that they improve
lemmatization accuracy in experiments on 10 lan-
guages, and that the use of context helps, both
overall and especially on unseen words.

2 Method

Lematus (Bergmanis and Goldwater, 2018) is a
neural sequence-to-sequence model with attention

2Garrette et al. (2013) found the same for POS tagging.
3Code and data: https://bitbucket.org/

tomsbergmanis/data_augumentation_um_wiki
4http://hdl.handle.net/11234/1-2837
5http://unimorph.org
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inspired by the re-inflection model of Kann and
Schütze (2016), which won the 2016 SIGMOR-
PHON shared task (Cotterell et al., 2016). It
is built using the Nematus machine translation
toolkit,6 which uses the architecture of Sennrich
et al. (2017): a 2-layer bidirectional GRU encoder
and a 2-layer decoder with a conditional GRU (Sen-
nrich et al., 2017) in the first layer and a GRU in
the second layer.

Lematus takes as input a character sequence rep-
resenting the wordform in its N -character context,
and outputs the characters of the lemma. Special in-
put symbols are used to represent the left and right
boundary of the target wordform (<lc>, <rc>)
and other word boundaries (<s>). For example, if
N = 15, the system trained on Latvian would be
expected to produce the characters of the lemma
ceļš (meaning road) given input such as:
s a k a <s> p a š v a l d ı̄ b u

<lc> c e ļ u <rc>
u n <s> i e l u <s> r e ǵ i s t r

When N = 0 (Lematus 0-ch), no context is
used, making Lematus 0-ch comparable to other
systems that do not model context (Dreyer et al.,
2008; Rastogi et al., 2016; Makarov and Clematide,
2018b,a). In our experiments we use both Lematus
0-ch and Lematus 20-ch (20 characters of context),
which was the best-performing system reported by
Bergmanis and Goldwater (2018).

2.1 Data Augmentation
Our data augmentation method uses UM inflec-
tion tables and creates additional training exam-
ples by finding Wikipedia sentences that use the
inflected wordforms in context, pairing them with
their lemma as shown in the inflection table. How-
ever, we cannot use all the words in the tables be-
cause some of them are ambiguous: for example,
Figure 1 shows that the form ceļi could be lem-
matized either as ceļš or celis. Since we don’t
know which would be correct for any particular
Wikipedia example, we only collect examples for
forms which are unambiguous according to the UM
tables. However, this method is only as good as
the coverage of the UM tables. For example, if
UM doesn’t include a table for the Latvian verb
celt, then the underlined forms in Table 1 would be
incorrectly labeled as unambiguous.

6Code for Nematus: https://github.com/
EdinburghNLP/nematus, Code for Lematus:
https://bitbucket.org/tomsbergmanis/
lematus.git

noun: ceļš noun: celis
SG PL SG PL

NOM ceļš ceļi celis ceļi
GEN ceļa ceļu ceļa ceļu
DAT ceļam ceļiem celim ceļiem
ACC ceļu ceļus celi ceļus
INS ceļu ceļiem celi ceļiem
LOC ceļā ceļos celı̄ ceļos
VOC ceļ ceļi celi ceļi

Table 1: Example UM inflection tables for Latvian
nouns ceļš (road) and celis (knee). The crossed out
forms are examples of evidently ambiguous forms that
are not used for data augmentation because of being
shared by the two lemmas. The underlined forms ap-
pear unambiguous in this toy example but actually con-
flict with inflections of the verb celt (to lift).

There are several other issues with this method
that could potentially limit its usefulness. First, the
UM tables only include verbs, nouns and adjectives,
whereas we test the system on UDT data, which
includes all parts of speech. Second, by excluding
ambiguous forms, we may be restricting the added
examples to a non-representative subset of the po-
tential inflections, or the system may simply ignore
the context because it isn’t needed for these exam-
ples. Finally, there are some annotation differences
between UM and UDT.7 Despite all of these issues,
however, we show below that the added examples
and their contexts do actually help.

3 Experimental Setup

Baselines and Training Parameters We use
four baselines: (1) Lemming8 (Müller et al.,
2015) is a context-sensitive system that uses
log-linear models to jointly tag and lemmatize
the data, and is trained on sentences annotated
with both lemmas and POS tags. (2) The hard
monotonic attention model (HMAM)9 (Makarov
and Clematide, 2018b) is a neural sequence-to-
sequence model with a hard attention mechanism
that advances through the sequence monotonically.
It is trained on word-lemma pairs (without context)

7Recent efforts to unify the two resources have mostly
focused on validating dataset schema (McCarthy et al., 2018),
leaving conflicts in word lemmas unresolved. We estimated
(by counting types that are unambiguous in each dataset but
have different lemmas across them) that annotation inconsis-
tencies affect up to 1% of types in the languages we used.

8http://cistern.cis.lmu.de/lemming
9https://github.com/ZurichNLP/

coling2018-neural-transition-based-
morphology
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with character-level alignments learned in a prepro-
cessing step using an alignment model, and it has
proved to be competitive in low resource scenarios.
(3) Our naive Baseline outputs the most frequent
lemma (or one lemma at random from the options
that are equally frequent) for words observed in
training. For unseen words it outputs the wordform
itself. (4) We also try a baseline data augmentation
approach (AE Aug Baseline) inspired by Bergma-
nis et al. (2017) and Kann and Schütze (2017),
who showed that adding training examples where
the network simply learns to auto-encode corpus
words can improve morphological inflection results
in low-resource settings. The AE Aug Baseline
is a variant of Lematus 0-ch which augments the
UDT lemmatization examples by auto-encoding
the inflected forms of the UM examples (i.e., it
just treats them as corpus words). Comparing AE
Aug Baseline to Lematus 0-ch augmented with UM
lemma-inflection examples tells us whether using
the UM lemma information helps more than simply
auto-encoding more inflected examples.

To train the models we use the default settings
for Lemming and the suggested lemmatization pa-
rameters for HMAM. We mainly follow the hy-
perparameters used by Bergmanis and Goldwater
(2018) for Lematus; details are in Appendix B.

Languages and Training Data We conduct pre-
liminary experiments on five development lan-
guages: Estonian, Finnish, Latvian, Polish, and
Russian. In our final experiments we also add Bul-
garian, Czech, Romanian, Swedish and Turkish.
We vary the amount and type of training data (types
vs. tokens, UDT only, UM only, or UDT plus up to
10k UM examples), as described in Section 4.

To obtain N UM-based training examples, we
select the first N unambiguous UM types (with
their sentence contexts) from shuffled Wikipedia
sentences. For experiments with j > 1 examples
per type, we first find all UM types with at least
j sentence contexts in Wikipedia and then choose
the N distinct types and their j contexts uniformly
at random.

Evaluation To evaluate models’ ability to lem-
matize wordforms in their sentence context we
follow Bergmanis and Goldwater (2018) and use
the full UDT development and test sets. Unlike
Bergmanis and Goldwater (2018) who reported to-
ken level lemmatization exact match accuracy, we
report type-level micro averaged lemmatization ex-

Ambig. Unseen All

To
ke

ns

Baseline 41.0 26.6 31.0
Lemming 38.2 48.3 50.6

HMAM 41.4 50.2 52.1
Lematus 0-ch 39.9 43.7 46.8

Lematus 20-ch 38.4 42.8 45.8

Ty
pe

s

Baseline 45.0 26.6 32.4
Lemming N/A N/A N/A

HMAM 41.8 53.7 56.3
Lematus 0-ch 42.5 53.7 55.1

Lematus 20-ch 43.1 51.7 54.9

Table 2: Average type level lemmatization exact match
accuracy on five development languages in type and to-
ken based training data scenarios. Colour-scale is com-
puted over the whole Ambig. column and over all but
Baseline rows for the other columns.

act match accuracy. This measure better reflects
improvements on unseen words, which tend to be
rare but are more important (since a most-frequent-
lemma baseline does very well on seen words, as
shown by Bergmanis and Goldwater (2018)).

We separately report performance on unseen and
ambiguous tokens. For a fair comparison across
scenarios with different training sets, we count as
unseen only words that are not ambiguous and are
absent from all training sets/scenarios introduced in
Section 4. Due to the small training sets, between
70-90% of dev set types are classed as unseen in
each language. We define a type as ambiguous if
the empirical entropy over its lemmas is greater
than 0.1 in the full original UDT training splits.10

According to this measure, only 1.2-5.3% of dev set
types are classed as ambiguous in each language.

Significance Testing All systems are trained and
tested on ten languages. To test for statistically
significant differences between the results of two
systems we use a Monte Carlo method: for each
set of results (i.e. a set of 10 numerical values)
we generate 10000 random samples, where each
sample swaps the results of the two systems for
each language with a probability of 0.5. We then
obtain a p-value as the proportion of samples for
which the difference on average was at least as large
as the difference observed in our experiments.

4 Experiments, Results, and Discussion

Types vs. Tokens and Context in Very Low Re-
source Settings We compare training on the first

10This measure, adjusted ambiguity, was defined by Kirefu
(2018), who noticed that many frequent wordforms appear to
have multiple lemmas due to annotation errors. The adjusted
ambiguity filters out these cases.
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Figure 1: Average type level lemmatization exact
match accuracy on unseen words of five development
languages. X-axis: thousands of types in training data.

1k tokens vs. first 1k distinct types of the UDT
training sets. Table 2 shows that if only 1k ex-
amples are available, using types is clearly better
for all systems. Although Lematus does relatively
poorly on the token data, it benefits the most from
switching to types, putting it on par with HMAM
and suggesting is it likely to benefit more from ad-
ditional type data. Lemming requires token-based
data, but does worse than HMAM (a context-free
method) in the token-based setting, and we also
see no benefit from context in comparing Lematus
20-ch vs Lematus 0-ch. So overall, in this very
low-resource scenario with no data augmentation,
context does not appear to help.

Using UM + Wikipedia Only We now try train-
ing only on UM + Wikipedia examples, rather than
examples from UDT. We use 1k, 2k or 5k unam-
biguous types from UM with a single example con-
text from Wikipedia for each. With 5k types we
also try adding more example contexts (2, 3, or 5
examples for each type).

Figure 1 presents the results (for unseen words
only). As with the UDT experiments, there is little
difference between Lematus 20-ch and Lematus 0-
ch in the smallest data setting. However, when the
number of training types increases to 5k, the bene-
fits of context begin to show, with Lematus 20-ch
yielding a 1.6% statistically significant (p < 0.001)
improvement over Lematus 0-ch. The results for
increasing the number of examples per type are
numerically higher than the one-example case, but
the differences are not statistically significant.

It is worth noting that the accuracy even with 5k
UM types is considerably lower than the accuracy
of the model trained on only 1k UDT types (see
Table 2). We believe this discrepancy is due to
the issues of biased/incomplete data noted above.

DEVELOPMENT TEST

Am
bi

g.

Un
se

en

Al
l

Al
l

1k UDT types (No augmentation)

Baseline 49.1 30.8 36.7 -
HMAM 46.3 58.9†‡ 61.5†‡ 62.6†‡

Lematus 0-ch 46.5 55.0 58.5 59.1‡

Lematus 20-ch 45.0 54.3 57.7 57.7

1k UDT types + 1k UM types

Baseline 45.9 30.8 38.4 -
AE Aug Baseline 45.6 57.5 60.4 60.8

HMAM 45.9 60.2 64.2 64.3
Lematus 0-ch 46.6 59.0 63.4 63.6

Lematus 20-ch 49.8∗ 61.7∗† 65.5∗† 65.3†

1k UDT types + 5k UM types

Baseline 55.4∗†‡ 30.7 41.7 -
AE Aug Baseline 46.0 58.8 61.3 61.6

HMAM 46.7 60.8 65.7 65.7
Lematus 0-ch 46.2 61.5 66.1 66.4

Lematus 20-ch 48.6 65.4∗† 69.2∗† 69.5 ∗†

1k UDT types + 10k UM types

Baseline 54.9∗† 31.2 43.5 -
AE Aug Baseline 46.3 58.6 61.2 61.7

HMAM 45.4 60.8 65.5 65.3
Lematus 0-ch 45.5 62.1 66.4 66.4

Lematus 20-ch 49.5∗ 66.7∗† 70.6∗† 70.9∗†

Table 3: Average lemmatization accuracy for all 10
languages, trained on 1k UDT types (No aug.), or 1k
UDT plus 1k, 5k, or 10k UM types with contexts from
Wikipedia. The numerically highest scores in each
data setting are bold; ∗, †, and ‡ indicate statistically
significant improvements over HMAM (Makarov and
Clematide, 2018b), Lematus 0-ch and 20-ch, respec-
tively (all p < 0.05; see text for details). Colour-scale
is computed over the whole Ambig. column and over
all but Baseline rows for the other columns.

For example, we analyzed the Latvian data and
found that the available tables for nouns, verbs,
and adjectives give rise to 78 paradigm slots. The
17 POS tags in UDT give rise to about 10 times as
many paradigm slots, although only 448 are present
in the unseen words of the dev set. Of these, 197
are represented amongst the 1k UDT training types,
whereas only 25 are included in the 1k UM training
types. As a result, about 72% of the unseen types
of dev set have no representative of their paradigm
slot in 1k types of UM, whereas this figure is only
17% for the 1k types of UDT.
Data Augmentation Although UM + Wikipedia
examples alone are not sufficient to train a good
lemmatizer, they might improve a low-resource
baseline trained on UDT data. To see, we aug-
mented the 1k UDT types with 1k, 5k or 10k UM
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Figure 2: Lematus 20-ch lemmatization accuracy for
each language on all types in the dev sets.

types with contexts from Wikipedia.
Table 3 summarizes the results, showing that de-

spite the lower quality of the UM + Wikipedia ex-
amples, using them improves results of all systems,
and more so with more examples. Improvements
are especially strong for unseen types, which consti-
tute more than 70% of types in the dev set. Further-
more, the benefit of the additional UM examples is
above and beyond the effect of auto-encoding (AE
Aug Baseline) for all systems in all data scenarios.

Considering the two context-free models,
HMAM does better on the un-augmented 1k UDT
data, but (as predicted by our results above) it bene-
fits less from data augmentation than does Lematus
0-ch, so with added data they are statistically equiv-
alent (p = 0.07 on the test set with 10k UM).

More importantly, Lematus 20-ch begins to out-
perform the context-free models with as few as 1k
UM + Wikipedia examples, and the difference in-
creases with more examples, eventually reaching
over 4% better on the test set than the next best
model (Lematus 0-ch) when 10k UM + Wikipedia
examples are used (p < 0.001) This indicates that
the system can learn useful contextual cues even
from unambiguous training examples.

Finally, Figure 2 gives a breakdown of Lematus
20-ch dev set accuracy for individual languages,
showing that data augmentation helps consistently,
although results suggest diminishing returns.

Data Augmentation in Medium Resource Set-
ting To examine the extent to which augmented
data can help in the medium resource setting of 10k
continuous tokens of UDT used in previous work,
we follow Bergmanis and Goldwater (2018) and
train Lematus 20-ch models for all ten languages
using the first 10k tokens of UDT and compare
them with models trained on 10k tokens of UDT
augmented with 10k UM types. To provide a better
comparison of our results, we report both the type
and the token level development set accuracy. First

Type accuracy: Ambig. Unseen All

1k UDT+10k UM 49.5 66.7 70.6
10k UDT tok. 59.6 71.4 76.6
10k UDT tok.+10k UM 60.8 75.1 80.1

Token accuracy: Ambig. Uns. All

1k UDT+10k UM 55.5 66.5 77.0
10k UDT tok. 72.4 72.5 85.3
10k UDT tok.+10k UM 72.3 75.3 87.3

Table 4: Lematus 20-ch average lemmatization type
and token accuracy for all 10 languages, trained on 1k
UDT types, 1k UDT augmented with 10k UM types,
10k UDT continuous tokens, or 10k UDT continuous
tokens augmented with 10k UM types. Unless speci-
fied otherwise data consists of distinct types.

of all, Table 4 shows that training on 10k continu-
ous tokens of UDT yields a token level accuracy
that is about 8% higher than when using the 1k
types of UDT augmented with 10k UM types—the
best-performing data augmentation systems (see
Table 3). Again, we believe this performance gap
is due to the issues with the biased/incomplete data
noted above. For example, we analyzed errors that
were unique to the model trained on the Latvian
augmented data and found that 41% of the errors
were due to wrongly lemmatized words other than
nouns, verbs, and adjectives—the three POSs with
available inflection tables in UM. For instance, im-
properly lemmatized pronouns amounted to 14%
of the errors on the Latvian dev set. Table 4 also
shows that UM examples with Wikipedia contexts
benefit lemmatization not only in the low but also
the medium resource setting, yielding statistically
significant type and token level accuracy gains over
models trained on 10k UDT continuous tokens
alone (for both Unseen and All p < 0.001).

5 Conclusion
We proposed a training data augmentation method
that combines the efficiency of type-based learn-
ing and the expressive power of a context-sensitive
lemmatization model. The proposed method uses
Wikipedia sentences to provide contextualized ex-
amples for unambiguous inflection-lemma pairs
from UniMorph tables. These examples are noisy
and biased, but nevertheless they improve lemma-
tization accuracy on all ten languages both in low
(1k) and medium (10k) resource settings. In par-
ticular, we showed that context is helpful, both
overall and especially on unseen words—the first
work we know of to demonstrate improvements
from context in a very low-resource setting.
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A Lematus Training

Lematus is implemented using the Nematus ma-
chine translation toolkit11. We use default training
parameters of Lematus as specified by Bergma-
nis and Goldwater (2018) except for early stopping
with patience (Prechelt, 1998) which we increase to
20. Similar to Bergmanis and Goldwater (2018) we
use the first epochs as a burn-in period, after which
we validate the current model by its lemmatization
exact match accuracy on the first 3k instances of
development set and save this model if it performs
better than the previous best model. We choose a
burn-in period of 20 and validation interval of 5
epochs for models that we train on datasets up to
2k instances and a burn-in period of 10 and valida-
tion interval of 2 epochs for others. As we work
with considerably smaller datasets than Bergma-
nis and Goldwater (2018) we reduce the effective
model size and increase the rate of convergence
by tying the input embeddings of the encoder, the
decoder and the softmax output embeddings (Press
and Wolf, 2017).

B Data Preparation

Wikipedia database dumps contain XML structured
articles that are formatted using the wikitext markup
language. To obtain wordforms in their sentence
context we 1) use WikiExtractor12 to extract plain
text from Wikipedia database dumps, followed by
scripts from Moses statistical machine translation
system13 (Koehn et al., 2007) to 2) split text into
sentences (split-sentences.perl), and 3) extract sep-
arate tokens (tokenizer.perl). Finally, we shuffle
the extracted sentences to encourage homogeneous
type distribution across the entire text.

11https://github.com/EdinburghNLP/
nematus

12https://github.com/attardi/
wikiextractor

13https://github.com/moses-smt/
mosesdecoder
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C Result Breakdown by Language

Type accuracy: Ambig. Unseen All
B

ul
ga

ri
an

Baseline 63.5 39.3 45.0
AE Aug Baseline - - -

HMAM 50.7 61.0 63.5
Lematus 0-ch 45.9 51.3 55.7

Lematus 20-ch 41.6 47.2 52.1

C
ze

ch

Baseline 38.1 31.2 33.0
AE Aug Baseline - - -

HMAM 45.2 66.8 66.7
Lematus 0-ch 40.7 59.9 60.1

Lematus 20-ch 40.1 58.3 58.6

E
st

on
ia

n Baseline 51.0 24.1 32.0
AE Aug Baseline - - -

HMAM 39.9 41.2 46.2
Lematus 0-ch 38.0 42.8 47.6

Lematus 20-ch 47.8 39.9 45.9

Fi
nn

is
h

Baseline 46.4 21.3 26.1
AE Aug Baseline - - -

HMAM 44.7 48.0 50.4
Lematus 0-ch 44.4 41.5 44.9

Lematus 20-ch 44.6 43.0 46.0

L
at

vi
an

Baseline 42.4 25.6 31.6
AE Aug Baseline - - -

HMAM 44.0 52.6 55.6
Lematus 0-ch 47.1 51.8 55.2

Lematus 20-ch 43.1 52.1 55.2

Po
lis

h

Baseline 42.9 26.6 33.3
AE Aug Baseline - - -

HMAM 41.2 60.5 62.4
Lematus 0-ch 40.9 60.4 62.6

Lematus 20-ch 35.5 59.7 62.2

R
om

an
ia

n Baseline 27.6 34.9 40.0
AE Aug Baseline - - -

HMAM 38.8 55.1 57.9
Lematus 0-ch 44.6 50.2 54.5

Lematus 20-ch 40.7 50.9 54.9

R
us

si
an

Baseline 43.0 34.9 39.0
AE Aug Baseline - - -

HMAM 39.3 66.4 67.0
Lematus 0-ch 42.3 63.4 65.4

Lematus 20-ch 44.6 63.7 65.5

Sw
ed

is
h Baseline 77.8 42.8 52.7

AE Aug Baseline - - -
HMAM 58.5 67.7 72.6

Lematus 0-ch 59.5 64.1 70.1
Lematus 20-ch 54.0 62.6 68.1

Tu
rk

is
h

Baseline 58.8 26.6 33.6
AE Aug Baseline - - -

HMAM 60.2 69.6 72.3
Lematus 0-ch 61.8 64.7 68.4

Lematus 20-ch 58.2 65.4 68.6

Table 5: Individual type level lemmatization ac-
curacy for all 10 languages on development set,
trained on 1k UDT types (no augmentation) with
contexts from Wikipedia. The numerically highest
scores for each language are bold. For the summary
of results see Table 3.

Type accuracy: Ambig. Unseen All

B
ul

ga
ri

an

Baseline 64.3 39.3 47.2
AE Aug Baseline 49.2 60.3 63.3

HMAM 41.4 63.8 67.4
Lematus 0-ch 49.2 59.2 64.2

Lematus 20-ch 53.3 61.7 66.2

C
ze

ch

Baseline 40.3 31.2 34.2
AE Aug Baseline 42.5 63.6 63.6

HMAM 42.5 64.9 66.6
Lematus 0-ch 38.9 58.7 60.9

Lematus 20-ch 53.3 61.7 66.2

E
st

on
ia

n Baseline 58.1 24.1 34.4
AE Aug Baseline 41.4 42.6 47.4

HMAM 47.9 43.8 51.4
Lematus 0-ch 48.1 45.2 52.5

Lematus 20-ch 45.4 46.3 52.9

Fi
nn

is
h

Baseline 46.3 21.3 27.4
AE Aug Baseline 44.3 43.3 45.5

HMAM 45.6 55.7 59.3
Lematus 0-ch 47.1 55.2 59.3

Lematus 20-ch 49.2 56.6 60.3
L

at
vi

an

Baseline 45.4 25.6 33.7
AE Aug Baseline 38.8 52.2 54.9

HMAM 42.7 52.7 56.9
Lematus 0-ch 45.2 51.8 56.4

Lematus 20-ch 48.6 56.3 59.2

Po
lis

h

Baseline 46.3 26.6 35.4
AE Aug Baseline 37.5 62.7 64.8

HMAM 37.4 62.0 66.4
Lematus 0-ch 45.3 62.3 67.1

Lematus 20-ch 38.1 66.9 70.3

R
om

an
ia

n Baseline 37.7 34.9 43.3
AE Aug Baseline 42.6 53.2 57.0

HMAM 48.3 57.3 62.7
Lematus 0-ch 51.1 57.0 62.8

Lematus 20-ch 49.0 55.9 61.2

R
us

si
an

Baseline 44.4 34.7 40.6
AE Aug Baseline 42.6 65.7 67.1

HMAM 43.2 66.1 68.3
Lematus 0-ch 38.7 64.6 67.3

Lematus 20-ch 50.3 67.6 70.4

Sw
ed

is
h Baseline 78.4 42.8 54.2

AE Aug Baseline 58.4 64.8 70.3
HMAM 53.5 68.9 73.8

Lematus 0-ch 48.8 70.9 75.4
Lematus 20-ch 56.4 69.7 74.8

Tu
rk

is
h

Baseline 59.9 26.6 35.5
AE Aug Baseline 58.6 66.9 69.9

HMAM 56.1 67.0 69.4
Lematus 0-ch 54.1 65.2 67.8

Lematus 20-ch 62.9 70.6 73.7

Table 6: Individual type level lemmatization ac-
curacy for all 10 languages on development set,
trained on 1k UDT types plus 1k UM types with
contexts from Wikipedia. The numerically highest
scores for each language are bold. For the summary
of results see Table 3.
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Type accuracy: Ambig. Unseen All
B

ul
ga

ri
an

Baseline 67.2% 39.3% 50.0%
AE Aug Baseline 47.9% 62.6% 65.0%

HMAM 44.3% 68.2% 72.1%
Lematus 0-ch 43.1% 67.0% 71.1%

Lematus 20-ch 50.4% 65.9% 70.0%

C
ze

ch

Baseline 43.0% 31.2% 36.8%
AE Aug Baseline 43.2% 66.9% 66.6%

HMAM 41.0% 61.9% 64.7%
Lematus 0-ch 39.5% 61.6% 64.4%

Lematus 20-ch 42.6% 68.4% 69.7%

E
st

on
ia

n Baseline 62.9% 24.1% 37.1%
AE Aug Baseline 43.1% 40.3% 45.3%

HMAM 48.0% 44.9% 53.3%
Lematus 0-ch 51.3% 45.2% 53.5%

Lematus 20-ch 48.6% 49.7% 56.3%

Fi
nn

is
h

Baseline 49.4% 21.3% 30.3%
AE Aug Baseline 42.5% 44.9% 47.6%

HMAM 44.0% 58.4% 62.5%
Lematus 0-ch 45.9% 60.8% 64.7%

Lematus 20-ch 52.5% 61.9% 65.5%

L
at

vi
an

Baseline 45.6% 25.6% 35.9%
AE Aug Baseline 39.6% 53.4% 55.3%

HMAM 45.2% 52.3% 57.6%
Lematus 0-ch 43.8% 54.5% 59.1%

Lematus 20-ch 44.7% 57.6% 61.1%

Po
lis

h

Baseline 50.4% 26.6% 39.2%
AE Aug Baseline 38.8% 64.1% 66.2%

HMAM 41.6% 62.3% 68.4%
Lematus 0-ch 43.3% 65.2% 70.7%

Lematus 20-ch 40.3% 69.7% 73.4%

R
om

an
ia

n Baseline 44.3% 34.9% 47.9%
AE Aug Baseline 41.3% 54.9% 58.4%

HMAM 50.2% 58.4% 65.6%
Lematus 0-ch 51.4% 60.8% 67.2%

Lematus 20-ch 47.9% 62.6% 67.7%

R
us

si
an

Baseline 48.5% 34.7% 44.4%
AE Aug Baseline 42.1% 65.5% 66.5%

HMAM 46.4% 65.5% 69.7%
Lematus 0-ch 40.5% 64.4% 68.5%

Lematus 20-ch 42.7% 71.1% 73.8%

Sw
ed

is
h Baseline 80.6% 42.8% 58.0%

AE Aug Baseline 58.7% 67.3% 71.4%
HMAM 51.9% 72.6% 77.7%

Lematus 0-ch 49.1% 71.4% 76.2%
Lematus 20-ch 49.5% 72.3% 77.4%

Tu
rk

is
h

Baseline 61.8% 26.6% 37.9%
AE Aug Baseline 62.8% 68.5% 71.2%

HMAM 54.2% 63.6% 65.7%
Lematus 0-ch 53.6% 63.9% 65.5%

Lematus 20-ch 67.1% 74.6% 77.2%

Table 7: Individual type level lemmatization ac-
curacy for all 10 languages on development set,
trained on 1k UDT types plus 5k UM types with
contexts from Wikipedia. The numerically highest
scores for each language are bold. For the summary
of results see Table 3.

Type accuracy: Ambig. Unseen All

B
ul

ga
ri

an

Baseline 66.2 39.7 51.2
AE Aug Baseline 48.1 62.8 65.4

HMAM 42.7 70.6 74.2
Lematus 0-ch 44.8 67.4 71.4

Lematus 20-ch 50.6 68.4 72.5

C
ze

ch

Baseline 43.2 31.5 38.2
AE Aug Baseline 44.9 68.0 68.1

HMAM 41.1 61.7 64.7
Lematus 0-ch 38.1 61.9 64.6

Lematus 20-ch 42.7 68.7 70.1

E
st

on
ia

n Baseline 62.0 24.3 37.8
AE Aug Baseline 45.8 41.0 45.8

HMAM 48.9 45.4 53.7
Lematus 0-ch 46.6 45.7 53.8

Lematus 20-ch 44.9 51.3 57.5

Fi
nn

is
h

Baseline 49.3 21.9 32.7
AE Aug Baseline 41.6 46.0 48.5

HMAM 45.0 59.2 62.7
Lematus 0-ch 43.2 62.8 66.2

Lematus 20-ch 49.4 63.8 67.0
L

at
vi

an

Baseline 46.7 25.8 36.9
AE Aug Baseline 41.6 52.0 54.6

HMAM 44.6 53.8 59.0
Lematus 0-ch 42.6 55.3 59.7

Lematus 20-ch 47.7 60.6 64.0

Po
lis

h

Baseline 48.7 27.0 42.1
AE Aug Baseline 36.8 64.3 65.4

HMAM 44.0 60.9 66.4
Lematus 0-ch 46.2 67.2 72.4

Lematus 20-ch 42.0 71.2 75.1

R
om

an
ia

n Baseline 43.7 35.5 49.6
AE Aug Baseline 41.0 54.3 57.2

HMAM 45.6 56.8 63.7
Lematus 0-ch 50.3 61.7 67.8

Lematus 20-ch 49.5 63.4 68.7

R
us

si
an

Baseline 50.2 35.4 47.1
AE Aug Baseline 46.8 65.6 67.0

HMAM 39.1 64.6 68.2
Lematus 0-ch 38.7 64.6 67.3

Lematus 20-ch 47.3 71.2 74.7

Sw
ed

is
h Baseline 77.3 43.0 59.9

AE Aug Baseline 58.8 66.9 71.7
HMAM 47.3 73.0 77.7

Lematus 0-ch 55.5 74.1 78.6
Lematus 20-ch 55.6 75.1 79.1

Tu
rk

is
h

Baseline 62.4 27.1 39.5
AE Aug Baseline 57.9 67.7 70.3

HMAM 55.9 62.4 64.8
Lematus 0-ch 49.1 60.7 62.5

Lematus 20-ch 65.8 73.6 76.8

Table 8: Individual type level lemmatization ac-
curacy for all 10 languages on development set,
trained on 1k UDT types plus 10k UM types with
contexts from Wikipedia. The numerically highest
scores for each language are bold. For the summary
of results see Table 3.
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Type level accuracy: Token level accuracy:
Training data Ambig. Unseen All Ambig. Unseen All

Bulgarian 10k UDT tok. 62.3 75.7 80.1 72.3 75.7 89.5
10k UDT tok. + 10k UM types 62.2 78.7 83.6 73.3 78.1 91.0

Czech 10k UDT tok. 49.7 76.4 77.8 80.7 77.7 88.3
10k UDT tok. + 10k UM types 52.4 78.3 80.4 80.0 80.0 89.6

Estonian 10k UDT tok. 65.3 54.0 64.5 80.1 54.3 76.8
10k UDT tok. + 10k UM types 65.9 63.4 72.6 81.5 64.2 82.4

Finnish 10k UDT tok. 60.7 60.1 66.5 73.8 62.4 78.2
10k UDT tok. + 10k UM types 57.8 63.7 69.4 70.3 66.0 79.8

Latvian 10k UDT tok. 57.5 70.9 75.6 69.2 70.5 82.6
10k UDT tok. + 10k UM types 58.9 73.6 77.8 70.2 73.8 84.4

Polish 10k UDT tok. 59.8 78.7 83.6 76.5 78.8 89.5
10k UDT tok. + 10k UM types 57.4 81.2 86.1 71.3 81.4 90.9

Romanian 10k UDT tok. 51.7 61.1 66.6 54.1 60.6 79.1
10k UDT tok. + 10k UM types 57.1 68.2 74.2 60.7 68.2 83.9

Russian 10k UDT tok. 64.4 80.5 83.5 65.9 80.8 88.5
10k UDT tok. + 10k UM types 61.1 82.6 85.9 59.9 82.7 89.8

Swedish 10k UDT tok. 63.2 74.9 80.9 78.5 73.6 89.6
10k UDT tok. + 10k UM types 65.1 78.4 83.7 79.0 75.9 90.4

Turkish 10k UDT tok. 64.2 82.1 87.1 73.1 81.8 91.2
10k UDT tok. + 10k UM types 69.9 82.9 87.3 76.9 82.7 91.5

Table 9: Individual type and token level lemmatization accuracy for all 10 languages on development set for
Lematus 20-ch models trained on 10k UDT tokens and 10k UDT tokens plus 10k UM types with contexts from
Wikipedia. The numerically highest scores for each language are bold. For the summary of results see Table 4.
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Abstract

Recent work has improved our ability to
detect linguistic knowledge in word repre-
sentations. However, current methods for
detecting syntactic knowledge do not test
whether syntax trees are represented in their
entirety. In this work, we propose a structural
probe, which evaluates whether syntax trees
are embedded in a linear transformation of a
neural network’s word representation space.
The probe identifies a linear transformation
under which squared L2 distance encodes the
distance between words in the parse tree, and
one in which squared L2 norm encodes depth
in the parse tree. Using our probe, we show
that such transformations exist for both ELMo
and BERT but not in baselines, providing
evidence that entire syntax trees are embedded
implicitly in deep models’ vector geometry.

1 Introduction

As pretrained deep models that build contextual-
ized representations of language continue to pro-
vide gains on NLP benchmarks, understanding
what they learn is increasingly important. To this
end, probing methods are designed to evaluate the
extent to which representations of language en-
code particular knowledge of interest, like part-of-
speech (Belinkov et al., 2017), morphology (Peters
et al., 2018a), or sentence length (Adi et al., 2017).
Such methods work by specifying a probe (Con-
neau et al., 2018; Hupkes et al., 2018), a supervised
model for finding information in a representation.

Of particular interest, both for linguistics
and for building better models, is whether deep
models’ representations encode syntax (Linzen,
2018). Despite recent work (Kuncoro et al., 2018;
Peters et al., 2018b; Tenney et al., 2019), open
questions remain as to whether deep contextual
models encode entire parse trees in their word
representations.

In this work, we propose a structural probe, a
simple model which tests whether syntax trees are
consistently embedded in a linear transformation
of a neural network’s word representation space.
Tree structure is embedded if the transformed space
has the property that squared L2 distance between
two words’ vectors corresponds to the number of
edges between the words in the parse tree. To re-
construct edge directions, we hypothesize a linear
transformation under which the squared L2 norm
corresponds to the depth of the word in the parse
tree. Our probe uses supervision to find the trans-
formations under which these properties are best
approximated for each model. If such transfor-
mations exist, they define inner products on the
original space under which squared distances and
norms encode syntax trees – even though the mod-
els being probed were never given trees as input or
supervised to reconstruct them. This is a structural
property of the word representation space, akin to
vector offsets encoding word analogies (Mikolov
et al., 2013). Using our probe, we conduct a tar-
geted case study, showing that ELMo (Peters et al.,
2018a) and BERT (Devlin et al., 2019) representa-
tions embed parse trees with high consistency in
contrast to baselines, and in a low-rank space.1

In summary, we contribute a simple structural
probe for finding syntax in word representations
(§2), and experiments providing insights into
and examples of how a low-rank transformation
recovers parse trees from ELMo and BERT rep-
resentations (§3,4). Finally, we discuss our probe
and limitations in the context of recent work (§5).

2 Methods

Our goal is to design a simple method for testing
whether a neural network embeds each sentence’s

1We release our code at https://github.com/
john-hewitt/structural-probes.
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dependency parse tree in its contextual word rep-
resentations – a structural hypothesis. Under a rea-
sonable definition, to embed a graph is to learn a
vector representation of each node such that geom-
etry in the vector space—distances and norms—
approximates geometry in the graph (Hamilton
et al., 2017). Intuitively, why do parse tree dis-
tances and depths matter to syntax? The dis-
tance metric—the path length between each pair
of words—recovers the tree T simply by identify-
ing that nodes u, v with distance dT (u, v) = 1 are
neighbors. The node with greater norm—depth in
the tree—is the child. Beyond this identity, the dis-
tance metric explains hierarchical behavior. For ex-
ample, the ability to perform the classic hierarchy
test of subject-verb number agreeement (Linzen
et al., 2016) in the presence of “attractors” can be
explained as the verb (V) being closer in the tree to
its subject (S) than to any of the attactor nouns:

S ... A1 ... A2 ... V ...

.
. . .

Intuitively, if a neural network embeds parse trees,
it likely will not use its entire representation space
to do so, since it needs to encode many kinds of
information. Our probe learns a linear transforma-
tion of a word representation space such that the
transformed space embeds parse trees across all
sentences. This can be interpreted as finding the
part of the representation space that is used to en-
code syntax; equivalently, it is finding the distance
on the original space that best fits the tree metrics.

2.1 The structural probe
In this section we provide a description of our pro-
posed structural probe, first discussing the distance
formulation. LetM be a model that takes in a se-
quence of n words w`1:n and produces a sequence
of vector representations h`1:n, where ` identifies
the sentence. Starting with the dot product, re-
call that we can define a family of inner prod-
ucts, hTAh, parameterized by any positive semi-
definite, symmetric matrix A ∈ Sm×m+ . Equiv-
alently, we can view this as specifying a linear
transformation B ∈ Rk×m, such that A = BTB.
The inner product is then (Bh)T (Bh), the norm
of h once transformed by B. Every inner product
corresponds to a distance metric. Thus, our family
of squared distances is defined as:

dB(h
`
i ,h

`
j)

2 =
(
B(h`i − h`j)

)T (
B(h`i − h`j)

)

(1)

where i, j index the word in the sentence.2 The
parameters of our probe are exactly the matrix B,
which we train to recreate the tree distance between
all pairs of words (w`i , w

`
j) in all sentences T ` in

the training set of a parsed corpus. Specifically, we
approximate through gradient descent:

min
B

∑

`

1

|s`|2
∑

i,j

∣∣dT `(w`i , w`j)− dB(h`i ,h`j)2
∣∣

where |s`| is the length of the sentence; we nor-
malize by the square since each sentence has |s`|2
word pairs.

2.2 Properties of the structural probe
Because our structural probe defines a valid dis-
tance metric, we get a few nice properties for free.
The simplest is that distances are guaranteed non-
negative and symmetric, which fits our probing
task. Perhaps most importantly, the probe tests the
concrete claim that there exists an inner product on
the representation space whose squared distance—
a global property of the space—encodes syntax
tree distance. This means that the model not only
encodes which word is governed by which other
word, but each word’s proximity to every other
word in the syntax tree.3 This is a claim about the
structure of the representation space, akin to the
claim that analogies are encoded as vector-offsets
in uncontextualized word embeddings (Mikolov
et al., 2013). One benefit of this is the ability to
query the nature of this structure: for example, the
dimensionality of the transformed space (§ 4.1).

2.3 Tree depth structural probes
The second tree property we consider is the parse
depth ‖wi‖ of a word wi, defined as the number
of edges in the parse tree between wi and the root
of the tree. This property is naturally represented
as a norm – it imposes a total order on the words
in the sentence. We wish to probe to see if there
exists a squared norm on the word representation

2As noted in Eqn 1, in practice, we find that approximating
the parse tree distance and norms with the squared vector
distances and norms consistently performs better. Because a
distance metric and its square encode exactly the same parse
trees, we use the squared distance throughout this paper. Also
strictly, since A is not positive definite, the inner product is
indefinite, and the distance a pseudometric. Further discussion
can be found in our appendix.

3 Probing for distance instead of headedness also helps
avoid somewhat arbitrary decisions regarding PP headedness,
the DP hypothesis, and auxiliaries, letting the representation
“disagree” on these while still encoding roughly the same
global structure. See Section 5 for more discussion.
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Distance Depth
Method UUAS DSpr. Root% NSpr.

LINEAR 48.9 0.58 2.9 0.27
ELMO0 26.8 0.44 54.3 0.56
DECAY0 51.7 0.61 54.3 0.56
PROJ0 59.8 0.73 64.4 0.75

ELMO1 77.0 0.83 86.5 0.87
BERTBASE7 79.8 0.85 88.0 0.87

BERTLARGE15 82.5 0.86 89.4 0.88
BERTLARGE16 81.7 0.87 90.1 0.89

Table 1: Results of structural probes on the PTB WSJ test
set; baselines in the top half, models hypothesized to encode
syntax in the bottom half. For the distance probes, we show
the Undirected Unlabeled Attachment Score (UUAS) as well
as the average Spearman correlation of true to predicted dis-
tances, DSpr. For the norm probes, we show the root predic-
tion accuracy and the average Spearman correlation of true to
predicted norms, NSpr.

Figure 1: Parse distance UUAS and distance Spearman
correlation across the BERT and ELMo model layers.

space that encodes this tree norm. We replace
the vector distance function dB(hi,hj) with the
squared vector norm ‖hi‖2B , replacing Equation 1
with ‖hi‖A = (Bhi)

T (Bhi) and training B to
recreate ‖wi‖. Like the distance probe, this norm
formulation makes a concrete claim about the struc-
ture of the vector space.

3 Experiments

Using our probe, we evaluate whether representa-
tions from ELMo and BERT, two popular English
models pre-trained on language modeling-like ob-
jectives, embed parse trees according to our struc-
tural hypothesis. Unless otherwise specified, we
permit the linear transformation B to be potentially
full-rank (i.e., B is square.) Later, we explore what
rank of transformation is actually necessary for
encoding syntax (§ 4.1).

Representation models We use the 5.5B-word
pre-trained ELMo weights for all ELMo rep-
resentations, and both BERT-base (cased) and
BERT-large (cased). The representations we
evaluate are denoted ELMOK, BERTBASEK,

BERTLARGEK, where K indexes the hidden
layer of the corresponding model. All ELMo
and BERT-large layers are dimensionality 1024;
BERT-base layers are dimensionality 768.

Data We probe models for their ability to capture
the Stanford Dependencies formalism (de Marn-
effe et al., 2006), claiming that capturing most as-
pects of the formalism implies an understanding
of English syntactic structure. To this end, we ob-
tain fixed word representations for sentences of the
parsing train/dev/test splits of the Penn Treebank
(Marcus et al., 1993), with no pre-processing.4

Baselines Our baselines should encode features
useful for training a parser, but not be capable of
parsing themselves, to provide points of compari-
son against ELMo and BERT. They are as follows:

LINEAR : The tree resulting from the assumption
that English parse trees form a left-to-right
chain. A model that encodes the positions of
words should be able to meet this baseline.

ELMO0 : Strong character-level word embed-
dings with no contextual information. As
these representations lack even position in-
formation, we should be completely unable to
find syntax trees embedded.

DECAY0 : Assigns each word a weighted average
of all ELMO0 embeddings in the sentence.
The weight assigned to each word decays ex-
ponentially as 1

2d
, where d is the linear dis-

tance between the words.

PROJ0 : Contextualizes the ELMO0 embeddings
with a randomly initialized BiLSTM layer of
dimensionality identical to ELMo (1024), a
surprisingly strong baseline for contextualiza-
tion (Conneau et al., 2018).

3.1 Tree distance evaluation metrics

We evaluate models on how well the predicted
distances between all pairs of words reconstruct
gold parse trees and correlate with the parse trees’
distance metrics. To evaluate tree reconstruction,
we take each test sentence’s predicted parse tree
distances and compute the minimum spanning
tree. We evaluate the predicted tree on undirected

4Since BERT constructs subword representations, we align
subword vectors with gold Penn Treebank tokens, and assign
each token the average of its subword representation. This
thus represents a lower-bound on BERT’s performance.
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Figure 2: Minimum spanning trees resultant from predicted squared distances on BERTLARGE16 and ELMO1 compared
to the best baseline, PROJ0. Black edges are the gold parse, above each sentence; blue are BERTLARGE16, red are ELMO1,
and purple are PROJ0.

attachment score (UUAS)—the percent of undi-
rected edges placed correctly—against the gold
tree. For distance correlation, we compute the
Spearman correlation between true and predicted
distances for each word in each sentence. We
average these correlations between all sentences of
a fixed length, and report the macro average across
sentence lengths 5–50 as the “distance Spearman
(DSpr.)” metric.5

3.2 Tree depth evaluation metrics

We evaluate models on their ability to recreate the
order of words specified by their depth in the parse
tree. We report the Spearman correlation betwen
the true depth ordering and the predicted ordering,
averaging first between sentences of the same
length, and then across sentence lengths 5–50, as
the “norm Spearman (NSpr.)”. We also evaluate
models’ ability to identify the root of the sentence
as the least deep, as the “root%”.6

4 Results

We report the results of parse distance probes and
parse depth probes in Table 1. We first confirm
that our probe can’t simply “learn to parse” on top
of any informative representation, unlike parser-
based probes (Peters et al., 2018b). In particular,
ELMO0 and DECAY0 fail to substantially outper-
form a right-branching-tree oracle that encodes the
linear sequence of words. PROJ0, which has all of
the representational capacity of ELMO1 but none
of the training, performs the best among the base-
lines. Upon inspection, we found that our probe
on PROJ0 improves over the linear hypothesis with

5The 5–50 range is chosen to avoid simple short sentences
as well as sentences so long as to be rare in the test data.

6In UUAS and “root%” evaluations, we ignore all punctu-
ation tokens, as is standard.

Figure 3: Parse tree depth according to the gold tree (black,
circle) and the norm probes (squared) on ELMO1 (red, trian-
gle) and BERTLARGE16 (blue, square).

mostly simple deviations from linearity, as visual-
ized in Figure 2.

We find surprisingly robust syntax embedded
in each of ELMo and BERT according to our
probes. Figure 2 shows the surprising extent to
which a minimum spanning tree on predicted
distances recovers the dependency parse structure
in both ELMo and BERT. As we note however, the
distance metric itself is a global notion; all pairs of
words are trained to know their distance – not just
which word is their head; Figure 4 demonstrates
the rich structure of the true parse distance metric
recovered by the predicted distances. Figure 3
demonstrates the surprising extent to which the
depth in the tree is encoded by vector norm after
the probe transformation. Between models, we
find consistently that BERTLARGE performs
better than BERTBASE, which performs better
than ELMO.7 We also find, as in Peters et al.
(2018b), a clear difference in syntactic information
between layers; Figure 1 reports the performance

7It is worthwhile to note that our hypotheses were
developed while analyzing LSTM models like ELMo, and
applied without modification on the self-attention based
BERT models.
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Figure 4: (left) Matrix representing gold tree distances
between all pairs of words in a sentence, whose linear order
runs top-to-bottom and left-to-right. Darker colors indicate
close words, lighter indicate far. (right) The same distances
as embedded by BERTLARGE16 (squared). More detailed
graphs available in the Appendix.

Figure 5: Parse distance tree reconstruction accuracy when
the linear transformation is constrained to varying maximum
dimensionality.

of probes trained on each layer of each system.

4.1 Analysis of linear transformation rank
With the result that there exists syntax-encoding
vector structure in both ELMo and BERT, it is nat-
ural to ask how compactly syntactic information is
encoded in the vector space. We find that in both
models, the effective rank of linear transformation
required is surprisingly low. We train structural
probes of varying k, that is, specifying a matrix
B ∈ Rk×m such that the transformed vector Bh is
in Rk. As shown in Figure 5, increasing k beyond
64 or 128 leads to no further gains in parsing accu-
racy. Intuitively, larger k means a more expressive
probing model, and a larger fraction of the repre-
sentational capacity of the model being devoted to
syntax. We also note with curiosity that the three
models we consider all seem to require transfor-
mations of approximately the same rank; we leave
exploration of this to exciting future work.

5 Discussion & Conclusion

Recent work has analyzed model behavior to deter-
mine if a model understands hierarchy and other lin-
guistic phenomena (Linzen, 2018; Gulordava et al.,
2018; Kuncoro et al., 2018; Linzen and Leonard,
2018; van Schijndel and Linzen, 2018; Tang et al.,
2018; Futrell et al., 2018). Our work extends the

literature on linguistic probes, found at least in (Pe-
ters et al., 2018b; Belinkov et al., 2017; Blevins
et al., 2018; Hupkes et al., 2018). Conneau et al.
(2018) present a task similar to our parse depth
prediction, where a sentence representation vector
is asked to classify the maximum parse depth ever
achieved in the sentence. Tenney et al. (2019) eval-
uates a complementary task to ours, training probes
to learn the labels on structures when the gold struc-
tures themselves are given. Peters et al. (2018b)
evaluates the extent to which constituency trees can
be extracted from hidden states, but uses a probe
of considerable complexity, making less concrete
hypotheses about how the information is encoded.

Probing tasks and limitations Our reviewers
rightfully noted that one might just probe for head-
edness, as in a bilinear graph-based dependency
parser. More broadly, a deep neural network probe
of some kind is almost certain to achieve higher
parsing accuracies than our method. Our task and
probe construction are designed not to test for some
notion of syntactic knowledge broadly construed,
but instead for an extremely strict notion where
all pairs of words know their syntactic distance,
and this information is a global structural prop-
erty of the vector space. However, this study is
limited to testing that hypothesis, and we foresee
future probing tasks which make other tradeoffs be-
tween probe complexity, probe task, and hypothe-
ses tested.

In summary, through our structural probes we
demonstrate that the structure of syntax trees
emerges through properly defined distances and
norms on two deep models’ word representation
spaces. Beyond this actionable insight, we suggest
our probe may be useful for testing the existence
of different types of graph structures on any neural
representation of language, an exciting avenue for
future work.
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A Appendix: Implementation Details

A.1 Squared L2 distance vs. L2 distance
In Section 2.2, we note that while our distance
probe specifies a distance metric, we recreate it
with a squared vector distance; likewise, while our
norm probe specifies a norm, we recreate it with a
squared vector norm. We found this to be important
for recreating the exact parse tree distances and
norms. This does mean that in order to recreate the
exact scalar values of the parse tree structures, we
need to use the squared vector quantities. This may
be problematic, since for example squared distance
doesn’t obey the triangle inequality, whereas a valid
distance metric does.

However, we note that in terms of the graph struc-
tures encoded, distance and squared distance are
identical. After training with the squared vector dis-
tance, we can square-root the predicted quantities
to achieve a distance metric. The relative ordering

between all pairs of words will be unchanged; the
same tree is encoded either way, and none of our
quantitative metrics will change; however, the ex-
act scalar distances will differ from the true tree
distances.

This raises a question for future work as to why
squared distance works better than distance, and
beyond that, what function of the L2 distance (or
perhaps, what Lp distance) would best encode tree
distances. It is possibly related to the gradients of
the loss with respect to the function of the distance,
as well as how amenable the function is to matching
the exact scalar values of the tree distances.

A.2 Probe training details
All probes are trained to minimize L1 loss of the
predicted squared distance or squared norm w.r.t.
the true distance or norm. Optimization is per-
formed using the Adam optimizer (Kingma and
Ba, 2014) initialized at learning rate 0.001, with
β1 = .9, β2 = .999, ε = 10−8. Probes are trained
to convergence, up to 40 epochs, with a batch size
of 20. For depth probes, loss is summed over all
predictions in a sentence, normalized by the length
of the sentence, and then summed over all sen-
tences in a batch before a gradient step is taken.
For distance probes, normalization is performed by
the square of the length of the sentence. At each
epoch, dev loss is computed; if the dev loss does
not achieve a new minimum, the optimizer is re-
set (no momentum terms are kept) with an initial
learning rate multiplied by 0.1. All models were
implemented in both DyNet (Neubig et al., 2017),
and in PyTorch (Paszke et al., 2017).

B Appendix: Extra examples

In this section we provide additional examples of
model behavior, including baseline model behavior,
across parse distance prediction and parse depth
prediction. In Figure 6 and Figure 7, we present
a single sentence with dependency trees as ex-
tracted from many of our models and baselines.
In Figure 8, we present tree depth predictions on a
complex sentence from ELMO1, BERTLARGE16,
and our baseline PROJ0. Finally, in Figure 9, we
present gold parse distances and predicted squared
parse distances between all pairs of words in large,
high-resolution format.
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Figure 6: A relatively simple sentence, and the minimum spanning trees extracted by various models.
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Figure 7: A complex sentence, and the minimum spanning trees extracted by various models.
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Figure 8: A long sentence with gold dependency parse depths (grey) and dependency parse depths (squared) as extracted by
BERTLARGE16 (blue, top), ELMO1 (red, middle), and the baseline PROJ0 (purple, bottom). Note the non-standard subject,
“that he was the A’s winningest pitcher”.
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Figure 9: The distance graphs defined by the gold parse distances on a sentence (below) and as extracted from BERTLARGE16
(above, squared).
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Abstract

This paper seeks to model human language
by the mathematical framework of quantum
physics. With the well-designed mathematical
formulations in quantum physics, this frame-
work unifies different linguistic units in a sin-
gle complex-valued vector space, e.g. words
as particles in quantum states and sentences
as mixed systems. A complex-valued net-
work is built to implement this framework
for semantic matching. With well-constrained
complex-valued components, the network ad-
mits interpretations to explicit physical mean-
ings. The proposed complex-valued network
for matching (CNM)1 achieves comparable
performances to strong CNN and RNN base-
lines on two benchmarking question answer-
ing (QA) datasets.

1 Introduction

There is a growing concern on the interpretabil-
ity of neural networks. Along with the increasing
power of neural networks comes the challenge of
interpreting the numerical representation of net-
work components into human-understandable lan-
guage. Lipton (2018) points out two important
factors for a model to be interpretable, namely
post-hoc interpretability and transparency. The
former refers to explanations of why a model
works after it is executed, while the latter concerns
self-explainability of components through some
mechanisms in the designing phase of the model.

We seek inspirations from quantum physics to
build transparent and post-hoc interpretable net-
works for modeling human language. The emerg-
ing research field of cognition suggests that there
exist quantum-like phenomena in human cogni-
tion (Aerts and Sozzo, 2014), especially language
understanding (Bruza et al., 2008). Intuitively, a

∗Equal Contribution
†Corresponding Author

1https://github.com/wabyking/qnn.git

sentence can be treated as a physical system with
multiple words (like particles), and these words
are usually polysemous (superposed) and corre-
lated (entangled) with each other. Motivated by
these existing works, we aim to investigate the fol-
lowing Research Question (RQ).

RQ1: Is it possible to model human lan-
guage with the mathematical framework of quan-
tum physics?

Towards this question, we build a novel
quantum-theoretic framework for modeling lan-
guage, in an attempt to capture the quantum-
ness in the cognitive aspect of human language.
The framework models different linguistic units
as quantum states with the adoption of quan-
tum probability (QP), which is the mathematical
framework of quantum physics that models uncer-
tainly on a uniform Semantic Hilbert Space (SHS).

Complex values are crucial in the mathematical
framework of characterizing quantum physics. In
order to preserve physical properties, the linguis-
tic units have to be represented as complex vectors
or matrices. This naturally gives rise to another re-
search question:

RQ2: Can we benefit from the complex-valued
representation of human language in a real natu-
ral language processing (NLP) scenario?

To this end, we formulate a linguistic unit as a
complex-valued vector, and link its length and di-
rection to different physical meanings: the length
represents the relative weight of the word while
the direction is viewed as a superposition state.
The superposition state is further represented in
an amplitude-phase manner, with amplitudes cor-
responding to the lexical meaning and phases im-
plicitly reflecting the higher-level semantic aspects
such as polarity, ambiguity or emotion.

In order to evaluate the above framework, we
implement it as a complex-valued network (CNM)
for semantic matching. The network is applied to
the question answering task, which is the most
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typical matching task that aims at selecting the
best answer for a question from a pool of candi-
dates. In order to facilitate local matching with n-
grams of a sentence pair, we design a local match-
ing scheme in CNM. Most of State-of-the-art QA
models are mainly based on Convolution Neu-
ral Network (CNN), Recurrent Neural Network
(RNN) and many variants thereof (Wang and Ny-
berg, 2015; Yang et al., 2016; Hu et al., 2014;
Tan et al., 2015). However, with opaque structures
of convolutional kernels and recurrent cells, these
models are hard to understand for humans. We ar-
gue that our model is advantageous in terms of in-
terpretability.

Our proposed CNM is transparent in that it is
designed in alignment with quantum physics. Ex-
periments on benchmarking QA datasets show that
CNM has comparable performance to strong CNN
and RNN baselines, whilst admitting post-hoc in-
terpretations to human-understandable language.
We therefore answer RQ1 by claiming that it is
possible to model human language with the pro-
posed quantum-theoretical framework in this pa-
per. Furthermore, an ablation study shows that the
complex-valued word embedding performs bet-
ter than its real counterpart, which allows us to
answer RQ2 by claiming that we benefit from
the complex-valued representation of natural lan-
guage on the QA task.

2 Background

Here we briefly introduce quantum probability
and discuss a relevant work on quantum-inspired
framework for QA.

2.1 Quantum Probability
Quantum probability provides a sound explanation
for the phenomena and concepts of quantum me-
chanics, by formulating events as subspaces in a
vector space with projective geometry.

2.1.1 Quantum Superposition
Quantum Superposition is one of the fundamental
concepts in Quantum Physics, which describes the
uncertainty of a single particle. In the micro world,
a particle like a photon can be in multiple mutual-
exclusive basis states simultaneously with a prob-
ability distribution. In a two-dimensional exam-
ple, two basis vectors are denoted as |0〉 and |1〉2.

2We here adopt the widely used Dirac notations in quan-
tum probability, in which a unit vector ~µ and its transpose ~µT

are denoted as a ket |u〉 and a bra 〈u| respectively.

Superposition is implemented to model a general
state which is a linear combination of basis vectors
with complex-valued weights such that

|φ〉 = α0 |0〉+ α1 |1〉 , (1)

where α0 and α1 are complex scalars satisfying
0 ≤ |α0|2 ≤ 1, 0 ≤ |α1|2 ≤ 1 and |α0|2 + |α1|2 =
1. It follows that |φ〉 is defined over the complex
field. When α0 and α1 are non-zero values, the
state |φ〉 is said to be a superposition of the states
|0〉 and |1〉, and the scalars α0 and α1 denote the
probability amplitudes of the superposition.

2.1.2 Measurement
The uncertainty of an ensemble system with mul-
tiple particles is encapsulated as a mixed state,
represented by a positive semi-definite matrix
with unitary trace called density matrix: ρ =∑m

i |φi〉 〈φi|, where {|φi〉}mi=0 are pure states like
Eq. 1. In order to infer the probabilistic properties
of ρ in the state space, Gleason’s theorem (Glea-
son, 1957; Hughes, 1992) is used to calculate
probability to observe x through projection mea-
surements |x〉 〈x| that is a rank-one projector de-
noted as a outer product of |x〉.

px(ρ) = 〈x| ρ |x〉 = tr(ρ |x〉 〈x|) (2)

The measured probability px(ρ) is a non-
negative real-valued scalar, since both ρ and
|x〉 〈x| are Hermitian. The unitary trace property
guarantees

∑
x∈X px(ρ) = 1 for X being a set of

orthogonal basis states.

2.2 Neural Network based Quantum-like
Language Model (NNQLM)

Based on the density matrices representation for
documents in information retrieval (Van Rijsber-
gen, 2004; Sordoni et al., 2013), Zhang et al.
(2018a) built a neural network with density ma-
trix for question answering. This Neural Network
based Quantum Language Model (NNQLM) em-
beds a word as a unit vector and a sentence as a
real-valued density matrix. The distance between
a pair of density matrices is obtained by extract-
ing features of their matrix multiplication in two
ways: NNQLM-I directly takes the trace of the re-
sulting matrix, while NNQLM-II applies convolu-
tional structures on top of the matrix to determine
whether the pair of sentences match or not.

NNQLM is limited in that it does not make
proper use of the full potential of probabilistic
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property of a density matrices.By treating den-
sity matrices as ordinary real vectors (NNQLM-
I) or matrices (NNQLM-II), the full potential
with complex-valued formulations is largely ig-
nored. Meanwhile, adding convolutional layers on
top of a density matrix is more of an empirical
workaround than an implementation of a theoreti-
cal framework.

In contrast, a complex-valued matching net-
work is built on top of a quantum-theoretical
framework for natural language. In particular, an
indirect way to measure the distance between two
density matrices through trainable measurement
operations, which makes advantage of the proba-
bilistic properties of density matrices and also pro-
vides flexible matching score driven by training
data.

3 Semantic Hilbert Space

Here we introduce the Semantic Hilbert Space H
defined on a complex vector space Cn, and three
different linguistic units, namely sememes, words
and word combinations on the space. The concept
of semantic measurement is introduced at last.

Sememes. We assume H is spanned by the set
of orthogonal basis states {|ej〉}nj=1 for sememes,
which are the minimum semantic units of word
meanings in language universals (Goddard and
Wierzbicka, 1994). The unit state |ej〉 can be seen
as a one-hot vector, i.e., the j-th element in |ej〉 is
one while other elements are zero, in order to ob-
tain a set of orthogonal unit states. Semantic units
with larger granularities are based on the set of se-
meme basis.

Words. Words are composed of sememes in su-
perposition. Each word w is a superposition over
all sememes {|ej〉}nj=1, or equivalently a unit-
length vector onH:

|w〉 =
n∑

j=1

rje
iφj |ej〉, (3)

i is the imaginary number with i2 = −1. In
the above expression, {rj}nj=1 are non-negative
real-valued amplitudes satisfying

∑n
j=1 rj

2 =1
and φj ∈ [−π, π] are the corresponding com-
plex phases. In comparison to Eq. 1, {rjeiφj}nj=0

are the polar form representation of the complex-
valued scalars {αj}1j=0.

Word Combinations. We view a combination
of words (e.g. phrase, n-gram, sentence or docu-
ment) as a mixed system composed of individual

words, and its representation is computed as fol-
lows:

ρ =
m∑

j

1

m
|wj〉 〈wj |, (4)

where m is the number of words and |wj〉 is
word superposition state in Eq. 3, allowing mul-
tiple occurrences. Eq. 4 produces a density ma-
trix ρ for semantic composition of words. It also
describes a non-classical distribution over the set
of sememes: the complex-valued off-diagonal el-
ements describes the correlations between se-
memes, while the diagonal entries (guaranteed to
be real by its original property) correspond to a
standard probability distribution. The off-diagonal
elements provide our framework some potentials
to model the possible interactions between the ba-
sic sememe basis, which was usually considered
mutually independent with each other.

Semantic Measurements. The high-level fea-
tures of a sequence of words are extracted through
measurements on its mixed state. Given a density
matrix ρ of a mixed state, a rank-one projector P ,
which is the outer product of a unit complex vec-
tor, i.e. P = |x〉 〈x|, is applied as a measurement
projector. It is worth mentioning that |x〉 could be
any pure state in this Hilbert space (not only lim-
ited to a specific word w). The measured probabil-
ity is computed by Gleason‘s Theorem in Eq. 2.

4 Complex-valued Network for Matching

We implemented an end-to-end network for
matching on the Semantic Hilbert Space. Fig.
1 shows the overall structure of the proposed
Complex-valued Network for Matching (CNM).
Each component of the network is further dis-
cussed in this section.

4.1 Complex-valued Embedding
On the Semantic Hilbert Space, each word w is
embedded as a complex-valued vector ~w. Here we
link its length and direction to different physical
meanings: the length of a vector represents the rel-
ative weight of the word while the vector direction
is viewed as a superposition state. Each word w
adopts a normalization into a superposition state
|w〉 and a word-dependent weight π(w):

|w〉 =
~w

||~w|| , π(w) = ||~w||, (5)

where ||~w|| denotes the 2-norm length of ~w. π(w)
is used to compute the relative weight of a word in
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Figure 1: Architecture of Complex-valued Network for Matching. M© refers to the measurement operation in Eq. 2.

a local context window, which we will elaborate in
Section 4.2.

4.2 Sentence Modeling with Local Mixture
Scheme

A sentence is modeled as a combination of indi-
vidual words in it. NNQLM (Zhang et al., 2018a)
models a sentence as a global mixture of all
words, which implicitly assumes a global inter-
action among all sentence words. This seems to
be unreasonable in practice, especially for a long
text segment such as a paragraph or a document,
where the interaction between the first word and
the last word is often negligible. Therefore, we ad-
dress this limitation by proposing a local mixture
of words, which tends to capture the semantic re-
lations between neighboring words and undermine
the long-range word dependencies. As is shown in
Fig. 2, a sliding window is applied and a density
matrix is constructed for a local window of length
l (e.g. 3). Therefore, a sentence is composed of a
sequence of density matrices for l-grams.

The representation of a local l-gram window is
obtained by an improved approach over Eq. 4. In
Eq. 4, each word is assigned with the same weight,
which does not hold from an empirical point of
view. In this study, we take the L2-norm of the
word vector as the relative weight in a local con-
text window for a specific word, which could be
updated during training. To some extent, L2-norm
is a measure of semantic richness of a word, i.e.
the longer the vector the richer the meaning. The

Figure 2: Architecture of local mixture component. A
sliding window in the black color is applied to the sen-
tence, generating a local mixture density matrix for
each local window of length l.

⊙
means that a ma-

trix multiplies a number with each element.
⊗

denotes
the outer product of a vector with itself.

density matrix of an l-gram is computed as fol-
lows:

ρ =

l∑

i

p(wi) |wi〉 〈wi|, (6)

where the relative importance of each word p(wi)
in an l-gram is the soft-max normalized word-
dependent weight: p(wi) = eπ(wi)∑l

j e
π(wj)

, where

π(wi) is the word-dependent weight. By convert-
ing word-dependent weights to a probability dis-
tribution, a legal density matrix is produced, be-
cause

∑l
i p(wi) = 1 gives tr(ρ) = 1. Moreover,

the weight of a word also depends on its neighbor-
ing words in a local context.
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4.3 Matching of Question and Answer

In quantum information, there have been works
trying to estimate a quantum state from the results
of a series of measurements (Řeháček et al., 2001;
Lvovsky, 2004). Inspired by these works, we in-
troduce trainable measurements to extract density
matrix features and match a pair of sentences.

Suppose a pair of sentences with length L
are represented as two sets of density matrices
{ρ1j}Lj=1 and {ρ2j}Lj=1 respectively. The same set
of K semantic measurement operators {|vk〉}Kk=1

are applied to both sets, producing a pair of k-
by-L probability matrix p1 and p2, where p1jk =

〈vk| ρ1j |vk〉 and p2jk = 〈vk| ρ2j |vk〉 for k ∈
{1, ...,K} and j ∈ {1, ..., L}. A classical vector-
based distances between p1 and p2 can be com-
puted as the matching score of the sentence pair.
By involving a set of semantic measurements, the
properties of density matrix are taken into consid-
eration in computing the density matrix distance.

We believe that this way of computing density
matrix distance is both theoretically sound and ap-
plicable in practice. The trace inner product of
density matrices (Zhang et al., 2018a) breaks the
basic axioms of metric, namely the non-negativity,
identity of indiscernibles and triangle inequality.
The CNN-based feature extraction (Zhang et al.,
2018a) for density matrix multiplication loses the
property of density matrix as a probability dis-
tribution. Nielsen and Chuang (2010) introduced
three measures namely trace distance, fidelity, and
VN-divergence. However, it is computationally
costly to compute these metrics and propagate the
loss in an end-to-end training framework.

We set the measurements to be trainable so that
the matching of question and answering can be in-
tegrated into the whole neural network, and iden-
tify the discriminative semantic measurements in a
data-driven manner. From the perspective of linear
discriminant analysis (LDA) (Fisher, 1936), this
approach is intended to find a group of finite dis-
criminative projection directions for a better di-
vision of different classes, but in a more sound
framework inspired by quantum probability with
complex-valued values. From an empirical point
of view, the data-driven measurements make it
flexible to match two sentences.

Dataset train dev test
TREC QA 1229/53417 65/117 68/1442
WikiQA 873/8627 126/130 633/2351

Table 1: Dataset Statistics. For each cell, the values de-
note the number of questions and question-answer pairs
respectively.

5 Experiments

5.1 Datasets and Evaluation Metrics

The experiments were conducted on two bench-
marking question answering datasets for question
answering (QA), namely TREC QA (Voorhees
and Tice, 2000) and WikiQA (Yang et al., 2015).
TREC QA is a standard QA dataset in the Text RE-
trieval Conference (TREC). WikiQA is released
by Microsoft Research on open domain question
answering. On both datasets, the task is to se-
lect the most appropriate answer from the can-
didate answers for a question, which requires a
ranking of candidate answers. After removing the
questions with no correct answers, the statistics of
the cleaned datasets are given in the Tab. 1. Two
common rank-based metrics, namely mean aver-
age precision (MAP) and mean reciprocal rank
(MRR), are used to measure the performance of
models.

5.2 Experiment Details

5.2.1 Baselines
We conduct a comprehensive comparison across a
wide range of models. On TREC QA the experi-
mented models include Bigram-CNN (Yu et al.,
2014), three-layered Long Short-term Memory
(LSTM) in combination with BM25 (LSTM-3L-
BM25) (Wang and Nyberg, 2015), attention-based
neural matching model (aNMM) (Yang et al.,
2016), Multi-perspective CNN (MP-CNN) (He
et al., 2015), CNTN (Qiu and Huang, 2015),
attention-based LSTM+CNN model (LSTM-
CNN-attn) (Tang et al., 2015) and pairwise word
interaction modeling (PWIM) (He and Lin, 2016).
On WikiQA dataset, we involve the following
models into comparison: Bigram-CNN (Yu et al.,
2014), CNN with word count information (CNN-
Cnt) (Yang et al., 2015), QA-BILSTM (Santos
et al., 2016), BILSTM with attentive pooling
(AP-BILSTM) (Santos et al., 2016), and LSTM
with attention (LSTM-attn) (Miao et al., 2015).
On both datasets, we report the results of quantum
language model (Sordoni et al., 2013) and two
models NNQLM-I, NNQLM-II by (Zhang et al.,
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2018a) for comparison.

5.2.2 Parameter Settings
The parameters in the network are Θ =
{R,Φ, {|vi〉}ki=1}, in which R and Φ denote the
lookup tables for amplitudes and complex phases
of each word, and {|vi〉}ki=1 denotes the set of se-
mantic measurements. We use 50-dimension com-
plex word embedding. The amplitudes are initial-
ized with 50-dimension Glove vectors (Penning-
ton et al., 2014) and L2-norm regularized during
training. The phases are randomly initialized un-
der a normal distribution of [−π, π]. The seman-
tic measurements {|vi〉}ki=1} are initialized with
orthogonal real-valued one-hot vectors, and each
measurement is constrained to be of unit length
during training. We perform max pooling over the
sentence dimension on the measurement probabil-
ity matrices, resulting in a k-dim vector for both a
question and an answer. We concatenate the vec-
tors for l = 1, 2, 3, 4 for questions and answers,
and the larger size of windows are also tried. We
will use a longer sliding window in datasets with
longer sentences. The cosine similarity is used as
the distance metric of measured probabilities. We
use triplet hinge loss and set the margin α = 0.1.
A dropout layer is built over the embedding layer
and measurement probabilities with a dropout rate
of 0.9.

A grid search is conducted over the parameter
pools to explore the best parameters. The param-
eters under exploration include {0.01, 0.05, 0.1}
for the learning rate, {1e − 5, 1e − 6, 1e −
7, 1e − 8} for the L2-normalization of complex
word embeddings, {8, 16, 32} for batch size, and
{50, 100, 300, 500} for the number of semantic
measurements.

5.2.3 Parameter Scale
The proposed CNM has a limited scale of pa-
rameters. Apart from the complex word embed-
dings which are |V | × 2n by size, the only set
of parameters are {|vi〉}ki=1 which is k × 2n, with
|V |, k, n being the vocabulary size, number of se-
mantic measurements and the embedding dimen-
sion, respectively. In comparison, a single-layered
CNN has at least l × k × n additional parameters
with l being the filter width, while a single-layered
LSTM is 4× k× (k+n) by the minimum param-
eter scale. Although we use both amplitude part
and phase part for word embedding, lower dimen-
sions of embedding are adopted, namely 50, with

Model MAP MRR
Bigram-CNN 0.5476 0.6437
LSTM-3L-BM25 0.7134 0.7913
LSTM-CNN-attn 0.7279 0.8322
aNMM 0.7495 0.8109
MP-CNN 0.7770 0.8360
CNTN 0.7278 0.7831
PWIM 0.7588 0.8219
QLM 0.6780 0.7260
NNQLM-I 0.6791 0.7529
NNQLM-II 0.7589 0.8254
CNM 0.7701 0.8591
Over NNQLM-II 1.48% ↑ 4.08% ↑

Table 2: Experiment Results on TREC QA Dataset.
The best performed values are in bold.

Model MAP MRR
Bigram-CNN 0.6190 0.6281
QA-BILSTM 0.6557 0.6695
AP-BILSTM 0.6705 0.6842
LSTM-attn 0.6639 0.6828
CNN-Cnt 0.6520 0.6652
QLM 0.5120 0.5150
NNQLM-I 0.5462 0.5574
NNQLM-II 0.6496 0.6594
CNM 0.6748 0.6864
Over NNQLM-II 3.88% ↑ 4.09% ↑

Table 3: Experiment Results on WikiQA Dataset.The
best performed values for each dataset are in bold.

the comparable performance.
Therefore, our network scales better than the ad-

vanced models on the CNN or LSTM basis.

5.3 Experiment Results

Tab. 2 and 3 show the experiment results on TREC
QA and WikiQA respectively, where bold values
are the best performances out of all models. Our
model achieves 3 best performances out of the 4
metrics on TREC QA and WikiQA, and performs
slightly worse than the best-performed models on
the remaining metric. This illustrates the effective-
ness of our proposed model from a general per-
spective.

Specifically, CNM outperforms most CNN and
LSTM-based models, which have more compli-
cated structures and a relatively larger parameters
scale. Also, CNM performs better than existing
quantum-inspired QA models, QLM and NNQLM
on both datasets, which means that the quantum
theoretical framework gives rise to better performs
model. Moreover, a significant improvement over
NNQLM-1 is observed on these two datasets, sup-
porting our claim that the trace inner product is not
an effective distance metric of two density matri-
ces.
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Setting MAP MRR
FastText-MaxPool 0.6659 (0.1042↓) 0.7152 (0.1439↓)
CNM-Real 0.7112 (0.0589↓) 0.7922 (0.0659↓)
CNM-Global-Mixture 0.6968 (0.0733↓) 0.7829 (0.0762↓)
CNM-trace-inner-product 0.6952 (0.0749↓) 0.7688 (0.0903↓)
CNM 0.7701 0.8591

Table 4: Ablation Test. The values in parenthesis are the
performance differences between the model and CNM.

5.4 Ablation Test

An ablation test is conducted to examine the influ-
ence of each component on our proposed CNM.
The following models are implemented in the ab-
lation test. FastText-MaxPool adopt max pooling
over word-embedding, just like FastText (Joulin
et al., 2016). CNM-Real replaces word embed-
dings and measurements with their real counter-
parts. CNM-Global-Mixture adopts a global mix-
ture of the whole sentence, in which a sentence
is represented as a single density matrix, leading
to a probability vector for the measurement re-
sult. CNM-trace-inner-product replaces the train-
able measurements with trace inner product like
NNQLM.

For the real-valued models, we replace the em-
bedding with double size of dimension, in order to
eliminate the impact of the parameter scale on the
performance. Due to limited space, we only report
the ablation test result on TREC QA, and Wik-
iQA has similar trends. The test results in Tab. 4
demonstrate that each component plays a crucial
role in the CNM model. In particular, the com-
parison with CNM-Real and FastText-MaxPool
shows the effectiveness of introducing complex-
valued components, the increase in performance
over CNM-Global-Mixture reveals the superior-
ity of local mixture, and the comparison with
CNM-trace-inner-product confirms the usefulness
of trainable measurements.

6 Discussions

This section aims to investigate the proposed re-
search questions mentioned in Sec 1. For RQ1,
we explain the physical meaning of each compo-
nent in term of the transparency (Sec. 6.1), and
design some case studies for the post-hoc inter-
pretability (Sec. 6.2). For RQ2, we argue that the
complex-valued representation can model differ-
ent aspects of semantics and naturally address the
non-linear semantic compositionality, as discussed
in Sec. 6.3.

Components DNN CNM

Sememe -
basis one-hot vector / basis state
{e|e ∈ Rn, ||e||2 = 1}
complete &orthogonal

Word real vector
(−∞,∞)

unit complex vector / superposition state
{w|w ∈ Cn, ||w||2 = 1}

N-gram/
Word combinations

real vector
(−∞,∞)

density matrix / mixed system
{ρ|ρ = ρ∗, tr(ρ) = 1

Abstraction CNN/RNN
(−∞,∞)

projector / measurement
{vvT |v ∈ Cn, ||v||2 = 1}

Sentence
representation

real vector
(−∞,∞)

real value/ measured probability
(0, 1)

Table 5: Physical meanings and constraints.

Selected words

Important
studio, president, women, philosophy
scandinavian, washingtonian, berliner, championship
defiance, reporting, adjusted, jarred

Unimportant
71.2, 5.5, 4m, 296036, 3.5
may, be, all, born
movements, economists, revenues, computers

Table 6: Selected learned important words in TREC
QA. All words are converted to lower cases.

6.1 Transparency

CNM aims to unify many semantic units with dif-
ferent granularity e.g. sememes, words, phrases
(or N-gram) and document in a single complex-
valued vector space, as shown in Tab. 5. In partic-
ular, we formulate atomic sememes as a group of
complete orthogonal basis states and words as su-
perposition states over them. A linguistic unit with
larger-granularity e.g. a word phrase or a sentence
is represented as a mixed system over the words
(with a density matrix, i.e. a positive semi-definite
matrix with unit trace).

More importantly, trainable projection measure-
ments are used to extract high-level representa-
tion for a word phrase or a sentence. Each mea-
surement is also directly embedded in this uni-
fied Hilbert space, as a specific unit state (like
words), thus making it easily understood by the
neighbor words near this specific state. The corre-
sponding trainable components in state-of-art neu-
ral network architectures, namely, kernels in CNN
and cells in RNN, are represented as arbitrary real-
valued without any constraints, lead to difficulty to
be understood.

6.2 Post-hoc Interpretability

The post-hoc Interpretability is shown in three
groups of case studies, namely word weight
scheme, matching pattern, and discriminative se-
mantic measurements.

6.2.1 Word Weighting Scheme
Tab. 6 shows the words selected from the top-50
most important words as well as top-50 unimpor-
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Question Correct Answer

Who is the [ president or chief executive of Amtrak ] ? “ Long-term success ... ” said George Warrington , [ Amtrak ’s president and chief executive ] .”

When [ was Florence Nightingale born ] ? ,”On May 12 , 1820 , the founder of modern nursing , [ Florence Nightingale , was born ] in Florence , Italy .”

When [ was the IFC established ] ? [ IFC was established in ] 1956 as a member of the World Bank Group .

[ how did women ’s role change during the war ] ..., the [ World Wars started a new era for women ’s ] opportunities to ....

[ Why did the Heaven ’s Gate members commit suicide ] ?, This is not just a case of [ members of the Heaven ’s Gate cult committing suicide ] to ...

Table 7: The matching patterns for specific sentence pairs in TREC QA. The darker the color, the bigger the word
weight is. [ and ] denotes the possible border of the current sliding windows.

tant ones. The importance of words is based on
the L2-norm of its learned amplitude embedding
according to Eq. 5. It is consistent with the in-
tuition that, the important words are more about
specific topics or discriminative nouns, while the
unimportant words include meaningless numbers
or super-high frequency words. Note that some
special form (e.g. plural form in the last row )
of words are also identified as unimportant words,
since we commonly did not stem the words.

6.2.2 Matching Pattern
Tab. 7 shows the match schema with local sliding
windows. In a local context window, we visualize
the relative weights (i.e. the weights after normal-
ized by softmax) for each word with darkness de-
grees. The table illustrates that our model is capa-
ble of identifying true matched local windows of a
sentence pair. Even some words are replaced with
similar forms (e.g. commit and committing in the
last case) or meanings (e.g. change and new in the
fourth case), it could be robust to get a relatively
high matching score. From an empirical point of
view, our model outperforms other models in situ-
ations where specific matching pattern are crucial
to the sentence meaning, such as when two sen-
tences share some unordered bag-of-word combi-
nations. To some extent, it is robust up to replace-
ment of words with similar ones in the Semantic
Hilbert Space.

6.2.3 Discriminative Semantic Measurements
The semantic measurements are performed
through rank-one projectors {|x〉 〈x|} . From a
classical point of view, each projector is associated
with a superposition of fundamental sememes,
which is not necessarily linked to a particular
word. Since the similarity metric in the Semantic
Hilbert Space can be used to indicate semantic
relatedness, we rely on the nearby words of the
learned measurement projectors to understand
what they may refer to.

Essentially, we identified the 10 most similar
words to a measurement based on the cosine sim-

Selected neighborhood words for a measurement vector
1 andes, nagoya, inter-american, low-caste
2 cools, injection, boiling,adrift
3 andrews, paul, manson, bair
4 historically, 19th-century, genetic, hatchback
5 missile, exile, rebellion, darkness

Table 8: Selected learned measurements for TREC QA.
They were selected according to nearest words for a
measurement vector in Semantic Hilbert Space.

ilarity metric. Tab. 8 shows part of the most simi-
lar words of 5 measurements, which are randomly
chosen from the total number of k=10 trainable
measurements for the TREC QA dataset. It can
be seen that the first three selected measurements
were about positions, movement verbs, and peo-
ple’s names, while the rest were about the topic
of history and rebellion respectively. Even though
a clear explanation of the measurements is not
available, we are still able to roughly understand
the meaning of the measurements in the proposed
data-driven approach.

6.3 Complex-valued Representation
In CNM, each word is naturally embedded as a
complex vector, composed of a complex phase
part, a unit amplitude part, and a scalar-valued
length. We argue that the amplitude part (i.e. the
squared root of a probabilistic weight), corre-
sponds to the classical word embedding with the
lexical meaning, while the phase part implicitly
reflects the higher-level semantic aspect e.g. po-
larity, ambiguity or emotion. The scalar-valued
length is considered as the relative weight in a
mixed system. The ablation study in Sec. 5.4 con-
firms that the complex-valued word embedding
performs better than the real word embedding,
which indicates that we benefit from the complex-
valued embedding on the QA task.

From a mathematical point of view, complex-
valued word embedding and other complex-valued
components forms a new Hilbert vector space for
modelling language, with a new definitions of ad-
dition and multiplication, as well as a new inner
product operation. For instance, addition in the
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word meaning combination is defined as

z =z1 + z2 = r1e
iθ1 + r2e

iθ2

=
√
r21 + r22 + 2r1r2 cos(θ2 − θ1)

× ei arctan
(
r1 sin(θ1)+r2 sin(θ2)
r1 cos(θ1)+r2 cos(θ2)

)
(7)

where z1 and z2 are the values for the correspond-
ing element for two different word vectors |w1〉
and |w2〉 respectively. Both the amplitudes and
complex phases of z are added with a nonlinear
combination of phases and amplitudes of z1 and
z2. A classical linear addition gives ẑ = r1 + r2,
which can be viewed as a degenerating case of the
complex-valued addition with the phase informa-
tion being removed (θ1 = θ2 = 0 in the example).

7 Conclusions and Future Work

Towards the interpretable matching issue, we pro-
pose two research questions to investigate the
possibility of language modelling with quantum
mathematical framework. To this end, we design
a new framework to model all the linguistic units
in a unified Hilbert space with well-defined mathe-
matical constraints and explicit physical meaning.
We implement the above framework with neural
network and then demonstrate its effectiveness in
question answering (QA) task. Due to the well-
designed components, our model is advantageous
with its interpretability in term of transparency and
post-hoc interpretability, and also shows its poten-
tial to use complex-valued components in NLP.

Despite the effectiveness of the current network,
we would like to further explore the phase part
in complex-valued word embedding to directly
link to concrete semantics such as word senti-
ment or word position. Another possible direc-
tion is to borrow other quantum concepts to cap-
ture the interaction and non-interaction between
word semantics, such as the Fock Space (Sozzo,
2014) which considers both interacting and non-
interacting entities in different Hilbert Spaces.
Furthermore, a deeper and robust quantum-
inspired neural architecture in a higher-dimension
Hilbert space like (Zhang et al., 2018b) is also
worth to be investigated for achieving stronger
performances with better explanatory power.
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Abstract

When answering a question, people often draw
upon their rich world knowledge in addi-
tion to the particular context. Recent work
has focused primarily on answering questions
given some relevant document or context,
and required very little general background.
To investigate question answering with prior
knowledge, we present COMMONSENSEQA:
a challenging new dataset for commonsense
question answering. To capture common sense
beyond associations, we extract from CON-
CEPTNET (Speer et al., 2017) multiple target
concepts that have the same semantic relation
to a single source concept. Crowd-workers
are asked to author multiple-choice questions
that mention the source concept and discrim-
inate in turn between each of the target con-
cepts. This encourages workers to create ques-
tions with complex semantics that often re-
quire prior knowledge. We create 12,247 ques-
tions through this procedure and demonstrate
the difficulty of our task with a large number
of strong baselines. Our best baseline is based
on BERT-large (Devlin et al., 2018) and ob-
tains 56% accuracy, well below human perfor-
mance, which is 89%.

1 Introduction

When humans answer questions, they capitalize
on their common sense and background knowl-
edge about spatial relations, causes and effects,
scientific facts and social conventions. For in-
stance, given the question “Where was Simon
when he heard the lawn mower?”, one can infer
that the lawn mower is close to Simon, and that
it is probably outdoors and situated at street level.
This type of knowledge seems trivial for humans,
but is still out of the reach of current natural lan-
guage understanding (NLU) systems.

∗ The authors contributed equally

river

waterfall

bridge

valley

a) Sample ConceptNet for specific subgraphs

b) Crowd source corresponding natural language questions 
and two additional distractors

Where on a river can you hold a cup upright to catch water on a sunny day?
✔‍‍‍‍ waterfall,   ✘ bridge,   ✘ valley, ✘ pebble, ✘mountain

Where can I stand on a river to see water falling without getting wet? 
✘ waterfall,   ✔ bridge,   ✘ valley, ✘ stream, ✘ bottom

AtLocat
ion

I’m crossing the river, my feet are wet but my body is dry, where am I? 
✘ waterfall,   ✘ bridge,   ✔ valley, ✘ bank, ✘ island

pebble

stream

bank
AtLocationAtL

oca
tio

n

canyon

AtLocation

AtLocation At
Lo
ca
ti
on

AtLocation

…

Figure 1: (a) A source concept (‘river’) and three tar-
get concepts (dashed) are sampled from CONCEPT-
NET (b) Crowd-workers generate three questions, each
having one of the target concepts for its answer (3),
while the other two targets are not (7). Then, for each
question, workers choose an additional distractor from
CONCEPTNET (in italics), and author one themselves
(in bold).

Work on Question Answering (QA) has mostly
focused on answering factoid questions, where the
answer can be found in a given context with lit-
tle need for commonsense knowledge (Hermann
et al., 2015; Rajpurkar et al., 2016; Nguyen et al.,
2016; Joshi et al., 2017). Small benchmarks such
as the Winograd Scheme Challenge (Levesque,
2011) and COPA (Roemmele et al., 2011), tar-
geted common sense more directly, but have been
difficult to collect at scale.

Recently, efforts have been invested in devel-
oping large-scale datasets for commonsense rea-
soning. In SWAG (Zellers et al., 2018b), given
a textual description of an event, a probable sub-
sequent event needs to be inferred. However, it
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has been quickly realized that models trained on
large amounts of unlabeled data (Devlin et al.,
2018) capture well this type of information and
performance on SWAG is already at human level.
VCR (Zellers et al., 2018a) is another very re-
cent attempt that focuses on the visual aspects of
common sense. Such new attempts highlight the
breadth of commonsense phenomena, and make it
evident that research on common sense has only
scratched the surface. Thus, there is need for
datasets and models that will further our under-
standing of what is captured by current NLU mod-
els, and what are the main lacunae.

In this work, we present COMMONSENSEQA,
a new dataset focusing on commonsense ques-
tion answering, based on knowledge encoded in
CONCEPTNET (Speer et al., 2017). We propose a
method for generating commonsense questions at
scale by asking crowd workers to author questions
that describe the relation between concepts from
CONCEPTNET (Figure 1). A crowd worker ob-
serves a source concept (‘River’ in Figure 1) and
three target concepts (‘Waterfall’, ‘Bridge’, ‘Val-
ley’) that are all related by the same CONCEPT-
NET relation (AtLocation). The worker then
authors three questions, one per target concept,
such that only that particular target concept is the
answer, while the other two distractor concepts are
not. This primes the workers to add commonsense
knowledge to the question, that separates the tar-
get concept from the distractors. Finally, for each
question, the worker chooses one additional dis-
tractor from CONCEPTNET, and authors another
distractor manually. Thus, in total, five candidate
answers accompany each question.

Because questions are generated freely by
workers, they often require background knowl-
edge that is trivial to humans but is seldom explic-
itly reported on the web due to reporting bias (Gor-
don and Van Durme, 2013). Thus, questions in
COMMONSENSEQA have a different nature com-
pared to prior QA benchmarks, where questions
are authored given an input text.

Using our method, we collected 12,247 com-
monsense questions. We present an analysis that
illustrates the uniqueness of the gathered ques-
tions compared to prior work, and the types of
commonsense skills that are required for tackling
it. We extensively evaluate models on COMMON-
SENSEQA, experimenting with pre-trained mod-
els, fine-tuned models, and reading comprehen-

sion (RC) models that utilize web snippets ex-
tracted from Google search on top of the ques-
tion itself. We find that fine-tuning BERT-LARGE

(Devlin et al., 2018) on COMMONSENSEQA ob-
tains the best performance, reaching an accuracy
of 55.9%. This is substantially lower than human
performance, which is 88.9%.

To summarize, our contributions are:
1. A new QA dataset centered around common

sense, containing 12,247 examples.
2. A new method for generating commonsense

questions at scale from CONCEPTNET.
3. An empirical evaluation of state-of-the-art

NLU models on COMMONSENSEQA, show-
ing that humans substantially outperform cur-
rent models.

The dataset can be downloaded from www.
tau-nlp.org/commonsenseqa. The code
for all our baselines is available at github.
com/jonathanherzig/commonsenseqa.

2 Related Work

Machine common sense, or the knowledge of and
ability to reason about an open ended world, has
long been acknowledged as a critical component
for natural language understanding. Early work
sought programs that could reason about an envi-
ronment in natural language (McCarthy, 1959), or
leverage a world-model for deeper language un-
derstanding (Winograd, 1972). Many common-
sense representations and inference procedures
have been explored (McCarthy and Hayes, 1969;
Kowalski and Sergot, 1986) and large-scale com-
monsense knowledge-bases have been developed
(Lenat, 1995; Speer et al., 2017). However, evalu-
ating the degree of common sense possessed by a
machine remains difficult.

One important benchmark, the Winograd
Schema Challenge (Levesque, 2011), asks mod-
els to correctly solve paired instances of coref-
erence resolution. While the Winograd Schema
Challenge remains a tough dataset, the difficulty
of generating examples has led to only a small
available collection of 150 examples. The Choice
of Plausible Alternatives (COPA) is a similarly im-
portant but small dataset consisting of 500 devel-
opment and 500 test questions (Roemmele et al.,
2011). Each question asks which of two alterna-
tives best reflects a cause or effect relation to the
premise. For both datasets, scalability is an issue
when evaluating modern modeling approaches.
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With the recent adoption of crowdsourcing, sev-
eral larger datasets have emerged, focusing on pre-
dicting relations between situations or events in
natural language. JHU Ordinal Commonsense In-
ference requests a label from 1-5 for the plau-
sibility that one situation entails another (Zhang
et al., 2017). The Story Cloze Test (also referred to
as ROC Stories) pits ground-truth endings to sto-
ries against implausible false ones (Mostafazadeh
et al., 2016). Interpolating these approaches, Sit-
uations with Adversarial Generations (SWAG),
asks models to choose the correct description of
what happens next after an initial event (Zellers
et al., 2018b). LM-based techniques achieve very
high performance on the Story Cloze Test and
SWAG by fine-tuning a pre-trained LM on the tar-
get task (Radford et al., 2018; Devlin et al., 2018).

Investigations of commonsense datasets, and of
natural language datasets more generally, have re-
vealed the difficulty in creating benchmarks that
measure the understanding of a program rather
than its ability to take advantage of distributional
biases, and to model the annotation process (Gu-
rurangan et al., 2018; Poliak et al., 2018). Annota-
tion artifacts in the Story Cloze Test, for example,
allow models to achieve high performance while
only looking at the proposed endings and ignor-
ing the stories (Schwartz et al., 2017; Cai et al.,
2017). Thus, the development of benchmarks for
common sense remains a difficult challenge.

Researchers have also investigated question an-
swering that utilizes common sense. Science ques-
tions often require common sense, and have re-
cently received attention (Clark et al., 2018; Mi-
haylov et al., 2018; Ostermann et al., 2018); how-
ever, they also need specialized scientific knowl-
edge. In contrast to these efforts, our work stud-
ies common sense without requiring additional
information. SQUABU created a small hand-
curated test of common sense and science ques-
tions (Davis, 2016), which are difficult for current
techniques to solve. In this work, we create simi-
larly well-crafted questions but at a larger scale.

3 Dataset Generation

Our goal is to develop a method for generating
questions that can be easily answered by humans
without context, and require commonsense knowl-
edge. We generate multiple-choice questions in a
process that comprises the following steps.

1. We extract subgraphs from CONCEPTNET,

Dust in house? (attic, yard, street)

Find glass outside? (bar, fork, car)

Makes you happy? (laugh, sad, fall)

Filter edges from ConceptNet with rules

Extract subgraphs from ConceptNet

Crowdworkers author questions

Crowdworkers filter questions by quality

Collect relevant snippets via search engine

X

dust attic yard street
Dust in house? (attic, yard, …)         → 1.0

Find glass outside? (bar, fork, ...)    → 0.2

Makes you happy? (laugh, sad, ...) → 0.8

Dust in house? (attic, yard, …)

Makes you happy? (laugh, sad, ...)

X

X

Dust in house? (attic, yard, street, bed, desert)

Find glass outside? (bar, fork, car, sand, wine)

Makes you happy? (laugh, sad, fall, blue, feel)

Crowdworkers add distractors

glass bar fork car

happy laugh sad fall

Figure 2: COMMONSENSEQA generation process.
The input is CONCEPTNET knowledge base, and the
output is a set of multiple-choice questions with corre-
sponding relevant context (snippets).

each with one source concept and three tar-
get concepts.

2. We ask crowdsourcing workers to author
three questions per subgraph (one per target
concept), to add two additional distractors per
question, and to verify questions’ quality.

3. We add textual context to each question by
querying a search engine and retrieving web
snippets.

The entire data generation process is summarized
in Figure 2. We now elaborate on each of the steps:

Extraction from CONCEPTNET CONCEPT-
NET is a graph knowledge-base G ⊆ C × R × C,
where the nodes C represent natural language con-
cepts, and edges R represent commonsense re-
lations. Triplets (c1, r, c2) carry commonsense
knowledge such as ‘(gambler, CapableOf, lose
money)’. CONCEPTNET contains 32 million
triplets. To select a subset of triplets for crowd-
sourcing we take the following steps:

1. We filter triplets with general relations (e.g.,
RelatedTo) or relations that are already
well-explored in NLP (e.g., IsA). In total we
use 22 relations.

2. We filter triplets where one of the concepts is
more than four words or not in English.

3. We filter triplets where the edit distance be-
tween c1 and c2 is too low.

This results in a set of 236,208 triplets (q, r, a),
where we call the first concept the question con-
cept and the second concept the answer concept.

We aim to generate questions that contain the
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question concept and where the answer is the an-
swer concept. To create multiple-choice questions
we need to choose distractors for each question.
Sampling distractors at random from CONCEPT-
NET is a bad solution, as such distractors are easy
to eliminate using simple surface clues.

To remedy this, we propose to create ques-
tion sets: for each question concept q and
relation r we group three different triplets
{(q, r, a1), (q, r, a2), (q, r, a3)} (see Figure 1).
This generates three answer concepts that are se-
mantically similar and have a similar relation to
the question concept q. This primes crowd work-
ers to formulate questions that require background
knowledge about the concepts in order to answer
the question.

The above procedure generates approximately
130,000 triplets (43,000 question sets), for which
we can potentially generate questions.

Crowdsourcing questions We used Amazon
Mechanical Turk (AMT) workers to generate and
validate commonsense questions.

AMT workers saw, for every question set, the
question concept and three answer concepts. They
were asked to formulate three questions, where
all questions contain the question concept. Each
question should have as an answer one of the an-
swer concepts, but not the other two. To discour-
age workers from providing simple surface clues
for the answer, they were instructed to avoid us-
ing words that have a strong relation to the answer
concept, for example, not to use the word ‘open’
when the answer is ‘door’.

Formulating questions for our task is non-
trivial. Thus, we only accept annotators for which
at least 75% of the questions they formulate pass
the verification process described below.

Adding additional distractors To make the
task more difficult, we ask crowd-workers to add
two additional incorrect answers to each formu-
lated question. One distractor is selected from a
set of answer concepts with the same relation to
the question concept in CONCEPTNET (Figure 1,
in red). The second distractor is formulated man-
ually by the workers themselves (Figure 1, in pur-
ple). Workers were encouraged to formulate a dis-
tractor that would seem plausible or related to the
question but easy for humans to dismiss as incor-
rect. In total, each formulated question is accom-
panied with five candidate answers, including one

Measurement Value
# CONCEPTNET distinct question nodes 2,254
# CONCEPTNET distinct answer nodes 12,094
# CONCEPTNET distinct nodes 12,107
# CONCEPTNET distinct relation lables 22
average question length (tokens) 13.41
long questions (more than 20 tokens) 10.3%
average answer length (tokens) 1.5
# answers with more than 1 token 44%
# of distinct words in questions 14,754
# of distinct words in answers 4,911

Table 1: Key statistics for COMMONSENSEQA

correct answer and four distractors.

Verifying questions quality We train a disjoint
group of workers to verify the generated questions.
Verifiers annotate a question as unanswerable, or
choose the right answer. Each question is veri-
fied by 2 workers, and only questions verified by at
least one worker that answered correctly are used.
This processes filters out 15% of the questions.

Adding textual context To examine whether
web text is useful for answering commonsense
questions, we add textual information to each
question in the following way: We issue a web
query to Google search for every question and
candidate answer, concatenating the answer to the
question, e.g., ‘What does a parent tell their child
to do after they’ve played with a lot of toys? +
“clean room”’. We take the first 100 result snip-
pets for each of the five answer candidates, yield-
ing a context of 500 snippets per question. Using
this context, we can investigate the performance
of reading comprehension (RC) models on COM-
MONSENSEQA.

Overall, we generated 12,247 final examples,
from a total of 16,242 that were formulated. The
total cost per question is $0.33. Table 1 describes
the key statistics of COMMONSENSEQA.

4 Dataset Analysis

CONCEPTNET concepts and relations COM-
MONSENSEQA builds on CONCEPTNET, which
contains concepts such as dog, house, or row
boat, connected by relations such as Causes,
CapableOf, or Antonym. The top-5 ques-
tion concepts in COMMONSENSEQA are ‘Person’
(3.1%), ‘People’ (2.0%), ‘Human’ (0.7%), ‘Water’
(0.5%) and ‘Cat’ (0.5%). In addition, we present
the main relations along with the percentage of
questions generated from them in Table 2. It’s
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Relation Formulated question example %
AtLocation Where would I not want a fox? A. hen house, B. england, C. mountains, D. ... 47.3
Causes What is the hopeful result of going to see a play? A. being entertained, B. meet, C. sit, D. ... 17.3
CapableOf Why would a person put flowers in a room with dirty gym socks? A. smell good, B. many colors, C. continue to grow , D. ... 9.4
Antonym Someone who had a very bad flight might be given a trip in this to make up for it? A. first class, B. reputable, C. propitious , D. ... 8.5
HasSubevent How does a person begin to attract another person for reproducing? A. kiss, B. genetic mutation, C. have sex , D. ... 3.6
HasPrerequisite If I am tilting a drink toward my face, what should I do before the liquid spills over? A. open mouth, B. eat first, C. use glass , D. ... 3.3
CausesDesire What do parents encourage kids to do when they experience boredom? A. read book, B. sleep, C. travel , D. ... 2.1
Desires What do all humans want to experience in their own home? A. feel comfortable, B. work hard, C. fall in love , D. ... 1.7
PartOf What would someone wear to protect themselves from a cannon? A. body armor, B. tank, C. hat , D. ... 1.6
HasProperty What is a reason to pay your television bill? A. legal, B. obsolete, C. entertaining , D. ... 1.2

Table 2: Top CONCEPTNET relations in COMMONSENSEQA, along with their frequency in the data and an exam-
ple question. The first answer (A) is the correct answer

Figure 3: Examples of manually-annotated questions,
with the required skills needed to arrive at the answers
(red circles). Skills are labeled edges, and concepts are
nodes.

worth noting that since question formulators were
not shown the CONCEPTNET relation, they often
asked questions that probe other relationships be-
tween the concepts. For example, the question
“What do audiences clap for?” was generated
from the AtLocation relation, but focuses on
social conventions instead.

Question formulation Question formulators
were instructed to create questions with high
language variation. 122 formulators contributed
to question generation. However, 10 workers
formulated more than 85% of the questions.

We analyzed the distribution of first and second
words in the formulated questions along with ex-
ample questions. Figure 4 presents the breakdown.
Interestingly, only 44% of the first words are WH-
words. In about 5% of the questions, formulators
used first names to create a context story, and in
7% they used the word “if” to present a hypothet-
ical question. This suggests high variability in the
question language.

Commonsense Skills To analyze the types of
commonsense knowledge needed to correctly an-

Category Definition %
Spatial Concept A appears near Concept B 41
Cause & Effect Concept A causes Concept B 23
Has parts Concept A contains Concept B as one of its parts 23
Is member of Concept A belongs to the larger class of Concept B 17
Purpose Concept A is the purpose of Concept B 18
Social It is a social convention that Concept A 15

correlates with Concept B
Activity Concept A is an activity performed in the context 8

of Concept B
Definition Concept A is a definition of Concept B 6
Preconditions Concept A must hold true in order for Concept B to 3

take place

Table 3: Skills and their frequency in the sampled data.
As each example can be annotated with multiple skills,
the total frequency does not sum to 100%.

swer questions in COMMONSENSEQA, we ran-
domly sampled 100 examples from the develop-
ment set and performed the following analysis.

For each question, we explicitly annotated the
types of commonsense skills that a human uses
to answer the question. We allow multiple com-
monsense skills per questions, with an average of
1.75 skills per question. Figure 3 provides three
example annotations. Each annotation contains a
node for the answer concept, and other nodes for
concepts that appear in the question or latent con-
cepts. Labeled edges describe the commonsense
skill that relates the two nodes. We defined com-
monsense skills based on the analysis of LoBue
and Yates (2011), with slight modifications to ac-
commodate the phenomena in our data. Table 3
presents the skill categories we used, their defini-
tion and their frequency in the analyzed examples.

5 Baseline Models

Our goal is to collect a dataset of commonsense
questions that are easy for humans, but hard for
current NLU models. To evaluate this, we experi-
ment with multiple baselines. Table 4 summarizes
the various baseline types and characterizes them
based on (a) whether training is done on COM-
MONSENSEQA or the model is fully pre-trained,
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Figure 4: Distribution of the first and second words in questions. The inner part displays words and their frequency
and the outer part provides example questions.

Model Training Context
VECSIM 7 7

LM1B 7 7

QABILINEAR 3 7

QACOMPARE 3 7

ESIM 3 7

GPT 3 7

BERT 3 7

BIDAF++ 3 3

Table 4: Baseline models along with their character-
istics. Training states whether the model was trained
on COMMONSENSEQA, or was only trained a differ-
ent dataset. Context states whether the model uses extra
context as input.

and (b) whether context (web snippets) is used.
We now elaborate on the different baselines.
a VECSIM A model that chooses the answer with
highest cosine similarity to the question, where the
question and answers are represented by an aver-
age of pre-trained word embeddings.

b LM1B Inspired by Trinh and Le (2018), we
employ a large language model (LM) from Joze-
fowicz et al. (2016), which was pre-trained on
the One Billion Words Benchmark (Chelba et al.,
2013). We use this model in two variations. In
the first (LM1B-CONCAT), we simply concate-
nate each answer to the question. In the second
(LM1B-REP), we first cluster questions according
to their first two words. Then, we recognize five
high-frequency prefixes that cover 35% of the de-
velopment set (e.g., “what is”). We rephrase ques-
tions that fit into one of these prefixes as a declar-
ative sentence that contains the answer. E.g., we

rephrase “What is usually next to a door?” and the
candidate answer “wall” to “Wall is usually next
to a door”. For questions that do not start with
the above prefixes, we concatenate the answer as
in LM1B-CONCAT. In both variations we return
the answer with highest LM probability.

c QABILINEAR This model, propsed by Yu et al.
(2014) for QA, scores an answer ai with a bilinear
model: qWa>i , where the question q and answers
ai are the average pre-trained word embeddings
and W is a learned parameter matrix. A softmax
layer over the candidate answers is used to train
the model with cross-entropy loss.

d QACOMPARE This model is similar to an NLI
model from Liu et al. (2016). The model repre-
sents the interaction between the question q and a
candidate answer ai as: h = relu([q; ai; q�ai; q−
ai]W1 + b1), where ’;’ denotes concatenation and
� is element-wise product. Then, the model pre-
dicts an answer score using a feed forward layer:
hW2 + b2. Average pre-trained embeddings and
softmax are used to train the model.

e ESIM We use ESIM, a strong NLI model
(Chen et al., 2016). Similar to Zellers et al.
(2018b), we change the output layer size to the
number of candidate answers, and apply softmax
to train with cross-entropy loss.

f BIDAF++ A state-of-the-art RC model, that
uses the retrieved Google web snippets (Section 3)
as context. We augment BIDAF (Seo et al., 2016)
with a self-attention layer and ELMo representa-
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tions (Peters et al., 2018; Huang et al., 2018). To
adapt to the multiple-choice setting, we choose the
answer with highest model probability.

g GENERATIVE PRE-TRAINED TRANS-
FORMER (GPT) Radford et al. (2018) proposed
a method for adapting pre-trained LMs to perform
a wide range of tasks. We applied their model to
COMMONSENSEQA by encoding each question
and its candidate answers as a series of delimiter-
separated sequences. For example, the question
“If you needed a lamp to do your work, where
would you put it?”, and the candidate answer
“bedroom” would become “[start] If ... ?
[sep] bedroom [end]”. The hidden repre-
sentations over each [end] token are converted
to logits by a linear transformation and passed
through a softmax to produce final probabilities
for the answers. We used the same pre-trained LM
and hyper-parameters for fine-tuning as Radford
et al. (2018) on ROC Stories, except with a batch
size of 10.

h BERT Similarly to the GPT, BERT fine-tunes
a language model and currently holds state-of-the-
art across a broad range of tasks (Devlin et al.,
2018). BERT uses a masked language mod-
eling objective, which predicts missing words
masked from unlabeled text. To apply BERT to
COMMONSENSEQA, we linearize each question-
answer pair into a delimiter-separated sequence
(i.e., “[CLS] If ... ? [SEP] bedroom [SEP]”)
then fine-tune the pre-trained weights from un-
cased BERT-LARGE.1 Similarly to the GPT, the
hidden representations over each [CLS] token are
run through a softmax layer to create the predic-
tions. We used the same hyper-parameters as De-
vlin et al. (2018) for SWAG.

6 Experiments

Experimental Setup We split the data into a
training/development/test set with an 80/10/10
split. We perform two types of splits: (a) ran-
dom split – where questions are split uniformly
at random, and (b) question concept split – where
each of the three sets have disjoint question con-
cepts. We empirically find (see below) that a ran-
dom split is harder for models that learn from
COMMONSENSEQA, because the same question
concept appears in the training set and develop-
ment/test set with different answer concepts, and

1The original weights and code released by Google may
be found here: https://github.com/google-research/bert

networks that memorize might fail in such a sce-
nario. Since the random split is harder, we con-
sider it the primary split of COMMONSENSEQA.

We evaluate all models on the test set using ac-
curacy (proportion of examples for which predic-
tion is correct), and tune hyper-parameters for all
trained models on the development set. To under-
stand the difficulty of the task, we add a SANITY
mode, where we replace the hard distractors (that
share a relation with the question concept and one
formulated by a worker) with random CONCEPT-
NET distractors. We expect a reasonable baseline
to perform much better in this mode.

For pre-trained word embeddings we consider
300d GloVe embeddings (Pennington et al., 2014)
and 300d Numberbatch CONCEPTNET node em-
beddings (Speer et al., 2017), which are kept fixed
at training time. We also combine ESIM with
1024d ELMo contextual representations, which
are also fixed during training.

Human Evaluation To test human accuracy, we
created a separate task for which we did not use a
qualification test, nor used AMT master workers.
We sampled 100 random questions and for each
question gathered answers from five workers that
were not involved in question generation. Humans
obtain 88.9% accuracy, taking a majority vote for
each question.

Results Table 5 presents test set results for all
models and setups.

The best baselines are BERT-LARGE and GPT
with an accuracy of 55.9% and 45.5%, respec-
tively, on the random split (63.6% and 55.5%, re-
spectively, on the question concept split). This is
well below human accuracy, demonstrating that
the benchmark is much easier for humans. Nev-
ertheless, this result is much higher than random
(20%), showing the ability of language models to
store large amounts of information related to com-
monsense knowledge.

The top part of Table 5 describes untrained
models. We observe that performance is higher
than random, but still quite low. The middle part
describes models that were trained on COMMON-
SENSEQA, where BERT-LARGE obtains best per-
formance, as mentioned above. ESIM models
follow BERT-LARGE and GPT, and obtain much
lower performance. We note that ELMo represen-
tations did not improve performance compared to
GloVe embeddings, possibly because we were un-
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Random split Question concept split
Model Accuracy SANITY Accuracy SANITY
VECSIM+NUMBERBATCH 29.1 54.0 30.3 54.9
LM1B-REP 26.1 39.6 26.0 39.1
LM1B-CONCAT 25.3 37.4 25.3 35.2
VECSIM+GLOVE 22.3 26.8 20.8 27.1
BERT-LARGE 55.9 92.3 63.6 93.2
GPT 45.5 87.2 55.5 88.9
ESIM+ELMO 34.1 76.9 37.9 77.8
ESIM+GLOVE 32.8 79.1 40.4 78.2
QABILINEAR+GLOVE 31.5 74.8 34.2 71.8
ESIM+NUMBERBATCH 30.1 74.6 31.2 75.1
QABILINEAR+NUMBERBATCH 28.8 73.3 32.0 71.6
QACOMPARE+GLOVE 25.7 69.2 34.1 71.3
QACOMPARE+NUMBERBATCH 20.4 60.6 25.2 66.8
BIDAF++ 32.0 71.0 38.4 72.0
HUMAN 88.9

Table 5: Test set accuracy for all models.

Category Formulated question example Correct answer Distractor Accuracy %
Surface If someone laughs after surprising them they have a good sense of what? humor laughter 77.7 35%
clues How might a automobile get off a freeway? exit ramp driveway
Negation / Where would you store a pillow case that is not in use? drawer bedroom 42.8 7%
Antonym Where might the stapler be if I cannot find it? desk drawer desktop
Factoid How many hours are in a day? twenty four week 38.4 13%
knowledge What geographic area is a lizard likely to be? west texas ball stopped
Bad Where is a well used toy car likely to be found? child’s room own home 35.4 31%
granularity Where may you be if you’re buying pork chops at a corner shop? iowa town
Conjunction What can you use to store a book while traveling? suitcase library of congress 23.8 23%

On a hot day what can you do to enjoy something cool and sweet? eat ice cream fresh cake

Table 6: BERT-LARGE baseline analysis. For each category we provide two examples, the correct answer, one
distractor, model accuracy and frequency in the dataset. The predicted answer is in bold.

able to improve performance by back-propagating
into the representations themselves (as we do in
BERT-LARGE and GPT). The bottom part shows
results for BIDAF++ that uses web snippets as
context. We observe that using snippets does not
lead to high performance, hinting that they do not
carry a lot of useful information.

Performance on the random split is five points
lower than the question concept split on average
across all trained models. We hypothesize that
this is because having questions in the develop-
ment/test set that share a question concept with the
training set, but have a different answer, creates
difficulty for networks that memorize the relation
between a question concept and an answer.

Lastly, all SANITY models that were trained
on COMMONSENSEQA achieve very high perfor-
mance (92% for BERT-LARGE), showing that se-
lecting difficult distractors is crucial.

Baseline analysis To understand the perfor-
mance of BERT-LARGE, we analyzed 100 ex-
amples from the development set (Table 6). We
labeled examples with categories (possibly more
than one per example) and then computed the av-

erage accuracy of the model for each category.
We found that the model does well (77.7% ac-

curacy) on examples where surface clues hint to
the correct answer. Examples that involve nega-
tion or understanding antonyms have lower accu-
racy (42.8%), similarly to examples that require
factoid knowledge (38.4%). Accuracy is partic-
ularly low in questions where the correct answer
has finer granularity compared to one of the dis-
tractors (35.4%), and in cases where the correct
answer needs to meet a conjunction of conditions,
and the distractor meets only one of them (23.8%).

Learning Curves To extrapolate how current
models might perform with more data, we evalu-
ated BERT-large on the development set, training
with varying amounts of data. The resulting learn-
ing curves are plotted in figure 5. For each training
set size, hyper-parameters were identical to sec-
tion 5, except the number of epochs was varied to
keep the number of mini-batches during training
constant. To deal with learning instabilities, each
data point is the best of 3 runs. We observe that
the accuracy of BERT-LARGE is expected to be
roughly 75% assuming 100k examples, still sub-
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Figure 5: Development accuracy for BERT-LARGE
trained with varying amounts of data.

stantially lower than human performance.

7 Conclusion

We present COMMONSENSEQA, a new QA
dataset that contains 12,247 examples and aims to
test commonsense knowledge. We describe a pro-
cess for generating difficult questions at scale us-
ing CONCEPTNET, perform a detailed analysis of
the dataset, which elucidates the unique properties
of our dataset, and extensively evaluate on a strong
suite of baselines. We find that the best model is
a pre-trained LM tuned for our task and obtains
55.9% accuracy, dozens of points lower than hu-
man accuracy. We hope that this dataset facili-
tates future work in incorporating commonsense
knowledge into NLU systems.
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Abstract

Current work on multimodal machine trans-
lation (MMT) has suggested that the vi-
sual modality is either unnecessary or only
marginally beneficial. We posit that this is
a consequence of the very simple, short and
repetitive sentences used in the only available
dataset for the task (Multi30K), rendering the
source text sufficient as context. In the general
case, however, we believe that it is possible to
combine visual and textual information in or-
der to ground translations. In this paper we
probe the contribution of the visual modality
to state-of-the-art MMT models by conducting
a systematic analysis where we partially de-
prive the models from source-side textual con-
text. Our results show that under limited tex-
tual context, models are capable of leveraging
the visual input to generate better translations.
This contradicts the current belief that MMT
models disregard the visual modality because
of either the quality of the image features or
the way they are integrated into the model.

1 Introduction

Multimodal Machine Translation (MMT) aims
at designing better translation systems which
take into account auxiliary inputs such as im-
ages. Initially organized as a shared task within
the First Conference on Machine Translation
(WMT16) (Specia et al., 2016), MMT has so far
been studied using the Multi30K dataset (Elliott
et al., 2016), a multilingual extension of Flickr30K
(Young et al., 2014) with translations of the En-
glish image descriptions into German, French and
Czech (Elliott et al., 2017; Barrault et al., 2018).

The three editions of the shared task have seen
many exciting approaches that can be broadly cat-
egorized as follows: (i) multimodal attention us-
ing convolutional features (Caglayan et al., 2016;
Calixto et al., 2016; Libovický and Helcl, 2017;
Helcl et al., 2018) (ii) cross-modal interactions

with spatially-unaware global features (Calixto
and Liu, 2017; Ma et al., 2017; Caglayan et al.,
2017a; Madhyastha et al., 2017) and (iii) the in-
tegration of regional features from object detec-
tion networks (Huang et al., 2016; Grönroos et al.,
2018). Nevertheless, the conclusion about the con-
tribution of the visual modality is still unclear:
Grönroos et al. (2018) consider their multimodal
gains “modest” and attribute the largest gain to
the usage of external parallel corpora. Lala et al.
(2018) observe that their multimodal word-sense
disambiguation approach is not significantly dif-
ferent than the monomodal counterpart. The orga-
nizers of the latest edition of the shared task con-
cluded that the multimodal integration schemes
explored so far resulted in marginal changes in
terms of automatic metrics and human evaluation
(Barrault et al., 2018). In a similar vein, Elliott
(2018) demonstrated that MMT models can trans-
late without significant performance losses even in
the presence of features from unrelated images.

These empirical findings seem to indicate that
images are ignored by the models and hint at the
fact that this is due to representation or modeling
limitations. We conjecture that the most plausi-
ble reason for the linguistic dominance is that – at
least in Multi30K – the source text is sufficient to
perform the translation, eventually preventing the
visual information from intervening in the learn-
ing process. To investigate this hypothesis, we
introduce several input degradation regimes (Sec-
tion 2) and revisit state-of-the-art MMT models
(Section 3) to assess their behavior under degraded
regimes. We further probe the visual sensitivity by
deliberately feeding features from unrelated im-
ages. Our results (Section 4) show that MMT
models successfully exploit the visual modality
when the linguistic context is scarce, but indeed
tend to be less sensitive to this modality when ex-
posed to complete sentences.
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2 Input Degradation

In this section we propose several degradations
to the input language modality to simulate condi-
tions where sentences may miss crucial informa-
tion. We denote a set of translation pairs by D and
indicate degraded variants with subscripts. Both
the training and the test sets are degraded.

Color Deprivation. We consistently replace
source words that refer to colors with a special to-
ken [v] (DC in Table 1). Our hypothesis is that a
monomodal system will have to rely on source-
side contextual information and biases, while a
multimodal architecture could potentially capital-
ize on color information extracted by exploiting
the image and thus obtain better performance.
This affects 3.3% and 3.1% of the words in the
training and the test set, respectively.

Entity Masking. The Flickr30K dataset, from
which Multi30K is derived, has also been ex-
tended with coreference chains to tag mentions of
visually depictable entities in image descriptions
(Plummer et al., 2015). We use these to mask out
the head nouns in the source sentences (DN in Ta-
ble 1). This affects 26.2% of the words in both
the training and the test set. We hypothesize that a
multimodal system should heavily rely on the im-
ages to infer the missing parts.

Progressive Masking. A progressively de-
graded variant Dk replaces all but the first k
tokens of source sentences with [v] . Unlike
the color deprivation and entity masking, mask-
ing out suffixes does not guarantee systematic
removal of visual context, but rather simulates
an increasingly low-resource scenario. Overall,
we form 16 degraded variants Dk (Table 1)
where k ∈ {0, 2, . . . , 30}. We stop at D30 since
99.8% of the sentences in Multi30K are shorter
than 30 words with an average sentence length
of 12 words. D0 – where the only remaining
information is the source sentence length – is an
interesting case from two perspectives: a neural
machine translation (NMT) model trained on
it resembles a target language model, while an
MMT model becomes an image captioner with
access to “expected length information”.

Visual Sensitivity. Inspired by Elliott (2018),
we experiment with incongruent decoding in order
to understand how sensitive the multimodal sys-
tems are to the visual modality. This is achieved

D a lady in a blue dress singing

DC a lady in a [v] dress singing
DN a [v] in a blue [v] singing

D4 a lady in a [v] [v] [v]
D2 a lady [v] [v] [v] [v] [v]
D0 [v] [v] [v] [v] [v] [v] [v]

Table 1: An example of the proposed input degradation
schemes: D is the original sentence.

by explicitly violating the test-time semantic con-
gruence across modalities. Specifically, we feed
the visual features in reverse sample order to
break image-sentence alignments. Consequently,
a model capable of integrating the visual modality
would likely deteriorate in terms of metrics.

3 Experimental Setup

Dataset. We conduct experiments on the
English→French part of Multi30K. The models
are trained on the concatenation of the train and
val sets (30K sentences) whereas test2016 (dev)
and test2017 (test) are used for early-stopping
and model evaluation, respectively. For entity
masking, we revert to the default Flickr30K splits
and perform the model evaluation on test2016,
since test2017 is not annotated for entities. We
use word-level vocabularies of 9,951 English and
11,216 French words. We use Moses (Koehn
et al., 2007) scripts to lowercase, normalize and
tokenize the sentences with hyphen splitting. The
hyphens are stitched back prior to evaluation.

Visual Features. We use a ResNet-50 CNN (He
et al., 2016) trained on ImageNet (Deng et al.,
2009) as image encoder. Prior to feature extrac-
tion, we center and standardize the images using
ImageNet statistics, resize the shortest edge to 256
pixels and take a center crop of size 256x256. We
extract spatial features of size 2048x8x8 from the
final convolutional layer and apply L2 normaliza-
tion along the depth dimension (Caglayan et al.,
2018). For the non-attentive model, we use the
2048-dimensional global average pooled version
(pool5) of the above convolutional features.

Models. Our baseline NMT is an attentive
model (Bahdanau et al., 2014) with a 2-layer bidi-
rectional GRU encoder (Cho et al., 2014) and a
2-layer conditional GRU decoder (Sennrich et al.,
2017). The second layer of the decoder receives
the output of the attention layer as input.
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D DC
NMT 70.6 ± 0.5 68.4 ± 0.1
INIT 70.7 ± 0.2 68.9 ± 0.1

HIER 70.9 ± 0.3 69.0 ± 0.3
DIRECT 70.9 ± 0.2 68.8 ± 0.3

Table 2: Baseline and color-deprivation METEOR
scores: bold systems are significantly different from the
NMT system within the same column (p-value≤ 0.03).

For the MMT model, we explore the basic
multimodal attention (DIRECT) (Caglayan et al.,
2016) and its hierarchical (HIER) extension (Li-
bovický and Helcl, 2017). The former linearly
projects the concatenation of textual and visual
context vectors to obtain the multimodal context
vector, while the latter replaces the concatena-
tion with another attention layer. Finally, we
also experiment with encoder-decoder initializa-
tion (INIT) (Calixto and Liu, 2017; Caglayan
et al., 2017a) where we initialize both the encoder
and the decoder using a non-linear transformation
of the pool5 features.

Hyperparameters. The encoder and decoder
GRUs have 400 hidden units and are initialized
with 0 except the multimodal INIT system. All
embeddings are 200-dimensional and the decoder
embeddings are tied (Press and Wolf, 2016). A
dropout of 0.4 and 0.5 is applied on source embed-
dings and encoder/decoder outputs, respectively
(Srivastava et al., 2014). The weights are decayed
with a factor of 1e−5. We use ADAM (Kingma
and Ba, 2014) with a learning rate of 4e−4 and
mini-batches of 64 samples. The gradients are
clipped if the total norm exceeds 1 (Pascanu et al.,
2013). The training is early-stopped if dev set ME-
TEOR (Denkowski and Lavie, 2014) does not im-
prove for ten epochs. All experiments are con-
ducted with nmtpytorch1 (Caglayan et al., 2017b).

4 Results

We train all systems three times each with dif-
ferent random initialization in order to perform
significance testing with multeval (Clark et al.,
2011). Throughout the section, we always report
the mean over three runs (and the standard devi-
ation) of the considered metrics. We decode the
translations with a beam size of 12.

1github.com/lium-lst/nmtpytorch

Figure 1: Entity masking: all masked MMT models are
significantly better than the masked NMT (dashed). In-
congruent decoding severely worsens all systems. The
vanilla NMT baseline is 75.92.

We first present test2017 METEOR scores for
the baseline NMT and MMT systems, when
trained on the full dataset D (Table 2). The first
column indicates that, although MMT models per-
form slightly better on average, they are not sig-
nificantly better than the baseline NMT. We now
introduce and discuss the results obtained under
the proposed degradation schemes. Please refer to
Table 5 and the appendix for qualitative examples.

4.1 Color Deprivation

Unlike the inconclusive results for D, we observe
that all MMT models are significantly better than
NMT when color deprivation is applied (DC in Ta-
ble 2). If we further focus on the subset of the
test set subjected to color deprivation (247 sen-
tences), the gain increases to 1.6 METEOR for
HIER. For the latter subset, we also computed the
average color accuracy per sentence and found that
the attentive models are 12% better than the NMT
(32.5→44.5) whereas the INIT model only brings
4% (32.5→36.5) improvement. This shows that
more complex MMT models are better at integrat-
ing visual information to perform better.

4.2 Entity Masking

The gains are much more prominent with entity
masking, where the degradation occurs at a larger
scale: Attentive MMT models show up to 4.2 ME-
TEOR improvement over NMT (Figure 1). We ob-
served a large performance drop with incongruent
decoding, suggesting that the visual modality is

2Since entity masking uses Flickr30K splits (Section 3)
rather than our splits, the scores are not comparable to those
from other experiments in this paper.
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Figure 2: Baseline MMT (top) translates the misspelled
“son” while the masked MMT (bottom) correctly pro-
duces “enfant” (child) by focusing on the image.

+ Gain (↓ Incongruence Drop)

INIT HIER DIRECT

Czech +1.4 (↓ 2.9) +1.7 (↓ 3.5) +1.7 (↓ 4.1)
German +2.1 (↓ 4.7) +2.5 (↓ 5.9) +2.7 (↓ 6.5)
French +3.4 (↓ 6.5) +3.9 (↓ 9.0) +4.2 (↓ 9.7)

Table 3: Entity masking results across three languages:
all MMT models perform significantly better than their
NMT counterparts (p-value≤ 0.01). The incongruence
drop applies on top of the MMT score.

now much more important than previously demon-
strated (Elliott, 2018). A comparison of attention
maps produced by the baseline and masked MMT
models reveals that the attention weights are more
consistent in the latter. An interesting example is
given in Figure 2 where the masked MMT model
attends to the correct region of the image and suc-
cessfully translates a dropped word that was oth-
erwise a spelling mistake (“son”→“song”).

Czech and German. In order to understand
whether the above observations are also consis-
tent across different languages, we extend the en-
tity masking experiments to German and Czech
parts of Multi30K. Table 3 shows the gain of each
MMT system with respect to the NMT model and
the subsequent drop caused by incongruent decod-
ing3. First, we see that the multimodal benefits
clearly hold for German and Czech, although the
gains are lower than for French4. Second, when
we compute the average drop from using incon-
gruent images across all languages, we see how
conservative the INIT system is (↓ 4.7) compared

3For example, the INIT system for French (Figure 1) sur-
passes the baseline (50.5) by reaching 53.9 (+3.4), which
ends up at 47.4 (↓ 6.5) after incongruent decoding.

4This is probably due to the morphological richness of DE
and CS which is suboptimally handled by word-level MT.
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Figure 3: Multimodal gain in absolute METEOR for
progressive masking: the dashed gray curve indicates
the percentage of non-masked words in the training set.

D4 D6 D12 D20 D
DIRECT 32.3 42.2 64.5 70.1 70.9
Incongruent Dec. ↓ 6.4 ↓ 5.5 ↓ 1.4 ↓ 0.7 ↓ 0.7

Blinding ↓ 3.9 ↓ 2.9 ↓ 0.4 ↓ 0.5 ↓ 0.3
NMT ↓ 3.7 ↓ 2.6 ↓ 0.6 ↓ 0.2 ↓ 0.3

Table 4: The impact of incongruent decoding for pro-
gressive masking: all METEOR differences are against
the DIRECT model. The blinded systems are both
trained and decoded using incongruent features.

to HIER (↓ 6.1) and DIRECT (↓ 6.8). This raises a
follow-up question as to whether the hidden state
initialization eventually loses its impact through-
out the recurrence where, as a consequence, the
only modality processed is the text.

4.3 Progressive Masking
Finally, we discuss the results of the progressive
masking experiments for French. Figure 3 clearly
shows that as the sentences are progressively de-
graded, all MMT systems are able to leverage the
visual modality. When the multimodal task be-
comes image captioning at k=0, MMT models
improve over the language-model counterpart by
∼7 METEOR. Further qualitative examples show
that the systems perform surprisingly well by pro-
ducing visually plausible sentences (see Table 5
and the Appendix).

To get a sense of the visual sensitivity, we pick
the DIRECT models trained on four degraded vari-
ants and perform incongruent decoding. We no-
tice that as the amount of linguistic information
increases, the gap narrows down: the MMT sys-
tem gradually becomes less perplexed by the in-
congruence or, put in other words, less sensitive to
the visual modality (Table 4).
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SRC: an older woman in [v][v][v][v][v][v][v][v][v][v][v]
NMT: une femme âgée avec un t-shirt blanc et des lunettes de soleil est assise sur un banc

(an older woman with a white t-shirt and sunglasses is sitting on a bank)
MMT: une femme âgée en maillot de bain rose est assise sur un rocher au bord de l’eau

(an older woman with a pink swimsuit is sitting on a rock at the seaside)
REF: une femme âgée en bikini bronze sur un rocher au bord de l’océan

(an older woman in bikini is tanning on a rock at the edge of the ocean)

SRC: a young [v] in [v] holding a tennis [v]
NMT: un jeune garçon en bleu tenant une raquette de tennis

(a young boy in blue holding a tennis racket)
MMT: une jeune femme en blanc tenant une raquette de tennis
REF: une jeune femme en blanc tenant une raquette de tennis

(a young girl in white holding a tennis racket)

SRC: little girl covering her face with a [v] towel
NMT: une petite fille couvrant son visage avec une serviette blanche

(a little girl covering her face with a white towel)
MMT: une petite fille couvrant son visage avec une serviette bleue
REF: une petite fille couvrant son visage avec une serviette bleue

(a little girl covering her face with a blue towel)

Table 5: Qualitative examples from progressive masking, entity masking and color deprivation, respectively. Un-
derlined and bold words highlight the bad and good lexical choices. MMT is an attentive system.

We then conduct a contrastive “blinding” exper-
iment where the DIRECT models are not only
fed with incongruent features at decoding time but
also trained with them from scratch. The results
suggest that the blinded models learn to ignore
the visual modality. In fact, their performance is
equivalent to NMT models.

5 Discussion and Conclusions

We presented an in-depth study on the potential
contribution of images for multimodal machine
translation. Specifically, we analysed the behav-
ior of state-of-the-art MMT models under several
degradation schemes in the Multi30K dataset, in
order to reveal and understand the impact of tex-
tual predominance. Our results show that the mod-
els explored are able to integrate the visual modal-
ity if the available modalities are complementary
rather than redundant. In the latter case, the pri-
mary modality (text) sufficient to accomplish the
task. This dominance effect corroborates the sem-
inal work of Colavita (1974) in Psychophysics
where it has been demonstrated that visual stimuli
dominate over the auditory stimuli when humans
are asked to perform a simple audiovisual discrim-
ination task. Our investigation using source degra-
dation also suggests that visual grounding can in-
crease the robustness of machine translation sys-
tems by mitigating input noise such as errors in

the source text. In the future, we would like to
devise models that can learn when and how to in-
tegrate multiple modalities by taking care of the
complementary and redundant aspects of them in
an intelligent way.
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Constantin, and Evan Herbst. 2007. Moses: Open
source toolkit for statistical machine translation. In
Proceedings of the 45th Annual Meeting of the ACL
on Interactive Poster and Demonstration Sessions,
ACL ’07, pages 177–180, Stroudsburg, PA, USA.
Association for Computational Linguistics.

Chiraag Lala, Pranava Swaroop Madhyastha, Carolina
Scarton, and Lucia Specia. 2018. Sheffield sub-
missions for WMT18 multimodal translation shared
task. In Proceedings of the Third Conference on Ma-
chine Translation, Volume 2: Shared Task Papers,
pages 630–637, Belgium, Brussels. Association for
Computational Linguistics.
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A Qualitative Examples

In this appendix, we provide further translation
examples for color deprivation (Table 6), entity
masking (Table 7) and progressive masking (Ta-
ble 8). Specifically for the entity masking experi-
ments, we also give further examples to showcase
the behavior of the visual attention in Figure 4 and
Figure 5.
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SRC: a girl in [v] is sitting on a bench
NMT: pink
Init: pink
Hier: black
Direct: black

SRC: a man dressed in [v] talking to a girl
NMT: black
Init: black
Hier: white
Direct: white

SRC: a [v] dog sits under a [v] umbrella
NMT: brown / blue
Init: black / blue
Hier: black / blue
Direct: black / blue

SRC: a woman in a [v] top is dancing as a woman and boy in a [v] shirt watch
NMT: blue / blue
Init: blue / blue
Hier: red / red
Direct: red / red

SRC: three female dancers in [v] dresses are performing a dance routine
NMT: white
Init: white
Hier: white
Direct: blue

Table 6: Color deprivation examples from the English→French models: bold indicates correctly predicted cases.
The colors generated by the models are shown in English for the sake of clarity.
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SRC: a [v] in a red [v] plays in the [v]
NMT: un garçon en t-shirt rouge joue dans la neige

(a boy in a red t-shirt plays in the snow)
MMT: un garçon en maillot de bain rouge joue dans l’eau
REF: un garçon en maillot de bain rouge joue dans l’eau

(a boy in a red swimsuit plays in the water)

SRC: a [v] drinks [v] outside on the [v]
NMT: un homme boit du vin dehors sur le trottoir

(a man drinks wine outside on the sidewalk)
MMT: un chien boit de l’eau dehors sur l’herbe
REF: un chien boit de l’eau dehors sur l’herbe

(a dog drinks water outside on the grass)

SRC: two [v] are driving on a [v]
NMT: deux hommes font du vélo sur une route

(two men riding bicycles on a road)
MMT: deux voitures roulent sur une piste

(two cars driving on a track/circuit)
REF: deux voitures roulent sur un circuit

SRC: a [v] turns on the [v] to pursue a flying [v]
NMT: un homme tourne sur la plage pour attraper un frisbee volant

(a man turns on the beach to catch a flying frisbee)
MMT: un chien tourne sur l’herbe pour attraper un frisbee volant

(a dog turns on the grass to catch a flying frisbee)
REF: un chien tourne sur l’herbe pour poursuivre une balle en l’air

(a dog turns on the grass to chase a ball in the air)

SRC: a [v] jumping [v] on a [v] near a parking [v]
NMT: un homme sautant à cheval sur une plage près d’un parking

(a man jumping on a beach near a parking lot)
MMT: une fille sautant à la corde sur un trottoir près d’un parking
REF: une fille sautant à la corde sur un trottoir près d’un parking

(a girl jumping rope on a sidewalk near a parking lot)

Table 7: Entity masking examples from the English→French models: underlined and bold words highlight bad and
good lexical choices, respectively. English translations are provided in parentheses. MMT is an attentive model.
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(a) Baseline (non-masked) MMT
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(b) Entity-masked MMT

Figure 4: Attention example from entity masking experiments: (a) Baseline MMT translates the misspelled “son”
(song → chanson) while (b) the masked MMT achieves a correct translation ([v]→ enfant) by exploiting the
visual modality.
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(b) Entity-masked MMT

Figure 5: Attention example from entity masking experiments where terrier, grass and fence are dropped from the
source sentence: (a) Baseline MMT is not able to shift attention from the salient dog to the grass and fence, (b) the
attention produced by the masked MMT first shifts to the background area while translating “on lush green [v]”
then focuses on the fence.
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SRC: a child [v][v][v][v][v][v]
NMT: un enfant avec des lunettes de soleil en train de jouer au tennis

(a child with sunglasses playing tennis)
MMT: un enfant est debout dans un champ de fleurs

(a child is standing in field of flowers)
REF: un enfant dans un champ de tulipes

(a child in a field of tulips)

SRC: a jockey riding his [v][v]
NMT: un jockey sur son vélo

(a jockey on his bike)
MMT: un jockey sur son cheval
REF: un jockey sur son cheval

(a jockey on his horse)

SRC: girls are playing a [v][v][v]
NMT: des filles jouent à un jeu de cartes

(girls are playing a card game)
MMT: des filles jouent un match de football
REF: des filles jouent un match de football

(girls are playing a football match)

SRC: trees are in front [v][v][v][v][v]
NMT: des vélos sont devant un bâtiment en plein air

(bicycles are in front of an outdoor building)
MMT: des arbres sont devant la montagne

(trees are in front of the mountain)
REF: des arbres sont devant une grande montagne

(trees are in front of a big mountain)

SRC: a fishing net on the deck of a [v][v]
NMT: un filet de pêche sur la terrasse d’un bâtiment

(a fishing net on the terrace of a building)
MMT: un filet de pêche sur le pont d’un bateau

(a fishing net on the deck of a boat)
REF: un filet de pêche sur le pont d’un bateau rouge

(a fishing net on the deck of a red boat)

SRC: girls wave purple flags [v][v][v][v][v][v][v]
NMT: des filles en t-shirts violets sont assises sur des chaises dans une salle de classe

(girls in purple t-shirts are sitting on chairs in a classroom)
MMT: des filles en costumes violets dansent dans une rue en ville

(girls in purple costumes dance on a city street)
REF: des filles agitent des drapeaux violets tandis qu’elles défilent dans la rue

(girls wave purple flags as they parade down the street)

Table 8: English→French progressive masking examples: underlined and bold words highlight bad and good
lexical choices, respectively. English translations are provided in parentheses. MMT is an attentive model.

4170



Proceedings of NAACL-HLT 2019, pages 4171–4186
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding

Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova
Google AI Language

{jacobdevlin,mingweichang,kentonl,kristout}@google.com

Abstract

We introduce a new language representa-
tion model called BERT, which stands for
Bidirectional Encoder Representations from
Transformers. Unlike recent language repre-
sentation models (Peters et al., 2018a; Rad-
ford et al., 2018), BERT is designed to pre-
train deep bidirectional representations from
unlabeled text by jointly conditioning on both
left and right context in all layers. As a re-
sult, the pre-trained BERT model can be fine-
tuned with just one additional output layer
to create state-of-the-art models for a wide
range of tasks, such as question answering and
language inference, without substantial task-
specific architecture modifications.

BERT is conceptually simple and empirically
powerful. It obtains new state-of-the-art re-
sults on eleven natural language processing
tasks, including pushing the GLUE score to
80.5% (7.7% point absolute improvement),
MultiNLI accuracy to 86.7% (4.6% absolute
improvement), SQuAD v1.1 question answer-
ing Test F1 to 93.2 (1.5 point absolute im-
provement) and SQuAD v2.0 Test F1 to 83.1
(5.1 point absolute improvement).

1 Introduction

Language model pre-training has been shown to
be effective for improving many natural language
processing tasks (Dai and Le, 2015; Peters et al.,
2018a; Radford et al., 2018; Howard and Ruder,
2018). These include sentence-level tasks such as
natural language inference (Bowman et al., 2015;
Williams et al., 2018) and paraphrasing (Dolan
and Brockett, 2005), which aim to predict the re-
lationships between sentences by analyzing them
holistically, as well as token-level tasks such as
named entity recognition and question answering,
where models are required to produce fine-grained
output at the token level (Tjong Kim Sang and
De Meulder, 2003; Rajpurkar et al., 2016).

There are two existing strategies for apply-
ing pre-trained language representations to down-
stream tasks: feature-based and fine-tuning. The
feature-based approach, such as ELMo (Peters
et al., 2018a), uses task-specific architectures that
include the pre-trained representations as addi-
tional features. The fine-tuning approach, such as
the Generative Pre-trained Transformer (OpenAI
GPT) (Radford et al., 2018), introduces minimal
task-specific parameters, and is trained on the
downstream tasks by simply fine-tuning all pre-
trained parameters. The two approaches share the
same objective function during pre-training, where
they use unidirectional language models to learn
general language representations.

We argue that current techniques restrict the
power of the pre-trained representations, espe-
cially for the fine-tuning approaches. The ma-
jor limitation is that standard language models are
unidirectional, and this limits the choice of archi-
tectures that can be used during pre-training. For
example, in OpenAI GPT, the authors use a left-to-
right architecture, where every token can only at-
tend to previous tokens in the self-attention layers
of the Transformer (Vaswani et al., 2017). Such re-
strictions are sub-optimal for sentence-level tasks,
and could be very harmful when applying fine-
tuning based approaches to token-level tasks such
as question answering, where it is crucial to incor-
porate context from both directions.

In this paper, we improve the fine-tuning based
approaches by proposing BERT: Bidirectional
Encoder Representations from Transformers.
BERT alleviates the previously mentioned unidi-
rectionality constraint by using a “masked lan-
guage model” (MLM) pre-training objective, in-
spired by the Cloze task (Taylor, 1953). The
masked language model randomly masks some of
the tokens from the input, and the objective is to
predict the original vocabulary id of the masked

4171



word based only on its context. Unlike left-to-
right language model pre-training, the MLM ob-
jective enables the representation to fuse the left
and the right context, which allows us to pre-
train a deep bidirectional Transformer. In addi-
tion to the masked language model, we also use
a “next sentence prediction” task that jointly pre-
trains text-pair representations. The contributions
of our paper are as follows:

• We demonstrate the importance of bidirectional
pre-training for language representations. Un-
like Radford et al. (2018), which uses unidirec-
tional language models for pre-training, BERT
uses masked language models to enable pre-
trained deep bidirectional representations. This
is also in contrast to Peters et al. (2018a), which
uses a shallow concatenation of independently
trained left-to-right and right-to-left LMs.

• We show that pre-trained representations reduce
the need for many heavily-engineered task-
specific architectures. BERT is the first fine-
tuning based representation model that achieves
state-of-the-art performance on a large suite
of sentence-level and token-level tasks, outper-
forming many task-specific architectures.

• BERT advances the state of the art for eleven
NLP tasks. The code and pre-trained mod-
els are available at https://github.com/
google-research/bert.

2 Related Work

There is a long history of pre-training general lan-
guage representations, and we briefly review the
most widely-used approaches in this section.

2.1 Unsupervised Feature-based Approaches
Learning widely applicable representations of
words has been an active area of research for
decades, including non-neural (Brown et al., 1992;
Ando and Zhang, 2005; Blitzer et al., 2006) and
neural (Mikolov et al., 2013; Pennington et al.,
2014) methods. Pre-trained word embeddings
are an integral part of modern NLP systems, of-
fering significant improvements over embeddings
learned from scratch (Turian et al., 2010). To pre-
train word embedding vectors, left-to-right lan-
guage modeling objectives have been used (Mnih
and Hinton, 2009), as well as objectives to dis-
criminate correct from incorrect words in left and
right context (Mikolov et al., 2013).

These approaches have been generalized to
coarser granularities, such as sentence embed-
dings (Kiros et al., 2015; Logeswaran and Lee,
2018) or paragraph embeddings (Le and Mikolov,
2014). To train sentence representations, prior
work has used objectives to rank candidate next
sentences (Jernite et al., 2017; Logeswaran and
Lee, 2018), left-to-right generation of next sen-
tence words given a representation of the previous
sentence (Kiros et al., 2015), or denoising auto-
encoder derived objectives (Hill et al., 2016).

ELMo and its predecessor (Peters et al., 2017,
2018a) generalize traditional word embedding re-
search along a different dimension. They extract
context-sensitive features from a left-to-right and a
right-to-left language model. The contextual rep-
resentation of each token is the concatenation of
the left-to-right and right-to-left representations.
When integrating contextual word embeddings
with existing task-specific architectures, ELMo
advances the state of the art for several major NLP
benchmarks (Peters et al., 2018a) including ques-
tion answering (Rajpurkar et al., 2016), sentiment
analysis (Socher et al., 2013), and named entity
recognition (Tjong Kim Sang and De Meulder,
2003). Melamud et al. (2016) proposed learning
contextual representations through a task to pre-
dict a single word from both left and right context
using LSTMs. Similar to ELMo, their model is
feature-based and not deeply bidirectional. Fedus
et al. (2018) shows that the cloze task can be used
to improve the robustness of text generation mod-
els.

2.2 Unsupervised Fine-tuning Approaches

As with the feature-based approaches, the first
works in this direction only pre-trained word em-
bedding parameters from unlabeled text (Col-
lobert and Weston, 2008).

More recently, sentence or document encoders
which produce contextual token representations
have been pre-trained from unlabeled text and
fine-tuned for a supervised downstream task (Dai
and Le, 2015; Howard and Ruder, 2018; Radford
et al., 2018). The advantage of these approaches
is that few parameters need to be learned from
scratch. At least partly due to this advantage,
OpenAI GPT (Radford et al., 2018) achieved pre-
viously state-of-the-art results on many sentence-
level tasks from the GLUE benchmark (Wang
et al., 2018a). Left-to-right language model-
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Figure 1: Overall pre-training and fine-tuning procedures for BERT. Apart from output layers, the same architec-
tures are used in both pre-training and fine-tuning. The same pre-trained model parameters are used to initialize
models for different down-stream tasks. During fine-tuning, all parameters are fine-tuned. [CLS] is a special
symbol added in front of every input example, and [SEP] is a special separator token (e.g. separating ques-
tions/answers).

ing and auto-encoder objectives have been used
for pre-training such models (Howard and Ruder,
2018; Radford et al., 2018; Dai and Le, 2015).

2.3 Transfer Learning from Supervised Data

There has also been work showing effective trans-
fer from supervised tasks with large datasets, such
as natural language inference (Conneau et al.,
2017) and machine translation (McCann et al.,
2017). Computer vision research has also demon-
strated the importance of transfer learning from
large pre-trained models, where an effective recipe
is to fine-tune models pre-trained with Ima-
geNet (Deng et al., 2009; Yosinski et al., 2014).

3 BERT

We introduce BERT and its detailed implementa-
tion in this section. There are two steps in our
framework: pre-training and fine-tuning. Dur-
ing pre-training, the model is trained on unlabeled
data over different pre-training tasks. For fine-
tuning, the BERT model is first initialized with
the pre-trained parameters, and all of the param-
eters are fine-tuned using labeled data from the
downstream tasks. Each downstream task has sep-
arate fine-tuned models, even though they are ini-
tialized with the same pre-trained parameters. The
question-answering example in Figure 1 will serve
as a running example for this section.

A distinctive feature of BERT is its unified ar-
chitecture across different tasks. There is mini-

mal difference between the pre-trained architec-
ture and the final downstream architecture.

Model Architecture BERT’s model architec-
ture is a multi-layer bidirectional Transformer en-
coder based on the original implementation de-
scribed in Vaswani et al. (2017) and released in
the tensor2tensor library.1 Because the use
of Transformers has become common and our im-
plementation is almost identical to the original,
we will omit an exhaustive background descrip-
tion of the model architecture and refer readers to
Vaswani et al. (2017) as well as excellent guides
such as “The Annotated Transformer.”2

In this work, we denote the number of layers
(i.e., Transformer blocks) as L, the hidden size as
H , and the number of self-attention heads as A.3

We primarily report results on two model sizes:
BERTBASE (L=12, H=768, A=12, Total Param-
eters=110M) and BERTLARGE (L=24, H=1024,
A=16, Total Parameters=340M).

BERTBASE was chosen to have the same model
size as OpenAI GPT for comparison purposes.
Critically, however, the BERT Transformer uses
bidirectional self-attention, while the GPT Trans-
former uses constrained self-attention where every
token can only attend to context to its left.4

1https://github.com/tensorflow/tensor2tensor
2http://nlp.seas.harvard.edu/2018/04/03/attention.html
3In all cases we set the feed-forward/filter size to be 4H ,

i.e., 3072 for the H = 768 and 4096 for the H = 1024.
4We note that in the literature the bidirectional Trans-
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Input/Output Representations To make BERT
handle a variety of down-stream tasks, our input
representation is able to unambiguously represent
both a single sentence and a pair of sentences
(e.g., 〈Question, Answer 〉) in one token sequence.
Throughout this work, a “sentence” can be an arbi-
trary span of contiguous text, rather than an actual
linguistic sentence. A “sequence” refers to the in-
put token sequence to BERT, which may be a sin-
gle sentence or two sentences packed together.

We use WordPiece embeddings (Wu et al.,
2016) with a 30,000 token vocabulary. The first
token of every sequence is always a special clas-
sification token ([CLS]). The final hidden state
corresponding to this token is used as the ag-
gregate sequence representation for classification
tasks. Sentence pairs are packed together into a
single sequence. We differentiate the sentences in
two ways. First, we separate them with a special
token ([SEP]). Second, we add a learned embed-
ding to every token indicating whether it belongs
to sentence A or sentence B. As shown in Figure 1,
we denote input embedding as E, the final hidden
vector of the special [CLS] token as C ∈ RH ,
and the final hidden vector for the ith input token
as Ti ∈ RH .

For a given token, its input representation is
constructed by summing the corresponding token,
segment, and position embeddings. A visualiza-
tion of this construction can be seen in Figure 2.

3.1 Pre-training BERT

Unlike Peters et al. (2018a) and Radford et al.
(2018), we do not use traditional left-to-right or
right-to-left language models to pre-train BERT.
Instead, we pre-train BERT using two unsuper-
vised tasks, described in this section. This step
is presented in the left part of Figure 1.

Task #1: Masked LM Intuitively, it is reason-
able to believe that a deep bidirectional model is
strictly more powerful than either a left-to-right
model or the shallow concatenation of a left-to-
right and a right-to-left model. Unfortunately,
standard conditional language models can only be
trained left-to-right or right-to-left, since bidirec-
tional conditioning would allow each word to in-
directly “see itself”, and the model could trivially
predict the target word in a multi-layered context.

former is often referred to as a “Transformer encoder” while
the left-context-only version is referred to as a “Transformer
decoder” since it can be used for text generation.

In order to train a deep bidirectional representa-
tion, we simply mask some percentage of the input
tokens at random, and then predict those masked
tokens. We refer to this procedure as a “masked
LM” (MLM), although it is often referred to as a
Cloze task in the literature (Taylor, 1953). In this
case, the final hidden vectors corresponding to the
mask tokens are fed into an output softmax over
the vocabulary, as in a standard LM. In all of our
experiments, we mask 15% of all WordPiece to-
kens in each sequence at random. In contrast to
denoising auto-encoders (Vincent et al., 2008), we
only predict the masked words rather than recon-
structing the entire input.

Although this allows us to obtain a bidirec-
tional pre-trained model, a downside is that we
are creating a mismatch between pre-training and
fine-tuning, since the [MASK] token does not ap-
pear during fine-tuning. To mitigate this, we do
not always replace “masked” words with the ac-
tual [MASK] token. The training data generator
chooses 15% of the token positions at random for
prediction. If the i-th token is chosen, we replace
the i-th token with (1) the [MASK] token 80% of
the time (2) a random token 10% of the time (3)
the unchanged i-th token 10% of the time. Then,
Ti will be used to predict the original token with
cross entropy loss. We compare variations of this
procedure in Appendix C.2.

Task #2: Next Sentence Prediction (NSP)
Many important downstream tasks such as Ques-
tion Answering (QA) and Natural Language Infer-
ence (NLI) are based on understanding the rela-
tionship between two sentences, which is not di-
rectly captured by language modeling. In order
to train a model that understands sentence rela-
tionships, we pre-train for a binarized next sen-
tence prediction task that can be trivially gener-
ated from any monolingual corpus. Specifically,
when choosing the sentences A and B for each pre-
training example, 50% of the time B is the actual
next sentence that follows A (labeled as IsNext),
and 50% of the time it is a random sentence from
the corpus (labeled as NotNext). As we show
in Figure 1, C is used for next sentence predic-
tion (NSP).5 Despite its simplicity, we demon-
strate in Section 5.1 that pre-training towards this
task is very beneficial to both QA and NLI. 6

5The final model achieves 97%-98% accuracy on NSP.
6The vectorC is not a meaningful sentence representation

without fine-tuning, since it was trained with NSP.
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Figure 2: BERT input representation. The input embeddings are the sum of the token embeddings, the segmenta-
tion embeddings and the position embeddings.

The NSP task is closely related to representation-
learning objectives used in Jernite et al. (2017) and
Logeswaran and Lee (2018). However, in prior
work, only sentence embeddings are transferred to
down-stream tasks, where BERT transfers all pa-
rameters to initialize end-task model parameters.

Pre-training data The pre-training procedure
largely follows the existing literature on language
model pre-training. For the pre-training corpus we
use the BooksCorpus (800M words) (Zhu et al.,
2015) and English Wikipedia (2,500M words).
For Wikipedia we extract only the text passages
and ignore lists, tables, and headers. It is criti-
cal to use a document-level corpus rather than a
shuffled sentence-level corpus such as the Billion
Word Benchmark (Chelba et al., 2013) in order to
extract long contiguous sequences.

3.2 Fine-tuning BERT

Fine-tuning is straightforward since the self-
attention mechanism in the Transformer al-
lows BERT to model many downstream tasks—
whether they involve single text or text pairs—by
swapping out the appropriate inputs and outputs.
For applications involving text pairs, a common
pattern is to independently encode text pairs be-
fore applying bidirectional cross attention, such
as Parikh et al. (2016); Seo et al. (2017). BERT
instead uses the self-attention mechanism to unify
these two stages, as encoding a concatenated text
pair with self-attention effectively includes bidi-
rectional cross attention between two sentences.

For each task, we simply plug in the task-
specific inputs and outputs into BERT and fine-
tune all the parameters end-to-end. At the in-
put, sentence A and sentence B from pre-training
are analogous to (1) sentence pairs in paraphras-
ing, (2) hypothesis-premise pairs in entailment, (3)
question-passage pairs in question answering, and

(4) a degenerate text-∅ pair in text classification
or sequence tagging. At the output, the token rep-
resentations are fed into an output layer for token-
level tasks, such as sequence tagging or question
answering, and the [CLS] representation is fed
into an output layer for classification, such as en-
tailment or sentiment analysis.

Compared to pre-training, fine-tuning is rela-
tively inexpensive. All of the results in the pa-
per can be replicated in at most 1 hour on a sin-
gle Cloud TPU, or a few hours on a GPU, starting
from the exact same pre-trained model.7 We de-
scribe the task-specific details in the correspond-
ing subsections of Section 4. More details can be
found in Appendix A.5.

4 Experiments

In this section, we present BERT fine-tuning re-
sults on 11 NLP tasks.

4.1 GLUE
The General Language Understanding Evaluation
(GLUE) benchmark (Wang et al., 2018a) is a col-
lection of diverse natural language understanding
tasks. Detailed descriptions of GLUE datasets are
included in Appendix B.1.

To fine-tune on GLUE, we represent the input
sequence (for single sentence or sentence pairs)
as described in Section 3, and use the final hid-
den vector C ∈ RH corresponding to the first
input token ([CLS]) as the aggregate representa-
tion. The only new parameters introduced during
fine-tuning are classification layer weights W ∈
RK×H , whereK is the number of labels. We com-
pute a standard classification loss with C and W ,
i.e., log(softmax(CW T )).

7For example, the BERT SQuAD model can be trained in
around 30 minutes on a single Cloud TPU to achieve a Dev
F1 score of 91.0%.

8See (10) in https://gluebenchmark.com/faq.
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System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE Average
392k 363k 108k 67k 8.5k 5.7k 3.5k 2.5k -

Pre-OpenAI SOTA 80.6/80.1 66.1 82.3 93.2 35.0 81.0 86.0 61.7 74.0
BiLSTM+ELMo+Attn 76.4/76.1 64.8 79.8 90.4 36.0 73.3 84.9 56.8 71.0
OpenAI GPT 82.1/81.4 70.3 87.4 91.3 45.4 80.0 82.3 56.0 75.1
BERTBASE 84.6/83.4 71.2 90.5 93.5 52.1 85.8 88.9 66.4 79.6
BERTLARGE 86.7/85.9 72.1 92.7 94.9 60.5 86.5 89.3 70.1 82.1

Table 1: GLUE Test results, scored by the evaluation server (https://gluebenchmark.com/leaderboard).
The number below each task denotes the number of training examples. The “Average” column is slightly different
than the official GLUE score, since we exclude the problematic WNLI set.8 BERT and OpenAI GPT are single-
model, single task. F1 scores are reported for QQP and MRPC, Spearman correlations are reported for STS-B, and
accuracy scores are reported for the other tasks. We exclude entries that use BERT as one of their components.

We use a batch size of 32 and fine-tune for 3
epochs over the data for all GLUE tasks. For each
task, we selected the best fine-tuning learning rate
(among 5e-5, 4e-5, 3e-5, and 2e-5) on the Dev set.
Additionally, for BERTLARGE we found that fine-
tuning was sometimes unstable on small datasets,
so we ran several random restarts and selected the
best model on the Dev set. With random restarts,
we use the same pre-trained checkpoint but per-
form different fine-tuning data shuffling and clas-
sifier layer initialization.9

Results are presented in Table 1. Both
BERTBASE and BERTLARGE outperform all sys-
tems on all tasks by a substantial margin, obtaining
4.5% and 7.0% respective average accuracy im-
provement over the prior state of the art. Note that
BERTBASE and OpenAI GPT are nearly identical
in terms of model architecture apart from the at-
tention masking. For the largest and most widely
reported GLUE task, MNLI, BERT obtains a 4.6%
absolute accuracy improvement. On the official
GLUE leaderboard10, BERTLARGE obtains a score
of 80.5, compared to OpenAI GPT, which obtains
72.8 as of the date of writing.

We find that BERTLARGE significantly outper-
forms BERTBASE across all tasks, especially those
with very little training data. The effect of model
size is explored more thoroughly in Section 5.2.

4.2 SQuAD v1.1

The Stanford Question Answering Dataset
(SQuAD v1.1) is a collection of 100k crowd-
sourced question/answer pairs (Rajpurkar et al.,
2016). Given a question and a passage from

9The GLUE data set distribution does not include the Test
labels, and we only made a single GLUE evaluation server
submission for each of BERTBASE and BERTLARGE.

10https://gluebenchmark.com/leaderboard

Wikipedia containing the answer, the task is to
predict the answer text span in the passage.

As shown in Figure 1, in the question answer-
ing task, we represent the input question and pas-
sage as a single packed sequence, with the ques-
tion using the A embedding and the passage using
the B embedding. We only introduce a start vec-
tor S ∈ RH and an end vector E ∈ RH during
fine-tuning. The probability of word i being the
start of the answer span is computed as a dot prod-
uct between Ti and S followed by a softmax over
all of the words in the paragraph: Pi = eS·Ti∑

j e
S·Tj .

The analogous formula is used for the end of the
answer span. The score of a candidate span from
position i to position j is defined as S·Ti + E·Tj ,
and the maximum scoring span where j ≥ i is
used as a prediction. The training objective is the
sum of the log-likelihoods of the correct start and
end positions. We fine-tune for 3 epochs with a
learning rate of 5e-5 and a batch size of 32.

Table 2 shows top leaderboard entries as well
as results from top published systems (Seo et al.,
2017; Clark and Gardner, 2018; Peters et al.,
2018a; Hu et al., 2018). The top results from the
SQuAD leaderboard do not have up-to-date public
system descriptions available,11 and are allowed to
use any public data when training their systems.
We therefore use modest data augmentation in
our system by first fine-tuning on TriviaQA (Joshi
et al., 2017) befor fine-tuning on SQuAD.

Our best performing system outperforms the top
leaderboard system by +1.5 F1 in ensembling and
+1.3 F1 as a single system. In fact, our single
BERT model outperforms the top ensemble sys-
tem in terms of F1 score. Without TriviaQA fine-

11QANet is described in Yu et al. (2018), but the system
has improved substantially after publication.
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System Dev Test
EM F1 EM F1

Top Leaderboard Systems (Dec 10th, 2018)
Human - - 82.3 91.2
#1 Ensemble - nlnet - - 86.0 91.7
#2 Ensemble - QANet - - 84.5 90.5

Published
BiDAF+ELMo (Single) - 85.6 - 85.8
R.M. Reader (Ensemble) 81.2 87.9 82.3 88.5

Ours
BERTBASE (Single) 80.8 88.5 - -
BERTLARGE (Single) 84.1 90.9 - -
BERTLARGE (Ensemble) 85.8 91.8 - -
BERTLARGE (Sgl.+TriviaQA) 84.2 91.1 85.1 91.8
BERTLARGE (Ens.+TriviaQA) 86.2 92.2 87.4 93.2

Table 2: SQuAD 1.1 results. The BERT ensemble
is 7x systems which use different pre-training check-
points and fine-tuning seeds.

System Dev Test
EM F1 EM F1

Top Leaderboard Systems (Dec 10th, 2018)
Human 86.3 89.0 86.9 89.5
#1 Single - MIR-MRC (F-Net) - - 74.8 78.0
#2 Single - nlnet - - 74.2 77.1

Published
unet (Ensemble) - - 71.4 74.9
SLQA+ (Single) - 71.4 74.4

Ours
BERTLARGE (Single) 78.7 81.9 80.0 83.1

Table 3: SQuAD 2.0 results. We exclude entries that
use BERT as one of their components.

tuning data, we only lose 0.1-0.4 F1, still outper-
forming all existing systems by a wide margin.12

4.3 SQuAD v2.0

The SQuAD 2.0 task extends the SQuAD 1.1
problem definition by allowing for the possibility
that no short answer exists in the provided para-
graph, making the problem more realistic.

We use a simple approach to extend the SQuAD
v1.1 BERT model for this task. We treat ques-
tions that do not have an answer as having an an-
swer span with start and end at the [CLS] to-
ken. The probability space for the start and end
answer span positions is extended to include the
position of the [CLS] token. For prediction, we
compare the score of the no-answer span: snull =
S·C + E·C to the score of the best non-null span

12The TriviaQA data we used consists of paragraphs from
TriviaQA-Wiki formed of the first 400 tokens in documents,
that contain at least one of the provided possible answers.

System Dev Test

ESIM+GloVe 51.9 52.7
ESIM+ELMo 59.1 59.2
OpenAI GPT - 78.0

BERTBASE 81.6 -
BERTLARGE 86.6 86.3

Human (expert)† - 85.0
Human (5 annotations)† - 88.0

Table 4: SWAG Dev and Test accuracies. †Human per-
formance is measured with 100 samples, as reported in
the SWAG paper.

ˆsi,j = maxj≥iS·Ti + E·Tj . We predict a non-null
answer when ˆsi,j > snull + τ , where the thresh-
old τ is selected on the dev set to maximize F1.
We did not use TriviaQA data for this model. We
fine-tuned for 2 epochs with a learning rate of 5e-5
and a batch size of 48.

The results compared to prior leaderboard en-
tries and top published work (Sun et al., 2018;
Wang et al., 2018b) are shown in Table 3, exclud-
ing systems that use BERT as one of their com-
ponents. We observe a +5.1 F1 improvement over
the previous best system.

4.4 SWAG

The Situations With Adversarial Generations
(SWAG) dataset contains 113k sentence-pair com-
pletion examples that evaluate grounded common-
sense inference (Zellers et al., 2018). Given a sen-
tence, the task is to choose the most plausible con-
tinuation among four choices.

When fine-tuning on the SWAG dataset, we
construct four input sequences, each containing
the concatenation of the given sentence (sentence
A) and a possible continuation (sentence B). The
only task-specific parameters introduced is a vec-
tor whose dot product with the [CLS] token rep-
resentation C denotes a score for each choice
which is normalized with a softmax layer.

We fine-tune the model for 3 epochs with a
learning rate of 2e-5 and a batch size of 16. Re-
sults are presented in Table 4. BERTLARGE out-
performs the authors’ baseline ESIM+ELMo sys-
tem by +27.1% and OpenAI GPT by 8.3%.

5 Ablation Studies

In this section, we perform ablation experiments
over a number of facets of BERT in order to better
understand their relative importance. Additional
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Dev Set
Tasks MNLI-m QNLI MRPC SST-2 SQuAD

(Acc) (Acc) (Acc) (Acc) (F1)

BERTBASE 84.4 88.4 86.7 92.7 88.5
No NSP 83.9 84.9 86.5 92.6 87.9
LTR & No NSP 82.1 84.3 77.5 92.1 77.8

+ BiLSTM 82.1 84.1 75.7 91.6 84.9

Table 5: Ablation over the pre-training tasks using the
BERTBASE architecture. “No NSP” is trained without
the next sentence prediction task. “LTR & No NSP” is
trained as a left-to-right LM without the next sentence
prediction, like OpenAI GPT. “+ BiLSTM” adds a ran-
domly initialized BiLSTM on top of the “LTR + No
NSP” model during fine-tuning.

ablation studies can be found in Appendix C.

5.1 Effect of Pre-training Tasks

We demonstrate the importance of the deep bidi-
rectionality of BERT by evaluating two pre-
training objectives using exactly the same pre-
training data, fine-tuning scheme, and hyperpa-
rameters as BERTBASE:

No NSP: A bidirectional model which is trained
using the “masked LM” (MLM) but without the
“next sentence prediction” (NSP) task.
LTR & No NSP: A left-context-only model which
is trained using a standard Left-to-Right (LTR)
LM, rather than an MLM. The left-only constraint
was also applied at fine-tuning, because removing
it introduced a pre-train/fine-tune mismatch that
degraded downstream performance. Additionally,
this model was pre-trained without the NSP task.
This is directly comparable to OpenAI GPT, but
using our larger training dataset, our input repre-
sentation, and our fine-tuning scheme.

We first examine the impact brought by the NSP
task. In Table 5, we show that removing NSP
hurts performance significantly on QNLI, MNLI,
and SQuAD 1.1. Next, we evaluate the impact
of training bidirectional representations by com-
paring “No NSP” to “LTR & No NSP”. The LTR
model performs worse than the MLM model on all
tasks, with large drops on MRPC and SQuAD.

For SQuAD it is intuitively clear that a LTR
model will perform poorly at token predictions,
since the token-level hidden states have no right-
side context. In order to make a good faith at-
tempt at strengthening the LTR system, we added
a randomly initialized BiLSTM on top. This does
significantly improve results on SQuAD, but the

results are still far worse than those of the pre-
trained bidirectional models. The BiLSTM hurts
performance on the GLUE tasks.

We recognize that it would also be possible to
train separate LTR and RTL models and represent
each token as the concatenation of the two mod-
els, as ELMo does. However: (a) this is twice as
expensive as a single bidirectional model; (b) this
is non-intuitive for tasks like QA, since the RTL
model would not be able to condition the answer
on the question; (c) this it is strictly less powerful
than a deep bidirectional model, since it can use
both left and right context at every layer.

5.2 Effect of Model Size

In this section, we explore the effect of model size
on fine-tuning task accuracy. We trained a number
of BERT models with a differing number of layers,
hidden units, and attention heads, while otherwise
using the same hyperparameters and training pro-
cedure as described previously.

Results on selected GLUE tasks are shown in
Table 6. In this table, we report the average Dev
Set accuracy from 5 random restarts of fine-tuning.
We can see that larger models lead to a strict ac-
curacy improvement across all four datasets, even
for MRPC which only has 3,600 labeled train-
ing examples, and is substantially different from
the pre-training tasks. It is also perhaps surpris-
ing that we are able to achieve such significant
improvements on top of models which are al-
ready quite large relative to the existing literature.
For example, the largest Transformer explored in
Vaswani et al. (2017) is (L=6, H=1024, A=16)
with 100M parameters for the encoder, and the
largest Transformer we have found in the literature
is (L=64, H=512, A=2) with 235M parameters
(Al-Rfou et al., 2018). By contrast, BERTBASE
contains 110M parameters and BERTLARGE con-
tains 340M parameters.

It has long been known that increasing the
model size will lead to continual improvements
on large-scale tasks such as machine translation
and language modeling, which is demonstrated
by the LM perplexity of held-out training data
shown in Table 6. However, we believe that
this is the first work to demonstrate convinc-
ingly that scaling to extreme model sizes also
leads to large improvements on very small scale
tasks, provided that the model has been suffi-
ciently pre-trained. Peters et al. (2018b) presented
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mixed results on the downstream task impact of
increasing the pre-trained bi-LM size from two
to four layers and Melamud et al. (2016) men-
tioned in passing that increasing hidden dimen-
sion size from 200 to 600 helped, but increasing
further to 1,000 did not bring further improve-
ments. Both of these prior works used a feature-
based approach — we hypothesize that when the
model is fine-tuned directly on the downstream
tasks and uses only a very small number of ran-
domly initialized additional parameters, the task-
specific models can benefit from the larger, more
expressive pre-trained representations even when
downstream task data is very small.

5.3 Feature-based Approach with BERT

All of the BERT results presented so far have used
the fine-tuning approach, where a simple classifi-
cation layer is added to the pre-trained model, and
all parameters are jointly fine-tuned on a down-
stream task. However, the feature-based approach,
where fixed features are extracted from the pre-
trained model, has certain advantages. First, not
all tasks can be easily represented by a Trans-
former encoder architecture, and therefore require
a task-specific model architecture to be added.
Second, there are major computational benefits
to pre-compute an expensive representation of the
training data once and then run many experiments
with cheaper models on top of this representation.

In this section, we compare the two approaches
by applying BERT to the CoNLL-2003 Named
Entity Recognition (NER) task (Tjong Kim Sang
and De Meulder, 2003). In the input to BERT, we
use a case-preserving WordPiece model, and we
include the maximal document context provided
by the data. Following standard practice, we for-
mulate this as a tagging task but do not use a CRF

Hyperparams Dev Set Accuracy

#L #H #A LM (ppl) MNLI-m MRPC SST-2

3 768 12 5.84 77.9 79.8 88.4
6 768 3 5.24 80.6 82.2 90.7
6 768 12 4.68 81.9 84.8 91.3

12 768 12 3.99 84.4 86.7 92.9
12 1024 16 3.54 85.7 86.9 93.3
24 1024 16 3.23 86.6 87.8 93.7

Table 6: Ablation over BERT model size. #L = the
number of layers; #H = hidden size; #A = number of at-
tention heads. “LM (ppl)” is the masked LM perplexity
of held-out training data.

System Dev F1 Test F1

ELMo (Peters et al., 2018a) 95.7 92.2
CVT (Clark et al., 2018) - 92.6
CSE (Akbik et al., 2018) - 93.1

Fine-tuning approach
BERTLARGE 96.6 92.8
BERTBASE 96.4 92.4

Feature-based approach (BERTBASE)
Embeddings 91.0 -
Second-to-Last Hidden 95.6 -
Last Hidden 94.9 -
Weighted Sum Last Four Hidden 95.9 -
Concat Last Four Hidden 96.1 -
Weighted Sum All 12 Layers 95.5 -

Table 7: CoNLL-2003 Named Entity Recognition re-
sults. Hyperparameters were selected using the Dev
set. The reported Dev and Test scores are averaged over
5 random restarts using those hyperparameters.

layer in the output. We use the representation of
the first sub-token as the input to the token-level
classifier over the NER label set.

To ablate the fine-tuning approach, we apply the
feature-based approach by extracting the activa-
tions from one or more layers without fine-tuning
any parameters of BERT. These contextual em-
beddings are used as input to a randomly initial-
ized two-layer 768-dimensional BiLSTM before
the classification layer.

Results are presented in Table 7. BERTLARGE
performs competitively with state-of-the-art meth-
ods. The best performing method concatenates the
token representations from the top four hidden lay-
ers of the pre-trained Transformer, which is only
0.3 F1 behind fine-tuning the entire model. This
demonstrates that BERT is effective for both fine-
tuning and feature-based approaches.

6 Conclusion

Recent empirical improvements due to transfer
learning with language models have demonstrated
that rich, unsupervised pre-training is an integral
part of many language understanding systems. In
particular, these results enable even low-resource
tasks to benefit from deep unidirectional architec-
tures. Our major contribution is further general-
izing these findings to deep bidirectional architec-
tures, allowing the same pre-trained model to suc-
cessfully tackle a broad set of NLP tasks.
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Appendix for “BERT: Pre-training of
Deep Bidirectional Transformers for

Language Understanding”

We organize the appendix into three sections:

• Additional implementation details for BERT
are presented in Appendix A;

• Additional details for our experiments are
presented in Appendix B; and

• Additional ablation studies are presented in
Appendix C.

We present additional ablation studies for
BERT including:

– Effect of Number of Training Steps; and
– Ablation for Different Masking Proce-

dures.

A Additional Details for BERT

A.1 Illustration of the Pre-training Tasks

We provide examples of the pre-training tasks in
the following.

Masked LM and the Masking Procedure As-
suming the unlabeled sentence is my dog is

hairy, and during the random masking procedure
we chose the 4-th token (which corresponding to
hairy), our masking procedure can be further il-
lustrated by

• 80% of the time: Replace the word with the
[MASK] token, e.g., my dog is hairy →
my dog is [MASK]

• 10% of the time: Replace the word with a
random word, e.g., my dog is hairy → my

dog is apple

• 10% of the time: Keep the word un-
changed, e.g., my dog is hairy → my dog

is hairy. The purpose of this is to bias the
representation towards the actual observed
word.

The advantage of this procedure is that the
Transformer encoder does not know which words
it will be asked to predict or which have been re-
placed by random words, so it is forced to keep
a distributional contextual representation of ev-
ery input token. Additionally, because random
replacement only occurs for 1.5% of all tokens
(i.e., 10% of 15%), this does not seem to harm
the model’s language understanding capability. In
Section C.2, we evaluate the impact this proce-
dure.

Compared to standard langauge model training,
the masked LM only make predictions on 15% of
tokens in each batch, which suggests that more
pre-training steps may be required for the model
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Figure 3: Differences in pre-training model architectures. BERT uses a bidirectional Transformer. OpenAI GPT
uses a left-to-right Transformer. ELMo uses the concatenation of independently trained left-to-right and right-to-
left LSTMs to generate features for downstream tasks. Among the three, only BERT representations are jointly
conditioned on both left and right context in all layers. In addition to the architecture differences, BERT and
OpenAI GPT are fine-tuning approaches, while ELMo is a feature-based approach.

to converge. In Section C.1 we demonstrate that
MLM does converge marginally slower than a left-
to-right model (which predicts every token), but
the empirical improvements of the MLM model
far outweigh the increased training cost.

Next Sentence Prediction The next sentence
prediction task can be illustrated in the following
examples.

Input = [CLS] the man went to [MASK] store [SEP]

he bought a gallon [MASK] milk [SEP]

Label = IsNext

Input = [CLS] the man [MASK] to the store [SEP]

penguin [MASK] are flight ##less birds [SEP]

Label = NotNext

A.2 Pre-training Procedure

To generate each training input sequence, we sam-
ple two spans of text from the corpus, which we
refer to as “sentences” even though they are typ-
ically much longer than single sentences (but can
be shorter also). The first sentence receives the A
embedding and the second receives the B embed-
ding. 50% of the time B is the actual next sentence
that follows A and 50% of the time it is a random
sentence, which is done for the “next sentence pre-
diction” task. They are sampled such that the com-
bined length is ≤ 512 tokens. The LM masking is
applied after WordPiece tokenization with a uni-
form masking rate of 15%, and no special consid-
eration given to partial word pieces.

We train with batch size of 256 sequences (256
sequences * 512 tokens = 128,000 tokens/batch)
for 1,000,000 steps, which is approximately 40

epochs over the 3.3 billion word corpus. We
use Adam with learning rate of 1e-4, β1 = 0.9,
β2 = 0.999, L2 weight decay of 0.01, learning
rate warmup over the first 10,000 steps, and linear
decay of the learning rate. We use a dropout prob-
ability of 0.1 on all layers. We use a gelu acti-
vation (Hendrycks and Gimpel, 2016) rather than
the standard relu, following OpenAI GPT. The
training loss is the sum of the mean masked LM
likelihood and the mean next sentence prediction
likelihood.

Training of BERTBASE was performed on 4
Cloud TPUs in Pod configuration (16 TPU chips
total).13 Training of BERTLARGE was performed
on 16 Cloud TPUs (64 TPU chips total). Each pre-
training took 4 days to complete.

Longer sequences are disproportionately expen-
sive because attention is quadratic to the sequence
length. To speed up pretraing in our experiments,
we pre-train the model with sequence length of
128 for 90% of the steps. Then, we train the rest
10% of the steps of sequence of 512 to learn the
positional embeddings.

A.3 Fine-tuning Procedure

For fine-tuning, most model hyperparameters are
the same as in pre-training, with the exception of
the batch size, learning rate, and number of train-
ing epochs. The dropout probability was always
kept at 0.1. The optimal hyperparameter values
are task-specific, but we found the following range
of possible values to work well across all tasks:

• Batch size: 16, 32

13https://cloudplatform.googleblog.com/2018/06/Cloud-
TPU-now-offers-preemptible-pricing-and-global-
availability.html
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• Learning rate (Adam): 5e-5, 3e-5, 2e-5
• Number of epochs: 2, 3, 4

We also observed that large data sets (e.g.,
100k+ labeled training examples) were far less
sensitive to hyperparameter choice than small data
sets. Fine-tuning is typically very fast, so it is rea-
sonable to simply run an exhaustive search over
the above parameters and choose the model that
performs best on the development set.

A.4 Comparison of BERT, ELMo ,and
OpenAI GPT

Here we studies the differences in recent popular
representation learning models including ELMo,
OpenAI GPT and BERT. The comparisons be-
tween the model architectures are shown visually
in Figure 3. Note that in addition to the architec-
ture differences, BERT and OpenAI GPT are fine-
tuning approaches, while ELMo is a feature-based
approach.

The most comparable existing pre-training
method to BERT is OpenAI GPT, which trains a
left-to-right Transformer LM on a large text cor-
pus. In fact, many of the design decisions in BERT
were intentionally made to make it as close to
GPT as possible so that the two methods could be
minimally compared. The core argument of this
work is that the bi-directionality and the two pre-
training tasks presented in Section 3.1 account for
the majority of the empirical improvements, but
we do note that there are several other differences
between how BERT and GPT were trained:

• GPT is trained on the BooksCorpus (800M
words); BERT is trained on the BooksCor-
pus (800M words) and Wikipedia (2,500M
words).

• GPT uses a sentence separator ([SEP]) and
classifier token ([CLS]) which are only in-
troduced at fine-tuning time; BERT learns
[SEP], [CLS] and sentence A/B embed-
dings during pre-training.

• GPT was trained for 1M steps with a batch
size of 32,000 words; BERT was trained for
1M steps with a batch size of 128,000 words.

• GPT used the same learning rate of 5e-5 for
all fine-tuning experiments; BERT chooses a
task-specific fine-tuning learning rate which
performs the best on the development set.

To isolate the effect of these differences, we per-
form ablation experiments in Section 5.1 which
demonstrate that the majority of the improvements
are in fact coming from the two pre-training tasks
and the bidirectionality they enable.

A.5 Illustrations of Fine-tuning on Different
Tasks

The illustration of fine-tuning BERT on different
tasks can be seen in Figure 4. Our task-specific
models are formed by incorporating BERT with
one additional output layer, so a minimal num-
ber of parameters need to be learned from scratch.
Among the tasks, (a) and (b) are sequence-level
tasks while (c) and (d) are token-level tasks. In
the figure, E represents the input embedding, Ti
represents the contextual representation of token i,
[CLS] is the special symbol for classification out-
put, and [SEP] is the special symbol to separate
non-consecutive token sequences.

B Detailed Experimental Setup

B.1 Detailed Descriptions for the GLUE
Benchmark Experiments.

The GLUE benchmark includes the following
datasets, the descriptions of which were originally
summarized in Wang et al. (2018a):

MNLI Multi-Genre Natural Language Inference
is a large-scale, crowdsourced entailment classifi-
cation task (Williams et al., 2018). Given a pair of
sentences, the goal is to predict whether the sec-
ond sentence is an entailment, contradiction, or
neutral with respect to the first one.

QQP Quora Question Pairs is a binary classifi-
cation task where the goal is to determine if two
questions asked on Quora are semantically equiv-
alent (Chen et al., 2018).

QNLI Question Natural Language Inference is
a version of the Stanford Question Answering
Dataset (Rajpurkar et al., 2016) which has been
converted to a binary classification task (Wang
et al., 2018a). The positive examples are (ques-
tion, sentence) pairs which do contain the correct
answer, and the negative examples are (question,
sentence) from the same paragraph which do not
contain the answer.

SST-2 The Stanford Sentiment Treebank is a
binary single-sentence classification task consist-
ing of sentences extracted from movie reviews
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Figure 4: Illustrations of Fine-tuning BERT on Different Tasks.

with human annotations of their sentiment (Socher
et al., 2013).

CoLA The Corpus of Linguistic Acceptability is
a binary single-sentence classification task, where
the goal is to predict whether an English sentence
is linguistically “acceptable” or not (Warstadt
et al., 2018).

STS-B The Semantic Textual Similarity Bench-
mark is a collection of sentence pairs drawn from
news headlines and other sources (Cer et al.,
2017). They were annotated with a score from 1
to 5 denoting how similar the two sentences are in
terms of semantic meaning.

MRPC Microsoft Research Paraphrase Corpus
consists of sentence pairs automatically extracted
from online news sources, with human annotations
for whether the sentences in the pair are semanti-
cally equivalent (Dolan and Brockett, 2005).

RTE Recognizing Textual Entailment is a bi-
nary entailment task similar to MNLI, but with
much less training data (Bentivogli et al., 2009).14

WNLI Winograd NLI is a small natural lan-
guage inference dataset (Levesque et al., 2011).
The GLUE webpage notes that there are issues
with the construction of this dataset, 15 and every
trained system that’s been submitted to GLUE has
performed worse than the 65.1 baseline accuracy
of predicting the majority class. We therefore ex-
clude this set to be fair to OpenAI GPT. For our
GLUE submission, we always predicted the ma-
jority class.

14Note that we only report single-task fine-tuning results
in this paper. A multitask fine-tuning approach could poten-
tially push the performance even further. For example, we
did observe substantial improvements on RTE from multi-
task training with MNLI.

15https://gluebenchmark.com/faq
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C Additional Ablation Studies

C.1 Effect of Number of Training Steps

Figure 5 presents MNLI Dev accuracy after fine-
tuning from a checkpoint that has been pre-trained
for k steps. This allows us to answer the following
questions:

1. Question: Does BERT really need such
a large amount of pre-training (128,000
words/batch * 1,000,000 steps) to achieve
high fine-tuning accuracy?
Answer: Yes, BERTBASE achieves almost
1.0% additional accuracy on MNLI when
trained on 1M steps compared to 500k steps.

2. Question: Does MLM pre-training converge
slower than LTR pre-training, since only 15%
of words are predicted in each batch rather
than every word?
Answer: The MLM model does converge
slightly slower than the LTR model. How-
ever, in terms of absolute accuracy the MLM
model begins to outperform the LTR model
almost immediately.

C.2 Ablation for Different Masking
Procedures

In Section 3.1, we mention that BERT uses a
mixed strategy for masking the target tokens when
pre-training with the masked language model
(MLM) objective. The following is an ablation
study to evaluate the effect of different masking
strategies.

Note that the purpose of the masking strategies
is to reduce the mismatch between pre-training
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Figure 5: Ablation over number of training steps. This
shows the MNLI accuracy after fine-tuning, starting
from model parameters that have been pre-trained for
k steps. The x-axis is the value of k.

and fine-tuning, as the [MASK] symbol never ap-
pears during the fine-tuning stage. We report the
Dev results for both MNLI and NER. For NER,
we report both fine-tuning and feature-based ap-
proaches, as we expect the mismatch will be am-
plified for the feature-based approach as the model
will not have the chance to adjust the representa-
tions.

Masking Rates Dev Set Results

MASK SAME RND MNLI NER
Fine-tune Fine-tune Feature-based

80% 10% 10% 84.2 95.4 94.9
100% 0% 0% 84.3 94.9 94.0

80% 0% 20% 84.1 95.2 94.6
80% 20% 0% 84.4 95.2 94.7

0% 20% 80% 83.7 94.8 94.6
0% 0% 100% 83.6 94.9 94.6

Table 8: Ablation over different masking strategies.

The results are presented in Table 8. In the table,
MASK means that we replace the target token with
the [MASK] symbol for MLM; SAME means that
we keep the target token as is; RND means that
we replace the target token with another random
token.

The numbers in the left part of the table repre-
sent the probabilities of the specific strategies used
during MLM pre-training (BERT uses 80%, 10%,
10%). The right part of the paper represents the
Dev set results. For the feature-based approach,
we concatenate the last 4 layers of BERT as the
features, which was shown to be the best approach
in Section 5.3.

From the table it can be seen that fine-tuning is
surprisingly robust to different masking strategies.
However, as expected, using only the MASK strat-
egy was problematic when applying the feature-
based approach to NER. Interestingly, using only
the RND strategy performs much worse than our
strategy as well.
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Abstract

There is a growing body of work that proposes
methods for mitigating bias in machine learn-
ing systems. These methods typically rely on
access to protected attributes such as race, gen-
der, or age. However, this raises two signif-
icant challenges: (1) protected attributes may
not be available or it may not be legal to use
them, and (2) it is often desirable to simulta-
neously consider multiple protected attributes,
as well as their intersections. In the context
of mitigating bias in occupation classification,
we propose a method for discouraging corre-
lation between the predicted probability of an
individual’s true occupation and a word em-
bedding of their name. This method leverages
the societal biases that are encoded in word
embeddings, eliminating the need for access
to protected attributes. Crucially, it only re-
quires access to individuals’ names at training
time and not at deployment time. We evaluate
two variations of our proposed method using
a large-scale dataset of online biographies. We
find that both variations simultaneously reduce
race and gender biases, with almost no reduc-
tion in the classifier’s overall true positive rate.

1 Introduction

In recent years, the performance of machine
learning systems has improved substantially, lead-
ing to the widespread use of machine learning

“What’s in a name? That which we call a rose by any
other name would smell as sweet.” – William Shakespeare,
Romeo and Juliet.

in many domains, including high-stakes domains
such as healthcare, employment, and criminal jus-
tice (Chalfin et al., 2016; Miotto et al., 2017;
Chouldechova, 2017). This increased prevalence
has led many people to ask the question, “accurate,
but for whom?” (Chouldechova and G’Sell, 2017).

When the performance of a machine learning
system differs substantially for different groups
of people, a number of concerns arise (Baro-
cas and Selbst, 2016; Kim, 2016). First and
foremost, there is a risk that the deployment of
such a method may harm already marginalized
groups and widen existing inequalities. Recent
work highlights this concern in the context of on-
line recruiting and automated hiring (De-Arteaga
et al., 2019). When predicting an individual’s
occupation from their online biography, the au-
thors show that if occupation-specific gender gaps
in true positive rates are correlated with exist-
ing gender imbalances in those occupations, then
those imbalances will be compounded over time—
a phenomenon sometimes referred to as the “leaky
pipeline.” Second, the correlations that lead to per-
formance differences between groups are often ir-
relevant. For example, while an occupation clas-
sifier should predict a higher probability of soft-
ware engineer if an individual’s biography men-
tions coding experience, there is no good reason
for it to predict a lower probability of software en-
gineer if the biography also mentions softball.

Prompted by such concerns about bias in
machine learning systems, there is a growing
body of work on fairness in machine learning.
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Some of the foundational papers in this area high-
lighted the limitations of trying to mitigate bias
using methods that are “unaware” of protected
attributes such as race, gender, or age (e.g., Dwork
et al., 2012). As a result, subsequent work has
primarily focused on introducing fairness con-
straints, defined in terms of protected attributes,
that reduce incentives to rely on undesirable
correlations (e.g., Hardt et al., 2016; Zhang et al.,
2018). This approach is particularly useful if
similar performance can be achieved by slightly
different means—i.e., fairness constraints may aid
in model selection if there are many near-optima.

In practice, though, any approach that relies on
protected attributes may stand at odds with anti-
discrimination law, which limits the use of pro-
tected attributes in domains such as employment
and education, even for the purpose of mitigat-
ing bias. And, in other domains, protected at-
tributes are often not available (Holstein et al.,
2019). Moreover, even when they are, it is usually
desirable to simultaneously consider multiple pro-
tected attributes, as well as their intersections. For
example, Buolamwini (2017) showed that com-
mercial gender classifiers have higher error rates
for women with darker skin tones than for either
women or people with darker skin tones overall.

We propose a method for reducing bias in
machine learning classifiers without relying on
protected attributes. In the context of occupation
classification, this method discourages a classifier
from learning a correlation between the predicted
probability of an individual’s occupation and a
word embedding of their name. Intuitively, the
probability of an individual’s occupation should
not depend on their name—nor on any protected
attributes that may be inferred from it. We present
two variations of our method—i.e., two loss func-
tions that enforce this constraint—and show that
they simultaneously reduce both race and gender
biases with little reduction in classifier accuracy.
Although we are motivated by the need to mitigate
bias in online recruiting and automated hiring,
our method can be applied in any domain where
individuals’ names are available at training time.

Instead of relying on protected attributes, our
method leverages the societal biases that are en-
coded in word embeddings (Bolukbasi et al., 2016;
Caliskan et al., 2017). In particular, we build on
the work of Swinger et al. (2019), which showed
that word embeddings of names typically reflect

the societal biases that are associated with those
names, including race, gender, and age biases,
as well encoding information about other factors
that influence naming practices such as national-
ity and religion. By using word embeddings of
names as a tool for mitigating bias, our method
is conceptually simple and empirically powerful.
Much like the “proxy fairness” approach of Gupta
et al. (2018), it is applicable when protected at-
tributes are not available; however, it additionally
eliminates the need to specify which biases are
to be mitigated, and allows simultaneous mitiga-
tion of multiple biases, including those that re-
late to group intersections. Moreover, our method
only requires access to proxy information (i.e.,
names) at training time and not at deployment
time, which avoids disparate treatment concerns
and extends fairness gains to individuals with am-
biguous names. For example, a method that ex-
plicitly or implicitly infers protected attributes
from names at deployment time may fail to cor-
rectly infer that an individual named Alex is fe-
male and, in turn, fail to mitigate gender bias for
her. Methodologically, our work is also similar to
that of Zafar et al. (2017), which promotes fairness
by requiring that the covariance between a pro-
tected attribute and a data point’s distance from a
classifier’s decision boundary is smaller than some
constant. However, unlike our method, it requires
access to protected attributes, and does not facili-
tate simultaneous mitigation of multiple biases.

We present our method in Section 2. In sec-
tion 3, we describe our evaluation, followed by re-
sults in Section 4 and conclusions in Section 5.

2 Method

Our method discourages an occupation classifier
from learning a correlation between the predicted
probability of an individual’s occupation and a
word embedding of their name. In this section,
we present two variations of our method—i.e., two
penalties that can be added to an arbitrary loss
function and used when training any classifier.

We assume that each data point corresponds
to an individual, with a label indicating that
individual’s occupation. We also assume access
to the names of the individuals represented in
the training set. The first variation, which we
call Cluster Constrained Loss (CluCL), uses
k-means to cluster word embeddings of the
names in the training set. Then, for each pair of
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clusters, it minimizes between-cluster disparities
in the predicted probabilities of the true labels
for the data points that correspond to the names
in the clusters. In contrast, the second variation
minimizes the covariance between the predicted
probability of an individual’s occupation and a
word embedding of their name. Because this
variation minimizes the covariance directly, we
call it Covariance Constrained Loss (CoCL). The
most salient difference between these variations
is that CluCL only minimizes disparities between
the latent groups captured by the clusters. For
example, if the clusters correspond only to gender,
then CluCL is only capable of mitigating gender
bias. However, given a sufficiently large number
of clusters, CluCL is able to simultaneously
mitigate multiple biases, including those that
relate to group intersections. For both varia-
tions, individual’s names are not used as input
to the classifier itself; they appear only in the
loss function used when training the classifier.
The resulting trained classifier can therefore be
deployed without access to individuals’ names.

2.1 Formulation
We define xi = {x1i , . . . , xMi } to be a data point,
yi to be its corresponding (true) label, and nfi and
nli to be the first and last name of the correspond-
ing individual. The classification task is then to
(correctly) predict the label for each data point:

pi = H(xi) (1)

ŷi = argmax
1≤j≤|C|

pi[j], (2)

where H(·) is the classifier, C is the set of possi-
ble classes, pi ∈ R|C| is the output of the classifier
for data point xi—e.g., pi[j] is the predicted prob-
ability of xi belonging to class j—and ŷi is the
predicted label for xi. We define pyi to be the pre-
dicted probability of yi—i.e., the true label for xi.

The conventional way to train such a classifier
is to minimize some loss function L, such as the
cross-entropy loss function. Our method simply
adds an additional penalty to this loss function:

Ltotal = L+ λ · LCL, (3)

where LCL is either LCluCL or LCoCL (defined in
Sections 2.2 and 2.3, respectively), and λ is a hy-
perparameter that determines the strength of the
penalty. This loss function is only used during
training, and plays no role in the resulting trained

classifier. Moreover, it can be used in any standard
setup for training a classifier—e.g., training a deep
neural network using mini-batches and the Adam
optimization algorithm (Kingma and Ba, 2014).

2.2 Cluster Constrained Loss
This variation represents each first name nfi and
last name nli as a pair of low-dimensional vec-
tors using a set of pretrained word embeddings E.
These are then combined to form a single vector:

nei =
1

2

(
E[nfi ] + E[nli]

)
. (4)

Using k-means (Arthur and Vassilvitskii, 2007),
CluCL then clusters the resulting embeddings into
k clusters, yielding a cluster assignment ki for
each name (and corresponding data point). Next,
for each class c ∈ C, CluCL computes the follow-
ing average pairwise difference between clusters:

lc =
1

k(k − 1)
×

k∑

u,v=1




1

Nc,u

∑

i:yi=c,
ki=u

pyi −
1

Nc,v

∑

i:yi=c,
ki=v

pyi




2

,

(5)

where u and v are clusters and Nc,u is the number
of data points in cluster u for which yi = c. CluCL
considers each class individually because different
classes will likely have different numbers of train-
ing data points and different disparities. Finally,
CluCL computes the average of l1, . . . l|C| to yield

LCluCL =
1

|C|
∑

c∈C
lc. (6)

2.3 Covariance Constrained Loss
This variation minimizes the covariance between
the predicted probability of a data point’s label
and the corresponding individual’s name. Like
CluCL, CoCL represents each name as a single
vector nei and considers each class individually:

lc = Ei:yi=c
[(
pyi − µcp

)
· (nei − µcn)

]
, (7)

where µcp = Ei:yi=c [p
y
i ] and µcn = Ei:yi=c [nei ].

Finally, CoCL computes the following average:

LCoCL =
1

|C|
∑

c∈C
‖lc‖,

where ‖ · ‖ is the `2 norm.
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3 Evaluation

One of our method’s strengths is its ability to si-
multaneously mitigate multiple biases without ac-
cess to protected attributes; however, this strength
also poses a challenge for evaluation. We are un-
able to quantify this ability without access to these
attributes. To facilitate evaluation, we focus on
race and gender biases only because race and gen-
der attributes are more readily available than at-
tributes corresponding to other biases. We fur-
ther conceptualize both race and gender to be bi-
nary (“white/non-white” and “male/female”) but
note that these conceptualizations are unrealistic,
reductive simplifications that fail to capture many
aspects of race and gender, and erase anyone who
does not fit within their assumptions. We empha-
size that we use race and gender attributes only for
evaluation—they do not play a role in our method.

3.1 Datasets

We use two datasets to evaluate our method:
the adult income dataset from the UCI Machine
Learning Repository (Dheeru and Karra Taniski-
dou, 2017), where the task is to predict whether
an individual earns more than $50k per year (i.e.,
whether their occupation is “high status”), and a
dataset of online biographies (De-Arteaga et al.,
2019), where the task is to predict an individual’s
occupation from the text of their online biography.

Each data point in the Adult dataset consists
of a set of binary, categorical, and continuous at-
tributes, including race and gender. We prepro-
cess these attributes to more easily allow us to
understand the classifier’s decisions. Specifically,
we normalize continuous attributes to be in the
range [0, 1] and we convert categorical attributes
into binary indicator variables. Because the data
points do not have names associated with them,
we generate synthetic first names using the race
and gender attributes. First, we use the dataset
of Tzioumis (2018) to identify “white” and “non-
white” names. For each name, if the proportion
of “white” people with that name is higher than
0.5, we deem the name to be “white;” otherwise,
we deem it to be “non-white.”1 Next, we use
Social Security Administration data about baby
names (2018) to identify “male” and “female”
names. For each name, if the proportion of boys

1For 90% of the names, the proportion of “white” people
with that name is greater than 0.7 or less than 0.3, so there is
a clear distinction between “white” and “non-white” names.

with that name is higher than 0.5, we deem the
name to be “male;” otherwise, we deem it to be
“female.”2 We then take the intersection of these
two sets of names to yield a single set of names
that is partitioned into four non-overlapping cat-
egories by (binary) race and gender. Finally, we
generate a synthetic first name for each data point
by sampling a name from the relevant category.

Each data point in the Bios dataset consists of
the text of an individual’s biography, written in
the third person. We represent each biography
as a vector of length V , where V is the size of
the vocabulary. Each element corresponds to a
single word type and is equal to 1 if the biog-
raphy contains that type (and 0 otherwise). We
limit the size of the vocabulary by discarding the
10% most common word types, as well as any
word types that occur fewer than twenty times.
Unlike the Adult dataset, each data point has a
name associated with it. And, because biogra-
phies are typically written in the third person and
because pronouns are gendered in English, we
can extract (likely) self-identified gender. We in-
fer race for each data point by sampling from
a Bernoulli distribution with probability equal to
the average of the probability that an individual
with that first name is “white” (from the dataset
of Tzioumis (2018), using a threshold of 0.5, as
described above) and the probability that an in-
dividual with that last name is “white” (from the
dataset of Comenetz (2016), also using a thresh-
old of 0.5).3 Finally, like De-Arteaga et al. (2019),
we consider two versions of the Bios dataset: one
where first names and pronouns are available to
the classifier and one where they are “scrubbed.”

Throughout our evaluation, we use the fastText
word embeddings, pretrained on Common Crawl
data (Bojanowski et al., 2016), to represent names.

3.2 Classifier and Loss Function

Our method can be used with any classifier,
including deep neural networks such as recur-
rent neural networks and convolutional neural
networks. However, because the focus of this
paper is mitigating bias, not maximizing classifier

2For 98% of the names, the proportion of boys with that
name is greater than 0.7 or less than 0.3, so there is an even
clearer distinction between “male” and “female” names.

3We note that, in general, an individual’s race or gender
should be directly reported by the individual in question; in-
ferring race or gender can be both inaccurate and reductive.
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accuracy, we use a single-layer neural network:

hi =Wh · xi + bh

pi = softmax(hi)

where Wh ∈ R|C|×M and bh ∈ R|C| are the
weights. This structure allows us to examine indi-
vidual elements of the matrix Wh in order to un-
derstand the classifier’s decisions for any dataset.

Both the Adult dataset and the Bios dataset have
a strong class imbalance. We therefore use a
weighted cross-entropy loss as L, with weights set
to the values proposed by King and Zeng (2001).

3.3 Quantifying Bias
To quantify race bias and gender bias, we fol-
low the approach proposed by De-Arteaga et al.
(2019) and compute the true positive rate (TPR)
race gap and the TPR gender gap—i.e., the differ-
ences in the TPRs between races and between gen-
ders, respectively—for each occupation. The TPR
race gap for occupation c is defined as follows:

TPRr,c = P
[
Ŷ = c |R = r, Y = c

]
(8)

Gapr,c = TPRr,c − TPR∼r,c, (9)

where r and ∼r are binary races, Ŷ and Y are
random variables representing the predicted and
true occupations for an individual, and R is a ran-
dom variable representing that individual’s race.
Similarly, the TPR gender gap for occupation c is

TPRg,c = P
[
Ŷ = c |G = g, Y = c

]
(10)

Gapg,c = TPRg,c − TPR∼g,c, (11)

where g and∼g are binary genders and G is a ran-
dom variable representing an individual’s gender.

To obtain a single score that quantifies race bias,
thus facilitating comparisons, we calculate the root
mean square of the per-occupation TPR race gaps:

GapRMS
r =

√
1

|C|
∑

c∈C
Gap2r,c. (12)

We obtain a single score that quantifies gender bias
similarly. The motivation for using the root mean
square instead of an average is that larger values
have a larger effect and we are more interested
in mitigating larger biases. Finally, to facilitate
worst-case analyses, we calculate the maximum
TPR race gap and the maximum TPR gender gap.

We again emphasize that race and gender at-
tributes are used only for evaluating our method.

4 Results

We first demonstrate that word embeddings of
names encode information about race and gender.
We then present the main results of our evaluation,
before examining individual elements of the ma-
trix Wh in order to better understand our method.

4.1 Word Embeddings of Names as Proxies

We cluster the names associated with the data
points in the Bios dataset, represented as word em-
beddings, to verify that such embeddings indeed
capture information about race and gender. We
perform k-means clustering (using the k-means++
algorithm) with k = 12 clusters, and then plot
the number of data points in each cluster that
correspond to each (inferred) race and gender. Fig-
ures 1a and 1b depict these numbers, respectively.

Clusters 1, 2, 4, 7, 8, and 12 contain mostly
“white” names, while clusters 3, 5, and 9 contain
mostly “non-white names.” Similarly, clusters 4
and 8 contain mostly “female” names, while clus-
ter 2 contains mostly “male” names. The other
clusters are more balanced by race and gender.
Manual inspection of the clusters reveals that clus-
ter 9 contains mostly Asian names, while cluster
8 indeed contains mostly “female” names. The
names in cluster 2 are mostly “white” and “male,”
while the names in cluster 4 are mostly “white”
and “female.” This suggests that the clusters are
capturing at least some intersections. Together
these results demonstrate that word embeddings
of names do indeed encode at least some infor-
mation about race and gender, even when first and
last names are combined into a single embedding
vector. For a longer discussion of the societal bi-
ases reflected in word embeddings of names, we
recommend the work of Swinger et al. (2019).

4.2 Adult Dataset

The results of our evaluation using the Adult
dataset are shown in Table 1. The task is to pre-
dict whether an individual earns more than $50k
per year (i.e., whether their occupation is “high
status”). Because the dataset has a strong class
imbalance, we report the balanced TPR—i.e., we
compute the per-class TPR and then average over
the classes. We experiment with different values
of the hyperparameter λ. When λ = 0, the method
is equivalent to using the conventional weighted
cross-entropy loss function. Larger values of λ in-
crease the strength of the penalty, but may lead to
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Figure 1: Number of data points (from the Bios dataset) in each cluster that correspond to each race and gender.

Method λ Balanced TPR GapRMS
g GapRMS

r Gapmax
g Gapmax

r

None 0 0.795 0.299 0.120 0.303 0.148

CluCL 1 0.788 0.278 0.121 0.297 0.145
CluCL 2 0.793 0.259 0.085 0.282 0.114

CoCL 1 0.794 0.215 0.091 0.251 0.119
CoCL 2 0.790 0.163 0.080 0.201 0.109

Table 1: Results for the Adult dataset. Balanced TPR (i.e., per-occupation TPR, averaged over occupations), gender
bias quantified as GapRMS

g , race bias quantified as GapRMS
r , maximum TPR gender gap, and maximum TPR race

gap for different values of hyperparameter λ. Results are averaged over four runs with different random seeds.
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Figure 2: Gender bias quantified as GapRMS
g (left) and

race bias quantified as GapRMS
r (right) versus balanced

TPR for the CoCL variation of our method with dif-
ferent values of hyperparameter λ (a larger dot means
a larger value of λ) for the Adult dataset. Results are
averaged over four runs with different random seeds.

a less accurate classifier. Using λ = 0 leads to
significant gender bias: the maximum TPR gen-
der gap is 0.303. This means that the TPR is
30% higher for men than for women. We empha-
size that this does not mean that the classifier is
more likely to predict that a man earns more than
$50k per year, but means that the classifier is more
likely to correctly predict that a man earns more
than $50k per year. Both variations of our method
significantly reduce race and gender biases. With
CluCL, the root mean square TPR race gap is re-
duced from 0.12 to 0.085, while the root mean
square TPR gender gap is reduced from 0.299 to

0.25. These reductions in bias result in less than
one percent decrease in the balanced TPR (79.5%
is decreased to 79.3%). With CoCL, the race and
gender biases are further reduced: the root mean
square TPR race gap is reduced to 0.08, while the
root mean square TPR gender gap is reduced to
0.163, with 0.5% decrease in the balanced TPR.

We emphasize that although our proposed
method significantly reduces race and gender bi-
ases, neither variation can completely eliminate
them. In order to understand how different val-
ues of hyperparameter λ influence the reduction in
race and gender biases, we perform additional ex-
periments using CoCL where we vary λ from 0 to
10. Figure 2 depicts these results. Larger values of
λ indeed reduce race and gender biases; however,
to achieve a root mean square TPR gender gap of
zero means reducing the balanced TPR to 50%,
which is unacceptably low. That said, there are
a wide range of values of λ that significantly re-
duce race and gender biases, while maintaining an
acceptable balanced TPR. For example, λ = 6 re-
sults in a root mean square TPR race gap of 0.038
and a root mean square TPR gender gap of 0.046,
with only a 7.3% decrease in the balanced TPR.
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Method λ Balanced TPR GapRMS
g GapRMS

r Gapmax
g Gapmax

r

None 0 0.788 0.173 0.051 0.511 0.121

CluCL 1 0.784 0.168 0.048 0.494 0.120
CluCL 2 0.781 0.165 0.047 0.486 0.114

CoCL 1 0.785 0.168 0.048 0.507 0.109
CoCL 2 0.779 0.169 0.048 0.512 0.116

Table 2: Results for the original Bios dataset. Balanced TPR (i.e., per-occupation TPR, averaged over occupations),
gender bias quantified as GapRMS

g , race bias quantified as GapRMS
r , maximum TPR gender gap, and maximum TPR

race gap for different values of hyperparameter λ. Results are averaged over four runs with different random seeds.

Method λ Balanced TPR GapRMS
g GapRMS

r Gapmax
g Gapmax

r

None 0 0.785 0.111 0.049 0.385 0.123

CluCL 1 0.782 0.107 0.048 0.383 0.112
CluCL 2 0.778 0.112 0.046 0.395 0.107

CoCL 1 0.780 0.109 0.047 0.388 0.117
CoCL 2 0.775 0.108 0.046 0.387 0.109

Table 3: Results for the “scrubbed” Bios dataset. Balanced TPR (i.e., per-occupation TPR, averaged over oc-
cupations), gender bias quantified as GapRMS

g , race bias quantified as GapRMS
r , maximum TPR gender gap, and

maximum TPR race gap for different values of hyperparameter λ. Again, results are averaged over four runs.

4.3 Bios Dataset

The results of our evaluation using the original
and “scrubbed” (i.e., names and pronouns are
“scrubbed”) versions of the Bios dataset are shown
in Tables 2 and 3, respectively. The task is to pre-
dict an individual’s occupation from the text of
their online biography. Because the dataset has a
strong class imbalance, we again report the bal-
anced TPR. CluCL and CoCL reduce race and
gender biases for both versions of the dataset. For
the original version, CluCL reduces the root mean
square TPR gender gap from 0.173 to 0.165 and
the maximum TPR gender gap by 2.5%. Race bias
is also reduced, though to a lesser extent. These
reductions reduce the balanced TPR by 0.7%. For
the “scrubbed” version, the reductions in race and
gender biases are even smaller, likely because
most of the information about race and gender
has been removed by “scrubbing” names and pro-
nouns. We hypothesize that these smaller reduc-
tions in race and gender biases, compared to the
Adult dataset, are because the Adult dataset has
fewer attributes and classes than the Bios dataset,
and contains explicit race and gender information,
making the task of reducing biases much sim-
pler. We also note that each biography in the
Bios dataset is represented as a vector of length
V , where V is over 11,000. This means that the
corresponding classifier has a very large number

of weights, and there is a strong overfitting effect.
Because this overfitting effect increases with λ, we
suspect it explains why CluCL has a larger root
mean square TPR gender gap when λ = 2 than
when λ = 1. Indeed, the root mean square TPR
gender gap for the training set is 0.05 when λ = 2.
Using dropout and `2 weight regularization less-
ened this effect, but did not eliminate it entirely.

4.4 Understanding the Method

Our method mitigates bias by making training-
time adjustments to the classifier’s weights that
minimize the correlation between the predicted
probability of an individual’s occupation and a
word embedding of their name. Because of our
choice of classifier (a single-layer neural network,
as described in Section 3.2), we can examine in-
dividual elements of the matrix Wh to under-
stand the effect of our method on the classifier’s
decisions. Figure 3a depicts the values of sev-
eral weights for the conventional weighted cross-
entropy loss function (i.e., λ = 0) and for CoCL
with λ = 2 for the Adult dataset. When λ = 0,
the attributes “sex Female” and “sex Male” have
large negative and positive weights, respectively.
This means that the classifier is more likely to pre-
dict that a man earns more than $50k per year.
With CoCL, these weights are much closer to zero.
Similarly, the weights for the race attributes are
also closer to zero. We note that the weight for
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Figure 3: Classifier weight values for several attributes for the conventional weighted cross-entropy loss function
(i.e., λ = 0) and for CoCL with λ = 2. Results are averaged over four runs with different random seeds.

the attribute “age” is also reduced, suggesting that
CoCL may have mitigated some form of age bias.

Figure 3b depicts the values of several weights
specific to the occupation “surgeon” for the con-
ventional weighted cross-entropy loss function
(i.e., λ = 0) and for CoCL with λ = 2 for the
original version of the Bios dataset. When λ = 0,
the attributes “she” and “her” have large nega-
tive weights, while the attribute “he” has a posi-
tive weight. This means that the classifier is less
likely to predict that a biography that contains the
words “she” or “her” belongs to a surgeon. With
CoCL, these magnitudes of these weights are re-
duced, though these reductions are not as signifi-
cant as the reductions shown for the Adult dataset.

5 Conclusion

In this paper, we propose a method for reducing
bias in machine learning classifiers without rely-
ing on protected attributes. In contrast to previous
work, our method eliminates the need to specify
which biases are to be mitigated, and allows si-
multaneous mitigation of multiple biases, includ-
ing those that relate to group intersections. Our
method leverages the societal biases that are en-
coded in word embeddings of names. Specifically,
it discourages an occupation classifier from learn-
ing a correlation between the predicted probability
of an individual’s occupation and a word embed-
ding of their name. We present two variations of
our method, and evaluate them using a large-scale
dataset of online biographies. We find that both
variations simultaneously reduce race and gender
biases, with almost no reduction in the classifier’s
overall true positive rate. Our method is conceptu-
ally simple and empirically powerful, and can be
used with any classifier, including deep neural net-

works. Finally, although we focus on English, we
expect our method will work well for other lan-
guages, but leave this direction for future work.
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M. Dudı́k, and H. Wallach. 2019. Improving fair-
ness in machine learning systems: What do industry
practitioners need? In Proceedings of the ACM CHI
Conference on Human Factors in Computing Sys-
tems.

Pauline T Kim. 2016. Data-driven discrimination at
work. Wm. & Mary L. Rev., 58:857.

Gary King and Langche Zeng. 2001. Logistic regres-
sion in rare events data. Political Analysis, 9:137–
163.

Diederik P Kingma and Jimmy Ba. 2014. Adam: A
method for stochastic optimization. arXiv preprint
arXiv:1412.6980.

Riccardo Miotto, Fei Wang, Shuang Wang, Xiaoqian
Jiang, and Joel T Dudley. 2017. Deep learning
for healthcare: review, opportunities and challenges.
Briefings in bioinformatics, 19(6):1236–1246.

Nathaniel Swinger, Maria De-Arteaga, IV Heffernan,
Neil Thomas, Mark DM Leiserson, and Adam Tau-
man Kalai. 2019. What are the biases in my word
embedding? Proceedings of the 2019 AAAI/ACM
Conference on AI, Ethics, and Society.

Konstantinos Tzioumis. 2018. Demographic aspects of
first names. Scientific data, 5:180025.

Muhammad Bilal Zafar, Isabel Valera, Manuel Gomez
Rogriguez, and Krishna P Gummadi. 2017. Fairness
constraints: Mechanisms for fair classification. In
Artificial Intelligence and Statistics, pages 962–970.

Brian Hu Zhang, Blake Lemoine, and Margaret
Mitchell. 2018. Mitigating unwanted biases with
adversarial learning. In Proceedings of the 2018
AAAI/ACM Conference on AI, Ethics, and Society,
pages 335–340. ACM.

4195





Author Index

Abdelali, Ahmed, 2390
Abdou, Mostafa, 3372
Abend, Omri, 478
Abujabal, Abdalghani, 307
Acharya, Manoj, 1955
Adams, Oliver, 96
Adel, Heike, 660, 2736
Adhikari, Ashutosh, 4046
Adnan, Muhammad Abdullah, 3191
Agarwal, Anuva, 1984
Agarwal, Oshin, 1471
Agarwal, Sandhini, 3631
Aharoni, Roee, 3874
Ahmad, Wasi, 2440
Ahmed, Shafayat, 3191
Aina, Laura, 3772
Akasaki, Satoshi, 2102, 3988
Akbik, Alan, 724
Akhtar, Md Shad, 370
Al-Shedivat, Maruan, 1184
Alberti, Chris, 3291
Aldarmaki, Hanan, 3906
Alexandersson, Jan, 3659
Alikhani, Malihe, 570
Allen, Benjamin, 2223
Alva-Manchego, Fernando, 970
Amini, Aida, 2357
Amiri, Hadi, 21, 688, 1408
Ammanabrolu, Prithviraj, 3557
Ammar, Waleed, 1858, 3586
Amsterdamer, Yael, 682
Ananiadou, Sophia, 2873
Ananya, 2959
Anastasopoulos, Antonios, 3070
Andreas, Jacob, 4060
Androutsopoulos, Ion, 673
Aono, Masaki, 1868
Apidianaki, Marianna, 3137
Aragon, Mario Ezra, 1481
Araki, Kenji, 1874
Armstrong, Piper, 3978
Arora, Siddhartha, 3813
Aroyo, Lora, 2164

Arumae, Kristjan, 2566
Asaadi, Shima, 505
Aslam, Javed, 3181
Assent, Ira, 1541
Athanasiou, Nikos, 1052
Auer, Sören, 2336
Augenstein, Isabelle, 635, 1401, 1529
Auli, Michael, 4052
Avvaru, Pravalika, 3755
Aziz, Wilker, 2306

Badugu, Nikhil, 2131
Baevski, Alexei, 4052
Bahuleyan, Hareesh, 4068
Bai, Fan, 3057
Bai, Ting, 2396
Balasubramanian, Niranjan, 826, 2948
Baldridge, Jason, 1298, 3158
Baldwin, Timothy, 2018
Ballesteros, Miguel, 32, 1566, 3302
Baly, Ramy, 2109
Bamman, David, 2138
Bansal, Mohit, 682, 2610, 3520
Bansal, Sameer, 58
Bapna, Ankur, 1921
Barbosa, Denilson, 3201
Bardak, Batuhan, 1366
Barezi, Elham J., 1009
Baroni, Marco, 11
Barrault, Loïc, 4159
Barzilay, Regina, 751, 1599, 3705
Batra, Dhruv, 582
Baumel, Tal, 3938
Baumgärtner, Tim, 2578
Baziotis, Christos, 673, 2089
Bekal, Dhanush, 2284
Bekoulis, Giannis, 745
Belding, Elizabeth, 3006
Belinkov, Yonatan, 1073, 1504, 3348
Beltagy, Iz, 1858
Benatallah, Boualem, 295
Bender, Emily M., 2259
Bentivogli, Luisa, 2012
Berant, Jonathan, 1373, 1942, 2241, 3443, 4149

4197



Berg-Kirkpatrick, Taylor, 1724
Bergmanis, Toms, 4119
Bergmann, Tanja, 724
Bernardi, Raffaella, 2578
Bethard, Steven, 2681
Bevendorff, Janek, 654
Bhandari, Manik, 3609
Bhat, Suma, 3168
Bhatia, Parminder, 1442
Bhattacharyya, Pushpak, 370, 851, 3868
Bhattamishra, Satwik, 3609
Bhutani, Nikita, 2294
Bi, Wei, 1219
Bing, Lidong, 2846
Bisk, Yonatan, 1977, 4077
Bjerva, Johannes, 1529
Black, Alan W., 615, 3762
Blanco, Eduardo, 2096
Bojanowski, Piotr, 3226
Bojar, Ondřej, 666
Boleda, Gemma, 2069, 3772
Bollmann, Marcel, 3885
Bordia, Shikha, 622
Borgs, Christian, 4187
Bosselut, Antoine, 2347
Bowman, Samuel R., 622
Briakou, Eleftheria, 1052
Briscoe, Ted, 2532
Brockett, Chris, 1229
Brown, Christopher, 2223
Bruni, Elia, 2578
Bryant, Christopher, 4033
Buckley, Mark, 3967
Budhkar, Akshay, 4095
Bunescu, Razvan, 3576
Butnaru, Andrei, 363
Buys, Jan, 2259, 4077
Byrne, Bill, 4033

Cady, Field, 3586
Caglayan, Ozan, 4159
Cai, Deng, 1219
Calderbank, Robert, 1391
Callison-Burch, Chris, 542, 3137
Camacho-Collados, Jose, 1267
Can, Duy-Cat, 2902
Çano, Erion, 666
Cao, Kris, 2157
Cao, Yu, 357
Cardenas, Ronald, 2428
Cardie, Claire, 2347, 2633
Carin, Lawrence, 166, 240

Carpuat, Marine, 442, 1903, 2047
Cases, Ignacio, 3631
Cattoni, Roldano, 2012
Celikyilmaz, Asli, 240
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